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Editorial on the Research Topic

Editorial: Artificial Intelligence for eHealth

Artificial intelligence has grown extensively in recent times and is changing the healthcare industry
from many perspectives: Clinical Diagnosis, suggests treatment and follow up. Clinical Decision
Support (CDS) is a major topic of AI in medicine to assist clinicians at point of care. Existing
techniques used for processing health data can be broadly classified into two categories: (a)
non-Artificial Intelligence (AI) systems and (b) Artificial Intelligence systems. Even though non-AI
techniques are less complex in nature, most of the systems suffer from the drawbacks of inaccuracy
and lack of convergence. Hence, these systems are generally replaced by AI based systems which are
much superior to the conventional systems. AI techniques are mostly hybrid in nature and include
Artificial Neural Networks (ANN), fuzzy theory, and evolutionary algorithms. AI increases the
ability for healthcare professionals to better understand the day-to-day patterns and needs of the
people they care for, and with that understanding they are able to provide better feedback, guidance
and support for staying healthy.

AI-based CDS uses inference and logics, while non-AI-based CDS relies on machine learning
to perform the same functions. There are many clinical duties that CDS may assist with, but it is
essential that CDS is correctly integrated into the clinical workflow and health records. CDS can
be used to assist clinicians in the interpretation of medical pictures through the use of Computer
Aided Diagnosis (CAD). CAD incorporates AI as well as computer vision, signal processing, and
other components relevant to medicine. Breast cancer, lung cancer, colon cancer, coronary artery
disease, and Alzheimer’s disease are just a few of the conditions that can benefit from CADs.

There are certain societal concerns about the expanding use of AI in healthcare, including the
possibility of bias, lack of transparency for some AI algorithms, privacy problems for data used for
AI model training, and security and implementation responsibilities in clinical settings.

All areas of artificial intelligence (AI) in the fields of health informatics, biomedical informatics,
andmedical image analysis are covered in this special issue. Based on the reviews, eight papers were
chosen from a total of fifteen submissions to this special collection. At least two reviewers and at
least two rounds of review were required for each paper. Listed below are some of the papers that
made important contributions to this discussion.

Using data from the Alzheimer’s Disease Neuroimaging Initiative (ADNI) and independent
latent class analysis (LCA and LTA) and latent transition analysis (LTA) over a three-year period,
the authors (Alashwal et al.), describe their findings in the first paper of this special issue.
Researchers found that LCA was a better predictor of AD progression than typical clinical cut-off
measures on neuropsychological exams when it came to defining and recognizing the disease.
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Researchers (Mishra et al.) recommend data preparation to
eliminate the problem of data skewing by employing sample
approaches. The K-Nearest Neighbor algorithm is used to classify
the data using three different sampling techniques: Resampling,
Spread Subsampling, and SMOTE. Evaluation of classification’s
performance is done using a variety of performance indicators to
determine classification’s efficiency.

The authors (Iwendi et al.) in this research offer a fine-tuned
AdaBoost algorithm-boosted Random Forest model. Data from
the COVID-19 patients is used to create amodel that can estimate
the severity of a patient’s condition and whether or not they will
recover or die. On the dataset used, the model has an accuracy of
94% and an F1 Score of 0.86. The study of the data shows a link
between the gender of the patients and their mortality, as well as
the fact that the vast majority of patients are between the ages of
20 and 70.

They are trying to find out if heat massaging of the spinal
column can reduce muscle discomfort and increase antioxidant
function in this study (Kim et al.). There were 60 people in the
study who had lower back discomfort. Both an experimental
and a control group were given spinal column heat massage
and normal rehabilitative treatment, respectively, as part of
their rehabilitation. According to the results of the study,
spinal column thermal massage decreases pain more efficiently
and improves impairment levels. Because of this, thermal
massage may be beneficial in the treatment and prevention of
oxidative disorders.

In the next paper (Song et al.) of this special collection
shows that the pectolinarin triggers apoptotic cell death in
PC12 cells by DNA fragmentation and the production of
apoptotic bodies via the activation of ER stress sensors (eIF2
phosphorylation and ATF6 fragmentation) in PC12 cells. The
treatment of PC12 cells with 50µM pectolinarin for 24 h
increased the mRNA expression of ATF6, PERK, and IRE1 by up
to 1.6, 1.7, and 1.4 times, respectively, compared to the control.
Pectolinarin administration enhanced ATF6 fragmentation by
roughly twofold compared to the control, and phosphorylation
of eIF2 by 2.5 fold. As a result of these findings, future natural
medicines and health supplements targeting disorders caused
by apoptosis could benefit from a better understanding of the
molecular pathways involved.

For the purpose of estimating the number of people who
will die from COVID-19-related causes in India over the next
decade, the authors (Dhamodharavadhani et al.) conducted an
investigation into the suitability of Statistical Neural Network
(SNN) models and their hybrid version. These SNN models,
including the Probabilistic Neural Network and a Radial Basis
Function Neural Network, are used to construct the COVID-19
Mortality Rate Prediction model (MRP) in India. MRP models
based on PNN and RBFNN were found to perform better than
other models in COVID-19 datasets D2 and D1.

Based on an autoregressive integrated moving average, a
model was developed to predict an epidemic of COVID-19

in the world in the next several days (ARIMA) (Dansana
et al.). In addition to the 120,000 confirmed fatalities predicted
by the ARIMA model until April 1, 2020, we also evaluated
the total number of confirmed cases, the total number of
fatalities predicted, the autocorrelation function, and the white
noise time series for the COVID-19 outbreak’s confirmed and
fatalities cases.

Patients infected with the COVID-19 virus can have their
medical issues diagnosed using a data mining model built on a
hybrid deep learning framework (Khadidos et al.). Convolution
neural networks (CNNs) and recurrent neural networks (RNNs)
combine to form the DeepSense technique, a hybrid deep
learning model. In comparison to other deep learning and
machine learning classifiers, DeepSense’s accuracy was shown
to be significantly higher. A patient’s prognosis for COVID-
19 infections can be improved by knowing the accuracy of the
diagnostic approach used.

To summarize, eight of the fifteen papers submitted to
this special issue were accepted for publication in this
special edition. We, as guest editors, believe that this special
issue’s research contributions and conclusions will assist
readers by expanding their knowledge and inspiring them to
work on a variety of elements of Artificial Intelligence for
eHealth themselves.
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Noida, India, 9Department of Computer Science, College of Electrical and Computer Engineering, Chungbuk National

University, Cheongju-si, South Korea

Integration of artificial intelligence (AI) techniques in wireless infrastructure, real-time

collection, and processing of end-user devices is now in high demand. It is now

superlative to use AI to detect and predict pandemics of a colossal nature. The

Coronavirus disease 2019 (COVID-19) pandemic, which originated in Wuhan China,

has had disastrous effects on the global community and has overburdened advanced

healthcare systems throughout the world. Globally; over 4,063,525 confirmed cases

and 282,244 deaths have been recorded as of 11th May 2020, according to the

European Centre for Disease Prevention and Control agency. However, the current rapid

and exponential rise in the number of patients has necessitated efficient and quick

prediction of the possible outcome of an infected patient for appropriate treatment using

AI techniques. This paper proposes a fine-tuned Random Forest model boosted by the

AdaBoost algorithm. Themodel uses the COVID-19 patient’s geographical, travel, health,

and demographic data to predict the severity of the case and the possible outcome,

recovery, or death. The model has an accuracy of 94% and a F1 Score of 0.86 on the

dataset used. The data analysis reveals a positive correlation between patients’ gender

and deaths, and also indicates that the majority of patients are aged between 20 and

70 years.

Keywords: COVID-19, healthcare analytics, patient data, infection, boosting, random forest classification

INTRODUCTION

The healthcare industry is a vast industry that requires real time collection and processing of
medical data. Moreover, at the core of this industry lies the problem of data handling which
requires real time prediction and dissemination of information to practitioners for quick medical
attention. Major actors of this industry, such as physicians, vendors, hospitals, and health-based
companies have attempted to collect, manage, and revive data with the aim of using it to
enhance medical practices and for technological innovation. However, dealing with healthcare
data has, of late, become a complex task due to the massive volume of the data, security issues,
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wireless network application incompetence, and the velocity at
which it is increasing. Thus, to increase the efficiency, accuracy,
and workflow healthcare industries need data analytics tools to
manage such complex data.

Coronavirus disease 2019 (COVID-19) is a virus of the
Corona virus family and the source of a respiratory illness
outbreak throughout the world that originated inWuhan, China.
Studies (1–3) show that Covid-19 has clinical characteristics
akin to the SARS-CoV. The dominant symptoms include fever
and cough, while gastrointestinal symptoms are uncommon.
In COVID-19 infected patients the absence of fever is more
frequent than in patients infected by similar viruses, i.e., MERS
Corona Virus (2%) and SARS Corona Virus (1%) (4); therefore,
there is a possibility of non-febrile patients being missed by
a surveillance mechanism with a primary focus on detecting
fever (5). The initial patients infected by COVID-19, reportedly
indicated an association with a large seafood and animal market
in Wuhan that demonstrated an animal-to-person spread. Per
contra, a burgeoning number of patients have not displayed
any association with the animal markets, revealing the fact of
human-to-human transmission of COVID-19. This pandemic
has been declared a global health emergency and is spreading
at an alarming rate (6). The origin of the virus in Wuhan,
China has caused 175,694 deaths globally and has 2,544,792 active
patients globally (7). With the stress on medical facilities, it is
essential for governments and healthcare facilities to identify
and treat cases that are most likely to survive, by so doing,
judiciously utilizing the limited stock of medical resources
and medications.

Artificial Intelligence (AI) has emerged as the breakthrough
technology of the twenty-first century and has found multiple
applications in fields from weather prediction, astronomical
exploration, to autonomous systems (8). We note a few related
works where AI has been applied for detection, prevention, and
prediction to combat the COVID-19 pandemic. In Wang and
Wong (9) researchers have implemented a Convolutional Neural
Network based model to detect COVID-19 patients using CXR
images. They used a pre-trained ImageNet and trained the model
on an open source dataset of Chest X-Ray images (CXR). While
Pal et al. (10) implemented a LSTMmodel to predict the country-
specific risk of COVID-19, that relies on trends and weather
data of a particular country to predict the probable spread of
COVID-19 in that country. In Liu et al. (11) the AI practitioners
applied ML to process internet activity, news reports, health
organization reports, and media activity to predict the spread of
the outbreak on the providence level in China (12). In Bayes and
Valdivieso (13) the authors made use of the Bayesian approach
to predict the number of deaths in Peru for 70 days in the future,
using the empirical data from China. The authors in Beck et al.
(14) applied Artificial intelligence to identify the commercially
available drugs that could be used to treat COVID-19 patients.
They used Bidirectional Encoder Representations from the
Transformers (BERT) framework at the core of their model.
In Tang et al. (15) the researchers implemented the random
forest algorithm for severity analysis of COVID-19 patients
using the Computed Tomography (CT) Scans. In Khalifa et al.
(16) the authors proposed a Generative Adversarial Network

based fine-tuned model for detecting pneumonia from Chest
X-Ray scans, which is one of the symptoms of COVID-
19 infection. In Sujatha et al. (17), authors proposed a
method which could be helpful in predicting the stretch
of COVID-2019, by performing linear regression, and the
Multilayer perceptron and Vector autoregression model
which could provide an expectation on the COVID-19
Kaggle information, to anticipate the epidemiological
pattern of the disease and rate of COVID-2019 cases
in India.

Kutia et al. (18) tried to break down client perspectives
to eHealth applications in China and the eHealth framework
in the Ukraine, which afterwards provided bits of knowledge
and proposals for the improvement of an eHealth application
(eZdorovya) for mainly health information benefits. Sultan et al.
(19) presented a hybrid method that generates and facilitates
Alzheimer patients to recall their memories. This egocentric
video summary uses important people, objects, and medicines
as tools in the realization of their method. Furthermore, an
emerging tactile Internet-based nanonetwork that promises a
new range of e-health applications has been proposed by Feng
et al. (20). The authors use an information based transmit
network that goes to an operator via the terahertz band. Finally,
the authors in Jain and Chatterjee (21) presented an assortment
of strategies intended to speak to, improve, and enable multi-
disciplinary and multi-institutional ML to explore in healthcare
informatics (22). Khamparia et al. (23) introduced a unique
way of an internet of health things (IoHT)-driven deep learning
structure for identification and arrangement of cervical cancer in
Pap smear pictures, utilizing ideas of transfer learning. Waheed
et al. (24) suggested a technique to produce manufactured chest
X-ray (CXR) pictures by building up an Auxiliary Classifier
Generative Adversarial Network (ACGAN) utilized model called
CovidGAN. Sakarkar et al. (25) suggested a profound learning-
based mechanized discovery and characterization model for
fundus DR pictures.

This paper aims to fill the void of the traditional
healthcare system, using machine learning (ML) algorithms
to simultaneously process healthcare and travel data along with
other parameters of COVID-19 positive patients, in Wuhan,
to predict the most likely outcome of a patient, based on
their symptoms, travel history, and the delay in reporting the
case by identifying patterns from previous patient data. Our
contribution includes:

• Processing of healthcare and travel data using
machine learning algorithms in place of the
traditional healthcare system to identify COVID
infected person.

• This work compared multiple algorithms that are available
for processing patient data and identified the Boosted
Random Forest as the best method for processing data.
Further, it executed a grid search to fine-tune the hyper
parameters of the Boosted Random Forest algorithm to
improve performance.

• Our work obliterates the need to re-compare existing
algorithms for processing COVID-19 patient data.
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TABLE 1 | Dataset description.

Column Description Values (for

categorical

variables)

Type

id Patient Id NA Numeric

location The location where the

patient belongs to

Multiple cities

located

throughout the

world

String,

Categorical

country Patient’s native country Multiple

countries

String,

Categorical

gender Patient’s gender Male, Female String,

Categorical

age Patient’s age NA Numeric

sym_on The date patient started

noticing the symptoms

NA Date

hosp_vis Date when the patient

visited the hospital

NA Date

vis_wuhan Whether the patient

visited Wuhan, China

Yes (1), No (0) Numeric,

Categorical

from_wuhan Whether the patient

belonged to Wuhan,

China

Yes (1), No (0) Numeric,

Categorical

death Whether the patient

passed away due to

COVID-19

Yes (1), No (0) Numeric,

Categorical

Recov Whether the patient

recovered

Yes (1), No (0) Numeric,

Categorical

symptom1.

symptom2,

symptom3,

symptom4,

symptom5,

symptom6

Symptoms noticed by

the patients

Multiple

symptoms

noticed by the

patients

String,

Categorical

• This work will enable researchers to further work on
developing a solution that combines the processing of patient
demographics, travel, and subjective health data with image
data (scans) for better prediction of COVID-19 patient
health outcomes.

The rest of the article is organized as follows: section Materials
and Methods discusses the materials and methodology used in
detail, along with the dataset description, data pre-processing,
and the data analysis of the classification algorithms used. Section
Results discusses the result of the experiment followed by further
discussion in section Discussion. Section Conclusion and Future
Work discusses the results and provides a conclusion and the
future direction of the current work.

MATERIALS AND METHODS

The dependencies for the project include the following packages
and libraries: Datetime, Numpy, Pandas, SciPy, Scikit Learn, and
Matplotlib. The project has been implemented on the Google
Colab platform using the CPU runtime. The CPU specifications
for Google Colab are; model: 79, CPU Family: 6, model name:

FIGURE 1 | Symptoms in patients.

Intel(R) Xeon(R) CPU @ 2.20 GHz and cache size: 56,320KB.
The storage used is Google Drive.

Dataset
The dataset used in this study was accessed fromKaggle as “Novel
Corona Virus 2019 Dataset” (26). The dataset has been compiled
from various sources including the World Health Organization
and John Hopkins University. However, this dataset has been
pre-processed further by us to meet the needs of this study.
Table 1 presents the features of the data.

Data Analysis
Fever, cough, cold, fatigue, body pain, and malaise were the most
common symptoms that were noticed in patients whose data is
available in this dataset and are shown in Figure 1.

Correlation between features of the dataset provides crucial
information about the features and the degree of influence they
have over the target value. The heat map of Pearson Correlation
between the features of the dataset is shown in Figure 2, which
clearly reveals a relatively stronger positive correlation between
age of the patient, whether the patient was native to Wuhan,
gap between (in days) when they first felt the symptoms and
visited the hospital, and death. However, the country of the
patient has a positive correlation with recovery. This implies that
foreign patients who visited China had a higher recovery rate.
There is also a strong positive correlation between symptom1 and
symptom2, and also between symptom2 and symptom3.

Data Pre-processing
The dataset consists of columns with the data being the Date,
String, and Numeric type. We also have categorical variables in
the dataset. Since theMLmodel requires all the data that is passed
as input to be in the numeric form, we performed label-encoding
of the categorical variables. This assigns a number to every unique
categorical value in the column.

The dataset consists of multiple missing values which cause
an error when passed directly as an input. Thus, we fill the
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FIGURE 2 | Correlation between data features.

missing values with “NA.” Certain patient data records contain
missing values for both the “death” and “recov” columns, such
patient records have been separated from the main dataset and
compiled into the test dataset, while the remaining records have
been compiled into the train dataset.

The dataset also consists of columns in the date format.
Since the data columns are not directly used, feature engineering
has been applied. A new column has been populated with the
corresponding (hosp_vis—sym_on) value. This provides us with
the number of days that have passed between the symptoms being
noticed and the patient visiting the hospital.

Evaluation Metrics
The purpose of the following study is to accurately predict the
outcome of a particular patient depending on multiple factors,
including but not limited to travel history, demographics etc.
Since this is a very crucial prediction, accuracy is very important.

Thus, for the purpose of evaluating the model we considered
three evaluation metrics for this study.

The following terms are used in the equations: TP, True
Positive; TN, True Negative; FP, False Positive; and FN,
False Negative.

Accuracy
Given a dataset consisting of (TP+TN) data points, the accuracy
is equal to the ratio of total correct predictions (TP + TN +

FP + FN) by the classifier to the total data points. Accuracy is an
important measure which is used to assess the performance of the
classification model. Accuracy is calculated as shown in Equation
(1) as follows:

Accuracy =
TP+ TN

TP+ TN+ FP+ FN
0.0 < Accuracy < 1.0

(1)
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FIGURE 3 | Evaluation metrics for decision tree.

Precision
Precision is equal to the ratio of the True Positive (TP) samples
to the sum of True Positive (TP) and False Positive (FP) samples.
Precision is also a key metric to identify the number of correctly
classified patients in an imbalanced class dataset. Precision is
calculated as given in Equation (2) as follows:

Precision =
TP

TP + FP
(2)

Recall
Recall is equal to the ratio of the True Positive (TP) samples
to the sum of True Positive (TP) and False Negative (FN)
samples. Recall is a significant metric to identify the number of
correctly classified patients in an imbalanced class dataset out of
all the patients that could have been correctly predicted. Recall is
calculated as given in Equation (3) as follows:

Recall =
TP

TP + FN
(3)

F1 Score
F1 Score is equal to the harmonic mean of Recall and Precision
value. The F1 Score strikes the perfect balance between Precision
and Recall thereby providing a correct evaluation of the model’s
performance in classifying COVID-19 patients. This is the most
significant measure that we will be using to evaluate the model.
F1 Score can be calculated as shown in Equation (4) as follows:

F1 Score = 2×
Precision× Recall

Precision + Recall
(4)

RESULTS

We have used the pre-processed dataset to train multiple ML
classification models. The models included in this study include:
Decision Tree Classifier, Support Vector Classifier, Gaussian
Naïve Bayes Classifier, and Boosted Random Forest Classifier.

FIGURE 4 | Evaluation metrics for SVM classifier.

FIGURE 5 | Evaluation metrics for Gaussian NB.

Since the dataset we used can be an imbalanced dataset, we
will be using F1 Score as the primary metric for comparison.
Figures 3–6 shows the model performances for all the models
stated above.

The decision tree constructed for estimating the target variable
is visualized in Figure 7. The decision tree has a depth of 2
and the Gini index of every node is <0.5, which indicates an
imbalance in the training data.

Since Boosted Random Forest algorithm is the best
performing model, we will fine tune the model for better
performance on the dataset.

DISCUSSION

Boosted Random Forest Classification
A Boosted Random Forest is an algorithm, which consists of two
parts; the boosting algorithm: AdaBoost and the Random Forest
classifier algorithm (27)—which in turn consists of multiple
decision trees. A decision tree builds models that are similar to an

Frontiers in Public Health | www.frontiersin.org 5 July 2020 | Volume 8 | Article 35710

https://www.frontiersin.org/journals/public-health
https://www.frontiersin.org
https://www.frontiersin.org/journals/public-health#articles


Iwendi et al. COVID-19 Patient Health Prediction

FIGURE 6 | Evaluation metrics for Boosted Random Forest.

FIGURE 7 | Decision tree.

actual tree. The algorithm divides our data into smaller subsets,
simultaneously adding branches to the tree. The outcome is a
tree consisting of leaf nodes and decision nodes. A decision node
has two or more branches representing the value of each feature
(like age, symptom1, etc.) tested and the leaf node holds the result
value on the patient’s prospective condition (target value).

Multiple classifier decision trees (ensemble of classifiers)
eliminate the risk of failure of a single decision tree to correctly
predict the target value. Thus, the random forest averages the
result provided by multiple trees to provide the final result.

The margin function for the random forest is expressed
in Equation (5), the generalization error in Equation (6),
and confidence in the prediction in Equation (7). Here
h1 (x) , h2 (x) , . . . , hk (x) is the ensemble of classifiers (decision
trees) and the training data is drawn from the vectors X,Y .

The margin function is expressed as follows:

mg (X, Y) = avkI
(

hk (X) = Y
)

−maxj6=YavkI
(

hk (X) = j
)

(5)

where the indicator function is denoted by I(.). The
generalization error is given as follows:

PE∗ = PX,Y
(

mg (X, Y) < 0
)

(6)

FIGURE 8 | Decision tree 1.

where the probability is expressed over the X,Y space. In random
forests, we have hk (X) = h(X,Θk), therefore the number of
classifiers (decision trees) increases, for all the sequences of trees.
The probability PE∗ converges to Equation (7), from the Strong
Law of Large Numbers and tree structure.

PX,Y
(

P2

(

h (X,2) = Y
)

−maxj6=YP2

(

h (X,2) = j
)

< 0
)

(7)

Applying the boosting algorithm AdaBoost (28) provides
a corrective mechanism to improve the model after every
prediction of patient state. Eventually, the decision is a result of
summing up of all the base models. It is one of the most efficient
techniques in ML.

The corrective mechanism can be expressed as follows
Equation (8). Given

(

x1, y1
)

, . . . ,
(

xm, ym
)

, where xi ∈ X, yi ∈

Y = {−1,+1}. For, t = 1, . . . ,T. Initialize D1 (i) = 1
m .

After training a weak learner, random forest in our case, using
distribution Dt .

Get the hypothesis, ht :X → {−1,+1} ,
With the error et = Pri∼Dt

[

ht (xi) 6= yi
]

After choosing αt =
1
2 ln ln

(

1−et
et

)

Update: Dt+1 (i) =
Dt(i)
Zt

× {e−αt if ht(xi) =

yi e
αt if ht(xi) 6= yi

=
Dt(i) exp(−αtyiht(xi))

Zt
Here, Zt is a normalization factor. We get the final hypothesis
as follows:

H (x) = sign

(

T
∑

t = 1

αtht(x)

)

(8)

Here the dependent variable was the patient state
(dead/recovered) while the independent variables were location,
country, vis_wuhan, from_wuhan (hosp_vis—sym_on), age,
gender, symptom (1–6). We have used the boosted random forest
because of its accurate classification performance on imbalanced
datasets (25, 29).

The decision trees visualized in Figures 8–11 have a depth
equal to two. Also, the Gini index in all the leaf nodes of
all the trees is <0.5, which indicates the training dataset is
imbalanced. Hence, for optimizing the performance of the model
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FIGURE 9 | Decision tree 10.

FIGURE 10 | Decision tree 25.

FIGURE 11 | Decision tree 100.

we have reduced the depth of trees to 2 and increased the
number of estimators (decision trees) in the random forest to
100. This prevents high variance in the model and provides
accurate predictions.

Hyperparameter Optimization
Since the Boosted Random Forest Classifier was implemented
using the default parameters, for the optimal performance of
the model, we conducted a grid search over a grid of chosen
parameters to gain a set of best performing parameters. We
implemented the grid search using the GridSearchCV() function

TABLE 2 | Optimal hyperparameters returned by grid search.

Parameters Value

n_estimators 100

max_depth 2

min_samples_leaf 2

min_samples_split 2

criterion gini

TABLE 3 | Evaluation results.

Metric Score

Recall score 0.75

Precision score 1.0

F1 score 0.86

Accuracy 0.94

FIGURE 12 | Comparison of Models’ performance.

from Sklearn library. Table 2 presents the hyperparameters as
returned by the grid search algorithm (30).

Table 3 presents the evaluation metrics of the Fine Tuned
Boosted Random Forest.

The study shows that Boosted Random Forest performs better
while predicting COVID-19 patient deaths. Figure 12 graph
compares the performance of all the models including Boosted
Random Forest.

CONCLUSION AND FUTURE WORK

The application of Artificial Intelligence is very crucial to process
patient data for efficient treatment strategies. In this paper we
presented amodel that implements the Random Forest algorithm
boosted by the AdaBoost algorithm, with a F1 Score of 0.86
on the COVID-19 patient dataset. We have discovered that the
Boosted Random Forest algorithm provides accurate predictions
even on imbalanced datasets. The data analyzed in this study has
revealed that death rates were higher amongst theWuhan natives
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compared to non-natives. Also, male patients had a greater
death rate compared to female patients. The majority of affected
patients are aged between of 20 and 70 years.

Future work will focus on creating a pipeline that combines
CXR scanning computer vision models with these types of
demographic and healthcare data processing models. These
models will then be integrated into applications that will support
the growth of mobile healthcare. This can provide a step toward
a semi-autonomous diagnostic system that can provide rapid
screening and detection for COVID-19 affected regions and
prepare us for future outbreaks.
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In the past few years, classification has undergone somemajor evolution. With a constant

surge of the amount of data gathered from different sources, efficient processing and

analysis of data is becoming difficult. Due to the uneven distribution of data among

classes, data classification with machine-learning techniques has become more tedious.

While most algorithms focus on major data samples, they ignore the minor class data.

Thus, the data-skewing issue is one of the critical problems that need attention of

researchers. The paper stresses upon data preprocessing using sampling techniques

to overcome the data-skewing problem. Here, three different sampling techniques such

as Resampling, SpreadSubSampling, and SMOTE are implemented to reduce this

uneven data distribution issue and classified with the K-nearest neighbor algorithm. The

performance of classification is evaluated with various performance metrics to determine

the efficiency of classification.

Keywords: data skewing problem, machine learning, best first search, KNN algorithm, SMOTE,

SpreadSubSampling, F-score

INTRODUCTION

Recently, enormous data is aggregated on a daily basis. Many times, it is observed that such massive
data samples are unevenly matched and classified among its classes. As a result, generation of data
occurs in a skewed way. This scenario in a data set where samples of data in one class are much
higher in comparison to that of the other class is represented as a skewed data set. In this case,
the higher data sample class becomes the major class and the class consisting of relatively less data
samples is labeled as minor class. As a result of this uneven distribution of data samples, major class
is given higher importance than minor class. Hence, the overall performance of machine-learning
algorithms is affected, thereby generating inaccurate results. However, in the classification process,
both major and minor class samples play a significant role. Subsequently from previous studies,
it is observed that this skewed data has a major impact on the performance of machine-learning
algorithms (1–3). Besides this, acute knowledgemining fromminor class is also a factor considering
there are very few data instances (4). This data-skewing concept holds significance, which is applied
in several real-time applications such as remote area sensing (5), acute pollution detection (6), risk
identification and control (7), and fraud detection and prevention (8). This data skewing can be a
critical bottleneck in sensitive applications like in themedical domain in diagnosis of patients where
a minor negligence can be dangerous for patients’ health. Usually, various classification algorithms
that are deployed in predictive analytics consider homogeneity in data partitioning among its
classes. It may be a hurdle, thereby degrading the effectiveness of performance of machine-learning

15
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models. Apart from this, overhead causes due to rate of
occurrence of error in data skewing are unbalanced, creating
inconsistency during classification. It may result in classes
overlapping for which noisy instances rise, creating more
complexity in prediction.

SAMPLING

The problem of imbalance aggregation of samples of data may be
effectively dealt with by the use of a data preprocessing approach
called Sampling. It is used to handle problems of uneven data
distribution in a given data set. The prime objective of this
sampling approach is to identify and choose a sample of data
from the raw unstructured data sets gathered, which represent
the overall data records. By deploying this mechanism, a smaller
data section can be mapped to the entire data set. Two features
that govern the selection of a sample include the size of the data
sample and the quality of the sample. Several distinct criteria
are there for selecting a sample rather than a complete database,
which are as follows:

• It is suited in large data sets, which involves handling
several constraints.

• The approach of data filtering and preprocessing is cheap.

FIGURE 1 | Under-sampling process.

FIGURE 2 | Over-sampling process.

• Relative loss in data is least.
• It is robust and dynamically applicable to different data sets.

Basically, there are two ways to deal with Sampling which
includes Under-Sampling and Over-Sampling. Under-Sampling
is performed on the larger training data set while Over-Sampling
is done on minority data records.

Under-Sampling: This approach is applicable to a class
belonging to majority data samples. Here, data samples of data
are selected and eliminated at random so as to create a balance
between both class data as shown in Figure 1.

Over-Sampling: This procedure is applicable to enhance the
size of data sets in the class with fewer instances so as to match it
with the class with a larger number of data distributions as shown
in Figure 2.

RELATED WORK

In (9), the authors discussed a method to determine the
features on probability density technique by taking a small data
set consisting of uneven classes on the ranking of attributes.
Nguwi and Cho (10) present a method of attribute selection
that represents a weight vector based on a support vector
machine. Its basic aim was to remove the unwanted features,
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thus enhancing the accuracy rate in classification. In (11), a
white blood cell classificationmodel based on the nature-inspired
approach is developed, and when a comparison analysis with
other existing nature-inspired algorithms is done, it was found
that the proposed model was extremely fast and precise in the
analysis of hematological issues. An efficient machine-learning
framework to identify and classify leaves has been proposed
in (12). Later, the proposed model was compared with some
classifiers like random forest and KNN algorithm. The accuracy
rate of the proposed framework outperformed other classifiers in
both training and testing data samples. In (13), the significance
of the SMOTE method on sparse and heterogeneous data sets
is discussed. Here, the decision tree algorithm and naïve Bayes
algorithm are used as classifier. In (14), a hybrid model classifier
was developed, which is a combination of SMOTE, particle
swarm optimization, and RBF (radial-basis function). This
hybrid combination resulted in high prediction performance.
In (8), authors analyzed the Undersampling and Oversampling
effects on backpropagation neural networks and particle swarm
optimization. The result highlighted the sensitivity of the PSO
algorithm toward the uneven data distribution and training data
with minimum number of instances and many attributes. An
enhanced and dynamic adaptation of the crow search algorithm
is proposed in (15) to make Parkinson disease diagnosis more
effectively and accurately. The proposed optimized algorithm
yielded an overall prediction accuracy of 100%. In (16), both
undersampling and oversampling use a resampling method that
defines several parameters in tuning SVM. The unbalanced data
aggregation results in a major data shift to the minor class.
A study in (17) developed a resampling-based preprocessing
technique to address the skewing of unbalanced data sets and
classified various types of tumor in patients. Sharma et al. (18)
deals with development of an optimizedmeta-heuristic model for
attribute selection to accurately categorize protein structures. The
proposed model was experimentally compared with other meta-
heuristic algorithms, and it was found that it yielded optimum
results than others. Sahoo et al. (19) used the LVQ technique
to illustrate and analyze the clustering deviation issue on the
breast cancer data set. In (20), the authors developed a class-based
method using ant-colony optimization, which is very effective
for major classes. The rate of latency was very high in this
method, which is a disadvantage. A novel approach is proposed
in (21) on the basis of experimental evaluation on polyster
compounds reinforced with fiberglass. The PSO algorithm and
genetic algorithm were used to predict global optimum, and it
was inferred that the convergence of the PSO algorithm was
very fast and needed less execution time. A succinct analysis
in (22) presented a cluster analysis under-sampling technique.
Here, various clusters were formed for partitioning the entire
training set. From every cluster, selected data from the major
class were chosen according to the proportion of major data
to minor data. The research outcome using clustering on
under-sampling enhances the rate of classification accuracy,
and the model was more robust than others. Highly accurate
with least computational cost evolutionary model-based feature
optimization techniques are presented in (23) to detect and
diagnose lung disease disorders automatically. Sharma et al. (24)

FIGURE 3 | Our proposed hybrid model based on sampling.

presented an optimized and improved feature selection model
that is useful in extracting optimum attributes in Parkinson’s
disease record samples with enhanced efficiency. It achieved
an accuracy rate of 95.91% which is much higher than other
related algorithms.

PROPOSED WORK

The prime purpose of the analysis is to present disease data
samples with minimum uneven data issue so that the required
adjustment may be done in data segregation of major and
minor classes. The developed framework as shown in Figure 3

constitutes a five-phase approach of evaluation of performance
with the use of data filtering with sampling. The system model
proposed in our work is applicable to the healthcare industry.
The data sets under consideration include diabetes, breast cancer,
and hepatitis. Initially, the sample disease data sets under
consideration were gathered from the UCI repository. In the
next step, the best-first search algorithm which is based on
heuristic search optimization is applied to the original data
samples to remove the less relevant features. It is used in the
traversal of the graph to determine one or more goal states, which
implements priority queue for its operations. This results in a
reduced and optimal data set. Eventually, this optimized data
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set is implemented with three distinct sampling methods which
include SMOTE, Resampling, and SpreadSubSampling. These
techniques are useful in varying the sampling data distributions
in the already existing data samples where the minority class
samples are over-sampled while the majority class samples are
under-sampled. This results in a relatively evenly balanced data
set. After sampling is performed, the data set undergoes the
classification process. The classifier used for this purpose is the
K-nearest neighbor (KNN) algorithm where the value of K is
3. It performs classification of a newly arrived unknown data
sample based on the Euclidean distance which is used as a
similarity measure. It performs classification of new test data
on the basis of distance functions used as a similarity metric.
During classification, a new unseen data sample is allotted the
class label of the most common class among k-closest examples.
While classifying a test data, it is allotted a class label of the
most common class among 3 closest neighbors. Finally, the
effectiveness of the presented model is evaluated by the help of fw
vital performance indicators like positive predictive value (PPV),
sensitivity, prediction accuracy, F-score, and ROC metric, and
the efficiency of the system model is evaluated. The heuristics-
based optimization search space technique implemented in our
research is best-first search, and the classifier used is the K-NN
algorithm where K is taken as 3.

Various sampling techniques used are as follows:

• SpreadSubSample: A subsampling filter in which a random
subset is processed in order to be fit in memory. In this filter,
a maximum spread between the minor and major classes is
denoted. For example, the user may specify the class frequency
difference to be 2:1. For the subsequent batches, there is no
resampling while the batch mode is implemented.

• SMOTE: It is a technique specified for Oversampling of the
minority class with Random Undersampling of the majority
class. The k-nearest minority neighbors are computed in the
minority class. Then, some of these neighbors are selected,
fromwhich synthetic data samples are extracted which join the
minority sample with its chosen neighbors.

• Resampling: The objective of Resampling is to add instances to
a class. It is done by simply adding instances multiple times
to the result data set from the class, which has only a few
instances. Suppose one class 2 instance is present then with
a resampling with a bias of 1.0, N copies of that instance
and N other instances of each other’s type for which data
is present will be the result. Thus, a random subsample of
a data set is produced sampling either with replacement or
without replacement.

RESULT AND DISCUSSION

Three sampling approaches which include SMOTE,
SpreadSubSample, and Resampling as part of data preprocessing
are used in the study. Among the clinical data sets, breast cancer,
diabetes, and hepatitis are the data sets under consideration.
Various evaluation criteria can be used to determine the
effectiveness of machine-learning techniques. However, all
evaluation factors may not be useful in dealing with skewed data

TABLE 1 | Parameters of a confusion matrix.

True positives (TP) Positive instances correctly identified by classifier

True negatives (TN) Negative instances correctly identified by classifier

False positives (FP) Negative instances incorrectly identified by classifier

False negatives (FN) Positive instances incorrectly identified by classifier

FIGURE 4 | Skeleton of a confusion matrix.

FIGURE 5 | Confusion matrix analysis in breast cancer dataset.

issue due to the presence of unbalanced data samples in complex
data sets. Hence, a confusion matrix may be useful to handle
such problem in deriving few important metrics to demonstrate
the efficiency of classification. Basic parameters of a confusion
matrix are illustrated in Table 1, and a sample confusion matrix
is presented in Figure 4.

The confusion matrices for breast cancer, diabetes, and
hepatitis disease samples are developed using every feasible
combination of the KNN classifier, sampling approaches, and
best-first search method. The breast cancer data set consists of
286 data records of different patients, and the entire data samples
are spread over in two classes which include “no-recurrence-
events” and “recurrence-events”. The confusion matrix of the
breast cancer data is seen in Figure 5. The confusion matrix
for the diabetes data set is depicted in Figure 6. It has 786 data
samples collected from different patients. “tested_negative” and
“tested_positive” are the two classes under consideration in the
diabetes data. As observed in Figure 7, “DIE” and “LIVE” are the
two distinct class labels for the hepatitis data set constituting 145
unique samples of patients.

Prediction accuracy forms the basis of classification, which
represents the frequency of accurate predictions among all
predictions made. Equation 1 denotes the prediction rate of
accuracy in terms of confusion matrix.
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FIGURE 6 | Confusion matrix analysis in diabetes dataset.

FIGURE 7 | Confusion matrix analysis in hepatitis dataset.

Prediction Accuracy =
TP+ TN

TP+ TN+ FP+ FN
(1)

However, at times, prediction accuracy alone is not sufficient to
determine the effectiveness of prediction. There are some other
equally vital metrics to gauge the prediction performance in
skewed data sets such as positive predictive value, sensitivity,
and F-score. The positive predictive value denotes the probability
of relevance of a randomly chosen data sample from the entire
data set.

Positive Predictive Value =
TP

TP+ FP
(2)

Sensitivity represents the chance of a relevant data sample chosen
at random to be extracted in a search.

Sensitivity =
TP

TP+ FN
(3)

These two metrics may not be so useful in determining the
superiority of algorithmic performance in the machine-learning
task. For example, if one classificationmodel offers high precision
value and low recall value than other models, then it is tough

TABLE 2 | Analysis of different sampling techniques on sample disease data sets

yielding optimum performance.

Healthcare

data set

Evaluation metric Optimum

value

Sampling method

Breast

cancer

PPV 0.814 SMOTE and SpreadSubSampling

Sensitivity 0.820 SMOTE and SpreadSubSampling

F-score 0.812 SMOTE and SpreadSubSampling

Prediction accuracy 0.814 SMOTE and SpreadSubSampling

Diabetes PPV 0.921 SpreadSubSampling

Sensitivity 0.906 SpreadSubSampling

F-score 0.905 SpreadSubSampling

Prediction accuracy 0.884 SMOTE and SpreadSubSampling

Hepatitis PPV 0.839 Resampling

Sensitivity 0.837 Resampling

F-score 0.849 SMOTE

Prediction accuracy 0.867 SMOTE

to determine the best model among all. In these scenarios,
another evaluation metric named F-score is used. This F-score
metric computes the balanced mean value in between recall and
precision. The efficiency of a classifier is directly proportional to
the value of this F-score metric.

F− score =
2TP

2TP+ FP+ FN
(4)

The effectiveness of our proposed model can be evaluated
by several performance parameters like sensitivity, positive
predictive value (PPV), F-score, and prediction accuracy
rate. In case of breast cancer, it is sharply observed that data
preprocessing with SMOTE and SpreadSubSample methods
yields much better results in terms of the performance
metrics taken into account. While with the diabetes data
set the SpreadSubSample sampling technique performs
relatively better than SMOTE and Resampling methods.
With hepatitis data, Resampling and SMOTE methods
outperform the SpreadSubSample method. Therefore, it
can be clearly observed that the data skewing issue is reduced
to a large extent by using the sampling approach and thereby
fruitful in balancing the uneven data sets. It leads to more
optimal performance with data preprocessing using sampling
techniques rather than performing classification without
sampling methods. The evaluation result analysis is summarized
in Table 2.

CONCLUSION

The issue of skewed data is a challenging area, which needs to be
handled effectively when dealing with time-specific applications
like disease diagnosis in the medical domain. Precise disease
diagnosis of patients is a very critical task which requires
a high level of accuracy. Our paper has presented the data
skewing issue and has demonstrated the use of the data-
preprocessing approach by implementing some vital sampling
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techniques on healthcare disease data sets. Upon implementation
of sampling techniques with the KNN classifier on disease
data sets, it was observed that the data skewing issue was
significantly minimized thereby a more balanced data set
is the result.

In this work, sampling techniques like SMOTE,
SpreadSubSampling, and Resampling are used. SMOTE was
projected as an oversampling method and SpreadSubSampling
was used as an under-sampling method for balancing data
samples. Though there are no unified norms for class balancing,
the study can infer that the classification using the sampling
approach generates an optimum result than going in alone.
Therefore, it may be concluded that data preprocessing with the
sampling approach offers an ideal option to avoid skewing of
data samples and is thus beneficial for an effective and accurate
disease diagnosis.
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The primary aim of this study is to investigate suitable Statistical Neural Network (SNN)

models and their hybrid version for COVID-19 mortality prediction in Indian populations

and is to estimate the future COVID-19 death cases for India. SNN models such as

Probabilistic Neural Network (PNN), Radial Basis Function Neural Network (RBFNN), and

Generalized Regression Neural Network (GRNN) are applied to develop the COVID-19

Mortality Rate Prediction (MRP) model for India. For this purpose, we have used two

datasets as D1 and D2. The performances of these models are evaluated using Root

Mean Square Error (RMSE) and “R,” a correlation value between actual and predicted

value. To improve prediction accuracy, the new hybrid models have been constructed by

combining SNN models and the Non-linear Autoregressive Neural Network (NAR-NN).

This is to predict the future error of the SNN models, which adds to the predicted

value of these models for getting better MRP value. The results showed that the PNN

and RBFNN-based MRP model performed better than the other models for COVID-19

datasets D2 and D1, respectively.

Keywords: Covid-19, mortality rate prediction (MRP), statistical neural network (SNN), probabilistic neural network

(PNN), generalized regression neural network (GRNN), radial basis function neural network (RBFNN), non-linear

autoregressive (NAR), root mean square error (RMSE)

INTRODUCTION

At the end of December 2019 in Wuhan, China, it was first reported that a human infection
was caused by a novel coronavirus (nCov) or Wuhan virus or 2019-nCov (1). One of the
biggest challenges of this epidemic is the human-to-human transition of nCov. The coronavirus
(COVID-19) infected cases increase at an exponential rate worldwide. On 30 January 2020, the
World Health Organization (WHO) issued a worldwide health emergency warning notice (2),
labeling that 2019-nCoV is of urgent global concern. The disease and mortality rates for the
COVID-19 are uncertain at the early stage (3) especially for young ones and aged people. WHO
has estimated the reproduction factor (R0) of nCov is 2.7. In demand to control the extensive and
quick spread of the nCov, public health sectors took reliable preventative measures and imposed
curfew or lockdown infested cities in China, United States, India, and other countries also (4, 5).
This is to limit the social distance between people and to avoid the broadcast of this novel virus via
humans to humans.

Since 2000, machine learning techniques have gain momentum and play a vital role in
epidemiological data analysis. Machine learning techniques also can be used to develop standard
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mortality models. Deprez et al. (6) used machine learning
algorithms to fit and assess the mortality model by detecting
the weaknesses of different mortality models. Artificial Neural
Networks (ANNs) (7) used to track and forecast latent mortality
factors with greater predictability. Richman and Wüthrich (8)
have used the Lee-Carter model to many population predictions
using neural networks.

“Probabilistic Neural Network (PNN)” is used for kernel
analysis. PNN makes training faster (9). PNN assimilates
statistical concepts with neural networks and thus outcomes
in an adjusting classification system in which conventional
statistical equivalents have unsuccessful. The PNN used to
describe bacterial growth and no growth states and to assess
the probability. Evolution as affected by changing working
conditions (10).

In (11), the GRNN model was created as another possible
instrument for the infectious disease rate expectation field.
Han et al. (12) built a GRNN network with one-dimensional
input and output layer to forecast the occurrence of blood
and sexually transmitted diseases. Hong and Zhou (13) made a
comparison study on back propagation neural network (BPNN),
GRNN, and RBFNN for evaporation prediction. The results
revealed that PNN is a powerful technique than artificial neural
network methods.

Montazer et al. (14) carried out a large scale comparison
study for the major machine learning models such as multilayer
perceptron, Bayesian neural networks, RBFNN, GRNN (also
called kernel regression), K-nearest neighbor regression, CART
regression trees, support vector regression, and Gaussian
processes for time series forecasting. The authors reported that
these models have different impacts on the performance purely
dependent on the dataset.

The RBF and GRNN (15) have been applied over heart
disease patient data for the outcome of the medicine. The
results showed that RBF performed well for prescribing
medicine for the patient. The RBF and GRNN have been
applied over heart disease patient data for the outcome of the
medicine (16). The results showed that RBF performed well
for prescribing medicine for the patient. Hajmeer and Basheer
(17) claimed that the Gaussian process approach performed
better than the standard generalized linear model (GLM) for
the Phenomenological forecasting of dengue disease incidence.
Huber (18) reviewed various learning methods for defining
network parameters such as widths, centers, and synaptic
weights of the RBF neural network. Williams and Rasmussen
(19) general regression neural networks for forecasting time
series data was proposed as an automated methodology. This
methodology is meant to achieve an effective and fast tool
so that a huge amount of time series can be predicted
automatically. From these works, one could clearly understand
the applications of PNN, GRNN, and RBFNN in various
research domains.

In recent years, Artificial neural networks (ANNs) have
been used frequently to capture the uncertainty in the time
series dataset as they have been proven to be a powerful
technique for handling the non-linear data (13). Therefore,
the use of these ANN techniques gains huge momentum

in recent years in the field of epidemiological predictions
for the linear, non-linear, and hybrid data (20–22). Hybrid
technique integrating the Autoregressive Integrated Moving
Average (ARIMA) with a Non-linear Auto-regressive Neural
Network (NAR) yielded better forecasting accuracy for time
series data (20) relative to other combinations of ANN
models or time series models individually (21) proposed the
SARIMA-NARX technique for the prediction of scarlet fever
incidence cases in China. Moreover, the authors claimed that
this hybrid technique has the promising ability to handle
both linearity and non-linearity in the scarlet fever dataset
than the other techniques. Wang et al. (21) developed
techniques by fusing a seasonal autoregressive integrated
moving average (SARIMA) with a neural network non-linear
autoregression (NNNAR) for tuberculosis (TB) incidence data
in china.

Singh et al. (22) used an advanced ARIMA model for
predicting the COVID-19 disease spread using Top 15 COVID-
19 affected countries. They forecasted that the recovery and death
rates were rose faster in the next 2 months when compared to
COVID-19 confirmed cases (23). A fine-tuned Random Forest
model was proposed by Iwendi et al. (24) for prediction of the
severity of the COVID-19 case using the migration, geographical,
demographic, and travel details of COVID-19 patients. Tomar
and Gupta (25) used Long Short-Term Memory (LSTM) and
curve fitting for forecasting the number of COVID-19 confirmed
cases in India 30 days ahead. The main limitation is that the
proposed method is accurate only for a short range of values (26).

In accordance with the relevant literature, the error variable
has not been considered in the modeling of standard neural
network models and hybrid neural network models for the
improvisation of epidemiological prediction accuracy. Therefore,
this work aimed to propose Statistical Neural Network models
and their hybrid version (PNN, GRNN, and RBFNN) with a
NAR model, to predict COVID-19 mortality rate prediction in
India by considering the error variable. Moreover, to evaluate
the performance of these models, a benchmark measure, the
RMSE, is used. The results of this study may facilitate the public
health officials of the Indian government for better prevention
and control measures for COVID-19.

The remaining part of this article is arranged as follows.
Section Methods and Materials explains about the methods
and materials for forecasting of COVID-19 Mortality for India.
Section Proposed Methodology expounds on the proposed
methodology for COVID-19 Death case prediction. Section
Result and Discussion discusses about the results of this study.
Section Conclusion and Future work summarizes this work with
possible future work.

METHODS AND MATERIALS

Dataset Description
For experimentation purpose we have used (27) for predicting
the Covid-19 death cases for India. This dataset contains India’s
COVID-19 Confirmed cases and Death cases from January 20,
2020, to May 30, 2020, which is used for training and testing
models. First, these data are pre-processed to eliminate missing
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values and inappropriate values. These data can be used to create
two types of datasets. They are:

• Dataset1 (D1) contains a time series of COVID-19 death cases.
• Dataset2 (D2) contains two attributes such as COVID-

19 confirmed cases and death cases. Here, “death case” is
a predictive attribute and “confirmed case” is a response
attributes or independent attribute.

Probabilistic Neural Network (PNN)
It’s a kind of radial basis networks (9). This applies to the

Bayesian decision rule and Parzen (estimators of the probability

density function), called the Bayes-Parzen classification. PNN
contains equally statistical pattern recognition characteristics

and BPNN. It applies to various fields including pattern

recognition, non-linear mapping, and classification. Equation (2)

represents the PNN is a supervised feed-forward neural network.

FIGURE 1 | Proposed methodology for COVID-19 MRP model.
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This is similarly made of three layers with an algorithm for
one-pass training (10). PNN has the capacity of Train on a
sparse collection of data. It’s also capable of classifying data
to different types of outputs (11). There is plenty of usage
of PNN aimed at classification advantages. For instance: The
PNN processing time is quicker than BPNN and Robust and
noisy. The PNN manner of training is Simple and Immediate
(15, 28–31).

P (Xnew | Ci) = Pi =
1

|Ci|

∑|Ci|

j=1
wi,j (1)

Where P denotes as probability, X as
predicted value, w represents as the weight
value, C represents as class, where i indexes
the input dimension and wji is a positive
parameter signifying the ith weight of the jth
hidden unit.

Generalized Regression Neural Network

(GRNN)
It’s a special case of Radial Basis Networks (RBN) (9). The
structure of a GRNN is comparatively easy and fixed with 2
layers. The first layer is the pattern and the second layer are the
summation. If each unit in the pattern layer is passed through
the input, the input-response relationship will be “memorized”
and stored in the unit. As a result, in the training set, no.
of units in the pattern layer is equal to the no. of actual
values. A Gaussian PDF will be added to the network input
in each pattern unit, so that represented as the Equation (2)

θ = EXP[−0.5 ∗ (X − u) (̀X − u) / ( σ ˆ2)] (2)

where θ is the Pattern Unit output, X is the input, u is
training vector stored in the unit, and σ is a positive
constant known as “spread” or “smooth parameter.”
If θ is calculated, computation is moved on to the
summation layer

Y|X = SUM(Y ∗ θ) / SUM(θ) (3)

where Y|X is the prediction conditional on X and Y is the
response in the training sample (12, 31–39).

Radial Basis Function Neural Network

(RBFNN)
It’s a ANN (14, 31, 33) that uses functions on a radial basis as
activation functions shown in Equation (5). The RBFNN is a
neural network with three layers of feed-forwards. The first layer
is linear and only the input signal is transmitted, while the next
layer is non-linear and uses Gaussian functions (9, 10). The third
layer incorporates the Gaussian outputs in linear form. During

training, only the tap weights among the hidden layer and the
output layer are changed (30–39).

f (x) =
1

σ
√
2π

e
−

(x−µ)2

2σ2 (4)

The function approximation f(x) is a Gaussian function. x
represents as the actual values. The input x, to find the
dimensional parameters of the function.

Non-linear Autoregressive Neural Network

(NAR-NN)
The NAR (34) is a sort of ANN fitting for evaluating future
estimations of the input variable (9, 10). The NAR-NN empowers
the forecast of future estimations of a time series. It upheld by
its history foundation utilizing a re-feeding care of instrument,
in which an anticipated worth may fill in as a contribution
for new expectations at further developed focuses in time. In
condition (6) speaks to as anticipate arrangement y(t) given d
past estimations of y(t).

y (t) = f (y(t − 1), . . . , y(t − d)) (5)

Where y represents as input parameter, t denotes as time period
and d represents as delay.

Root Mean Square Error (RMSE)
RMSE (34, 35) is the square root of the square differences
measured between predicted and actual COVID-19 Death cases.
Its representation is shown in Equation (6).

RMSE =

√

√

√

√

1

n

n
∑

i=1

(

Predicted COVID− 19 Death Casei − Actual COVID− 19 Death Casei
)2

(6)

Where n= number of samples.

Correlation Coefficient (R)
It’s a measure a linear relationship between the predicted and
actual COVID-19 death cases. It represents as in Equation (7)

R =

∑n
i=1

(

ti − tl
) (

pi − pl
)

√

∑n
i=1

(

ti − tl
)2

√

∑n
i=1

(

pi − pl
)2

(7)

TABLE 1 | Model parameters setup.

Model parameters PNN model GRNN model RBFNN model

Hidden layer (HL) Fixed architecture Fixed architecture Fixed architecture

Number of neurons in

HL

10–15 10–15 10–15

Training algorithm Bayesian

regularization

Bayesian

regularization

Bayesian

regularization

SPREAD (σ) 0–4 0–4 0–4

Performance indicator

Measure

RMSE RMSE RMSE
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where t is the actual COVID-19 death case value, p is the
predicted COVID-19 death case value, t is the mean of actual
COVID-19 death case value p is the mean predicted COVID-19
death cases value, and n is the total number of data points.

PROPOSED METHODOLOGY

In this paper, three SNN models (such as PNN, GRNN,
and RBFNN) are constructed with the appropriate model
parameter values and used in these two datasets to validate the
predicted results concerning given the available datasets. Figure 1
illustrates the proposed methodology. The following steps are
used to develop the proposed methodology:

Step 1: Pre-process the raw COVID-19 time series dataset.
Create (D1) and (D2).

FIGURE 2 | Workflow of NAR-NN time series forecasting.

Step 2: Initialize Model Parameters for PNN, GRNN, and
RBFNN. Parameters are shown in Table 1.
Step 3: Input D1 and D2 into the PNN model, GRNN model,
and RBFNNmodel, respectively, and predict COVID-19 death
cases (Prednew) for “n” period ahead or for given set of
confirmed cases.
Step 4: Compare the SNN models of two datasets using RMSE
value. Calculate the error or residual of the SNN model with
higher RMSE.
Step 5: Input these residuals into the NAR-NN time series
forecasting model and predict the residual values (Ferr). It is
shown graphically in Figure 2.
Step 6: Ferr is added with PredNew to generate an optimized
prediction value.
Step 7: Return optimized predicted values as output.

Figure 2 describes the working principle of the NAR-NN model
for error forecasting for these models.

RESULT AND DISCUSSION

In this section, the results of three different SNNs: PNN,
GRNN, and RBFNN models for D1 and D2 are presented and
discussed. The performance of these models was compared. The
benchmark key performance indicatormetrics such as RMSE and
Correlation coefficient (R) is used to estimate the COVID-19
Mortality models for India.

TABLE 2 | Performance metrics for datasets.

Model RMSE R

D1 D2 D1 D2

PNN 8.889595 7.898071 0.999978 0.999983

GRNN 9.713768 8.388667 0.999975 0.999981

RBFNN 8.528095 9.50462 0.99998 0.999977

FIGURE 3 | Comparison of RMSE values with a different model.

TABLE 3 | SPREAD value for PNN, GRNN, and RBFNN.

Model D1 (spread) D2 (spread)

PNN 0.5 2

GRNN 4 4

RBFNN 1.5 1.68
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FIGURE 4 | Predicted curve for standard SNN.

FIGURE 5 | Predicted curve for hybrid SNN.
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TABLE 4 | Predicted value Ypred for D1 using standard models.

Date PNN GRNN RBFNN

31-May-20 5,409 5,454 5,574

1-Jun-20 5,608 5,732 5,957

2-Jun-20 5,776 6,026 6,403

3-Jun-20 5,906 6,333 6,917

4-Jun-20 5,990 6,649 7,501

5-Jun-20 6,028 6,970 8,151

6-Jun-20 6,022 7,291 8,859

7-Jun-20 5,976 7,609 9,614

8-Jun-20 5,896 7,920 10,398

9-Jun-20 5,787 8,219 11,191

10-Jun-20 5,656 8,506 11,972

11-Jun-20 5,509 8,776 12,721

12-Jun-20 5,350 9,029 13,422

13-Jun-20 5,183 9,263 14,061

14-Jun-20 5,013 9,479 14,631

15-Jun-20 4,841 9,675 15,129

16-Jun-20 4,670 9,854 15,555

17-Jun-20 4,502 10,015 15,913

18-Jun-20 4,337 10,159 16,209

19-Jun-20 4,177 10,288 16,450

20-Jun-20 4,022 10,402 16,643

21-Jun-20 3,872 10,503 16,795

22-Jun-20 3,729 10,593 16,912

23-Jun-20 3,592 10,672 17,000

24-Jun-20 3,461 10,742 17,066

25-Jun-20 3,336 10,803 17,112

26-Jun-20 3,218 10,856 17,143

27-Jun-20 3,105 10,903 17,163

28-Jun-20 2,998 10,944 17,172

29-Jun-20 2,896 10,980 17,175

30-Jun-20 2,800 11,012 17,171

1-Jul-20 2,709 11,040 17,164

2-Jul-20 2,623 11,064 17,153

3-Jul-20 2,542 11,085 17,140

4-Jul-20 2,465 11,103 17,125

5-Jul-20 2,393 11,120 17,109

6-Jul-20 2,324 11,134 17,093

7-Jul-20 2,260 11,147 17,076

8-Jul-20 2,199 11,158 17,059

9-Jul-20 2,142 11,168 17,043

10-Jul-20 2,088 11,176 17,026

11-Jul-20 2,038 11,184 17,010

12-Jul-20 1,990 11,191 16,995

13-Jul-20 1,945 11,197 16,980

14-Jul-20 1,903 11,202 16,966

15-Jul-20 1,863 11,207 16,952

16-Jul-20 1,826 11,211 16,939

17-Jul-20 1,791 11,215 16,926

18-Jul-20 1,758 11,219 16,915

19-Jul-20 1,727 11,222 16,903

TABLE 5 | Predicted value Ypred for D1 using hybrid models.

Date PNN GRNN RBFNN

31-May-20 5,404 5,434 5,574

1-Jun-20 5,608 5,731 6,111

2-Jun-20 5,781 6,048 6,403

3-Jun-20 5,906 6,333 6,744

4-Jun-20 5,993 6,648 7,500

5-Jun-20 6,029 6,970 8,342

6-Jun-20 6,025 7,291 8,861

7-Jun-20 5,976 7,609 9,441

8-Jun-20 5,898 7,920 10,396

9-Jun-20 5,787 8,220 11,382

10-Jun-20 5,658 8,506 11,975

11-Jun-20 5,509 8,777 12,548

12-Jun-20 5,351 9,029 13,419

13-Jun-20 5,183 9,264 14,252

14-Jun-20 5,014 9,479 14,634

15-Jun-20 4,841 9,676 14,955

16-Jun-20 4,671 9,854 15,552

17-Jun-20 4,502 10,015 16,104

18-Jun-20 4,338 10,160 16,212

19-Jun-20 4,177 10,288 16,277

20-Jun-20 4,022 10,403 16,640

21-Jun-20 3,873 10,504 16,986

22-Jun-20 3,730 10,594 16,915

23-Jun-20 3,592 10,673 16,827

24-Jun-20 3,462 10,742 17,063

25-Jun-20 3,336 10,804 17,303

26-Jun-20 3,218 10,857 17,146

27-Jun-20 3,105 10,904 16,989

28-Jun-20 2,998 10,945 17,170

29-Jun-20 2,896 10,981 17,366

30-Jun-20 2,800 11,013 17,174

1-Jul-20 2,709 11,040 16,990

2-Jul-20 2,623 11,065 17,150

3-Jul-20 2,542 11,086 17,331

4-Jul-20 2,465 11,104 17,128

5-Jul-20 2,393 11,121 16,936

6-Jul-20 2,325 11,135 17,090

7-Jul-20 2,260 11,148 17,267

8-Jul-20 2,200 11,159 17,062

9-Jul-20 2,142 11,169 16,869

10-Jul-20 2,089 11,177 17,024

11-Jul-20 2,038 11,185 17,201

12-Jul-20 1,990 11,192 16,998

13-Jul-20 1,945 11,198 16,807

14-Jul-20 1,903 11,203 16,963

15-Jul-20 1,863 11,208 17,143

16-Jul-20 1,826 11,212 16,942

17-Jul-20 1,791 11,216 16,753

18-Jul-20 1,758 11,220 16,912

19-Jul-20 1,727 11,223 17,094
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In general, residues or errors are an inevitable part of any
predictive or regression models. Similarly, there are errors in
the PNN, GRNN, and RBFNN models. To provide a predictive
model with high accuracy, this study explores a hybrid approach,
including the NAR-NN time series forecasting model. For
hybridization, first is to find out the mean RMSE value of SNN
models for D1 and D2. And, then identify which set of SNN
models has the highest mean RMSE value. Here, the mean RMSE
value of SNNmodels for D1 is higher than that of D2. Therefore,
trends in residues or errors are detected for D1 and predicted
by the NAR-NNmodel. Combining the predicted residual values
with predicted COVID-19 death cases of respective SNN models
of D1 for higher predictive accuracy.

Table 2 shows the values of the performance metrics such as
RMSE and R2 for three SNN models.

The performance of thesemodels is compared based on RMSE
value as shown in Figure 3. While comparing the mean RMSE
value of the three SNN models for COVID19 time series, i.e.,
D1 data is higher compared to the mean RMSE value of the
three SNN models for D2. Therefore, to reduce the RMSE value

TABLE 6 | Predicted death cases for D2.

Number of confirmed cases Models

PNN GRNN RBFNN

200,000 5465.563 4839.117 6206.483

210,000 5469.28 4300.973 6872.048

220,000 5377.04 3797.288 7468.859

230,000 5211.424 3437.197 7938.901

240,000 4996.182 3216.437 8276.483

250,000 4751.402 3092.094 8504.179

260,000 4492.206 3025.066 8651.558

270,000 4229.201 2989.672 8744.469

280,000 3969.475 2971.118 8802.077

290,000 3717.585 2961.382 8837.423

300,000 3476.337 2956.237 8858.968

TABLE 7 | MRP for D2.

Confirmed cases Models

PNN GRNN RBFNN

200,000 2.7 2.4 3.1

210,000 2.6 2.0 3.3

220,000 2.4 1.7 3.4

230,000 2.2 1.5 3.4

240,000 2.1 1.3 3.4

250,000 1.9 1.2 3.4

260,000 1.7 1.2 3.3

270,000 1.6 1.1 3.2

280,000 1.4 1.1 3.1

290,000 1.3 1.0 3.0

300,000 1.1 1.0 2.9

for D1, the NAR-NN is combined with the SNN models. The
purpose of this NAR-NN is to forecast the error of SNN models.
Thereafter, this predicted error is included in the predicted
COVID19 mortality cases of the respective SNN models for D1.

Table 3 shows the optimum SPREAD values or smoothing
factor (σ) of three SNN models. This spread parameter
of the SNN models has an important inspiration on the
prediction performance. Consequently, in instruction to select
the appropriate SPREADparameter of thesemodels, we run these
models with different SPREAD values from 0 to 4 with 0.02
intervals and identified the best SPREAD values of the respective
models.

Figure 4 shows the predicted curve of standard SNN model
for COVID-19 death cases, respectively. Here, the X-axis
represents the dates and Y-axis represents the number of death
cases predicted. Figure 5 shows the predicted curve of hybrid

FIGURE 6 | Predicted curve for D1 using PNN.

FIGURE 7 | Predicted curve for D1 using GRNN.

Frontiers in Public Health | www.frontiersin.org 8 August 2020 | Volume 8 | Article 44129

https://www.frontiersin.org/journals/public-health
https://www.frontiersin.org
https://www.frontiersin.org/journals/public-health#articles


Dhamodharavadhani et al. COVID-19 Mortality Prediction for India

FIGURE 8 | Predicted curve for D1 using RBFNN.

SNN model for COVID-19 death cases, respectively. Here, the
X-axis represents the dates and Y-axis represents the number of
death cases predicted.

Tables 4, 5 show the predicted number of COVID-19 death
cases using time series data (i.e., D1) for three standard and
hybrid SNN models. The hybrid model is the combination of
standard models and error forecasting model using NAR-NN.
There is no difference in the predicted values for the standard and
hybridmodels since their RMSE value is about 0.2 approximately.

Table 6 shows the predicted number of COVID-19 death cases
using time series data (i.e., D2) for three standard and hybrid
SNN models.

Table 7 shows the calculated MRP for COVID- 19 predicted
death cases using the dataset (D1). MRP is defined as in Equation
(9). It is described as the number of predicted death cases divided
by the number of confirmed cases and then multiplied by 100.
It shows the number of COVID-19 deaths per 100 COVID-19
confirmed cases.

MRP =
Number of Predicted Death Cases

Number of Confirmed Cases
∗ 100 (8)

Figure 6 shows the predicted curve of PNN for COVID-19 death
cases vs. the number of days since the first COVID-19 case for
India, respectively. Here, the X-axis represents the number of
days and Y-axis represents the number of death cases predicted.
For the dataset (D1), the PNN model shows a gradual decrease
in the number of death cases after the 130th day since 1st
COVID-19 in India.

Figure 7 denotes the predicted curve of GRNN for COVID-
19 death cases vs. the number of days since the first COVID-19

case for India, respectively. Here, the X-axis signifies the number
of days and Y-axis signifies the number of death cases predicted.
For the dataset (D1), the GRNNmodel shows a smoothingmeans
curve in the number of death cases after the 130th day since 1st
COVID-19 in India, while the GRNN models show a smoothly
increasing pattern.

Figure 8 shows the predicted curve of RBFNN for COVID-
19 death cases vs. the number of days since the first COVID-
19 case for India, respectively. Here, the X-axis represents the
number of days and Y-axis represents the number of death
cases predicted. The shape of the curve is bell curve. For the
dataset (D1), the RBFNN model shows a increasing in the
number of death cases after the 130th day since 1st COVID-19
in India.

Figure 9 illustrates the predicted curve of PNN for D2
death cases vs. the number of confirmed cases for India.
Here, the X-axis signifies the number of confirmed cases and
Y-axis signifies the number of death cases predicted. The
PNN model shows a sharp decrease in the number of death
cases after the number of COVID-19 confirmed cases reach
220,000 nearly.

Figure 10 proves the predicted curve of GRNN for COVID-19
death cases vs. the number of confirmed cases for India. Here, the
X-axis depicts the number of confirmed cases and Y-axis signifies
the number of death cases predicted. The GRNN model shows
a decrease pattern in the number of death cases after 245,000
COVID-19 confirmed cases.

Figure 11 illustrates the RBFNN predicted curve for COVID-
19 death cases vs. the number of confirmed cases for India. Here,
the X-axis signifies the number of confirmed cases and Y-axis
signifies the number of death cases predicted. The RBFNN shows
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FIGURE 9 | Predicted curve for D2 using PNN.

FIGURE 10 | Predicted curve for D2 using GRNN.

an increasing pattern in the number of death cases after 245,000
COVID-19 confirmed cases.

Figure 12 depicts that forecasted error is very less or almost
zero in the case of PNN and GRNN whereas RBFNN model
shows slightly high error value.

The advantage of this study is that the COVID-19 mortality
rate prediction using the SNN model and its hybrid models and
gives a profound and solid comprehension of the pattern and
qualities of COVID-19. An important observation was made
from this investigative performance study of SNN models for
the COVID-19 datasets, that no single neural network model
can be considered the best model, which depends entirely
on the neural network parameters and the characteristics of
the data.

FIGURE 11 | Predicted curve for D2 using RBFNN.

FIGURE 12 | Comparison of SNN models and hybrid models for D1.

Limitations
There is some limitation of our current work, which are
as follows:

• First, COVID-19 is initially recognized as mild illness with
dry cough, in more cases there are asymptomatic and seldom
leads to death. The majority of COVID-19 cases in India is
asymptomatic and verymildly infected individuals, which they
are not available to human services experts, which resulted
in under-reporting.

• Second, other demographical and topographical components
related with the event and spread of COVID-19 are
excluded from the proposed SNN models; thus, regardless of
whether the SNN models consider these factors, encourages
the improvement in the prescient exactness will require
further confirmation.

• Lastly, the hybrid SNN-NAR-NNmodel is developed based on
the benchmark neural network regression model that is suited
for short-term mortality rate prediction very well. Finally,
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applicability of these SNN models in other infectious diseases
may be carried out as future work.

CONCLUSION AND FUTURE WORK

This research paper proposed a SNN models and their hybrid
version with the NAR-NN time series model for the prediction
of the COVID-19 mortality rate in India. The performances
of these models have evaluated by using RMSE and “R,” a
correlation value. Based on the comparison of the RMSE values
of these models, it was found that the SNN models for D1 are
higher than D2. Therefore, in this work, SNN is hybridized
with NAR-NN for dataset D1 to predict the future error of
the SNN models, which was added to the predicted value of
these models for better mortality rate prediction. On the whole,
the empirical results were showed that: (i) RBFNN based MRP
model performed better than the GRNN and PNNmodels for D1
dataset, (ii) PNN based MRP model performed better than the
GRNN and RBFNNmodels for D2 dataset. For the both datasets,
SNN based MRP models have captured the incremental curve
for COVID-19 death cases for India. The proposed method is
capable of providing a predictive tool for assessing its current
state of infection, severity, and help government and health care

workers for better decision making to reduce the mortality rate
in India.

In the future, deep learning Recurrent Neural Network time
series forecasting model will be used to increase the prediction
accuracy for the COVID-19 mortality rate prediction. And also,
this study will be enhanced by includingmany factors or variables
like demographical factors, geographical factors, and weather
factors (temperature, humidity, wind speed, and rainfall) for
modeling the highly accurate prediction model for ongoing
COVID-19 pandemic.
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Pectolinarin, [5,7-Dihydroxy 4′,6-dimethoxyflavone 7-rutinoside, 7-[[6-O-(6-Deoxy-α-L-

mannopyranosyl)-β-D-glucopyranosyl] oxy]-5-hydroxy-6-methoxy-2-(4-ethoxyphenyl)-

4H-1-benzopyran-4-one], has been stated one of the major compounds in

Cirsium nipponicum (Maxim.) Makino. It is characterized by biological functions of

hepatoprotective, anti-inflammatory and antiobesity activities. In this research, it

was explained that pectolinarin causes apoptosis in PC12 cells conducted by DNA

fragmentation and formation on apoptotic bodies through the activation of ER stress

sensors (ATF6 fragmentation and eIF2α phosphorylation). The result of treating the PC12

cells with 50µM pectolinarin for 24 h has come to increase ATF6 mRNA expression up

to 1.6 times, PERK expression up to 1.7 times and IRE1 expression up to 1.4 times,

respectively, compared to those of the control. ATF6 fragmentation by pectolinarin

treatment was increased about 2 times compared with its control, and phosphorylation

of eIF2α was increased 2.5 times. The results proposed that the perception of the

molecular mechanisms underlying pectolinarin-caused apoptosis may be useful in new

natural medicinal products and health supplements for the apoptosis-related diseases.

Keywords: pectolinarin, PC12 cells, endoplasmic reticulum (ER), stress, sensor

INTRODUCTION

Cirsium nipponicum (Maxim). Makino is an asteraceae perennial herb, called Island thistle (in
English) and Mul-eong-gcong-kwi (in Korean), distributed widely throughout Ul Leung Do (an
island located at the east of Korean Peninsula), and it is used as a medicinal or edible plant (1). In
Oriental medicine, roots are generally used for disease treatment, therefore the leaves and stems are
collected when flowers are in full bloom (2). Traditionally, it has been widely used as a traditional
medicinal product for the treatment of bleeding, hepatitis, hypertension and blood circulation
diseases (3, 4). Recently, pharmacological studies have shown that its extract has antitumor (5) and
antidiabetic (6), antioxidant (7), anti-inflammatory (8), and antifungal functions (9). This contains
a significant amount of flavonoid mixtures, among which pectolinarin has been reported to be the
major compound (10). The important biological activity of pectolinarin reported so far is as follows;
anti-inflammatory, hepatoprotective, antiobesity activities and analgesic effect (11). However, the
biological function of pectolinarin is not precisely defined.
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The endoplasmic reticulum (ER) is an organelle spotted
in eukaryotic cells. It is a very important manufacturing site
for the post-translational step that mediates the synthesis,
folding, modification and transport of secretory proteins.
Some kinds of stressors that disrupt the endoplasmic
reticulum function lead to accumulation of un-, mis-,
misfolded proteins in the endoplasmic reticulum lumen
(12). The endoplasmic reticulum stress induces ER-stress
adaptable signal called the unfolded protein response (UPR) to
maintain endoplasmic reticulum homeostasis via activation
of endoplasmic reticulum chaperones, such as binding
immunoglobulin protein (BiP), glucose-regulated protein
94 (GRP94), calnexin, calreticulin, endoplasmic reticulum
protein 29 (ERp29), heat shock protein 47 (HSP47) and
protein disulfide isomerase (PDI), which regulates three
types of endoplasmic reticulum stress sensors, containing
IRE1(Inositol Requiring Enzyme 1), PERK(PKR-like ER
kinase) and initiating ATF6(transcription factor 6) (13–
15). Though this study did not fully document the specific
significance of endoplasmic reticulum stress protein expression,
it demonstrated that pectolinarin controls the expression of
endoplasmic reticulum stress sensors associated with apoptosis
using the PC12 cells, which is widely used as a classical neuronal
cell model.

MATERIALS AND METHODS

Sample, Cell Culture, and MTT Assay
Pectolinarin (chemical formula, C29H34O15; molar mass, 622.57
g/mol) purified at a purity of >95.0% (HPLC) derived from
Cirsium nipponicum (Maxim.) Makino was gifted by National
Development Institute of Korean Medicine (NIKOM). The
PC12 cells were cultured in collagen-coated plates or flasks
containing 85% RPMI-1640 medium, augmented with 25mM
HEPES buffer, horse serum 10% heat inactivated, fetal bovine
serum 5% heat inactivated, 1mM sodium pyruvate, 1 g/l d-
(+) -glucose, 2mM L-glutamine, 25µg/ml streptomycin and
25 U/ml penicillin (all Gibco; Thermo Fisher Scientific, Inc.,
USA). The cells were preserved in a humidified incubator at
37◦C at 5% CO2 and the medium was changed every 48 h.
The effects of pectolinarin on cell survival of the PC12 cells
were made using an MTT kit (Sigma-Aldrich, USA). Color
development was observed at 595 nmwith a reference wavelength
of 650 nm using the SunriseTM microplate reader (Tecan Trading
AG, Switzerland).

RT-PCR Analysis
Each gene expression was mainly determined by RT-PCR
as described below. RT-PCR conditions included 30 cycles
comprising each of the following: 94◦C for 30 s, 58◦C for 30 s
and 72◦C for 1min (10min in the final cycle) employing the
primers with Taq DNA polymerase (Solgent Co., Ltd., Korea).
The RT-PCR primers were provided by Bioneer Corporation,
Korea. The RT-PCR primers were as follows: IRE1 forward, 5′-
ACC ACC AGT CCA TCG CCA TT-3′ and reverse, 5′-CCA
CCC TGG ACG GAA GTT TG-3′; ATF6 forward, 5′-CTA GGC
CTG GAG GCC AGG TT-3′ and reverse, 5′-ACC CTG GAG

TAT GCG GGT TT-3′; PERK forward, 5′-GGT CTG GTT CCT
TGG TTT CA-3′ and reverse, 5′-TTC GCT GGC TGT GTA
ACT TG-3′; BiP forward, 5′-AGT GGT GGC CAC TAA TGG
AG-3′ and reverse, 5′-TCT TTT GTC AGG GGT CGT TC-3′.
Bcl-xl forward, 5′-CCC CAG AAG AAA CTG AAC CA-3′ and
reverse, 5′-GCA GAA CTA CAC CAG CCA CA-3′; Bax forward,
5′-AGG GGC CTT TTT GTT ACA GG-3′ and reverse, 5′-GAT
CAG CTC GGG CAC TTT AG-3′ Bcl2 forward, 5′-AAG CTG
CAC AGC GGG GCT A-3′ and reverse, 5′-CAG ATG CCG
GTT CAG GTA CT-3′ Bak1 forward, 5′-TTA CCT CCA GCA
GGA AC-3′ and reverse, 5′-ACC ACC TCT CTG TGC AAT
CC-3′ LC3a forward, 5′-GCC TGT CCT GGA TAA GAC CA-
3′ and reverse, 5′-GTT CAC CAG GAA GG-3′ Beclin forward,
5′-GTG CTC CTG TGG AAT GGA AT-3′ and reverse, 5′-GCT
GCA CAC AGT CCA GAA AA-3′ Cal forward, 5′-GGC ATC
TTC ATC CCA GTC AT-3′ and reverse, 5′-CTC CTC TCT GCT
CCT CAT GG-3′ PDI forward, 5′-CAG AGT TCT GCC ACC
GCT TC-3′ and reverse, 5′-TCC TCG AGA TCG TCA TC-3′

ERp29 forward, 5′-CTC CTC TCT GCT CCT CAT GG-3′ and
reverse, 5′-GCT CCA TGT TCA GCT TGT CA-3′ Xbp1 forward,
5′-AAA CAG AGT AGC TCA GAC TGC-3′ and reverse, 5′-
TCC TCC TGG GTA GAC CTC TGG GAG-3′. All chemicals
were acquired from Sigma-Aldrich; Merck KGaA. The figures
show the outputs of a representative experiment in triplicate with
different sampling units.

Western Blotting
Immunoblotting was carried out according to the standard
procedure. The PC12 cells treated with pectolinarin were
dissolute by the addition of SDS sample buffer [62.5mM Tris-
HCl, pH 6.8, 6% (w/v) SDS, 30% glycerol, 125mM DTT, 0.03%
(w/v) bromphenol blue] and parted by SDS-PAGE. The proteins
were moved to a nitrocellulose membrane, and the membrane
was developed with the main antibodies. The rabbit anti-eIF2α
antibody, eIF2α-P antibody and goat anti-actin antibody were
acquired from Santa Cruz Biotechnology, Inc., USA. The mouse
anti-ATF6 antibody was acquired from Novus Biologicals, LLC,
USA. The horseradish peroxidase-conjugated anti-rabbit, anti-
goat and anti-mouse IgG secondary antibodies were acquired
from Santa Cruz Biotechnology, Inc. Goat anti-actin antibody
was used to systematize the quantity of sample proteins. The blots
were developed by utilizing an upgraded chemiluminescence
Western blotting detection system kit (Amersham, Sweden). The
experiments were carried out in triplicate, and the protein bands
were defined employing Image J software (version 1.48; https://
imagej.nih.gov/ij/).

DNA Fragmentation Assay and Hoechst
33342 Staining
Following the treatment with pectolinarin, the PC12 cells were
dissolute in 100 µl 10mM Tris-HCl buffer (pH 7.4) having
10mM EDTA and 0.5% Triton X-100. After centrifugation
for 5min at 16,000 x g, the supernatant dealt with RNase A
and proteinase K (Promega Corporation, Madison, WI, USA).
Eventually, 20 µl of 5M NaCl and 120 µl isopropanol were put
together and preserved with ice for 1 h. Following centrifugation
for 15min at 16,000 x g, the DNA pellets were dissolved in
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20 µl TE buffer. The DNA samples were stuffed onto a 0.7%
agarose gel and noted using a UV source after ethidium bromide
(Sigma-Aldrich; Merck KGaA) staining. After treatment with
pectolinarin, the PC12 cells were developed in incubator for
30min with Hoechst 33342 (Molecular Probes; Thermo Fisher
Scientific, Inc.) loading dye and washed in ice-cold 1X PBS. After
following staining for 10min, the stained cells were screened
by employing a fluorescence microscope (Axio Scope A1; Zeiss
GmbH, Germany) at 340 nm.

RESULTS AND DISCUSSION

Cell Viability and ER Chaperone Expression
Pectolinarin is a representative component of flavonoid mixtures
isolated from Cirsium nipponicum (Maxim.) Makino (10). It
has anti-inflammatory activities and is similar in chemical
structure to linarin (8, 16, 17). It is well-known that one of the
remarkable features of cellular injury is leakage of soluble lactate
dehydrogenase (LDH) from the cells stimulated by any stimulant.
As a result of assaying, pectolinarin did not induce LDH leakage,
so it was proven not to cause cellular injury within a certain
concentration (18). In this study, the PC12 cell line used here
is extracted from a pheochromocytoma cell of the rat adrenal
medulla having a mixture of neuroblastic and eosinophilic cells.
This cell line has been extensively used in in vitro studies to
examine various neuronal diseases (19, 20). At the beginning of
this study, we tested the effects of pectolinarin on cell viability
in the MTT assay following at 1, 5, 10, 50, and 100µg/ml of
pectolinarin treatment for 24 h. As shown in Figure 1A, the result
of the MTT assay has shown that no morphological differences
were shown at concentrations below 100µg/ml pectolinarin
treatment and control cells were observed.

The endoplasmic reticulum which has newly-synthesized
secretory and cell membrane proteins are post-translationally
modified and correctly folded. Protein modification and folding
in the endoplasmic reticulum are impaired by the endoplasmic
reticulum chaperones, such as BiP, GRP94, calnexin, calreticulin,
ERp29 and PDI. One of the most abundant endoplasmic
reticulum chaperones in the endoplasmic reticulum lumen is BiP,
a member of the Hsp70 family of proteins, which perceives newly
synthesized proteins as they are transferred in the endoplasmic
reticulum and sustains them in a state of competent for following
folding and oligomerization. Like BiP, each endoplasmic
reticulum chaperone exerts a unique function in the endoplasmic
reticulum lumen to complete the correct protein folding (13–
15). Although the effect of pectolinarin on cell viability was not
confirmed in the MTT assay, the expression of endoplasmic
reticulum chaperones (PDI, BiP, calnexin and ERp29) which
indicate the degree of cell stress, was examined by pectolinarin
treatment in the PC12 cells. As presented in Figure 1B, notable
endoplasmic reticulum chaperone expression was not observed
in the PC12 cells treated with pectolinarin. In summary, no
remarkable cell viability and endoplasmic reticulum chaperone
expression were observed by pectolinarin treatment on the
PC 12 cells.

FIGURE 1 | Effects of pectolinarin on cell viability and gene expression of

endoplasmic reticulum chaperones in the PC12 cells. (A) The cells were under

the incubator for 24 h with diverse concentrations of pectolinarin

(0–0.1 mg/ml). Then cell viability assay was performed using MTT kit

(Sigma-Aldrich). (B) The cells were treated with pectolinarin (10 and 50µg/ml)

for 24 h. The results of gene expression of endoplasmic reticulum chaperones

of disulfide isomerase (PDI), binding immunoglobulin protein (BiP), calexin and

ERp29. The RT-PCR outcomes were checked three times.

Expression and Activation of Endoplasmic
Reticulum Sensors
Although pectolinarin induces unremarkable cell viability and
endoplasmic reticulum chaperone expression, next we have
examined the gene expression of endoplasmic reticulum stress
sensors (ATF6, PERK and IRE1) and the activations by
pectolinarin treatment on the PC 12 cells. Under altered
endoplasmic reticulum homeostasis, the endoplasmic reticulum
stress signal transduction pathway is mediated via being active
of ER(endoplasmic reticulum)- stress sensors. IRE1 activates
XBP mRNA cleaving, producing an activated form of the
XBP1 protein. PERK induces phosphorylation of the eIF2α,
which hinders translation initiation. Active ATF6 is cleaved
at the cytosolic face and the resulting N-terminal cytoplasmic
domain ties to the endoplasmic reticulum stress-responding
element, which enhances endoplasmic reticulum chaperone gene
expression (21).

We have determined the expression of endoplasmic reticulum
stress sensors under same experimental conditions as described
in Figure 1B. As showed in Figure 2A, dealing the PC12
cells with 50µM pectolinarin for 24 h increased ATF6 mRNA

Frontiers in Public Health | www.frontiersin.org 3 September 2020 | Volume 8 | Article 47836

https://www.frontiersin.org/journals/public-health
https://www.frontiersin.org
https://www.frontiersin.org/journals/public-health#articles


Song et al. Pectolinarin Induced Apoptosis

FIGURE 2 | Pectolinarin commands ERSS(Endoplasmic Reticulum-Stress Sensors). (A) The cells were dealt with pectolinarin (10 and 50µg/ml) for 24 h. The gene

expression of endoplasmic reticulum stress sensors of ATF6, PERK and IRE1 was performed by RT-PCR. (B) Western blotting was performed using anti-eIF2-α

antibody/eIF2-α-P antibody, anti-ATF6 monoclonal antibody against cells treated with pectolinarin (10 and 50µg/ml) for 24 h, respectively. The resulting bands

(fragmented ATF6 and phosphorylated eIF2-α) were estimated by Image J software (version 1.48). (C) RT-PCR was performed against mRNAs of XBP1. The following

PCR product was moreover digested by PstI to disclose a restriction site that was lost following XBP1 splicing under endoplasmic reticulum stress. The following

XBP1 cDNA products were disclosed on a 2% agarose gel. Unspliced XBP1 mRNA made the two lower bands which were indicated by arrows (upper, 290 bp and

lower, 183 bp). The spliced XBP1 mRNA pointed out by a bold arrow. ATF6, activating transcription factor; PERK, PKR-like ER kinase (PERK); IRE1, inositol requiring

enzyme 1 (IRE1); eIF2-alpha-P, phosphorylated form of translation initiation factor eIF2α; XBP1, X-box tying protein 1, Tu, tunicamycin, respectively.

expression up to 1.6 times, PERK expression is 1.7 times and
IRE1 expression is 1.4 times compared to those of the control,
respectively. This result suggests that although pectolinarin
does not regulate endoplasmic reticulum chaperone expression
directly, it regulates the gene expression of endoplasmic
reticulum stress sensors. ATF6 fragmentation by pectolinarin
treatment was increased about 2 times compared with its
control, and phosphorylation of eIF2α was increased 2.5
times (Figure 2B). However, there was a little change in the
XBP1 mRNA uncleavaging that means endoplasmic reticulum
stress level (Figure 2C). In summary, it has been shown
that pectolinarin treatment on PC 12 cells actively regulates
endoplasmic reticulum stress sensor activity through both the
ATF6 fragmentation and eIF2α phosphorylation rather than the
regulation of ER chaperone gene expression.

Induction of Apoptosis
If early cellular responses fail to maintain endoplasmic reticulum
homeostasis, endoplasmic reticulum stress that activates UPR
signal to stimulate the apoptosis as well as this autophagy
for cell survival or local cell death. Already, there are
already some reports that UPR strongly associated with both
apoptosis and autophagy by several regulators, such as for
apoptosis (Bax, Bak, Bcl2 and Bcl-xl) and autophagy (LC3a
and Beclin) (22). We found that based on the results of
Figure 2, nonetheless, pectolinarin induces mild endoplasmic

reticulum chaperone expression, the ER stress sensors are
actively induced. These findings provide new insights that
the mild endoplasmic reticulum stress through PERK-eIF2α-
p or/and ATF6 fragmentation indicating pathway has a main
role in saving cellular damage from pectolinarin. We therefore
tested the role of instantaneous endoplasmic reticulum stress
in both apoptosis and autophagy induction of bystander cells
treated with pectolinarin. Figure 3A showed that the pectolinarin
induces only the expression of pro-apoptosis (Bax and Bak),
no meaningful expression of anti-apoptosis (Bcl2 and Bcl-
xl) and autophagy (LC3a and Beclin) induction. The result
may provide an evidence indicating that pectolinarin induces
apoptosis through endoplasmic reticulum stress signaling but
not autophagy.

Apoptosis shows two typical cell changes, it morphologically
makes apoptotic bodies by cell shrinkage and chromosomal
DNA fragmentation. It is being used as a useful marker for
identification of apoptotic cells detection of both apoptotic
bodies by microscope and apoptotic DNA fragmentation via
the DNA laddering assay (23). In this study, to confirm
that pectolinarin induces apoptosis, we investigated PC12
cells treated by pectolinarin that shows apoptotic bodies and
DNA fragmentation or not. As a result, inter-nucleosomal
DNA fragmentation increased in cells treated with pectolinarin
dose-dependently (Figure 3B). Moreover, apoptotic bodies were
observed following Hoechst 33342 staining (Figure 3C). The
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FIGURE 3 | Pectolinarin causes apoptosis in the PC12 cells. (A) The cells were treated with pectolinarin (10 and 50µg/ml) for 24 h. RT-PCR was performed against

various mRNAs; LC3a and Beclin-1 LC3a, microtubule-associated protein light chain 3; Beclin, coiled-coil moesin-like BCL2 interacting protein; Bax, Bcl-2-associated

X; Bad, Bcl-2-associated death promoter; Bcl-2, B-cell lymphoma 2; Bcl-xl, B-cell lymphoma/leukemia-x long, respectively. (B) To make sure DNA fragmentation, the

cells were dealt with pectolinarin (10 and 50µg/ml) for 24 h, respectively. The DNA was lysed on a 1.5% agarose gel and pictured with Ethidium bromide, an

intercalating agent. (C) The cells were dealt with the same conditions of the above (B) and mixed with Hoechst 33342 solution to perceive the formation of apoptotic

bodies indicated by arrows. Mixed nuclei were detected from a fluorescent microscope employing a blue filter.

above results clearly revealed that pectolinarin participates in the
induction of PC12 cells apoptosis.

In conclusion, pectolinarin dealings obviously caused
apoptosis through the expression of ERSS(Endoplasmic
Reticulum-Stress Sensors) in the PC12 cells. However, at
this time, it is difficult to adequately explain the signaling
through endoplasmic reticulum stress triggering several
regulators connected with the apoptosis pathway for the
extended endoplasmic reticulum stress. It is thought that
better understanding of the biological mechanisms focusing
pectolinarin-caused apoptosis may be helpful and useful in the
diagnosis and treatment of apoptosis-related diseases based on
new natural medicinal products.
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Background: Elderly people are vulnerable to a variety of diseases, including chronic

pain, which reduces their levels of physical fitness. Thermal massage has been shown

to relieve pain and activate antioxidant enzymes. The objective of this study was to

determine whether thermal massaging of the spinal column can reduce muscle pain

and induce antioxidant function.

Methods: This study included participants aged ≥60 years with lower back pain.

The participants were assigned to either an experimental group who received spinal

column thermal massage and standard rehabilitative treatment or a control group who

received standard rehabilitative treatment only. Data from a total of 116 participants (61

and 55 in the control and experimental groups, respectively) were used for analysis.

Participants were assessed before treatment and at 4 (POST1) and 8 weeks (POST2)

post-treatment, using a pain numeric rating scale (PNRS) and the Roland and Morris

Disability Questionnaire (RMDQ), and by measuring the serum levels of superoxide

dismutase (SOD), serum glutathione-peroxidase (GPx), and serum catalase (CAT).

Results: The extent of pain reduction, as measured by the PNRS, was greater in

the experimental group. The RMDQ score in the control group decreased at POST1,

but the decrease was not maintained at POST2, whereas the decrease in POST1 in

the experimental group continued until POST2. SOD concentrations were significantly

higher in the experimental group at POST1 and POST2, and GPx levels were significantly

higher in the experimental group at POST2; however, there were no changes in CAT

concentrations. Incidentally, there was a significant correlation between antioxidant

activity and pain perception in the experimental group.

Conclusions: The study findings suggest that spinal column thermal massage reduces

pain more effectively, improves self-reported levels of disability, and increases the

antioxidant enzyme levels. Thermal massage may, therefore, be useful in the prevention

and treatment of diseases associated with oxidation.

Keywords: spinal thermal massage device, pain, superoxide dismutase, glutathione peroxidase, catalase
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INTRODUCTION

Elderly people are vulnerable to various diseases, including
chronic pain, and often experience a sudden decline in fitness,
limiting them to low-level physical activity (1). Among various
theories regarding the causes of aging, the theory involving
oxidative stress is a widely accepted one. With aging, the levels
of antioxidant enzymes in the body decrease and the total blood
antioxidant activity that can respond to oxidative stress decreases
gradually (2, 3). This subsequently leads to an increase in the
production of reactive oxygen species (ROS), which is a major
cause of geriatric diseases and other diseases responsible for
chronic pain (4, 5).

While various factors can cause pain, inflammation by
ROS is of particular importance. Excessive amounts of ROS,
which are produced naturally by metabolic processes, may
cause cell damage by oxidation (6, 7). In such events, the cell
membrane, DNA, and other cellular structures may become
damaged. Consequently, the cells become dysfunctional or
mutated depending on the extent of damage, and pain may occur
due to the substances generated during this process (8).

Recently, studies have identified the intracellular mechanisms
and physiological effects triggered by massage. Specifically,
studies have reported that the levels of cytokines, including
interleukin-6 (IL-6) and tumor necrosis factor-alpha (TNF-α),
which increase following the inflammatory response and micro-
rupture of tissues due to muscle injury or strenuous exercise, and
nuclear factor-κB (NF-κB), a transcription factor that activates
these cytokines, were reduced significantly by massage (9, 10).
NF-κB is especially sensitive to oxidation and is known to activate
inflammatory cytokines when it is stimulated by ROS (11). Taken
together, the results from previous studies suggest that massage
activates antioxidant functions and alleviates inflammation and
pain through the reduction of NF-κB, IL-6, and TNF-α levels.
When ROS activate the signaling systems, such as NF-κB or
mitogen-activated protein kinase, or disturb their homeostasis,
cells may proliferate abnormally or mutate (12). Cells possess
various antioxidant enzymes and chemicals for eliminating ROS
(13). The antioxidant enzymes that protect the body by removing
free radicals generated by oxidative stress include superoxide
dismutase (SOD), catalase (CAT), glutathione-peroxidase (GPx),
and glutathione S-transferase (GST) (14, 15). Karabulut et al.
reported that the level of antioxidant enzymes was increased
after a massage intervention was applied to obese elderly
women (16). Moreover, results from a randomized double-
blind study revealed that the pain experienced by patients with
chronic pancreatitis was reduced after they were treated with
antioxidants (17).

When heat is applied to human tissues, the increase in tissue
temperature is accompanied by physiological responses (18),
including an increase in collagen fibril extensibility, blood flow,
and cell permeability, and a reduction in muscle spasms and pain
(19, 20).

Recently, home healthcare devices, such as spinal thermal
massage (STM) devices, with massage and heating functions,
have been developed and are commercially available. Among
these devices, some products have already received food and drug

administration (FDA) approval from various countries, to be
used as medical devices for reducing muscle pain. However, few
studies have evaluated the pain-alleviating effects of thesemedical
devices. Accordingly, the present study aimed to clinically
identify the pain-alleviating effects of a STM program, and
to determine whether these programs induce changes in the
antioxidant enzyme activity.

METHODS

Participants
This study followed the principles and recommendations of
the Helsinki Declaration, and the protocol was reviewed and
approved by the Institutional Review Board (IRBN. 2017-06-
022). A total of 140 adults (≥60 years of age) who had
experienced lower back, shoulder, knee, hip, and/or neck pain for
at least 3 months were recruited for this study, and we obtained
the written informed consent from them. We evaluated the data
obtained from their medical records and interviews prior to the
study to determine if the candidates were eligible to participate in
this study.

Candidates with any one of the following conditions were
excluded from the study: diseases of the immune system,
pacemaker or an electronic implanted device, malignant tumor,
spinal infection, thrombosis, skin disease or skin hypersensitivity,
spinal deformity or scoliosis with Cobb’s angle ≥ 20◦,
osteoporosis or history of spinal fracture due to osteoporosis,
high risk of spinal fracture, myopathy, or spinal instability (failed
back syndrome) following spinal surgery. We also excluded
anyone who was determined to be unfit for the study by
the researcher. Ten candidates were eliminated during this
screening phase.

Finally, a total of 130 participants were enrolled in the study.
Sixty-five participants were assigned to the control group who
received the standard rehabilitative treatment (SRT), whereas the
remaining 65 patients were assigned to the experimental group
who received SRT and a STM intervention. Participants were
restricted from taking medications or nutraceutical foods that
could affect the SOD, GPx, and CAT concentrations in the blood,
which are used to measure the antioxidant enzyme activity.
Given that some patients dropped out from the study, data of
116 participants (61 and 55 in the control and experimental
groups, respectively) were ultimately used for the final analysis
(Figure 1). There was no difference in the age distribution and
pain duration between the two groups (Table 1). Although the
sex distribution was different between the two groups (χ2 =

10.13, p < 0.05), a previous study showed that the effect of
massage is not affected by sex difference (21).

Massage Device
The present study used a thermal massage device that was
approved as a personal medical device (Model: CGM MB-1401,
Ceragem, South Korea). It consists of a bed covered with a tough
synthetic fabric and a massage roller (projector) moving beneath
the fabric. This device is operated with a remote control and
allows the user to receive massage and heat treatment while lying
down (Figure 2). The temperature of the projector is adjustable
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FIGURE 1 | Study procedures.

TABLE 1 | General characteristics of the participants.

Variable CON EXP Chi2 test

Sex

Male 23 37 χ2 = 10.13

Female 38 18 p < 0.05

Age (Years)

−69 27 32 χ2 = 2.38

70–79 30 21 p > 0.05

80– 4 2

Pain Duration (Months)

1–3 7 9

4–6 10 16 χ2 = 4.24

7–12 16 11 p > 0.05

13–24 10 11

25– 13 9

within the range of 30–60◦C, and the strength of the massage
ranged from level 1–6. The duration of the massage session set
in this device is 36.5 min.

FIGURE 2 | Schematic diagram of the spinal thermal massage device.

Massage Intervention
Participants were instructed to lie on the device and operate it
using the remote control. Before the actual massage, scanning
is performed, wherein the projector moves from the cervical
vertebrae to the sacrum, to measure the length and curvature
of the spinal column. The participants were allowed to use
the device 3–4 times for 1 week to become acclimatized. The
STM intervention was applied five times per week for 8 weeks.
Participants who experienced severe pain or discomfort during
the massage session were excluded from the study.
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Measured Variables and Tools
The present study used self-report questionnaires to determine
the level of disability due to the lower back pain and other
pains. Blood samples were also collected from the participants
to determine the antioxidant effects of the massage intervention.
A questionnaire was administered and blood samples were
collected before the intervention (PRE), immediately after 4
weeks of intervention (POST1), and immediately after 8 weeks
of intervention (POST2).

Pain-Related Indices
The following two different clinical pain-related indices were
measured: (1) the pain numeric rating scale (PNRS) and (2) the
Roland and Morris disability questionnaire (RMDQ), which is
used to determine the level of disability due to lower back pain.
The PNRS is a segmented numeric version of the visual analog
scale (VAS), in which a participant selects a whole number (0–10
integers) that best reflects the intensity of his/her pain (22). The
common format is a horizontal bar or line. Similar to the VAS,
the PNRS is anchored by terms describing pain severity extremes
(23). The RMDQ is a 24-items self-report questionnaire about
how low back pain affects functional activities. Each question is
worth one point; thus, scores can range from 0 (no disability)
to 24 (severe disability) (24). Higher scores for the PNRS and
RMDQ indicate higher levels of pain and disability, respectively.

Measurement of Antioxidant Enzyme Activity
SOD, GPx, and CAT are representative antioxidants in the
body that deal with free radicals that cause aging and disease.
In the present study, blood samples were collected from the
participants to determine the effects of the STM intervention on
the antioxidant function based on the activities of SOD, GPx,
and CAT.

Blood Sampling
Blood was collected before and immediately after 4 and 8
weeks of the massage intervention. The collected blood samples
were immediately divided into serum collection tubes (BD
Vacutainer R© SSTTM II Advance Plus Blood Collection Tube;
Becton Dickinson UK Ltd., Oxford, UK) and heparinized
tubes (BD Vacutainer R© Sodium Heparin 75 USP Units Blood
Collection Tube; Becton Dickinson UK Ltd.) for immediate
transport to the laboratory.

Superoxide Dismutase
The SOD activity was measured using a SOD assay kit (Bioassay
Systems, Hayward, CA, USA) according to the manufacturer’s
protocol. Briefly, the removal of superoxide by SOD was
indirectly evaluated by measuring the reduction in cytochrome c
levels. The protocol is as follows: First, the standards and samples
were prepared to measure the SOD activity. Then, 160-µL assay
buffer, 5-µL xanthine, and 5-µLWST-1 were mixed in each well.
Subsequently, 160-µL working reagent was transferred to each
well, the tap plate was mixed, XO enzyme was immediately added
after reading OD440nm (ODo), and the plates were incubated for
60min. Finally, we read theOD440nm (OD60) again to obtain the
changed SOD value.

Glutathione Peroxidase
The GPx activity was measured using a GPx assay kit (Bioassay
Systems) according to the manufacturer’s protocol and was
calculated based on the reduction of nicotinamide adenine
dinucleotide phosphate. For GPx measurements, we prepared
enough working reagents for all sample and control wells by
mixing, for each well, 90-µL assay buffer, 5-µL glutathione, 3-
µL 35-mM nicotinamide adenine dinucleotide phosphate, and
2-µL GR enzyme. We quickly added 90 µL of a working reagent
to the sample/control wells. Then, this solution was diluted in
dH2O with a 1:10 ratio to generate the substrate solution. The
diluted solutions were used within 1 h. Using a multi-channel
pipettor, we added a 100-µL substrate solution to the sample and
control wells and mixed the contents well. We immediately read
OD340nm (time 0, OD0) and read again in 4 min (OD4).

Catalase
CAT catalyzes the decomposition of hydrogen peroxide
(produced by SOD) to oxygen and water. The CAT activity was
measured using a CAT assay kit (Bioassay Systems) according to
the manufacturer’s instructions. The protocol is as follows. We
prepared enough detection reagent by mixing, for each reaction
well (sample, control, and standard wells), 102-µL assay buffer,
1-µL dye reagent, and 1-µL HRP enzyme. After completion of
incubation for 30min, a 100-µL detection reagent was added
and mixed, followed by incubation for 10min. Then, we read at
570 nm.

Statistical Analysis
PNRS and RMDQ scores were analyzed by non-parametric
methods, using the Mann–Whitney U and Freedman tests,
because they are measured with ordinal scales. We used a mixed
design with three-repeated measurements (PRE, POST1, and
POST2). Accordingly, a two-way repeated measure analysis of
variance was conducted for the statistical analysis of the data
(SOD, GPx, and CAT). After omnibus testing, we analyzed the
differences in the simple main effects of the interventions within
the two groups and between the two groups at each time point. A
p < 0.05 was considered statistically significant.

RESULTS

Pain-Related Indices
The medians and interquartile ranges of PNRS and RMDQ
scores are presented in Table 2. The Mann–Whitney U-test and
Freedman test were applied to analyze the intergroup differences
at each measurement time and intergroup differences in each
group, respectively. The Freedman test showed that the pain
levels decreased significantly in both the control (χ2 = 8.74, df
= 2, p < 0.05) and experimental (χ2 = 68.88, df = 2, p < 0.01)
groups. The Mann–Whitney U-test showed that the pain level
was higher in the experimental group than in the control group
before the intervention (U = 973.00, p < 0.01) and at POST1 (U
= 1282.50, p < 0.05). Pain levels were reversed at POST2 with
higher pain levels in the control group than in the experimental
group (U = 1269.50, p < 0.05). These analyses indicate that
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TABLE 2 | Effect of spinal thermal massage on PNRS and RMDQ scores.

Group PRE POST1 POST2

PNRS CON (n = 61) 3.00 (1) 3.00 (2) 3.00 (2)

EXP (n = 55) 4.00 (2)## 4.00 (2)# 2.00 (2)#

RMDQ CON (n = 61) 6.00 (3) 6.00 (3) 6.00 (4)

EXP (n = 55) 11.00 (6)## 9.00 (7)## 8.00 (9)##

Data are expressed as median (interquartile range).
# (p< 0.05) and ## (p< 0.01) indicate mean significant differences (Mann–Whitney U-test).

PNRS, pain numeric rating scale; RMDQ, the Roland and Morris Disability Questionnaire;

PRE, pre-intervention; POST1, 4 weeks post-thermal massage treatment; POST2, 8

weeks post-thermal massage treatment; CON, control; EXP, experimental.

pain reduction was greater in the experimental group than in the
control group.

The Mann–Whitney U-test showed that the RMDQ scores
were higher in the experimental group than in the control group
before the intervention (U = 538.00, p < 0.01), at POST1 (U =

948.00, p < 0.01), and at POST2 (U = 1162.00, p < 0.01). The
Freedman test showed that the RMDQ scores decreased in the
experimental group as time progressed (χ2 = 43.19, df = 2, p <

0.01); however, the RMDQ scores in the control group did not.
The results of these analyses indicate that the disability improved
in both groups, but the degree of improvement was higher in the
experimental group.

Antioxidant Enzyme Activity
The SOD activity was significantly affected by the intervention
[F(1,114) = 3.97, p < 0.05] and measurement time [F(2,228) =

8.56, p < 0.01]. There was a significant interaction effect on SOD
activity [F(2,228) = 10.04, p < 0.01]. When simple main effects
were analyzed to examine these differences in more detail, there
were no significant differences in the SOD activity between pre-
intervention and at POST1 and POST2 in the control group.
However, the SOD activity was significantly higher at POST1
[F(1,54) = 13.76, p < 0.01] and POST2 [F(1,54) = 32.53, p <

0.01) than before the treatment in the experimental group. There
were no significant differences in the SOD activity between the
two groups before the intervention, but the SOD activity was
significantly higher in the experimental group at POST1 [F(1,114)
= 5.78, p < 0.05) and POST2 [F(1,114) = 18.11, p < 0.01).

The intervention and measurement time had no significant
effects on GPx activity, but there was a significant interaction
effect observed for time and intervention on GPx activity [F(2,228)
= 9.58, p < 0.01]. The GPx activity was significantly lower
at POST2 in the control group [F(1,60) = 4.316, p < 0.05],
whereas the GPx activity was significantly higher at POST2 in the
experimental group [F(1,54) = 13.68, p < 0.01]. The levels of GPx
activity were not significantly different between the two groups
before the intervention and at POST1, but the GPx activity was
significantly higher in the experimental group at POST2 [F(1,114)
= 14.13, p < 0.01].

Overall, the CAT activity was higher in the experimental group
than in the control group [F(1,114) = 10.88, p< 0.01]; however, the
interaction effect of time and effect was not significant. When the
simple main effects were analyzed to examine these differences in

TABLE 3 | Effect of spinal thermal massage on antioxidant function.

Group PRE POST1 POST2

SOD CON (n = 61) 0.48 (0.02) 0.45 (0.02) 0.47 (0.02)

(U/mL) EXP (n = 55) 0.42 (0.03) 0.53 (0.02)**# 0.59 (0.02)**##

GPx CON (n = 61) 2502.87 (114.01) 2333.36 (117.87) 2174.84 (132.16)*

(U/L) EXP (n = 55) 2404.44 (116.13) 2270.84 (111.53) 2946.71 (159.05)**

CAT CON (n = 61) 1.46 (.012) 1.32 (0.01) 1.28 (0.01)

(U/L) EXP (n = 55) 1.18 (0.02)# 1.21 (0.02)## 1.21 (0.02)##

Values are expressed as the mean and standard error (SE).

*Significant difference from “PRE” values (p < 0.05).

**Significant difference from “PRE” values (p < 0.01).
#Significant difference from the control group (p < 0.05).
##Significant difference from the control group (p < 0.01).

PRE, pre-intervention; POST1, 4 weeks post-thermal massage treatment; POST2, 8

weeks post-thermal massage treatment; SOD, superoxide dismutase; GPx, glutathione-

peroxidase; CAT, catalase; CON, control; EXP, experimental.

more detail, there were no changes in the CAT activity before and
after treatment in both groups. However, the CAT activity was
significantly higher in the control group than in the experimental
group before the intervention [F(1,114) = 4.51, p < 0.05] and at
POST1 [F(1,114) = 41.04, p < 0.01] and POST2 [F(1,114) = 9.09,
p < 0.01] (Table 3, Figure 3). These results demonstrated that
the CAT activity, which was higher in the control group than in
the experimental group before the intervention, was maintained
without any changes after 4 and 8 weeks of treatment.

Correlations Between Pain and Antioxidant
Activity
To investigate the correlations between changes in antioxidant
activity and pain-related measurements following the massage
intervention, we performed a correlation analysis using
the results from the antioxidant and pain analyses of the
experimental group. The rate of change in values measured
before and after the massage intervention was calculated and
applied to the correlation analysis [rate of change (%) = 100 ∗

(measured value after massage – measured value before massage)
/ measured value before massage]. With respect to the rate of
change at POST1, the analysis revealed that the correlations
between changes in pain and the values of the antioxidation
indices were all significant (p < 0.05). Additionally, with respect
to the rate of change at POST2, the correlations between changes
in PNRS scores and the values of the antioxidation indices,
except for CAT activity, were significant (p < 0.05) (Table 4).

DISCUSSION

To date, only a few studies have attempted tomonitor the changes
in antioxidant enzyme levels and pain by simultaneously using
massage and heat as sources of stimuli. This is the first study
wherein two stimuli were used to confirm the increase in the
antioxidant enzyme levels and the decrease in pain intensity
in the elderly with reduced antioxidant enzyme levels. The
subjective levels of pain (PNRS) and disability in performing
activities of daily living due to lower back pain (RMDQ) were
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FIGURE 3 | Effect of the spinal thermal massage on antioxidant function.

*significant difference from “PRE” values (p < 0.05); **significant difference

from “PRE” values (p < 0.01); #significant difference from the control group (p

< 0.05). ##significant difference from the control group (p < 0.01). PRE,

pre-intervention; POST1, 4 weeks post-thermal massage treatment; POST2, 8

weeks post-thermal massage treatment; SOD, superoxide dismutase; GPx,

glutathione-peroxidase; CAT, catalase; CON, control; EXP, experimental.

significantly lower (improved) in the experimental group than in
the control group after SRT with thermal massage. Antioxidant
function, as measured by the activities of SOD and GPx, was also
improved following SRT with thermal massage compared to that
observed after SRT only. This finding is consistent with the results
of other studies that reported that the production of SOD and
the level of glutathione (GSH), which is involved in GPx activity,
were increased following massage (16), and that antioxidant
enzyme levels were increased after thermal stimulation (25).
We also observed a positive correlation between the extent of
improvement in pain-related indices (PNRS and RMDQ) and
antioxidant function, which suggests that the thermal massage

TABLE 4 | Correlations between the change rates in pain-related indices and

antioxidant activity.

PNRS RMDQ

Change rate at POST1 SOD 0.870* 0.880*

GPx 0.440* 0.322*

CAT 0.229* 0.346*

Change rate at POST2 SOD 0.988* 0.987*

GPx 0.517* 0.598*

CAT 0.162 0.371*

*p< 0.05.

PNRS, pain numeric rating scale; RMDQ, Roland andMorris disability questionnaire; SOD,

superoxide dismutase; GPx, glutathione peroxidase; CAT, catalase.

intervention affected the physiological processes associated with
pain and antioxidant enzyme activities.

Muscle pain is a complex progressive health problem that
causesmuscle weakness and fatigue (26). There are various causes
of pain, including strenuous exercise or musculoskeletal injury,
inflammatory response to oxidative stress, including ROS, and
fatigue due to lactic acid build-up (27). Watkins et al. suggested
that inflammatory cytokines, including IL-1ß, which are released
from the microglial cells in the peripheral and central nervous
system (CNS), are associated with pain, and that ROS can cause
chronic pain by activating the glial cells in the CNS (28). Perez
et al. reported that the symptoms of complex regional pain
syndrome type I (CRPS-I) were reduced after the administration
of ROS scavengers (29). This finding also serves as evidence that
antioxidant activity is associated with pain. Based on the results
of these studies and the correlation analysis in the present study,
we believe that antioxidant function is improved by thermal
massage. Consequently, pain alleviation is also achieved with
improved antioxidant function, which protects against ROS, and
this antioxidant function appears to decrease with aging. The
concentrations of hepatic GSH and glutathione reductase, and
the activity of SOD have been found to be lower in older animals
than in younger animals (30). Even in humans, compared to the
levels of antioxidant enzymes in 25-years-old individuals, these
levels decrease by 30, 40, and 60% in people aged 40–49, 60–69,
and 70–79 years, respectively (31). The SOD activity has been
found to decrease with age, with the metabolism of antioxidants
consumed through food also decreasing (32, 33). The level of
antioxidant enzyme, SOD, which has the ability to remove ROS,
increases when ROS and lipid peroxide are generated in the body.
This ability rapidly decreases after the age of 40 years, which
can lead to various geriatric diseases (34, 35). Diabetes and lung
cancer related to smoking rarely develop in people with high SOD
activity. However, if the SOD activity decreases, the probability
of developing brain and cardiovascular disorders, such as cancer,
stroke, and myocardial infarction, increases (34).

GPx catalyzes the decomposition of hydrogen peroxide
formed by SOD into oxygen and water, and promotes the activity
of GSH, which catalyzes the decomposition and detoxification
of lipid peroxides (36). GPx plays a secondary role in removing
the remaining hydrogen peroxide after the action of CAT on
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hydrogen peroxide (37). Low GPx activity can lead to exposure
to several diseases, including multiple sclerosis and diabetic
kidney disease. Various reports have indicated that the ability
to synthesize antioxidant enzymes, efficiency of antioxidant
enzymes, and relevant physiological metabolic actions all
decrease with age, clearly suggesting that antioxidant function
should be augmented in elderly populations. The mean age
of the participants in the present study was 65 years, and
improvement in their antioxidant function was achieved through
an intervention involving a thermal massage device.

We recognize some limitations associated with the study
presented here. First, although we identified that the use of
thermal massage improved the antioxidant function, we did not
evaluate the specific mechanisms involved in this improvement.
Second, as the role of antioxidant function in aging and
various diseases has already been established, additional studies
should investigate the effects of thermal massage on improving
other symptoms or other diseases associated with antioxidant
function. Finally, future studies should investigate whether a
thermalmassage program affects the improvement in antioxidant
function for various causes of back pain, such as stress, exercise,
injury, or inflammatory responses.

CONCLUSION

While additional systematic studies are required, the findings
of this study suggest that thermal massage may be an effective
strategy for reducing pain and preventing a decrease in
antioxidant enzyme activity in elderly individuals. Thermal
massage may, therefore, be useful in the prevention and

treatment of diseases associated with oxidation. No side effects
due to the intensity of massage and heat stimulation were
reported during this trial.
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The world health organization (WHO) formally proclaimed the novel coronavirus, called

COVID-19, a worldwide pandemic on March 11 2020. In December 2019, COVID-19

was first identified in Wuhan city, China, and now coronavirus has spread across various

nations infecting more than 198 countries. As the cities around China started getting

contaminated, the number of cases increased exponentially. As of March 18 2020, the

number of confirmed cases worldwide was more than 250,000, and Asia alone had

more than 81,000 cases. The proposed model uses time series analysis to forecast the

outbreak of COVID-19 around the world in the upcoming days by using an autoregressive

integrated moving average (ARIMA). We analyze data from February 1 2020 to April 1

2020. The result shows that 120,000 confirmed fatal cases are forecasted using ARIMA

by April 1 2020. Moreover, we have also evaluated the total confirmed cases, the total

fatal cases, autocorrelation function, and white noise time-series for both confirmed

cases and fatalities in the COVID-19 outbreak.

Keywords: COVID-19, ARIMA, forecasting, global pandemic, time series analysis

INTRODUCTION

The first case of the virus came to light in Wuhan city of China in November 2019. The population
of Wuhan city is nearly 11 million, and it connects to many major cities in China. The number
of cases changed to dozens and then hundreds by the end of December. Medical experts first
suspected that it was viral pneumonia, which could not be cured with conventional medicines.
Ever since the virus first started to infect people, it has continued to spread and affect thousands
of people (1). Further, every patient infected with this virus was infecting two or three people
ahead of them. Until December 30 2019, no information was released from China regarding the
deadly virus. Finally, in December 2020, officials from the public health department of China
informed the World Health Organization about the medical issue that affected people in Hubei
Province, China. The infection was described as a pneumonia-like ailment in humans and caused
by a coronavirus, an extreme group of pathogens. Coronaviruses are known to spread among
people, mice, winged creatures, bats, domesticated animals, and other wild creatures (2–4). In
December 2019, the WHO was alerted by China to certain occurrences of a respiratory infection
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associated with specific people who had visited the seafood
market in Wuhan city (5). Wuhan experienced the spread
of a coronavirus, called Coronavirus Disease-19 (COVID-19).
In (6), the author presumed that COVID-19 likely started
in bats, since it is progressively like two bat-determined
coronavirus strains. However, the origin of the COVID-19 has
not yet been confirmed at this point, and it requires more
investigation. In 2003 and 2012, the Middle East Respiratory
Syndrome (MERS) coronavirus and Severe Acute Respiratory
Syndrome (SARS) coronavirus were found to be zoonotic such
that they may be transmitted among animals and humans
(7). COVID-19 is the third profoundly pathogenic human
coronavirus that has been identified over the most recent two
decades. The individual-to-individual transmission has been
depicted both in emergency clinics and family settings (8).
Therefore, it is necessary to forestall any further spread in
the general society and in human services settings. COVID-
19 transmission through tainted dry surfaces makes it even
easier to transmit. Hence self-immunization of the mucous
layers of the nose, eyes, or mouth has been proposed
(9–11). Biocidal products like hydrogen peroxide, alcohols,
sodium hypochlorite, and benzalkonium chloride are being
utilized worldwide for sanitization purposes, especially in social
settings (12).

As of March 25 2020, 18,295 individuals had died from
COVID-19 infection, while 107,089 patients recovered. As per
the WHO, there were more than 411,242 confirmed cases
worldwide, with the majority of revealed cases in Wuhan city.
This led to Wuhan placing a citywide lockdown on January 23
2020, in which no individuals were permitted to enter or leave.
The officials temporarily suspended all accessible transportation,
including trains, metro, air terminals, and public vehicles to
avoid the spread of COVID-19. Also, a few urban areas in
Hubei territory were put under lockdown. One of the challenges
posed by COVID-19 is its quarantine period, which is as long
as 2–14 days (13), and during this period, it can spread to
others. Besides, in (14), it is mentioned that the alone time
may range from 0 to 24 days depending upon the situation
of the patient. The spread of such sickness is unbelievably
dangerous. It requires continuously extraordinary blueprints and
plans, which have been executed in different Chinese urban
districts, particularly in the Hubei area. Hence it is indispensable
to explore the number of confirmed cases at this time to
start the vital assertion plans. The main contribution of this
research work is the use of an ARIMA model (15), which is
capable of forecasting the global pandemic COVID-19 using the
dataset, as shown in Table 1. The main contributions are per
the following:

• We used a proficient forecasting model to find the confirmed
cases of COVID-19 dependent on recently confirmed cases.

• An ARIMA model was used to forecast the exact confirmed
fatalities of the coronavirus outbreak from February 1 2020 to
April 1 2020.

• We evaluated total confirmed cases, total fatalities, confirmed
cases concerning fatal cases, Q-Q plot of confirmed and
fatal cases, white noise confirmed cases vs. fatal cases, and

TABLE 1 | Dataset used in this study.

Province state Country region Date (M/D/Y) Confirmed cases Fatalities

Hubei China 1/22/2020 444 17

Hubei China 1/23/2020 444 17

Hubei China 1/24/2020 549 24

Hubei China 1/25/2020 761 40

Hubei China 1/26/2020 1,058 52

Hubei China 1/27/2020 1,423 76

Hubei China 1/28/2020 3,554 125

Hubei China 1/29/2020 3,554 125

Hubei China 1/30/2020 4,903 162

Hubei China 1/31/2020 5,806 204

Hubei China 2/1/2020 7,153 249

Hubei China 2/2/2020 11,177 350

Hubei China 2/3/2020 13,522 414

Hubei China 2/4/2020 16,678 479

Hubei China 2/5/2020 19,665 549

lastly the autocorrelation function between confirmed and
fatalities cases.

The rest of this research has been organized as follows: section
Literature Survey provides a survey of the previous work. Dataset
description and ARIMA model are discussed in section Material
and Methods. The results and their analysis are illustrated in
section Result and Discussion. Finally, we conclude the paper in
section Conclusion.

LITERATURE SURVEY

Existing work has been conducted in the past to evaluate
estimation problems, like an adaptive neuro-fuzzy inference
system (ANFIS) (16), which is applied extensively in the time
course of action desire and envisioning issues, and it indicated
that there was incredible execution in the present application. It
offers adaptability for handling non-linearity in time series data,
by combining an artificial neural network (ANN) and a fuzzy
approach. ARIMA models applied to historical hemorrhagic
fever with renal syndrome (HFRS) occurrence information
are a significant device for HFRS observation in China.
Chinese HFRS information from 1975 to 2008 was taken into
account for fitting the ARIMA model. Akaike information
criterion (AIC) and the Ljung-Box test have been relied on
for assessing the developed models. Along these lines, the
fitted ARIMA model was applied to get the suited HFRS
frequency from 1978 to 2008 and appeared differently concerning
the corresponding observed values (17). This paper highlights
the significance of embracing dynamic modeling approaches,
proposes difficulties for performing model determination
across long time periods, and relates comprehensively to the
predictability of complex adaptive systems. (18) introduced an
ensemble model for sequential forecasting using a frequent
computational bootstrap approach to evaluate the Ebola outbreak
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FIGURE 1 | Total confirmed cases of COVID-19.

FIGURE 2 | Total fatalities of COVID-19.

and generated short-term forecasts of the epidemic outbreak by
combining two models, the generalized-growth model (GGM)
and the generalized-logistic model (GLM) (19). The seasonal
autoregressive-integrated moving average (SARIMA) model is
used to forecast monthly cases of hand, foot, and mouth
disease (HFMD) in China (20). A short-term forecast of
incidence in China has been done by applying ARIMA and
exponential smoothing (ETS) that analyzed data from the
Chinese Center for Disease Control and Prevention between 2005
and 2006 (21).

Ture and Kurt (22) proposed a comparative study among
different types of time series methods to forecast Hepatitis
A virus (HAV) infection. The methods considered were
the ANN algorithm, radial basis function (RBF), time-
delay neural networks (TDNN), and the ARIMA model,

where the ANN algorithm was found to be more accurate
than the others. In paper (15), the authors proposed to
apply a susceptible–infectious–recovered–susceptible (SIRS)
mathematical model estimating model dependence on
gathering alteration Kalman channels for occasional flare-
ups of flu. They assessed the proposed model utilizing the
flu season information of New York City for a long period
(2003–2008). Massad et al. (23), proposed a numerical
model to break down and gauge the disease of the SARS
epidemic to survey the viability of these techniques. Here
the author worked to determine 13 years of time series
data. In another work, Shaman et al. (24) formulated three
scenarios based on a hypothesis about under-reporting
of EVD cases and the EVD case fatality ratio using a
standard life table technique to calculate the life expectancy
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FIGURE 3 | The confirmed cases vs. fatalities.

FIGURE 4 | The Q-Q plot of confirmed cases.

FIGURE 5 | The Q-Q plot of fatalities.
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FIGURE 6 | White noise time-series of confirmed cases.

FIGURE 7 | White noise time-series of fatal case.

FIGURE 8 | White noise confirmed cases vs. confirmed cases.
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FIGURE 9 | White noise fatal case vs. fatal cases.

FIGURE 10 | Seasonal decomposition of confirmed cases.

of Ebola virus disease (EVD) patients in a couple of
African countries.

On the basis of the existing studies, in this paper study,
the ARIMA model was used for time series analysis to either

get comprehensive information or to anticipate future qualities.
This model is applicable in situations where information

may be non-fixed. Non-fixed practices can be patterns, a

cycle, random walks, or mixes of the three. Non-fixed

information focuses are unusual and can not be displayed or

estimated. An investigation utilizing non-fixed time arrangement

information focuses may not be fitting as it might show

the connection between two factors where one does not
exist. To get predictable, reliable outcomes, the non-fixed

information should be changed into fixed information. The
non-fixed procedure and the fixed procedure around a

consistent long haul has a steady difference autonomous
of time.

MATERIALS AND METHODS

Dataset
The dataset considered for the study has been collected from
relevant sources (https://www.kaggle.com/c/covid19-global-
forecasting-week-2/data). It contains the day to day confirmed
cases from all over the world between January 22 2020 and
March 31 2020. An overview of the dataset has been shown
in Table 1. The dataset consists of a total of 22,032 columns
and 7 rows. The COVID-19 dataset also includes 5 attributes,
i.e., id, prov_state, country_region, confirmed case, and fatal
case. The data is in the form of time-series data points.
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FIGURE 11 | Seasonal decomposition of fatal cases.

FIGURE 12 | Autocorrelation function confirmed cases.

FIGURE 13 | Autocorrelation function fatalities.

Time-series is a sequence of information that describes the
time period of each value. Generally, time-series data used
for analysis and forecasting the future is based on historical
data. Time-series data determines the stability of a situation

over time and efficiency portfolios. Time-series datasets are
time-dependent because values for every period are affected
by outside factors and the values of the past period. During
the dataset loading operation, we considered the date as our
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FIGURE 14 | True vs. predicted values.

TABLE 2 | Comparative analysis.

S/No.References Studied countries Sources of data or repository Parameters Methods/model used Discussion

1 (1) China https://www.who.int/

emergencies/diseases/novel-

coronavirus-2019/situation-

reports/

Fitness value FPASSA-ANFIS Predict the number of confirmed

cases within 10 days based on

previously confirmed cases

2 (25) Italy Italy government data Transmission rate,

recovery rate, and

morality rate

ESIR Forecasting total number

COVID-19 cases

3 (26) India (Maharashtra,

Gujarat, Delhi)

https://www.mohfw.gov.in/. Statistical parameter

and metrics ETs and

GEP

Genetic programming (GP) Predict confirmed and death

case

4 (27) Brazil World health organization Total population of

Brazil

Number of susceptible,

exposed, infectious, recovered

(SEIR)

Policy-making for avoiding

outbreak in metropolitan cities

5 Our work Global forecasting https://www.kaggle.com/c/

covid19-global-forecasting-

week-2/data

Fraction of population Autoregressive integrated

moving average (ARIMA)

Forecast confirmed and fatalities

case of COVID-19 across the

globe

index column. Therefore, the date column is no longer a feature
for us. This is because time-series data perform tasks related
to the date. That is why it is the most used parameter in our
methodology (Table 1).

Autoregressive Integrated Moving Average
(ARIMA)
ARIMA is a famous and adaptable class of forecasting models
that uses recorded data to make estimations. This model is
an essential forecasting technique that can serve as a starting
point for progressively complex models (15). It works effectively
when the information displays a steady or predictable example
after some time with a base measure of anomalies. The ARIMA
approach endeavors to portray developments in a stationary time
series as an element of what is designated as “autoregressive
and moving normal” parameters. These are alluded to as

autoregressive parameters andmoving average (MA) parameters.
We accept time is a discrete variable, Zt shows the observation
at time t and t demonstrates the zero-mean random noise
term at time t. The MA(n) (moving average) model uses
this procedure:

Zt =

n
∑

i=1

γi€t−1 + €t (1)

where γi denotes coefficient, similar to
MA(n) models, autoregression model, denoted
by AR(m),

Zt =

m
∑

i=1

δiZt−1 + €t (2)
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Zt is a noisy linear combination of the previously taken
m observations. An increasingly advanced model is
the ARIMA (m, n), mix of AR(m), and MA(n) with a
reduced structure and gives an adaptable demonstrating
system. This model expects that Zt is created through
the formula:

Zt =

n
∑

i=1

γi€t−1 +

m
∑

i=1

δiZt−1 + €t, (3)

where t is the zero-mean noise term. On the off chance
that we are adding imperative to the AR(m) part, it ensures
a stationary process. A fixed and invertible ARIMA (m,
n) model may be depicted either as an infinite AR model
(AR(∞)) or an infinite MA model (MA(∞)). For the ARIMA
model, one can compute the first-order differences of Zt
by ∇Zt= Zt-Zt−1 and second-order differences of Zt by
∇2Zt= ∇Zt–∇Zt-1 such that the sequence of ∇dZt satisfies
an ARIMA (m, n). We state that the sequence of Zt satisfies
the ARIMA (m, d, n).

∇dZt =

n
∑

i=1

γi€t−1 +

m
∑

i=1

δi∇dZt−1 + €t, (4)

which are specified by three order parameters terms m,
d, n with specific weights vector δ∈R m and γ∈Rn.
Forecasting with ARIMA (m, d, n) is an inversion of the
differential equation. Assuming the time-series sequence
Zt fulfills ARIMA (m, d, n), one can predict the d-
th order differential of observation at time t + 1 as
∇dZ∼

t+1 and then predict the observation at time t + 1
as Z∼

t :

Z∼
t = ∇dZ∼

t +

d−1
∑

i=0

.∇ iZt−1 (5)

RESULT AND DISCUSSION

For this study, data were analyzed using a python library called
matplotlib. It is a popular package for plotting 2D data. This
library has been used to derive the line charts of the dataset. We
analyzed the COVID-19 data and performed data visualization,
which gave a complete idea of the brief summarization of
our dataset. For visualization, we used python modules like
pandas, matplotlib, and seaborn. The study provided us with the
summarized data using the described methods. This function
prints the total distribution of the dataset, i.e., 50% of dataset,
75% of dataset, etc. We used further visualization techniques to
get a better insight into our data. Using various parameters, we
have analyzed our data and described the total confirmed case
of COVID-19 starting from January 1 2020 to April 1 2020.
We observed that as the time period increased the number of
confirmed cases also increased. In Figure 1, the x-axis indicates
the period as months, and the y-axis indicates the number
of fatalities.

Figure 2 describes the total fatalities of COVID-19 starting
from January. As the time period increased, the number of
confirmed cases also increased. We can observe that as the time
period increased at the same time the number of fatalities also
increased. Here the x-axis indicates the time period in months,
and the y-axis indicates the numbers of fatalities.

Figure 3 is the comparison of increasing trends of confirmed
and fatal cases over the same period of time. As we can see the
legends are mentioned above in the diagram. From this graph,
we observed that the number of confirmed cases were more than
the number of fatalities. While the number of confirmed cases
increased gradually, it was not the same for fatalities. Figures 4,
5 are referred to as Q-Q plots in statistics. These plots are a
graphical technique for determining if two data sets come from
populations with a standard distribution. For such modules in
python, we used scipy.stats and pylab. The above Q-Q plots of
confirmed cases and fatalities describe the theoretical quintiles
of both cases. It means that based on the numbers and statistics,
the theoretical increase in the graph should follow the red line.
The quantiles-quantiles (Q-Q) plots are only used to draw the
theoretical quintiles.

Figures 6, 7 represent the white noise time-series data of the
above COVID-19 data. White noise is a sequence of independent
and identically distributed random variables with finite mean and
variance. Figure 6 is the white noise figure of the confirmed case
and Figure 8 is the white noise figure of the fatal case. It is worth
mentioning that our dataset is stationary in nature because most
values are around the mean figure in the white noise data. White
noise describes the particular behavior of the time-series data.

Figure 8 is the comparison of the confirmed cases and white
noise data. From the graph, we can see that the initial values
are mostly around white noise, which means our dataset is
distributed well.

Figure 9 represents the comparison of the fatalities and white
noise data. From the graph, we can observe that most of the initial
values are around the white noise, which means our dataset is
distributed well.

Seasonality: Figures 10, 11 are the seasonality analysis of our
data. A repeating pattern within a given time period is known
as seasonality, although the term is applied more generally to
repeating patterns within any fixed period. It means that we
decomposed the time-series data and split them into trend,
seasonal, residual, and observation. Seasonal decomposition can
be performed in two ways, i.e., multiplicative. Here the term
trend refers to a general systematic linear or (most often) non-
linear component that changes over time and does not repeat,
i.e., distribution throughout data. Seasonal refers to the cyclical
effects of the dataset. Residual means the error of prediction. In a
time series, it depicts what is left over after fitting a model.

ACF (autocorrelation function): Figures 12, 13 depict the
ACF of both confirmed cases and fatalities over time.
Autocorrelation is the correlation between a sequence and itself.
Statistically, it can be referred to as the correlation among
the members of a variable. But in general, when the values
of the observation are somehow related to each other, the
corresponding stage is referred to as autocorrelation.
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For model building, we have used the ARIMA model. By
applying the ARIMA model, we forecast the future trend of
confirmed cases and fatalities which is shown in Figure 14.

A comparative analysis of COVID-19 has been discussed
in Table 2. In this study the ARIMA model focused on
different global forecasting of COVID-19 total confirmed
cases and total fatal cases in the earlier stage. Here in
the current research work, population has been taken as
a parameter.

CONCLUSION

In response to the COVID-19 pandemic, we applied time series
analysis to find different measurements like the stationary, trend,
and the pattern of the dataset. Various visualization techniques
have been applied to the dataset for studying the outbreak
related to COVID-19. We have relied on seaborn and matplotlib
modules for the same. The graphs appropriately describe the
trend and pattern of the COVID-19 pandemic outbreak. The
time-series model ARIMA has been used to forecast the cases
of COVID-19 in the future and has successfully calculated the
total confirmed cases and fatalities over the studied dates and Q-
Q plots of confirmed cases and fatalities. We have also estimated
the total confirmed cases and fatalities over the date-Q plots.

The dataset is stationary in nature; we have presented the ACF
of both confirmed cases and fatalities over time and forecasted
the future trend for the same. This study provides an advanced
level of work, which may be useful in analyzing as well as fighting
the pandemic. In future work, we can apply advanced algorithms
and techniques for preparing the model which will improve and
forecast more precisely.
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This study uses independent latent class analysis (LCA) and latent transition analysis

(LTA) to explore accurate diagnosis and disease status change of a big Alzheimer’s

disease Neuroimaging Initiative (ADNI) data of 2,132 individuals over a 3-year period. The

data includes clinical and neural measures of controls (CN), individuals with subjective

memory complains (SMC), early-onset mild cognitive impairment (EMCI), late-onset mild

cognitive impairment (LMCI), and Alzheimer’s disease (AD). LCA at each time point

yielded 3 classes: Class 1 is mostly composed of individuals from CN, SMC, and EMCI

groups; Class 2 represents individuals from LMCI and AD groups with improved scores

on memory, clinical, and neural measures; in contrast, Class 3 represents LMCI and

from AD individuals with deteriorated scores on memory, clinical, and neural measures.

However, 63 individuals from Class 1 were diagnosed as AD patients. This could be

misdiagnosis, as their conditional probability of belonging to Class 1 (0.65) was higher

than that of Class 2 (0.27) and Class 3 (0.08). LTA results showed that individuals had a

higher probability of staying in the same class over time with probability >0.90 for Class

1 and 3 and probability >0.85 for Class 2. Individuals from Class 2, however, transitioned

to Class 1 from time 2 to time 3 with a probability of 0.10. Other transition probabilities

were not significant. Lastly, further analysis showed that individuals in Class 2 whomoved

to Class 1 have different memory, clinical, and neural measures to other individuals in

the same class. We acknowledge that the proposed framework is sophisticated and

time-consuming. However, given the severe neurodegenerative nature of AD, we argue

that clinicians should prioritize an accurate diagnosis. Our findings show that LCA can

provide a more accurate prediction for classifying and identifying the progression of AD

compared to traditional clinical cut-off measures on neuropsychological assessments.

Keywords: Alzheimer’s disease, latent class analysis, latent transition analysis, neural markers, misdiagnosis

INTRODUCTION

TheWorld Health Organization has identified Alzheimer’s disease (AD) as a public health priority,
with ∼30–35 million cases worldwide (World Health Organization, 2012). Alzheimer’s disease is
a chronic neurodegenerative syndrome which causes severe progressive deterioration in cognitive
impairment (Alzheimer Association, 2019). Impairments include detriments in memory, learning
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ability, language, judgment, decision making, and disordered
thinking (Alzheimer Association, 2019). Patients are diagnosed
with AD after being assessed on multiple neuropsychological
assessments, including memory, language functioning,
personality, and behavioral changes. Assessments of specific
biomarkers of AD are also being used to identify structural
changes within specific brain regions as well as measure levels
of Amyloid-β, tau, and phospho-tau (Alzheimer Association,
2019). Typically, the assessment of AD is based on clinical cut-off
points for neuropsychological assessments and biomarkers. This
technique allows a medical professional to identify those who
have symptoms of AD. While clinical cut-offs are important for
categorizing individuals with and without AD, it does not always
contribute to our understanding of the progression of AD or
identify individuals at risk of developing AD. Understanding
the progression of AD is important to developing preventative
interventions and earlier detection.

The Alzheimer’s Disease Neuroimaging Initiative (ADNI)
study has collected longitudinal data from more than 50
sites in North America on “. . . elderly individuals with normal
cognition, mild cognitive impairment (MCI)” (Jack et al.,
2008). In total, the ADNI project has collected data using 292
measurements (see http://adni.loni.usc.edu/data-samples/adni-
data-inventory for a full list of items). These measurements
include diagnostic assessments; neuropsychological assessments;
bio-specimens; genetics; imaging—including different MRI and
PET imaging techniques; demographic and medical history; and
a participation record. Data were collected at 0, 6, 12, 24, and
36 months for participants in the normal cognition and mild
cognitive impairment groups (Jack et al., 2008). However, the AD
group’s data were only recorded at 0, 6, 12, and 24 months (Jack
et al., 2008). The main aims of the ADNI project are to improve
early detection and track disease progression using biomarkers
and advance early intervention, prevention, and treatment.

AD Diagnosis
The assessment and diagnosis of AD have primarily relied on
cut-off scores on neuropsychological assessments. For example,
the Clinical Dementia Rating Scale (Morris, 1997) can be used
to categorize individuals into differing levels of severity ranging
from normal cognitive functioning, questionable cognitive
impairment, questionable impairment, very mild dementia, mild
dementia, moderate dementia, and severe dementia (O’Bryant
et al., 2008). An advantage of utilizing categories for the Clinical
Dementia Rating Scale is that it reliably identifies individuals
with mild cognitive impairment (Duara et al., 2013). This allows
clinicians to use the results to identify patients who are suffering
from differing degrees of dementia severity. However, utilizing
the scale with cut-offs does not allow health professionals to track
the progression of the disease or identify at-risk patients before
the presentation of symptoms.

Other neuropsychological assessments such as the Functional
Activities Questionnaire (Pfeffer et al., 1982), the Alzheimer’s
Disease Assessment Scale (Mohs and Cohen, 1988), Clinical
Dementia Rating Scale (Morris, 1997), Everyday Cognition
Scale (Marshall et al., 2014), Montreal Cognitive Assessment
(Nasreddine et al., 2005), the Mini-Mental State Exam (Folstein

et al., 1975), and the Cognitive Change Index (Saykin et al.,
2006; Rattanabannakit et al., 2016) have also been used to
categorize cognitive impairment and AD. For instance, within
the ADNI, participants are classified with AD if they obtain a
score between 20 and 26 on the mini-mental state examination; a
score between 0.5 and 1.0 on the global clinical dementia rating,
a score between 1.0 and 9.0 for the summed box-score for the
clinical dementia rating (Shaw et al., 2009). These standardized
assessments are useful for diagnosing probable AD, with most
yielding good sensitivity, specificity, and classification scores.
That is, they reliably distinguish between individuals with mild
cognitive impairment and AD—making them good diagnostic
tools. However, utilizing these techniques is only useful for
determining probable AD. The use of cognitive assessments only
allows for a measure of current cognitive function and does
not indicate if an individual may progress from mild cognitive
impairment to severe cognitive impairment or AD. In the absence
of objective diagnostic assessments for AD, a positive diagnosis
is currently only determined through an autopsy (Perrin et al.,
2009; Shaw et al., 2009). However, recent advances in imaging
techniques (i.e., MRI and PET) and acquiring cerebral spinal fluid
have allowed researchers to identify potential biomarkers of AD
and what structural changes occur within specific brain regions
(e.g., hippocampus).

Shaw et al. (2009) collected cerebral spinal fluid from elderly
individuals with normal cognitive functioning, mild cognitive
impairment, and mild AD (classification were determined using
the mini-mental state examination and the Alzheimer’s Disease
Assessment Scale). The levels of Amyloid-β 1 to 42 peptide (Aβ

1−42), total tau (t-tau), and tau phosphorylated (p-tau) were
assessed to determine potential biomarkers of AD. To gain more
accurate cut-off points, models of the levels of Aβ 1−42, t-tau, and
p-tau were determined from cerebral spinal fluid samples from
autopsy-confirmed AD cases. The results indicated that Aβ 1−42

showed excellent sensitivity (96.4%) and specificity (76.9%) with
a clinical cut-off of 192 pg/ml; t-Tau showed acceptable sensitivity
(69.6%) and excellent specificity (92.3%) with a clinical cut-off of
93 pg/ml, and p-tau showed acceptable sensitivity (67.9%) and
specificity (73.1%) with a clinical cut-off of 23 pg/ml. Further,
the interaction between decreasing levels of Aβ and increasing
levels of p-tau have recently been implicated with neuronal death,
atrophy, and cognitive changes (Gomar et al., 2016; Veitch et al.,
2019). These results suggest that Aβ 1−42 and p-tau are the most
sensitive measures and best predictors of early diagnoses of AD.

The diagnosis of probable AD can also be assessed by
measuring specific biomarkers (i.e., Aβ, t-tau, &p-tau). However,
similar to the use of neuropsychological assessments, diagnosis
relies on patients exceeding a clinical threshold for the levels
of each biomarker. While biomarkers of AD appear to reliably
distinguish between those diagnosed with (i.e., sensitivity) and
without AD (i.e., specificity), some of the measures are still
below the recommended threshold of 85% for sensitivity and
specificity (Ronald and National Institute on Aging Working
Group, 1998; Frank et al., 2003; Shaw et al., 2009). Again, the
use of clinical cut-offs only provides clinicians with a measure
to differentiate between mild cognitive impairment and probable
AD based on particular biomarkers. Therefore, the use of cut-off
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scores is essential for diagnosis but does not identify at-risk
patients or to accurately track the progression of AD from mild
cognitive impairment to pre-clinical AD, probable AD, and a final
diagnosis of AD.

To promote the early detection of AD and to possibly identify
at-risk individuals, research should not solely rely on clinical cut-
off points, which are only useful once an individual presents
with neuropsychological symptoms or biomarkers associated
with probable AD. Secondly, there are criticisms of using cut-off
points on continuous neuropsychological assessments because
patients on either side of the cut-off are likely similar (Berlin et al.,
2014; Petersen et al., 2019).

Latent Class Analysis
Instead, Latent Class Analysis (LCA) can be used to identify
homogeneous subgroups of individuals who are externally
heterogeneous to other sub-groups (Berlin et al., 2014; Eppig
et al., 2017; Mooney et al., 2018; Petersen et al., 2019; Villeneuve
et al., 2019; Zammit et al., 2019a). Latent class analysis can
be used to identify homogenous subgroups of AD based on
psychological assessments (e.g., Scheltens et al., 2016; Eppig et al.,
2017; Zammit et al., 2019b). For example, Scheltens et al. (2016)
identified eight cognitive subtypes of AD within their sample
of probable AD patients (N = 938). The cognitive subtypes
included patients with mild-memory impairment, moderate
memory impairment, mild-visuospatial-language impairment;
moderate-visuospatial impairment, mild-executive functioning
impairment, moderate diffuse (cognitive impairment), and
severe-diffuse (cognitive impairment). The authors suggest that
the identification of cognitive subtypes highlights that AD is a
complex disease and rather than classifying individuals with AD,
we should consider differential diagnoses.

Zammit et al. (2019b) also used LCA to identify cognitive
subtypes of AD within participants from the Rush Memory
and Aging Project. Participants included in their study had
no dementia at baseline; displayed signs of dementia at
follow-up; were deceased at the time of the study, and had
neuropathological data available. Neuropathological data were
obtained from autopsies. Based on the neuropsychological
outcomes at baseline (i.e., Episodic-, Semantic-, working-, and
logical-memory; perceptual-and line orientation; and Perceptual
Speed–Symbol Digits Modalities Test) latent class analysis
was used to categories participants into 5 classes within two
categories (i.e., impaired cognition and intact cognition). The
impaired cognition classes included participants with mixed-
domains impairment, memory-specific impairment, and frontal
impairment. The intact cognition classes included participants
with average cognition and superior cognition.

The aim of Zammit’s (2019b) study was to identify if
neuropathological evaluations at autopsy (i.e., Aβ, tau,
hippocampal sclerosis, DNA-binding protein 43, Lewy
bodies, cerebral amyloid angiopathy, atherosclerosis, and
arteriolosclerosis) were predicted by the five classes of
cognitive impairment and intact cognition at baseline and
if the neuropathological measures differ between each
class. Their results showed that baseline measurements
on neuropsychological assessments were predictive of

neuropathology measured at autopsy, suggesting that
neuropsychological assessments are reliable for the assessment
and prognosis of cognitive impairments associated with AD.

One of the main findings of Zammit et al. (2019b) study was
that the biomarkers Aβ and Tau are strongly predictive of AD
and can possibly be used as an early detector. Indeed, abnormal
levels of Aβ and Tau were strongly associated with participants
within the mixed-domains class, the memory-specific class, and
the frontal impairment classes. With fewer abnormalities in the
average cognition class and the superior cognition class. That is,
abnormal Aβ and Tau were associated with impaired cognition
but not intact cognition. One of the limitations of their study
was that it did not account for individuals who might change
classes from baseline to follow–up. For example, participants
could progress from average intact cognition to memory-specific
impairment. As such, the results are only capturing the class an
individual belongs to at a single point in time.

Zammit et al. (2020) extended their previous work by using
latent transition analysis to identify participants within the
Rush Memory and Aging Project who transitioned from non-
impairment to cognitive impairment. A second aim was to
compare the classification of individuals within the LTA to the
clinical criteria of MCI. The results showed that across three
measurements (within 12 months) cognition remained relatively
stable. That is, participants did not regularly change between
the five classes of impairment; identified as mixed domains
impairment, memory-specific impairment, frontal Impairment,
average cognition, and superior cognition. However, of the 1,924
participants, 98 individuals did change membership class from
time 1 to time 2 (n = 62) and from time 2 to time 3 (n = 37).
A majority of the transitions were associated with a decline in
cognitive impairment at both time points. These results identified
that participants who changed classes had an 86% higher risk
of developing AD than those who did not change status.
Further, their study identified 541 participants with cognitive
impairment at time 2, 10.5% of these participants progressed to
developing dementia at time 3. While a majority of older adults
cognition remains stable, those who are experiencing some level
of cognitive impairment have an elevated risk of progressing to
developing dementia. The authors provide evidence that using
LTA is a robust tool to identify individuals at risk of cognitive
decline, identifying risk factors for interventions to target.

Zammit’s (2020) study was not without limitations.
Specifically, their LTA only used neuropsychological measures
of episodic memory, semantic memory, working memory, and
perceptual speed and orientation. With evidence suggesting that
neurological biomarkers are significant and sensitive predictors
of early diagnoses of AD (Shaw et al., 2009; Gomar et al., 2016;
Veitch et al., 2019), it is important to identify if biological
markers of AD can predict cognitive impairment transitions.
However, their paper does highlight that LCA and LTA are at the
forefront of research aiming to improve diagnostic methods and
to identify individuals at risk of progressing toward AD. Zammit
et al. (2020) also note the need to validate these methods through
replication of their findings, and efforts to identify homogeneous
classes of cognitive impairment using other neuropsychological
measures of AD. As mentioned earlier, recent studies using
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LTA have not included biomarkers of AD. Our study adds
a novel contribution to this emerging area by identifying if
neuropsychological measures and neurological biomarkers of
AD are indicators of individuals transitioning from healthy
individuals to individuals with mild cognitive impairment
and AD.

The Current Study
To our knowledge, Latent Transition Analyses (LTA) has not
been used to identify the neuropsychological and biomarkers
associated with the progression of AD in terms of patients
transitioning from one AD class to another. In the present study
rather than using a set cut off point to diagnose individuals as
Alzheimer’s patients, Latent Class Analysis (LCA) was used to
identify individuals that are more likely to develop dementia.
In addition, the focus of the analysis was on the development
of the individuals over time, that is, how an individual changes
class membership over time. In total, the following three research
aims were addressed in this study: (1) determine and describe
the number of classes that best characterize individuals with
respect to clinical measures and neurological biomarkers; (2)
compare the classification results obtained from the LCA and
the cut-offmethods, to identify the misdiagnosed individuals and
characterize these patients; and (3) explore the developmental
course of individuals with respect to clinical and neural measures.

Below, we first describe the ADNI dataset, which we have
utilized in the current study. Second, we provide details on our
latent class analysis and latent transition analysis. Following that,
we present the results from both latent class analysis and latent
transition analysis, respectively. Finally, we discuss our results in
terms of importance of our findings and clinical implications.

METHOD

ADNI Dataset
Data used in the preparation of this article were obtained
from the Alzheimer’s Disease Neuroimaging Initiative (ADNI)
database (adni.loni.usc.edu). The ADNI was launched in 2003
as a public-private partnership, led by Principal Investigator
Michael W. Weiner, MD. The primary goal of ADNI has
been to test whether serial magnetic resonance imaging (MRI),
positron emission tomography (PET), other biological markers,
and clinical and neuropsychological assessment can be combined
to measure the progression of mild cognitive impairment (MCI)
and early Alzheimer’s disease (AD).

The ADNI dataset includes 2,132 participants: 512 controls,
and 353 with EMCI, 621 with LMCI, and 279 with SMC, and
367 AD patients. All participants were tested at 3 different times
annually. In all participants, ADNI dataset includes the following
measures for all participants: APOE4= Apolipoprotein E4 gene;
FDG= Fluorodeoxyglucose CDRSB= Clinical Dementia Rating
Sum of Boxes; ADAS11 = Alzheimer’s Disease Assessment
Scale (Cognitive Subscale), 11 item version; MMSE = Mini-
Mental State Examination; RAVimD = Rey Auditory Verbal
Learning Test (Immediate word recall score); MOCA =

The Montreal Cognitive Assessment; EcPtMm = Everyday
Cognition-Participant Self Report (8 memory items); EcPtLg =

Everyday Cognition-Participant Self Report (9 language items);
EcSPM= Everyday Cognition- Participant Study Partner Report
(8 Memory items); EcSPLg = Everyday Cognition- Participant
Study Partner Report (9 Language items); Hipc = Hippocampus
volume; Entor = entorhinal cortex volume; Fusif = fusiform
gyrus volume.

Statistical Analysis
A series of Latent Class Analysis (LCA), multivariate analysis of
variance, and Latent Transition Analyses (LTA) were conducted.
LTA is a longitudinal extension of LCA that explores changes in
class membership over time by capturing individual movements
in forward and backward directions across time points. This
statistical method is based on Markov chain models (Kaplan,
2008) and uses an LCA model as a measurement model.

Latent Class Analysis
Latent Class Analysis (Lazarsfeld and Henry, 1968; Clogg, 1981)
was employed to empirically identify the number of classes that
best characterize individuals with respect to clinical and neural
measures. LCA is a mixture model that classifies participants
into optimal classes on the basis of shared characteristics that
distinguish members of one class from another. Furthermore,
unlike traditional cluster analysis, which is based on heuristic or
distance procedures (Moustafa et al., 2018; Alashwal et al., 2019),
this approach is a model-based statistical method that allows the
LCA solution to be replicated with an independent sample (e.g.,
Nylund et al., 2007).

A commonly-used strategy to determine the optimal number
of classes in LCA is to estimate a series of models by progressively
increasing the number of classes and comparing the models
through fit statistics and tests of significance and the quality
of classification across models, as well as the usefulness and
the interpretability of the latent classes (e.g., Muthén and
Muthén, 2000; Vermunt and Magidson, 2002). To determine
the optimal number of classes for the sample, each model
was evaluated using three information criteria (IC), namely,
the Akaike Information Criterion (AIC; Akaike, 1987), the
Bayesian Information Criterion (BIC; Schwartz, 1978), sample
size adjusted BIC (SBIC; Sclove, 1987), and the Lo-Mendell-
Rubin likelihood ratio test (LMR; Lo et al., 2001). For AIC, BIC,
and SBIC, a lower value indicates a better model. For the LRT,
a significant p-value for a model with k classes followed by a
non-significant p-value for a model with k + 1 classes indicates
that the k class model is the best fitting model. The indices BIC,
SBIC, and LMR have been shown to identify the appropriate
number of groups within finite mixture models (e.g., Diallo et al.,
2016a,b; Diallo et al., 2017). Furthermore, the entropy criterion
was used to examine the quality of classification across models.
The normalized entropy values ranged from 0 to 1 with values
>0.80 representing a clear assignment of individuals to latent
classes. Finally, class size was also considered when determining
the optimal number of latent classes. Small classes (i.e., those that
contain <5% of the sample) were considered spurious classes,
as they are often associated with class over-extraction (Hipp and
Bauer, 2006).
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Latent Transition Analysis
LCA can be extended to accommodate longitudinal data through
LTA. LTA is a type of Markov model that studies how
individuals change membership in latent classes over time.
LTA links LCA variables at different time points to each other
using autoregressive models. A series of multinomial logistic
regression, where the latent class variable at time t is regressed on
the latent class variable at time t-1, is commonly used to estimate
transitions over time in latent class membership.

Analytical Steps
The statistical analyses involved three steps. In the first step,
we identified the optimal number of classes for each time point
separately. In the second step, individuals were assigned to their
most likely latent class (modal class assignment) and the latent
class variable at time 1 is compared to the clinical diagnostic
variable and misclassified patients are studied using multivariate
analysis of variance. The third step involved exploring the
developmental course of the patients with respect to clinical and
neural measures. That is, transition probabilities were used to
explore changes that had taken place in the latent classes. For
this analysis, measurement invariance was assumed to ensure
that the classes have the same meaning over time. Specifically,
measurement model parameters were set to be equal over time.
Hence, conditional item probabilities, item means, and item
variances for the LCA were constrained to be equal at the three
time points.

For this study, all models were estimated using a Full
Information Maximum Likelihood (FIML) procedure available
in Mplus 8.3 (Muthén and Muthén, 2019). FIML utilizes all
available information during the estimation process and provides
consistent and efficient population parameters (Enders, 2010).
Furthermore, all LCA models with continuous indicators were
estimated with residual variances of the outcomes constrained
to be equal across classes and under local independence within
classes assumption (i.e., indicators’ residual covariances within
classes were constrained to zero). All models with two classes or
more were estimated using 500 sets of random starting values, 50
iterations for each of these sets, and the 20 best sets of random
starting values associated with the highest likelihood values were
retained for the final optimization stage.

RESULTS

The first aim of this study was to determine the number of
classes that best characterize patients with respect to clinical
and neural measures. Table 1 provides an overview of patients’
characteristics with respect to clinical and neural measures. As
these data showed, there was substantial variability among the
patients on their clinical and neural measures. This variability
supports the value of using mixture methods to assess whether
the patients can be grouped into different classes based on their
clinical and neural measures.

Latent Class Analysis Results
Latent class models containing 1–7 classes at each time point
were fitted to the data. The model fit statistics are available in

Table 2. All LCAmodels converged at Time 1. The log-likelihood
increased while no minimum was found for the ICs as their
values decreased across the range of models considered. The
LMR pointed to the three-class solution since the test of the two-
class model against the three-class model has a p-value of 0.003,
suggesting rejection, whereas the test of the three-class against the
four-class has a p-value of 0.24. Further, an examination of the
LCA models indicated that the four- and five-class models each
included small classes that seemed to have splintered off from
larger classes in the three-class model. Therefore, a three-class
model was selected at time 1 based on the fit statistics (Muthen,
2004). The three-class model resulted in a log-likelihood value
of −11010.52 with 60 parameters, an AIC of 22141.04, a BIC
of 22481.49, a SBIC of 22290.86, and a high entropy value of
0.89. Moreover, the three-class solution satisfied the minimum
class size required to be useful (each comprised at least 5% of the
sample) and meaningful.

All models with fewer than seven classes converged at time 2.
Consequently, only model results for classes between one and six
were considered for further analysis. As in time 1, log-likelihood
values increased, no minimum was found for the ICs but no
solution was favored by the LRT. However, similar to the results
at time 1, the results showed that the four- and five-class models
each included small classes that seemed to have splintered off
from larger classes in the three-class model. Hence, based on the
interpretability and the usefulness of the classes, the three-class
solution was also selected as the optimal number of classes at time
2. Fit indices for the three-class solution at time 2 were as follows:
Log-likelihood = −6927.78, number of parameters = 60, AIC =

13975.57, BIC= 14303.75, SBIC= 14113.13, and entropy= 0.82.
Finally, all models with fewer than six classes converged

at time 3, whereas models with six classes and more did not
converge. Hence, only model results for classes between one and
five were considered for further analysis. Similar to time 1, log-
likelihood values increased, no minimum was found for the ICs,
whereas the LRT selected the three-class solution. Based on the
interpretability and the usefulness of the classes, the three-class
solution was also selected as the optimal number of classes at time
3. Fit indices for the three-class solution at time 3 were as follows:
Log-likelihood = −6984.23, number of parameters = 60, AIC =

14088.45, BIC= 14415.74, SBIC= 14225.12, and entropy= 0.81.

Explanation of Latent Class Solutions
Here, we describe the latent class solutions at the three time
points. Across the three time points, Class 1 showed a pattern
of low means on CDRSB, ADAS11, EcPtMm, EcPtLg, EcSPM,
EcSPLg, a pattern of high means on FDG, MMSE, RAVimD,
MOCA, Hipc, Entor, Fusif, and selected category zero of with
item probability>0.65. Class 1 is composed of 63% of the sample
at time 1, 59% at time 2, and 65% at time three. In contrast, Class
3 showed a pattern of low means on FDG, MMSE, RAVimD,
MOCA, Hipc, Entor, Fusif, a pattern of high means on CDRSB,
ADAS11, EcPtLg, EcSPM. We, therefore, interpreted this class
as the AD class. Class 3 is composed of 7% of the sample at
time 1, 10% at time 2, and 6% at time three. Class 2, however,
showed scores that overall were between Class 1 and Class 3.
Class 2 was composed of 30% of the sample at time 1, 31% at
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TABLE 1 | Descriptive statistics of the clinical and neural measures.

Variables Time 1 Time 2 Time 3

% N M SD % N M SD % N M SD

APOE4 1,726 1,210 1,189

Zero 53.10 55.02 50.10

One 37.00 36.26 38.01

Two 9.90 8.72 11.89

FDG 735 1.23 0.15 474 1.19 0.16 464 1.18 0.16

CDRSB 1,990 1.69 2.39 1,342 2.26 2.62 1,315 2.12 2.54

ADAS11 1,962 11.18 7.60 1,335 12.21 8.47 1,323 11.51 8.35

MMSE 1,978 27.07 3.32 1,326 26.30 3.90 1,325 26.49 3.91

RAVimD 1,956 36.33 13.47 1,340 32.41 13.56 1,316 34.01 13.23

MOCA 1,121 23.70 4.86 1,329 22.56 5.19 586 23.53 4.18

EcPtMm 1,144 1.98 0.72 537 2.12 0.73 589 2.06 0.73

EcPtLg 1,137 1.67 0.62 545 1.73 0.65 587 1.72 0.63

EcSPM 1,135 1.98 0.97 557 2.56 1.03 590 2.08 0.97

EcSPLg 1,138 1.60 0.80 557 1.82 0.91 588 1.67 0.79

Hipc 1,222 6676.92 1211.87 1,177 6609.89 1243.53 1,107 6625.67 1269.12

Entor 1,170 3437.39 810.34 1,105 3397.00 815.24 1,032 3414.71 838.77

Fusif 1,170 16942.23 2792.54 1,105 16886.15 2780.76 1,032 16877.08 2822.98

APOE4, Apolipoprotein E4 gene; FDG, Fluorodeoxyglucose; CDRSB, Clinical Dementia Rating Sum of Boxes; ADAS11, Alzheimer’s Disease Assessment Scale (Cognitive Subscale), 11

item version; MMSE, Mini-Mental State Examination; RAVimD, Rey Auditory Verbal Learning Test (Immediate word recall score); MOCA, The Montreal Cognitive Assessment; EcPtMm,

Everyday Cognition-Participant Self Report (8 memory items); EcPtLg, Everyday Cognition-Participant Self Report (9 language items); EcSPM, Everyday Cognition- Participant Study

Partner Report (8 Memory items); EcSPLg, Everyday Cognition- Participant Study Partner Report (9 Language items); Hipc, Hippocampus volume; Entor, entorhinal cortex volume;

Fusif, fusiform gyrus volume. N stands for number, and M is for mean.

time 2, and 29% at time three. The latent class estimated for
the three-class solution for the three time points are shown in
Figures 1–3. Finally, cross-tabulation analysis between the LCA
solution and the diagnostic variable at time 1 (Table 3) showed
that 37.5% of the patients from Class 1 were CN, 20.10% were
SMC, 19.60% were EMCI, 18.10% were LMCI, and 4.6% were
AD. Similar figures were 0.5, 0.9, 12.90, 53, and 32.60%; and 0.7,
0, 3.5, 28, and 67.80%, for Class 2 and Class 3, respectively. Class
1 can be seen as composed by individuals from CN, SMC, and
EMCI groups. Class 2 represents people from LMCI and from
AD groups with improved scores onmemory, clinical, and neural
measures. In contrast, Class 3 represents people from LMCI and
from AD groups with deteriorated scores on memory, clinical,
and neural measures. However, 63 individuals from Class 1 were
classified as AD individuals with the diagnosis condition.

Multivariate Analysis of Variance
Multivariate analysis of variance was used to compare the group
of 63 individuals with two groups: Class 1 from the LCA
without the 63 individuals and the AD individuals from the
diagnoses variable without the 63 individuals. The results of
the multivariate analysis of variance with the 13 clinical and
neural measures as dependent variables resulted in multivariate
F statistics of F(13,1,636) = 163.85, p < 0.001, partial η2 = 0.57.
Detailed analyses revealed that group differences were significant
(0.001< p < 0.01). The mean of the 63 individuals on the clinical
and neural measures were between the mean of Class 1 without
the 63 individuals and those from the AD individuals from the

diagnoses variable without the 63 individuals (Table 4). The LCA
classified the 63 individuals within Class 1 as their condition
probability of belonging to this class was higher than those of
belonging to the other two classes (with conditional probabilities
of 0.65, 0.27, and 0.08 for Class 1, 2, 3, respectively). LTA will be
used to study the development of these individuals over time.

Latent Transition Analysis Results
The LTA was conducted under the measurement invariance
assumption. Consequently, measurement model parameters
were set to be equal over time. This ensured that the classes
have the samemeaning over time. Transition probabilities for the
whole sample are presented in Table 5 and provide information
on patient’s status at time 2 given their latent status at time 1,
and patient’s status at time 3 given their latent status at time
2.The results showed most individuals stayed in the same class
from time 1 to time 2 but some changes in class membership for
some individuals were seen from time 2 to time 3. Individuals
who were in the Class 1 at time 1 had a 0.99 probability of
remaining there at time 2 (0.88 for Class 2 and 0.98 for Class
3, respectively). The probability (0.04) that individuals would
move from the Class 2 to Class 1 by time 2 was not statistically
significantly. Similarly, the probability (0.07) that individuals
would move from the Class 2 to the Class 1 by time 2 was
not significantly different from zero. The probability (0.02) that
individuals would move from the Class 3 to the Class 2 by time 2
was not statistically significant either. There was, however, a 0.10
probability that individuals would transition fromClass 2 to Class
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TABLE 2 | Fit statistics for model specifications at time point 1, time point 2, and time point 3.

Model Loglikelihood #Free parameters AIC BIC SBIC p LMR Entropy

Time point 1

Two-Class −12514.64 44 25117.28 25366.95 25227.15 <0.001 0.88

Three-Class −11010.52 60 22141.04 22481.49 22290.86 0.003 0.89

Four-Class −10133.10 76 20418.21 20849.44 20607.98 0.24 0.89

Five-Class −9766.25 92 19716.50 20238.52 19946.22 0.189 0.87

Six-Class −9492.06 108 19200.12 19812.93 19469.80 0.131 0.83

Seven-Class −9279.09 124 18806.18 19509.77 19115.81 0.62 0.80

Time point 2

Two-Class −7936.22 44 15960.44 16201.10 16061.32 <0.001 0.81

Three-Class −6927.78 60 13975.57 14303.75 14113.13 <0.001 0.82

Four-Class −6513.27 76 13178.53 13594.23 13352.78 0.006 0.83

Five-Class −6256.23 92 12696.45 13199.66 12907.38 0.004 0.75

Six-Class −6087.00 108 12390.00 12980.73 12637.62 0.031 0.77

Time point 3

Two-Class −7936.56 44 15961.11 16201.12 16061.33 <0.001 0.79

Three-Class −6984.23 60 14088.45 14415.74 14225.12 0.004 0.81

Four-Class −6549.12 76 13250.23 13664.79 13423.35 0.514 0.78

Five-Class −6374.21 92 12932.43 13434.26 13141.99 0.353 0.71

#, number; AIC, Akaike Information Criterion; BIC, Bayesian Information Criterion; SBIC, Sample Size Adjusted BIC; p LMR, p- values for the Lo-Mendell-Rubin Likelihood ratio test for k

vs. k+1Classs. LCA models converged at Time 1. The log-likelihood increased while no minimum was found for the ICs as their values decreased across the range of models considered.

1 from time 2 to time 3. Multivariate analysis of variance showed
that individuals who moved from Class 2 to Class 1 from time 2
to time 3 had significantly higher means than other individuals
of Class 2 on FDG, MMSE, RAVimD, MOCA, EcPtLg, Hipc,
Entor, and Fusif. But these groups of individuals had significantly
lower on CDRSB, ADAS11, EcPtMm, EcSPM. No significant
mean difference was found between the two groups on EcSPLang.
Finally, the small number of misclassified individuals prevented
us from computing the transition probabilities since LTA rely on
larger sample sizes to be trustworthy. However, descriptive data
show that at time 2, 42 (66.7%) of the 63 individuals that were
classified in Class 1 from the LCA, but AD individuals by the
diagnosis variable, stayed in the Class 1 at time 2, 18 (28.60%)
moved to the Class 2, and 3 (4.80%) to the AD class. Similar
figures were also found at time 3.

DISCUSSION

The aim of this study was to use LCA to identify and describe the
number of classes that best characterize CN, SMC, EMCI, LMCI,
and AD individuals with respect to clinical and neural measures.
Our second aimwas to compare the classification results obtained
from the LCA to more traditional cut-off methods for classifying
individuals with dementia. This can help us identify and
characterize potentially misdiagnosed individuals. Finally, we
used LTA to investigate changes in class membership over time.
Our results showed that while there was substantial variability
among individuals on their clinical and neural measures, the use
of LCA with mixture methods to assess grouping individuals
into optimal classes yields meaningful results. We confirm that

using LCA, observing model fit indices, and entropy criterion
were effective for selecting the optimal number of classes of
individuals. Our results identified three classes of individuals
with the following characterization: 37.5% of the individuals
from Class 1 were CN, 20.10% with SMC, 19.60% with EMCI,
18.10% with LMCI, and 4.6% (63 individuals) with AD. Similar
figures were 0.5, 0.9, 12.90, 53, and 32.60%; and 0.7, 0, 3.5,
28, and 67.80%, for Class 2 and Class 3, respectively. Further,
our results showed that the LCA identified 63 individuals that
were potentially misdiagnosed with AD. Indeed, based on the
clinical and neural measures, it was deemed more probable that
the misdiagnosed individuals be classified within the Class 1
instead of Class 2 or 3. Further, LTA did not show any significant
change in class over time. Most individuals remained within their
initial class (i.e., determined at baseline) and did not show a
transition from Class 1 to Class 2, or from Class 2 to Class 3
between any time points. These results indicate that classifying
individuals based on their cognitive and pathological parameters
into different categories is an essential step toward understanding
dementia and AD. To our knowledge, this is the first study to
successfully use neuropsychological assessments and biomarkers
of AD (e.g., Fluorodeoxyglucose, entorhinal cortex volume, and
fusiform gyrus volume) to classify and predict individuals likely
to transition fromMCI to AD.

Similar to previous results, we identified multiple classes of
cognitive impairment (Scheltens et al., 2016; Zammit et al.,
2019b, 2020). For example, the results from our LCA identified
3 classes of individuals at each time point: Class 1, which is
more healthy than the other classes representing 63, 59, and
65% of the sample at, respectively, time 1, 2, and time 3; Class
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FIGURE 1 | Three-class solutions for neurological and neuroimaging measures at time 1.

FIGURE 2 | Three-class solutions for neurological and neuroimaging measures at time 2.

2, which lies in between Class 1 and 3, representing ∼30% of
the sample across the three time points; and Class 3, which
include the least healthy individuals, representing 7, 10, and
6% of the sample at time 1, 2, and time 3, respectively. In
other words, our LCA results reveal 3 classes that most likely
match healthy individuals, individuals with MCI, and individual
with AD, respectively. In comparison, Zammit et al. (2019b)
classified participants into 5 classes within two categories (i.e.,
impaired and intact cognition) and Scheltens et al. (2016)
classified participants into eight cognitive subtypes of AD. While
there are differences in the number of classes identified with
our results compared to others (Scheltens et al., 2016; Zammit
et al., 2019b), it is important to note that the previous studies
only utilized participants diagnosed with probable AD using
neuropsychological assessments. Our research extends these
findings by indicating that there are distinct classes of individuals
who can be categorized as being healthy, experiencing MCI,

and probable AD by using neuropsychological assessments and
neurological biomarkers of AD. This has important clinical
implications as individuals can be classified as experiencing
different kinds of cognitive impairment early on (i.e., at baseline)
and this categorization does not change significantly across time.
Consistent with recent findings (i.e., Zammit et al., 2020)., we
also showed that using LCA to classify individuals with MCI
or AD remains relatively stable over time (as indicated by
LTA) and that LCA might better categorize and reduce the risk
of misdiagnosis.

Our study has replicated previous findings that LCA
and LTA can be used to identify homogeneous classes of
cognitive impairment (Zammit et al., 2020). However, we
have uniquely identified that neuropsychological measures of
AD and the associated neurological biomarkers are indicators
of an individual’s class membership and can predict their
likelihood to transition between the healthy class (Class 1),
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FIGURE 3 | Three-class solutions for neurological and neuroimaging measures at time 3.

TABLE 3 | Cross tabulation of diagnostic variable and latent class variable at Time

1.

Latent class solution at Time 1

Diagnostic variable

at time 1

Class 1 Class 2 Class 3

CN Frequency 508 3 1 512

Row % 99.2% 0.6% 0.2%

Column % 37.5% 0.5% 0.7%

SMC Frequency 273 6 0 279

Row % 97.8% 2.2% 0.0%

Column % 20.1% 0.9% 0.0%

EMCI Frequency 266 82 5 353

Row % 75.4% 23.2% 1.4%

Column % 19.6% 12.9% 3.5%

LMCI Frequency 245 336 40 621

Row % 39.5% 54.1% 6.4%

Column % 18.1% 53.0% 28.0%

AD Frequency 63 207 97 367

Row % 17.2% 56.4% 26.4%

Column % 4.6% 32.6% 67.8%

1,355 634 143

AD, Alzheimer’s disease; CN, controls; EMCI, early-stage mild cognitive impairment;

LMCI, late-stage mild cognitive impairment; SMC, subjective memory complains.

the MCI class (Class 2), and the AD class (Class 3). As
mentioned earlier, recent studies using LTA have only utilize
neuropsychological assessments of AD or MCI (e.g., Scheltens
et al., 2016; Eppig et al., 2017; Zammit et al., 2019b, 2020).
Our study adds a novel contribution to this emerging area
by identifying that neurological biomarkers of AD can also
be used to correctly classify individuals with MCI and AD
and identify those at risk of transitioning from healthy

cognitive function, to mild-cognitive impairment, and finally
to AD.

A comparison of the classification results obtained from
the LCA with the cutoff methods at Time 1 (baseline)
revealed a group of 63 misclassified individuals. This group of
individuals were classified as healthy individuals by the LCA,
but were classified as AD by using clinical cut-off scores in
neuropsychological assessments. The multivariate analysis of
variance revealed that the misclassified individuals’ scores on
the clinical and neuropsychological assessments and neurological
biomarkers were bounded between the mean of the Healthy
individuals (i.e., Class 1) from the LCAwithout the 63 individuals
and those from the AD individuals (i.e., Class 3) from the
cut-off method without the 63 individuals. However, further
analysis showed that it was more probable that the misclassified
participants belonged to the healthy class (i.e., Class 1) rather
than the MCI class (Class 2). As LCA takes into account several
clinical and neural variables, longitudinal data, as well as also
considers different groups of participants, it is likely to be more
accurate than standard clinical cut-off methods, which often
relies on one measure and does not compare data across different
groups of participants.

There is a large discrepancy between the two methods
of classification (i.e., clinical assessment vs. statistical), and
perhaps reinforces the criticisms of using cut-off points on
continuous neuropsychological assessments. Our results show
that participants either side of the cut-off are similar (Berlin et al.,
2014; Petersen et al., 2019). That is, based on clinical cut-off
scores, some healthy participants were identified as similar to AD
individuals, which resulted in misclassification. By using LCA,
we have identified homogeneous sub-groups of individuals who
are externally heterogeneous to other sub-groups (Berlin et al.,
2014; Eppig et al., 2017; Mooney et al., 2018; Petersen et al.,
2019; Villeneuve et al., 2019; Zammit et al., 2019a). For example,
the healthy class (i.e., Class 1) is externally heterogeneous
compared to the MCI class (Class 2) and the AD class (i.e.,
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TABLE 4 | Analysis of variance results with mean and standard deviations.

The 63 patients (MD) Diagnostics minus the 63 (DG) Healthy minus the 63 (HT) d Contrasts

Measures

FDG M (SD) 1.26 (0.13) 1.06 (0.15) 1.29 (0.12) 0.29*** MD = HT > DG

CDRSBM (SD) 1.69 (2.05) 4.87 (2.45) 0.52 (0.93) 0.59*** DG > MD > HT

ADAS11M (SD) 1.14 (0.61) 2.16 (0.90) 0.75 (0.39) 0.52*** DG > MD > HT

MMSEM (SD) 2.70 (0.28) 2.24 (0.34) 2.87 (0.15) 0.52*** HT > MD > DG

RAVimDM (SD) 3.58 (1.26) 2.17 (0.98) 4.30 (1.13) 0.36*** HT > MD > DG

MOCAM (SD) 2.30 (0.43) 1.70 (0.47) 2.54 (0.30) 0.48*** HT > MD > DG

EcPtMmM (SD) 2.09 (0.74) 2.27 (0.70) 1.86 (0.66) 0.05*** DG > MD > HT

EcPtLgM (SD) 1.77 (0.66) 1.84 (0.66) 1.60 (0.57) 0.02*** DG > MD > HT

EcSPMM (SD) 2.08 (0.83) 2.99 (0.76) 1.59 (0.61) 0.41*** DG > MD > HT

EcSPLgM (SD) 1.70 (0.69) 2.36 (0.79) 1.31 (0.46) 0.36*** DG > MD > HT

HipcM (SD) 0.70 (0.12) 0.56 (0.11) 0.72 (0.10) 0.28*** MD = HT > DG

EntorM (SD) 0.34 (0.07) 0.27 (0.07) 0.37 (0.07) 0.26*** HT > MD > DG

Fusif M (SD) 1.71 (0.25) 1.49 (0.28) 1.78 (0.26) 0.16*** HT > MD > DG

***p < 0.001. All variables are defined in the text and in the captions of prior tables.

TABLE 5 | Transition probabilities from Time 1 to Time 2 and from Time 2 to Time 3.

T2 T3

Class 1 Class 2 Class 3 Class 1 Class 2 Class 3

T1 Class 1 0.99a* 0.01 0.00 T2 Class 1 0.93* 0.07 0.00

Class 2 0.04b 0.88* 0.07 Class 2 0.10* 0.85* 0.05

Class 3 0.00 0.02 0.98* Class 3 0.00 0.09 0.91*

aRead as 99% of patients who were in class 1 at time 1 were predicted to remain in class 1 at time 2. b4% of patients who were in class 2 at time 1 were predicted to transition to class

1 at time 2.

*probabilities significantly different from 0 at p < 0.05.

Class 3). Conversely, the AD class (i.e., Class 3) is relatively more
homogenous (i.e., after identifying misdiagnosed individuals)
and externally heterogeneous compared to the healthy class and
MCI class.

The LTA results were used to examine the individuals’
transition probabilities with respect to clinical assessments,
neurological measures, and neurological biomarkers to explore
changes in the latent classes over time. The LTA results showed
that individuals in the Healthy (i.e., Class 1) and AD (i.e., Class
3) classes were stable (with a probability >0.90 of staying in
the same class over time). The results show that the transition
from Healthy to AD classes was non-existent. This is consistent
with the nature of the AD as a progressive disease. Individuals
at early stages do not exhibit symptoms of AD. However,
there is an insignificant probability for the individuals in the
healthy class to transition to the MCI class (0.01 from time 1
to time 2 and 0.07 from time 2 to time 3). Furthermore, the
results confirm the nature of AD as a neurodegenerative disease
(Alzheimer Association, 2019). For example, at no time-point did
individuals who are in the AD class show cognitive improvement
by transitioning to the Healthy class or MCI class.

In contrast, individuals from the MCI class have non-zero
probabilities moving to other classes over time. However, only
the probability of transitioning to the Healthy class from time

2 to time 3 was significant (with a probability of 0.10). That
is, some individuals classified within the MCI class (Class
2) showed cognitive improvement from time 2 to time 3.
This further emphasizes the differences between MCI and AD.
While AD is a regressive disease that does not allow cognitive
improvements, MCI is not necessarily degenerative. As such, we
should be cautious about suggesting individuals with MCI are
on a progression toward AD. As we only observed movement
from the MCI class into the healthy class, it is less probable that
individuals with MCI will progress into AD. Therefore, based
on our findings, any transition from the MCI class is likely to
resemble cognitive improvement rather than decline. It is worth
noting that we did not identify the characteristics that predict the
movement of individuals from the MCI class. Further research is
needed to investigate possible factors that may contribute to this
movement, either to the Healthy or AD class.

LIMITATIONS

It is important to note that one main advantage of traditional
rule-based diagnostic methods (as often used by most clinicians
and doctors) is easy utilization in the everyday clinical setting.
However, our methods used here are more complex and
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require applying analytical and statistical method to be able
to reach a more robust diagnosis. Accordingly, because of its
complexity (e.g., conducting the analysis and interpretations
of results), it is expected that latent class analysis methods
may not be widely used. However, we also agree that it is
exactly LCA complexity over the traditional discrete diagnostic
methods (e.g., surveys) that allow it to be a better predictor
of class membership (e.g., an individual is healthy, has mild
cognitive impairment, or has Alzheimer’s disease). This is due
to the fact that rule-based diagnostic methods are inherently
additive, as they rely on discrete methods. However, LCA is
a multivariate approach that attempts to find complex joint
probability distributions that create a richer risk profile which
is difficult to define using discrete rule-based decision tools and
diagnostic methods.

CONCLUSION

In conclusion, this study demonstrated that latent class analysis
can be used to classify participants within the ADNI project
into three distinct classes: Healthy, MCI, or AD. We argue
that LCA is a more suitable method for classifying individuals
with SMC, MCI, and AD rather than using clinical cut-off
measures. This is due to LCA’s ability to create internally
homogenous and externally heterogeneous sub-groups. This
technique might help reduce the number of misclassifications
of individuals incorrectly diagnosed with probable AD—as
demonstrated by the misclassified individuals in our study.
By using latent transition analysis, we showed that individuals
classified as healthy or with AD had a high probability of
staying in the same class over time. However, it was more
probable for individuals to transition from the MCI class
to the healthy class. Our results emphasize that AD is a
neurodegenerative syndrome, with individuals within the AD
class showing no evidence of cognitive improvement over
time. However, individuals with MCI can show improvement
over time. Therefore, we argue that LCA can be used to
differentiate between individuals with AD and that this diagnosis
remains stable across time and produces fewer misdiagnoses
than using clinical cut-offs. Robust methods should be used
to accurately diagnose patients and to identify individuals at a
highest risk of developing AD. While using cut-off scores using
traditional discrete diagnostic methods are quicker, our study
has shown that LCA can provide a more accurate prediction
for classifying individuals with SMC, MCI, and AD. While the
time requirement to conduct LCA is burdensome, ensuring
an accurate diagnosis for patients should be a prioritized.
Especially given the severity and neurodegenerative nature of AD
(Alzheimer Association, 2019). Using LCA and LTA can provide
more accurate diagnoses and improve the outcomes for patients.

Clinicians should consider alternative diagnostic methods for
AD instead of relying solely on the clinical cut-off measures on
neuropsychological assessments.
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In this paper, a data mining model on a hybrid deep learning framework is designed

to diagnose the medical conditions of patients infected with the coronavirus disease

2019 (COVID-19) virus. The hybrid deep learning model is designed as a combination

of convolutional neural network (CNN) and recurrent neural network (RNN) and named

as DeepSense method. It is designed as a series of layers to extract and classify the

related features of COVID-19 infections from the lungs. The computerized tomography

image is used as an input data, and hence, the classifier is designed to ease the

process of classification on learning the multidimensional input data using the Expert

Hidden layers. The validation of the model is conducted against the medical image

datasets to predict the infections using deep learning classifiers. The results show that the

DeepSense classifier offers accuracy in an improved manner than the conventional deep

andmachine learning classifiers. The proposedmethod is validated against three different

datasets, where the training data are compared with 70%, 80%, and 90% training data.

It specifically provides the quality of the diagnostic method adopted for the prediction of

COVID-19 infections in a patient.

Keywords: DeepSense, artificial intelligence, convolutional neural network, CT images, prediction, COVID-19

INTRODUCTION

The novel coronavirus disease 2019 (COVID-19) is a pandemic outbreak (1). COVID-19 patients
are classified essentially based on computerized tomography (CT) lung images, and it is used widely
for testing. The healthcare institutions fitted with CT scans help in the process of image acquisition
and classification of CT images at a faster rate. However, the need for an expert medical practitioner
is hence required for the verification of the final results, which increases the time of computation
(2). On the other hand, the supervised learning models (3–10) can be utilized for classifying the
patients from the CT images.

Infections based on CT images are not classified using very little unattended methods (11–24).
We have developed a model that mainly includes supervised and unsupervised learning models in
order to improve the classification process. The aim is to classify the infected patients automatically
based on their CT images.

In this paper, a DeepSense algorithm is utilized to diagnose COVID-19 infections among the
medical community. The deep learning method is designed as a combination of convolutional
neural network (CNN) and recurrent neural network (RNN) that reduces the classifier burden on
optimal classification of the multidimensional data features.
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The main contribution of the work includes the following:

(a) The authors develop a combined CNN and RNN to classify
the medical image datasets.

(b) The experimental results are conducted to measure the
correctness in terms of its accuracy, precision, and recall
values against artificial neural network (ANN), feedforward
neural network (FFNN), back propagation neural network
(BPNN), deep neural network (DNN), and RNN.

The outline of the paper is presented as follows: The Methods
section provides the details of the ensemble classifier. The
DeepSense Model section evaluates the entire work. The
Results and Discussions section concludes the work with
future enhancement.

FIGURE 1 | Proposed model for classification.

METHODS

The deep learning model namely DeepSense algorithm is a
combination of CNN and RNN designed to improve the
performance of the classification accuracy. DeepSense learning
is regarded as a module for accurate predictions of lung
infections caused by the COVID-19 virus. Figure 1 shows the
architecture of the proposed classification model using the
DeepSense algorithm.

DEEPSENSE MODEL

Figure 2 shows the DeepSense DNN (25) model that has three
components, including convolutional, recurrent, and output
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FIGURE 2 | Proposed DeepSense deep neural network (DNN) architecture.

layer that are stacked upon one another. The convolutional
and recurrent layers are regarded as the significant building
blocks (Figure 1), and the output layer is considered as a

specific layer that classifies the images. The DeepSense DNN
model is designed for the classification of input CT images for
COVID-19-related infections.
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The DeepSense network avoids gradient exploding and
improves the rate of convergence using residual learning,
adjustable learning rate, and gradient clipping that helps in
optimizing the process of training.

The features are extracted through the DeepSense model
that increases the reconstruction accuracy and reduces the time
of training. Such optimization helps in obtaining the rich text
information, and it has better ability for classification.

Convolutional Layers
The convolutional layers have three different parts that include
individual convolutional subnets for input from CT device
X(k), where k is the number of CT device. The other subnets

FIGURE 3 | Results of classification accuracy during training with 70%

training data.

FIGURE 4 | Results of classification accuracy during training with 80%

training data.

include a merged convolutional subnet for K convolutional
subnets’ outputs.

For a time interval t, the matrix X(k) is used as an input to the
DNN architecture that extracts the relationship of X(k,t), which
includes the relationships lying inside the frequency domain.
The sensor measurement interactions include entire dimension,
where the frequency domain usually has several local patterns.
These interactions are studied using 2D filters and produces
the output X(k,1,t) based on the local patterns and dimensions
in frequency domain. The high-level relationships are learned
hierarchically using the application of a 1D filter. The matrix
is then flattened into a vector, and they are concatenated to
produce the input for RNN layers. The activation function in the
convolutional layer is a rectified linear unit (ReLU) function, and
batch normalization eliminates the internal covariate shift.

Recurrent Layers
The RNN architecture learns the needed features having long-

term dependencies (long paths). The study uses Gated Recurrent
Unit (GRU) on long and short path selection to reduce well the

network complexity. A set of three layers stacked in GRU is used

in this paper that uses time flow that runs the stacked GRU
incrementally for faster input data processing. The recurrent
layer outputs vector series {x(r,t)} where t = 1,2,···,T for the
process of classification at the output layer.

Output Layer
For the purpose of classification, {x(r,t)} is selected as the feature

vector, and this layer converts the vector of variable length into

fixed length. The final feature is generated by averaging the

features over a specific time interval based on long or short

paths, x(r) x (r) =

T
∑

t=1
x(t,r)

T . Finally the probability of predicted

category is generated by feeding the averaging features into the
softmax layer.

FIGURE 5 | Results of classification accuracy during training with 90%

training data.
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Type-Specific Layer
For the customization of the DeepSense layer to operate
the process of classification, we specifically use the
following process:

Step 1: Identify the input image
Step 2: Preprocessing input image for temporal and

spectral noise
Step 3: Extract the features related to COVID-19 infections

TABLE 1 | Results of statistical parameters for IEEE8023 with 70% training data on 1,000 images.

Statistical parameters ANN FFNN BPNN DNN RNN DeepSense

Accuracy 55.67145 55.97152 58.06198 58.32304 59.68335 80.475

F-measure 38.39159 40.49205 51.72857 51.8886 54.26013 83.65671

G-mean 72.54022 72.77127 74.27161 74.31162 74.72171 85.57814

MAPE 28.32533 25.38368 23.98336 21.40179 20.82166 16.1186

Sensitivity 61.74481 65.25659 73.16136 85.54813 86.20828 96.25452

Specificity 74.18159 74.37163 77.88342 77.90342 79.27473 80.11492

ANN, artificial neural network; BPNN, back propagation neural network; DNN, deep neural network; FFNN, feedforward neural network; MAPE, mean absolute percentage error; RNN,

recurrent neural network.

TABLE 2 | Results of statistical parameters for COVID-CT with 70% training data on 1,000 images.

Statistical parameters ANN FFNN BPNN DNN RNN DeepSense

Accuracy 56.26158 58.87317 61.23469 62.605 65.84672 84.68794

F-measure 66.74693 66.79694 67.68814 68.80839 73.84151 79.40476

G-mean 43.50373 56.43162 59.4633 44.705 76.09302 85.98823

MAPE 19.37033 16.69873 16.60871 11.75563 10.42533 9.275074

Sensitivity 76.23305 78.91465 79.00467 83.84675 85.18805 86.33831

Specificity 73.39141 76.27306 77.21327 80.37497 82.37642 84.46789

ANN, artificial neural network; BPNN, back propagation neural network; COVID-19, coronavirus disease 2019; DNN, deep neural network; FFNN, feedforward neural network; MAPE,

mean absolute percentage error; RNN, recurrent neural network.

TABLE 3 | Results of statistical parameters for CORD-19 with 70% training data on 1,000 images.

Statistical parameters ANN FFNN BPNN DNN RNN DeepSense

Accuracy 59.07321 65.85673 68.8784 74.09157 77.93343 82.41643

F-measure 69.68858 69.93964 70.10968 70.28972 74.85174 80.39498

G-mean 69.98965 70.2197 71.94009 74.00155 76.4631 79.21471

MAPE 68.11823 64.47642 57.75191 39.63186 36.77022 34.91881

Sensitivity 77.52334 71.14991 71.87007 73.64147 73.84151 80.69505

Specificity 70.39974 72.28016 75.35185 80.58502 81.89631 82.30641

ANN, artificial neural network; BPNN, back propagation neural network; CORD-19, COVID-19 Open Research Dataset Challenge; COVID-19, coronavirus disease 2019; DNN, deep

neural network; FFNN, feedforward neural network; MAPE, mean absolute percentage error; RNN, recurrent neural network.

TABLE 4 | Results of statistical parameters for IEEE8023 with 80% training data on 1,000 images.

Statistical parameters ANN FFNN BPNN DNN RNN DeepSense

Accuracy 96.46457 97.18473 97.21474 97.29476 97.30476 97.43479

F-measure 52.36871 69.72859 70.04966 72.93131 76.16303 79.36475

G-mean 81.88631 82.7365 84.35786 85.91821 90.96134 92.48168

MAPE 26.90502 25.51371 22.74209 20.07049 10.60537 90.12115

Sensitivity 68.69836 70.08967 72.86129 75.54189 84.99801 88.59981

Specificity 96.53459 97.32476 97.52481 97.60483 97.62483 97.68484

ANN, artificial neural network; BPNN, back propagation neural network; DNN, deep neural network; FFNN, feedforward neural network; MAPE, mean absolute percentage error; RNN,

recurrent neural network.
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Step 4: Apply DeepSense classifier for optimal classifier.

RESULTS AND DISCUSSIONS

This section provides the results of comparison between
the machine/deep learning classifiers for predicting COVID-
19 infections using IEEE8023 (26), COVID-CT-Dataset (27),
and COVID-19 Open Research Dataset Challenge (CORD-
19) (28) datasets.

IEEE8023 has the image collection from various sources
including COVID-19 or viral and bacterial pneumonias in the
form of CT images. COVID-CT has 349 COVID-19 CT images
from 216 patients and 463 non-COVID-19 CTs. CORD-19 has
collected the CT image resources from 52,000 scholarly articles.

The study is experimented using a 10-fold cross validation,
which is tested with all these three base classifiers.

Experiment
The performance measures for evaluating the DeepSense
classifier is estimated against various metrics: accuracy,
geometric mean (G-mean), F-measure, precision, percentage
error, specificity, and sensitivity.

Accuracy for optimal classification is given below:

Accuracy =
TP + TN

TP + TN + FP + FN
(1)

where:

TP is defined as the true positive
TN is defined as the true negative
FP is defined as the false positive
FN is defined as the false negative

TABLE 5 | Results of statistical parameters for COVID-CT with 80% training data on 1,000 images.

Statistical parameters ANN FFNN BPNN DNN RNN DeepSense

Accuracy 97.73486 97.75486 97.77486 97.77486 97.78487 97.78487

F-measure 89.19995 90.63127 90.7813 91.29141 91.50146 92.1416

G-mean 93.27286 96.67462 97.22474 97.52481 97.66484 97.66484

MAPE 86.64838 27.01504 20.25053 9.275074 54.63022 21.0017

Sensitivity 88.94989 95.58337 96.68462 97.26475 97.54481 97.55482

Specificity 96.76464 96.78464 96.78464 96.78464 96.78464 97.42479

ANN, artificial neural network; BPNN, back propagation neural network; COVID-19, coronavirus disease 2019; DNN, deep neural network; FFNN, feedforward neural network; MAPE,

mean absolute percentage error; RNN, recurrent neural network.

TABLE 6 | Results of statistical parameters for CORD-19 with 80% training data on 1,000 images.

Statistical parameters ANN FFNN BPNN DNN RNN DeepSense

Accuracy 93.97301 94.12305 94.20307 94.25308 94.43312 94.44312

F-measure 58.25303 60.04343 60.3835 60.84361 62.37495 62.51498

G-mean 79.1447 79.65481 80.18493 80.41498 81.52623 81.98633

MAPE 29.90669 29.17552 28.28533 27.93525 26.10384 25.28365

Sensitivity 65.69669 66.42685 67.31805 67.67813 69.49854 70.32973

Specificity 95.2533 95.41334 95.42334 95.47335 95.51336 95.56337

ANN, artificial neural network; BPNN, back propagation neural network; CORD-19, COVID-19 Open Research Dataset Challenge; COVID-19, coronavirus disease 2019; DNN, deep

neural network; FFNN, feedforward neural network; MAPE, mean absolute percentage error; RNN, recurrent neural network.

TABLE 7 | Results of statistical parameters for IEEE8023 with 90% training data on 1,000 images.

Statistical parameters ANN FFNN BPNN DNN RNN DeepSense

Accuracy 95.91445 95.93445 95.94446 96.03448 96.05448 96.11449

F-measure 77.3833 77.51333 78.03345 79.11469 79.79484 80.08491

G-mean 79.43476 79.67482 79.94488 80.9451 81.26517 81.45622

MAPE 31.14697 30.78688 30.26677 28.65541 28.1553 27.83522

Sensitivity 64.45641 64.81649 65.33661 66.94797 67.44808 67.76815

Specificity 94.72318 94.7832 94.8232 96.05448 96.46457 96.81465

ANN, artificial neural network; BPNN, back propagation neural network; DNN, deep neural network; FFNN, feedforward neural network; MAPE, mean absolute percentage error; RNN,

recurrent neural network.
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TABLE 8 | Results of statistical parameters for COVID-CT with 90% training data on 1,000 images classifier.

Statistical parameters ANN FFNN BPNN DNN RNN DeepSense

Accuracy 97.37478 97.37478 97.45479 97.45479 97.4748 97.52481

F-measure 85.88821 86.00823 87.94967 87.97967 89.33998 89.34998

G-mean 94.03303 94.03303 94.40311 94.47313 94.8032 94.84321

MAPE 70.79983 70.61979 62.72503 61.39473 54.04008 53.35993

Sensitivity 90.53124 90.53124 91.34143 91.47146 92.21162 92.28164

Specificity 97.4648 97.4748 97.56482 97.56482 97.65484 97.65484

ANN, artificial neural network; BPNN, back propagation neural network; COVID-19, coronavirus disease 2019; DNN, deep neural network; FFNN, feedforward neural network; MAPE,

mean absolute percentage error; RNN, recurrent neural network.

TABLE 9 | Results of statistical parameters for CORD-19 with 90% training data on 1,000 images.

Statistical parameters ANN FFNN BPNN DNN RNN DeepSense

Accuracy 97.44379 97.44379 97.52381 97.52381 97.54381 97.59382

F-measure 85.94922 86.06925 88.01168 88.04169 89.40299 89.41399

G-mean 94.09904 94.09904 94.47013 94.54014 94.87022 94.91022

MAPE 70.84984 70.6698 62.77004 61.43874 54.07909 53.39794

Sensitivity 90.59526 90.59526 91.40644 91.53647 92.27664 92.34765

Specificity 97.53381 97.54381 97.63383 97.63383 97.72385 97.72385

ANN, artificial neural network; BPNN, back propagation neural network; CORD-19, COVID-19 Open Research Dataset Challenge; COVID-19, coronavirus disease 2019; DNN, deep

neural network; FFNN, feedforward neural network; MAPE, mean absolute percentage error; RNN, recurrent neural network.

F-measure of the DeepSense classifier is defined as follows:

F −measure =
2TP

2TP + FP + FN
(2)

G-mean of the DeepSense classifier is defined as follows:

G−mean =

√

TP

TP + FN
×

TN

TN + FP
(3)

Mean absolute percentage error (MAPE) of the DeepSense
classifier is defined as follows:

MAPE =
100

n

n
∑

t=1

∣

∣

∣

∣

At − Ft

At

∣

∣

∣

∣

(4)

Where

At is defined as the actual class
Ft is defined as the predicted class, and
n is defined as the fitted points

Sensitivity of the DeepSense is defined as:

Sensitivity =
TP

TP + FN
(5)

Specificity of the DeepSense is defined as:

Specificity =
TN

TN + FP
(6)

Analysis
In this section, we provide the results of various meta-ensemble
classifiers that include FFNN (29), ANN (25), DNN (30), BPNN
(31), and RNN (32). The proposed method is validated against
three different datasets, where the training data are compared
with 70% (Figure 3), 80% (Figure 4), and 90% (Figure 5)
training data.

Figure 3 shows the results of classification accuracy of CORD-
19 datasets for all residuals are higher, and with increasing
residuals, the accuracy increases. Same is the case for other
training sets; however, with 80% datasets, the accuracy is
fluctuating due to the extraction of on-optimal features from
IEEE8023 datasets.

Tables 1, 4, 7 provide the results of statistical parameters on
predicting COVID-19 infections over 70, 80, and 90% training
data over IEEE8023 datasets.

Tables 2, 5, 8 provide the results of statistical parameters on
predicting COVID-19 infections over 70, 80, and 90% training
data over COVID-CT datasets.

Tables 3, 6, 9 provide the results of statistical parameters on
predicting COVID-19 infections over 70, 80, and 90% training
data over CORD-19 datasets.

Evaluation Criteria
The simulation results show that the DeepSense classifier has
higher classification accuracy than the existing meta-ensemble
classifiers. In addition, the CORD-19 datasets offer optimum
selection of features to increase classification accuracy by
90% training data over 80 or 90%. The other measurements
are optimal for CORD-19 than the other selection tools.
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Furthermore, MAPE is less than the other methods in the deep
learning model.

The result shows that the CORD-19 datasets aremore accurate
than RNN and DNN. The results also show that the classification
accuracy with IEEE8023 as a functional selection tool decreases
at some point as the number of residues increases compared to
COVID-CT and CORD-19. The class of infections is therefore
accurately determined with the proposed classification.

CONCLUSIONS AND FUTURE WORK

In this paper, a DeepSense algorithm is designed for the
classification of COVID-19 infections. The DeepSense algorithm
helps in optimal classification of multidimensional features from
CT images. The classifier combined with hybrid deep learning
classifier, namely, CNN and RNN, helps in improving the
prediction of events from a medical image. The extraction of

optimal features from the feature extraction model helps the
classifier to optimally detect whether the patient is infected or

not. The experimental results show that the proposed method
has higher accuracy than the other methods. In the future, the
model can be designed with an ensemble data model to classify
the highly rated multidimensional dataset.
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Background: This study aimed to develop a theoretical model to explore the behavioral

intentions of medical students to adopt an AI-based Diagnosis Support System.

Methods: This online cross-sectional survey used the unified theory of user acceptance

of technology (UTAUT) to examine the intentions to use an AI-based Diagnosis Support

System in 211 undergraduate medical students in Vietnam. Partial least squares

(PLS) structural equational modeling was employed to assess the relationship between

latent constructs.

Results: Effort expectancy (β = 0.201, p < 0.05) and social influence (β = 0.574,

p < 0.05) were positively associated with initial trust, while no association was found

between performance expectancy and initial trust (p > 0.05). Only social influence

(β = 0.527, p < 0.05) was positively related to the behavioral intention.

Conclusions: This study highlights positive behavioral intentions in using an AI-based

diagnosis support system among prospective Vietnamese physicians, as well as the

effect of social influence on this choice. The development of AI-based competent

curricula should be considered when reforming medical education in Vietnam.

Keywords: artificial intelligence, diagnosis, theoretical model, intention, medical students

INTRODUCTION

Artificial intelligence (AI) was first introduced some years ago, but in recent years, there has been
increasing exploration of the utility and cost-saving of such technology (1, 2). AI brings about
great potential in changing existing healthcare practice, from prevention, screening, diagnosis,
treatment, and care (2, 3). AI could tap onto data from existing medical records; or even data from
smartphones that individuals possess, and data from the applications that individuals use, including
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their social media posts (3, 4). By using large datasets and employ
advanced techniques such as machine learning and deep learning
approaches, AI informs more precise predictions of behavioral
patterns and understanding of existent medical conditions (3).
These benefits would facilitate the clinical decision process,
improve the efficacy and accuracy of diagnosis, and diminish
physician’s workload. Evidence on the utility of AI in healthcare
has been widely recorded from dentistry (5), primary care (6),
radiology (7), ophthalmology (8) or pathology (9). AI has been
recommended for inclusion in routine workflow processes (7).
It is thus evident from these studies that the use of AI has been
explored in various domains, and it is a promising technology
for healthcare.

However, although many reports show the promising role
of AI, the usage of AI is still in the early stage. Recent
studies indicated low rates of physicians who were familiar or
had chances to adopt AI in their clinical practices, even in
technologically advanced nations such as 5.9% in South Korea
(10) or 23% in the United States (11). Many technological,
social, organizational, and individual challenges to apply AI
principles in healthcare facilities have been discussed thoroughly
in literature (2, 12–15). Nonetheless, the most important factor
was physician’s attitudes and perceptions toward AI, which can
decide whether they would want to integrate AI in their practice
or not (13, 14, 16). In healthcare, when the clinical decision is
closely related to the patient’s lives, health professionals are more
likely to be cautious to use new technology in treatment and care;
thus, it is not easy for them to trust and use a new product to
support their practice.

Health systems can actively involve in the roles of AI
adopters and innovators. Therefore, given the rapid expansion
of AI applications in healthcare, it is crucial for future health
workforces to prepare their capacities, as well as positive
perceptions and attitudes to participate in the development of
these novel tools. Prior studies indicated some controversial
results about the attitudes and intentions to use AI in healthcare
practices among medical students. For example, a study in the
United States revealed that although the majority of radiology
students had a belief in the future role of AI, they felt less
interest in the applications of AI in the radiology field (17).
Another study in the United Kingdom showed that 49% of
medical students were more likely to apply for a radiology
career due to AI (18). Understanding determinants of their
behavioral intention to use and adopt AI in healthcare delivery
is thus necessary for developing medical education curriculum to
facilitate AI competence.

In Vietnam, it was been reported in 2019 that more
organizations (both healthcare and non-healthcare related)
have started developing AI technologies, and utilizing such
technologies (19). In 2019, the Vietnam Ministry of Health has
issued Decision No. 4888/QD-BYT about the applications and
development of smart health care during 2019–2025, which
underlines the importance of digital health and strategies to
integrate digital health, including AI, into routine health service
delivery (20). To date, there remains limited evaluation of AI
amongst Vietnamese healthcare services. From our knowledge,
there has been only prior publication, that of Vuong et al. (21)

that presents a framework seeking to evaluate the AI readiness
of the Vietnamese healthcare sector. The authors reported that
the implementation of AI in healthcare in Vietnam is limited
by several factors, such as the lack of funding; the necessary
information infrastructure; and most importantly, the lack of
understanding and misunderstanding of AI. Whilst the previous
article by Vuong et al. (21) has provided some insights into the
challenges with AI implementation and utilization, the review
focused on issues at a macro-level, and has not evaluated the
perspectives of individual healthcare professionals. For there to
be a high uptake rate of AI on the ground, there needs to be an
understanding of existing attitudes, preferences, and perspectives
of future physicians.

In healthcare, various theories have been used to understand
comprehensive facilitating factors in the individual’s adoption
and acceptance of a novel technology. For instance, several
theories included the theory of planned behavior, the theory of
diffusion of innovations, the technology acceptance model, or
the unified theory of user acceptance of technology (UTAUT). Of
which, UTAUT has been recognized as one of the most common
theories to examine the adoption behavior of one individual (22–
25). UTAUT was developed based on other dominant behavioral
theories. Venkatesh et al. showed a higher explanatory level of
UTAUT compared to other theories in exploring the information
technology adaptation, with 70% of the variance for behavioral
intentions and 50% of the variance for actual use (26, 27). A
previous study in Chinese physicians showed that initial trust
and performance expectancy were significant predictors for the
AI adoption intentions (28). This study aimed to use UTAUT
to explore the behavioral intentions of medical students to
adopt an AI-based Diagnosis Support System. Understanding
medical student’s attitudes and perspectives would help to
resolve potential barriers in adoption at the ground level, and
such a survey would also help guide AI policy formulation at
different levels.

MATERIALS AND METHODS

In this section, we presented literature review and conceptual
framework of this study. Moreover, study design, data collection
method, and statistical analysis were described.

Literature Review and Conceptual
Framework
UTAUT has been used widely in the literature to examine
the behaviors of an individual in adopting the technology.
UTAUT explains individual’s behaviors via four constructs:
(1) performance expectancy, (2) effort expectancy; (3) social
influence, and (4) facilitating conditions (26). Because AI-based
Diagnosis Support System has not been implemented in entire
Vietnam, we supposed that there was very difficult for medical
students to have a chance to use AI systems during their clerkship
or when they studied in the medical university. Therefore, we
used UTAUT to explore the behavioral intention, which was
defined as the willingness of medical students to use this system
in the future if they had an opportunity. The behavioral intention
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was a significant predictor of actual use; thus, it is valid to
determine the factors associated with the behavioral intention
of AI use, which would partly reflect the AI practice in the
future (13).

Firstly, three main constructs of the UTAUT model (i.e.,
performance expectancy, effort expectancy, and social influence)
were included. The performance expectancy refers to “the degree
to which a person believes that using a particular system would
enhance his or her job performance,” while the effort expectancy
is defined as “the degree of ease associated with the use of
the system,” and the social influence refers to “the degree to
which an individual perceives that important others believe he
or she should use the new system” (26). All of them have been
revealed to have positive associations with behavioral intentions
in different studies regarding IT adoption (26). Performance
expectancy is found to be related to effort expectancy because
it is supposed that people were more likely to perceive that
one technology is useful if they ease using this technology (29).
In literature, previous studies showed that medical students
believed that AI would help to enhance the performance of
practices and AI would be integrated deeply in healthcare, from
administrative works to clinical routine (30–33). Indeed, medical
students are considered to have high AI literacy than current
health professionals. A survey in the United States indicated that
medical students were more likely to have basic knowledge about
AI and prefer to use AI in patient care when comparing to their
faculties (31). Another survey in the United Kingdom found that
medical students who were taught about AI were more likely
to adopt AI in their practices (18). Social influence may also
affect the intention to use AI in healthcare. Prior research in
both the general public and health professionals recommended
that medical students should learn and practice AI during their
studies (31, 34–36). Experts shared that future physicians should
have a good understanding and can transforming AI from
potential threats to become helpful assistants (37).

Via literature review, we also decided to develop the model
with three additional constructs: task complexity, personal
innovativeness in IT, and technology characteristics. Task
complexity is the level of difficulty for completing an assigned
task (38); hence, technology can have different roles in different
tasks. Health professionals in their daily practices will face a
variety of tasks, from simple to complex tasks. If they perceived
that their tasks are difficult, they are more likely to accept
the support from the AI system to increase their performance
(i.e., performance expectancy). A study in Canada showed that
medical students perceived the usefulness of AI in providing
diagnosis, prognosis, building personalized medication, and
performing robotic surgery, which indicated the promising roles
of AI in addressing task complexity (33). Meanwhile, personal
innovativeness in information technology (IT) means that one
person is willing to try an innovation (particularly in IT) (39),
while technology characteristics refer to the system, interface,
etc. which allow users to use the technology for completing
their tasks (40). Prior studies showed the potential relationships
between these two constructs with effort expectancy (41, 42).
Overall, we attempted to examine the association between
task complexity and performance expectancy; and between

personal innovativeness in IT and technology characteristics with
effort expectancy.

Along with these three constructs, we added perceived
substitution crisis and initial trust constructs aiming to examine
the facilitating conditions to behavioral intentions. Perceived
substitution crisis was served as a potential barrier for medical
students to adopt technology in their future practice. Several
obstacles such as the likelihood of being replaced by AI, being
dependent on AI, being unemployed due to AI, and decreasing
diagnosis capacity due to AI would greatly affect the benefits of
physicians. Previous research found that 17% of German medical
students agreed that AI could replace health professionals (30),
and 49% of English medical students stated that they did not
prefer the radiology field because of AI (18). Therefore, the
perceived substitution crisis was suggested to be included when
examining the intention to use AI among health professionals
(2, 12–15).

For the initial trust, Mcknight et al. defined trust in the field of
technology as “beliefs about a technology’s capability rather than
its will or its motives” (43). Trust is an important determinant
of technology acceptance and adoption (44–47). Physicians are
more likely to be cautious when adopting new technology in
patients to prevent any potential harm; thus, trusting can help
to reduce any suspicions and facilitate the use of the AI system
among physicians. In a previous study, lack of trust in AI was
the main contributor to the negative attitude among Chinese
people toward the application of AI in healthcare (34). Another
study in Canada found that medical students did not believe AI
could deliver personalized and empathetic care (33). Thus, we
hypothesized that trust would be positively associated with the
behavioral intention to use AI systems in medical students. Given
the matter that in Vietnam’s medical education curriculum, none
of course about AI was tough, we supposed that our medical
students did not have any previous experience with AI and AI-
based Diagnosis Support System. Thus, among different stages in
trust formation, we concentrated on the initial stage, i.e., initial
trust, which reflected how people trust in a technology that they
have no experience.

Additionally, to identify the relationship between initial
trust and behavioral intention, we developed a trust-based
theoretical model to explore the trust of medical students
in a novel technology as an AI-based Diagnosis Support
System. We estimated the associations between performance
expectancy, effort expectancy, and social influence with initial
trust. Previous studies indicated that performance expectancy
and effort expectancy were two forms of technology-specific
expectations as discussed above, which are believed to result
in trust formation (48). Social influence was also found to be
an associated factor with trust in other settings. Prior research
revealed that those without any experience with technology were
more likely to be dependent on the opinions of their important
people, which in turn formulated their trust (48–50). The final
conceptual framework used in this study is illustrated in Figure 1.

Study Design and Data Collection
Data of this study was obtained from an Internet survey from
December 2019 to February 2020. This online survey was
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FIGURE 1 | A theoretical model to explore trusts and intentions to use AI-based diagnosis support system.

designed by using an online platform called Survey Monkey
(https://www.surveymonkey.com/), which is a highly secure
online platform. This survey was sent to medical students
at medical university in Vietnam, with the inclusion criteria
as follow: (1) aged 18 years or above; (2) currently studying
undergraduate medical doctor programs in a medical university
in Vietnam; (3) having a valid online account (such as email or
social network sites) to help to recruit other medical students.
We used the snowball sampling technique to recruit participants.
First, we sent out the survey to a core group with twenty
medical students who were from different medical universities.
After they completed the survey, they were asked to invite
other medical students in their networks to do the survey.
The recruitment chain stopped when no one was invited or
completed the survey within 7 days. A total of 223 medical
students from different provinces (Hanoi, Ho Chi Minh city,
and other provinces) were enrolled in the study. We obtained
their electronic informed consent before doing the survey. After
excluding invalid responses, data of 211 (completion rate 94.6%)
medical students were used for analysis.

Variables and Questionnaire
In this study, we developed a structured questionnaire with
two parts: the demographic characteristics section (including
age, gender, living area, specialty, and location), and 26 items
that reflected the 9 latent constructs for our theoretical models.
These items were about performance expectancy (PE), effort
expectancy (EE), social influence (SI), task complexity (TC),
personal innovativeness in IT (PI), technology characteristics
(TECH), perceived substitution crisis (PC), initial trust (IT),
and behavioral intention. These items were selected based on
a literature review (26, 28, 41, 42, 48). Participants were asked
to respond using a 5-point Likert scale ranging from “strongly

disagree” (1), “disagree” (2), “somewhat agree” (3), “agree” (4)
to “strongly agree” (5). The proposed constructs and profiles are
shown in the Supplementary Material.

Data Analysis
Stata software version 15.0 was used to analyze the data.
Properties of measurement were evaluated. Internal consistency
reliability was assessed by using Cronbach’s alpha. Good internal
consistency was defined as a Cronbach’s alpha ≥0.7. Validity
was examined, including convergent, discriminant, and construct
validities. Convergent validity was assessed via two criteria: factor
loading >0.70 and average variance extracted of each construct
≥0.5 (41). Regarding discriminant validity, we computed the
variance inflation factor (VIF) to examine the multicollinearity
of each construct. Construct with VIF value >10 indicated that
it was not appropriate as a component of regression analysis.
The square root of AVE per construct was also computed,
and good discriminant validity was achieved when the square
root of AVE of a construct was higher than its correlations
with other constructs. Given that a sample size of 211 medical
students might not be sufficient for the structural equation
modeling (SEM)method, we employed partial least squares (PLS)
SEM, which is a 2nd-generation SEM, to assess the relationship
between latent constructs.We considered a statistical significance
when the p < 0.05.

RESULTS

Table 1 depicts the demographic characteristics of our sample.
The mean age of selected medical students was 20.6 years old
(SD = 1.5). The majority of them were female at 73.5%, lived in
urban areas (89.1%), and Ho Chi Minh city (59.7%). Most of the
respondents belonged to the general physician program (57.8%).
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TABLE 1 | Characteristics of respondents (n = 211).

Characteristics

Age, years, Mean (SD) 20.6 (1.5)

Gender, n (%)

Male 55 (26.5)

Female 155 (73.5)

Living area, n (%)

Urban 188 (89.1)

Rural 23 (10.9)

Specialty

General physician 122 (57.8)

Odonto-Stomatology 48 (22.7)

Traditional medicine 41 (19.4)

Location

Hanoi 51 (24.2)

Ho Chi Minh city 126 (59.7)

Other provinces 34 (16.1)

TABLE 2 | Reliability and validity of the measure (n = 211).

Factor No. of items Factor loading Mean SD Cronbach’s alpha AVE

PE 4 0.847–0.915 3.7 0.8 0.903 0.775

EE 2 0.945–0.953 3.3 0.9 0.89 0.901

SI 4 0.827–0.894 3.4 0.7 0.88 0.736

PI 4 0.771–0.869 3.4 0.7 0.854 0.696

TC 2 0.879–0.901 3.8 0.9 0.738 0.791

TECH 3 0.824–0.916 3.1 0.8 0.846 0.765

PC 4 0.710–0.862 3.1 0.8 0.825 0.646

IT 2 0.957–0.957 3 0.9 0.909 0.916

BI 1 – 3.4 0.9 – 1

PE, performance expectancy; EE, effort expectancy; SI, social influence; PI, perceived

innovativeness in IT; IT, initial trust; TC, task complexity; TECH, technology characteristics;

PC, perceived substitution crisis; BI, behavioral intention.

Table 2 showed that the initial trust construct had the lowest
mean score at 3.0 (SD = 0.9), while TC had the highest
mean score at 3.8 (SD = 0.9). Overall, the Cronbach’s alpha
of each construct ranged from 0.738 to 0.909, suggesting good
reliability among constructs. All item loadings of these constructs
were above 0.7, and all construct’s AVE values were above 0.5,
indicating good convergent validity.

In Table 3, regarding discriminant validity, the value of the
square root of AVE per construct was higher than its correlation
coefficient with other constructs. Moreover, the results of VIF
analysis showed that all VIF values were below 10, suggesting no
multicollinearity existed.

Figure 2 illustrates path coefficients and p-values of PLS
analysis. Regarding the behavioral intention model, only social
influence (β = 0.527, p < 0.05) was positively related to
the behavioral intention. Meanwhile, other constructs such
as performance expectancy, effort expectancy, initial trust,
and perceived substitution crisis showed no associations with
behavioral intentions to use AI. Overall, the model with

TABLE 3 | Correlation of latent variables and square root of AVE of each construct

(n = 211).

PE EE SI PI IT TC TECH PC BI

PE 0.8803*

EE 0.6936 0.9492*

SI 0.6794 0.6656 0.8579*

PI 0.7408 0.7391 0.7243 0.8343*

IT 0.4937 0.5586 0.6834 0.5427 0.9571*

TC 0.6002 0.5015 0.5763 0.6523 0.3213 0.8894*

TECH 0.5527 0.6099 0.691 0.5801 0.7728 0.3925 0.8746*

PC 0.3873 0.4568 0.523 0.463 0.3192 0.3935 0.4374 0.8037*

BI 0.5458 0.5453 0.6856 0.5755 0.4904 0.4838 0.4686 0.3729 1.000*

PE, performance expectancy; EE, effort expectancy; SI, social influence; PI, perceived

innovativeness in IT; IT, initial trust; TC, task complexity; TECH, technology characteristics;

PC, perceived substitution crisis; BI, behavioral intention.

*Squared root of AVE.

five proposed constructs for behavioral intentions, including
performance expectancy, effort expectancy, social influence,
perceived substitution crisis, and initial trust, explained 47.6%
(R2 = 0.476) of the behavioral intention’s variance.

Figure 2 also shows that effort expectancy (β = 0.201, p <

0.05) and social influence (β = 0.574, p < 0.05) were positively
associated with initial trust, while no association was found
between performance expectancy and initial trust (p> 0.05). The
model including performance expectancy, effort expectancy, and
social influence explained 47.9% of the variance of initial trust
(R2 = 0.479).

DISCUSSION

Developing and adopting AI in healthcare are essential due
to its great benefits in enhancing healthcare professional’s
performance and efficiency. Overall, the perceptions of our
students about diagnosis-related capacities of AI, effort to use
AI, and intention to use AI were positive. It is clear that the
role of AI in healthcare delivery has been widely documented,
where AI has shown its success in the interpretation of image
and examination data, as well as clinical outcomes prediction and
management (15, 51). Nonetheless, information about AI and
its application in Vietnam has been disseminated in mainstream
media but not in university settings. Our results indicated that
undergraduate medical students in Vietnam had great confidence
in the knowledge of their work characteristics, understanding
how AI could assist them to promote diagnosis performance,
and desire to use AI when available. However, there were still
some gaps between their expectancy and preparation, including
awareness of technology characteristics and capacities to use
such technology. Equipping the medical students with the basics,
as well as the correct understanding and attitudes about the
application of AI in medicine, are crucial in the digitalization of
the healthcare system. However, currently, the medical training
program in Vietnam has not been systematically updated in this
area. The AI content has been mainly shared through scientific
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FIGURE 2 | Structural model and standardized path coefficients (n = 211). *p < 0.05.

seminars or short-term courses, without a specific program to
develop the AI capabilities.

This lack of pre-paration might also lead to the findings that
the majority of our sample somewhat agreed or agreed that AI
would replace the position of physicians in healthcare. This result
was congruent with findings among medical students worldwide,
particularly those in the radiology field (13, 14, 18, 52). Several
previous studies found contradict results where the medical
students stated that AI could not have a role as an alternative
for the physicians in the future (33, 53), particularly in some
fields that need a “sense of caring” or “art of caring” such
as psychological health or aging care (53–55). Many authors
argued that AI should be treated as a virtual assistant rather
than being a replacement for physicians in healthcare. However,
prospective physicians should acquire fundamental knowledge
about mathematics, data science, AI, as well as ethical and legal
issues related to AI (56). They should understand the systemic
bias behind AI algorithms due to the insufficient data, which
might be a great reason for health equity issues when making
a clinical decision (57, 58). Moreover, other humanistic aspects
such as communication skills, empathy, decision-making, or
leadership skills should also be required (53). Acquiring these
capacities would enable physicians to take advantage of AI
in integrating it into their routine clinical practices. Thus, it
is needed to call actions to innovate the medical education
programs in the digital area.

Our path analysis showed the dominance of social
influence on the intention of using AI for future work among
undergraduate medical students, instead of other factors such
as performance expectancy or initial trust, which were found in
the previous research (28). Although this result is unexpected
compared to what we hypothesized, there were several reasons
which can be used to explain this phenomenon. First, this

study was conducted on undergraduate medical students, whose
healthcare delivery experience, as well as perceptions about the
diagnosis process, were constrained. Moreover, given that AI has
not yet been scaled up in Vietnam and AI-related curriculums
for medical students had not yet been developed, we supposed
that the majority of our sample had no experience with an
AI-based diagnosis support system. This limitation hinders the
way medical students perceived their capacities in adopting AI,
as well as results in the homogeneity in their competency and
trust evaluation. Moreover, because of this lacking experience, it
is understandable when undergraduate medical students tended
to be heavily dependent on the experiences of senior physicians
in their social networks and information they gathered in social
media about AI. With the exchange and sharing of practical
experiences from those who have used this AI system, students’
trust and intention to use the AI system in the future would
be improved.

The findings of this study suggested several implications.
First, undergraduate medical students should actively find
opportunities to update and involve in AI development and
adoption to increase their necessary AI knowledge and capacities.
Self-learning ability is important to acquire new knowledge
in the context where AI curricula at medical schools have
not been paid sufficiently. Second, our study suggested the
importance of role model approaches for facilitating the use of
AI in this group. Opportunities to gain hands-on experience in
different teaching hospitals are critical. AI may be useful for
diagnosing rare conditions, which are often only seen at large
teaching hospitals. Finally, this study underlined the need to
integrate AI curriculums in the current medical education, which
helped medical students to prepare appropriate capacities in
technology adoption. Further studies should be performed to
measure the preference and effectiveness of different education
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strategies to facilitate AI applications in healthcare among health
professionals and medical students. Moreover, they should also
assess whether training students with AI helps or hinders their
diagnostic abilities.

Some limitations should be acknowledged in this study. First,
since our study was conducted on medical students who had
no experience with AI-based diagnostic support systems, we
have not yet assessed whether they would use these systems
or not in the future. A longitudinal follow-up study evaluating
the rate of use of this system among medical students after
graduation is essential to help refine the theoretical model.
Second, our research was conducted online and had recruited
medical students in entire Vietnam; however, this study may be
limited to the group of medical students with Internet access,
while other groups of medical students were not accessed. In
addition, a small sample size might reduce the statistical power.
Other studies on larger sample sizes need to be conducted, which
help verify our results in other medical student groups. Third,
in addition to constructs included in the theoretical model, the
study has not assessed the mediating effects of other factors such
as age, gender, and previous training in AI use during university
studies, etc., which could affect the relationship among factors in
the theoretical model.

CONCLUSIONS

This study highlights positive behavioral intentions in using
an AI-based diagnosis support system among prospective
Vietnamese physicians, as well as the effect of social influence on
this choice. The development of AI-based competent curricula
should be considered when reforming medical education
in Vietnam.
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