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Editorial on the Research Topic

Gesture-Speech Integration: Combining Gesture and Speech to Create Understanding

Gestures and speech are tightly linked. Since McNeill (1992) argued that gesture and speech
form a single integrated system, research has shown that gestures and speech interact with each
other across a variety of domains. Listeners can benefit from observing a speaker’s gestures (e.g.,
Kelly, 2001), and similarly, speakers demonstrate improved communication and task performance
when they gesture (e.g., Cook et al., 2010). In 15 articles, this Special Issue further examines how
gesture and speech are integrated during speaking and listening. The functions of gesture, and
potential mechanisms underlying gesture’s beneficial effects are considered, and together, these
articles highlight the impact that both producing and observing gestures can have on individuals’
learning and communication across the lifespan. Here, we summarize some of the overarching
themes that emerge from this collection.

Gesture seems to activate semantic meanings that are useful for comprehension and learning.
Hughes-Berheim et al. found that participants’ ratings of the semantic congruency of gesture-
word pairs were similar, regardless of whether the word was presented in speech or in text. This
suggests that gestures activate semantic meanings that are independent of language modality.
Further, the meanings conveyed by gesture are particularly helpful for children’s learning. Guarino
andWakefield examined 4–11-year-old children’s understanding of instructions presented through
speech alone, or through a combination of speech and gesture. They found a benefit of the
combination of gesture and speech beyond speech alone that was most marked for 5-year-old
children. Eye-tracking results suggested that the gestures may have helped children to organize
their attention and clarify ambiguous spoken instructions. In addition to these attention-related
functions, the semantic meaning activated by gesture can act as a cue during retrieval to help
children remember what they learned. Mertens and Rohlfing compared progressively reduced
iconic gestures with fully executed iconic gestures during children’s recall of words. Although
children’s recall of the target words was unaffected by the type of gesture observed, their production
of the target words at test was enhanced by progressively reduced gestures relative to fully
executed gestures.

By activating semantic meaning, gestures help speakers and listeners resolve ambiguous
references. Debreslioska and Gullberg examined the relationship between the information status
of a referent (brand-new vs. inferable referants) and gesture, finding that gestures were more
frequent with inferable than with brand-new referents. This finding suggests a function of gestures
for disambiguating discourse content. Hinnell and Parrill found that listeners relied on a speaker’s
gesture as an indication of what the speaker’s own opinion was. Speakers presented two contrasting
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ideas, and then said which one they agreed with. When the
speaker accompanied their spoken agreement with a gesture,
listeners were more likely to state that the speaker preferred the
idea accompanied by the gesture. In this way, gestures activate
semantic meaning that helps listeners infer what is meant when
speech is not completely clear.

Even without accompanying speech, the semantic meanings
conveyed by gesture are important for communication.
Marentette et al. showed this in children’s production of
pantomime gestures, or non-co-speech gestures, that were
performed during children’s spoken narratives. Marentette et al.
found that narratives that included non-co-speech gestures
were longer and sometimes of higher quality than those with
only co-speech gestures, suggesting that expressing information
uniquely in gesture (and not in speech) can improve the overall
quality of children’s narratives. Hsu et al. make a similar point
based on their analysis of gestures taken from a corpus of
American TV talk shows. They discuss many examples of
what they call “speech-embedded nonverbal depictions,” that
is, non-verbal communicative cues presented iconically, but
without simultaneously co-occurring speech. The authors argue
that such depictions are frequently overlooked in the literature,
and argue for their theoretical and functional significance.
Taken together, these papers demonstrate how gestures activate
semantic meanings that do not rely on accompanying speech
and that contribute to the on-going narrative.

The benefits of gesture for comprehension also go beyond
the purely semantic; gestures can also affect other areas of
language processing from low-level phonemic recognition to
high-level social judgments about the speaker. Hoetjes and
Maastricht examined second language (L2) phoneme acquisition,
with a focus on the complexity of both the phonemes
and of the gestures observed. Gestures were either simple
(pointing) or more complex (iconic) gestures, and the to-be-
learned Spanish phonemes were either simple (contained in
the Dutch phoneme inventory) or complex (not contained
in the Dutch phoneme inventory). While the more complex
gesture enhanced learning of the simple phoneme, it was
detrimental to learning the complex phoneme. At the other
end of the spectrum, gestures can also affect high-level
social judgments about a speaker. Billot-Vasquez et al. found
that native Mandarin and Japanese speakers evaluated the
accents of non-native speakers and the non-native speakers
themselves more favorably when they produced a familiar
emblematic gesture with their speech compared to producing
the speech alone. These papers suggest that gestures can
contribute more to language than just activating a particular
semantic meaning.

Even as gestures have these positive effects, they may also
come with costs in some situations. Specifically, producing
or processing a gesture may impose an additional cognitive
cost for some speakers and listeners. This was shown by
Rohrer et al. in the case of beat gestures (rhythmic hand
movements without any semantic meaning) that accompanied
speech in a listener’s non-native language. Specifically, French
intermediate learners of English watched a video of a speaker
describing a short narrative event in either French or English

using either beat gestures or no gesture. When the learners
drew a depiction of the narrative, it was found that recall of
the narrative was negatively affected by beat gestures when
the narrative was presented in their non-native language. The
authors propose that these gestures may have increased cognitive
load. Further, Overoye and Wilson examined gesture’s effects
on working memory load during a verbal reasoning task.
Gesturing while explaining verbal analogies did not alleviate
the load on working memory (as has been shown in previous
studies—e.g., Goldin-Meadow et al., 2001), but rather led to
poorer performance on a secondary task than being prohibited
from gesturing.

How can gestures simultaneously be helpful in some
ways and detrimental in others? One possibility is that it
depends on the speakers’ or listeners’ cognitive skillset.
Such is the suggestion in Özer and Göksun’s timely review
article, in which they explore how individual differences in
cognitive capacity might affect people’s gesture production,
and the extent to which they employ gesture as a tool for
comprehension. Özer and Göksun conclude that gestures
can be used as a tool to compensate for a lack of cognitive
resources, by both speakers and listeners. Indeed, it is
well-recognized that speakers’ gestures are affected by
individual differences, including cognitive skills and also
neurodevelopmental factors. For example, Huang et al. discuss
how the gestures produced by Chinese-speaking children
on the autism spectrum differ from those of their typically
developing peers.

The potential for gesture production to differ depending
on a speaker’s cognitive skillset is further explored in
Gordon and Ramani’s new model, which integrates the
information processing approach to children’s mathematical
problem solving with the theory of embodied cognition,
frequently used in gesture studies. While the model does
not differentiate between speech and gesture input, it
does differentiate between the gestures and speech that
children produce: even with similar speech output, individual
differences in math knowledge are proposed to affect children’s
gesture production.

Finally, the fact that findings about the benefit of gesture
often conflict across studies is highlighted in the review article
by Arachchige et al. The authors note methodological variations
across the field and discuss how these differences may contribute
to the heterogeneity of findings, limiting our ability to draw
conclusions regarding underlying mechanisms.

Together, these articles demonstrate the critical role that
gesture holds in human cognition and communication.
Whether we are producing gestures ourselves, or observing
those performed by others, gestures and speech interact in
profound, and sometimes unexpected, ways. Gestures can
aid comprehension and learning through semantic links with
speech, and can have a similarly important role in the absence
of speech. Gestures can affect social evaluations of speakers,
but can sometimes come with associated cognitive costs.
The effects of gesture must be examined in the context of
individuals’ cognitive characteristics, as well as differences in
the gestures themselves. The articles in this collection further
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our understanding of human communication, highlighting
the range of tasks, ages, individual differences and methods
through which we may examine the integration of gesture
and speech.
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Gestures in Storytelling by Preschool
Chinese-Speaking Children With and
Without Autism
Ying Huang* , Miranda Kit-Yi Wong, Wan-Yi Lam, Chun-Ho Cheng and Wing-Chee So

Department of Educational Psychology, The Chinese University of Hong Kong, Hong Kong, China

Previous findings on gestural impairment in autism are inconsistent, while scant
evidence came from Chinese-speaking individuals. In the present study, preschool
Chinese-speaking children with typical development and with autism were asked to
generate stories from a set of wordless Cartoon pictures. Two groups were matched in
chronological age and language developmental age. Their speech and gestures were
coded. Compared to children with typical development, children with autism produced
fewer gestures and showed lower gesture rate. Besides, children with autism produced
fewer emblems and fewer supplementary gestures compared to their TD peers. Unlike
children with typical development, children with autism tend to produce emblems for
reinforcing, rather than supplementing information not conveyed in speech. Results
showed the impairments in integrating the cross-modal semantic information in children
with autism.

Keywords: gesture, autism spectrum disorder, storytelling, emblem, supplementary relation

INTRODUCTION

Children typically exhibit communicative behaviors during their first year. Although spoken words
become a preferred form of communication after the first year of development, children continue
to gesture to reinforce or extend spoken messages or even to replace them (Colletta and Guidetti,
2012). Gestures refer to actions that are made with the intention of communication, and they
can involve the hands, the fingers, and the whole body (Bochner and Jones, 2003). Gestural skills
are crucial for facilitating communication. Gestures provide semantic information in a visual
format (Goldin-Meadow, 2006) and help listeners understand speech better, especially when the
co-occurring speech underspecifies information (Hostetter, 2011).

In comparison to children without autism spectrum disorder (ASD), children with ASD have
a delay in verbal and nonverbal communication skills (Lai et al., 2014). Most of the children
diagnosed with autism disorder show a significant delay in language development (Tager-Flusberg
et al., 2005). Impairments in nonverbal skills, such as the use of gestures, from early childhood
to school age in children with ASD have also been reported. In comparison to their typically
developing (TD) peers, children with ASD have deficits in understanding and producing gestures
(Colgan et al., 2006; Mitchell et al., 2006). Preschool children with ASD rarely use deictic
gestures (i.e., pointing) to attract others’ attention or to share their interest with others (Camaioni
et al., 2003). Compared to mentally retarded children matched on mental age or language
age, children with ASD showed deficits in gestural joint attention skills, which predicted their
language development (Mundy et al., 1990). They have difficulties in understanding and producing
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conventional gestures (also known as emblems), such as waving
hands to represent “goodbye” (Stone et al., 1997; Wetherby
et al., 1998). In addition, the production of iconic and beat
gestures is delayed in children with ASD (Charman et al., 2003;
Wetherby et al., 2004; Luyster et al., 2007). It is also found
that children with ASD imitate gestures worse than TD children
and are more likely to make errors (Smith, 1998). Moreover,
school-aged children with ASD are less able to perceive and
produce gestures (Schreibman et al., 2015; So et al., 2015). It was
reported that adolescents with ASD produce fewer metaphorical
and beat gestures than their TD peers with matched age and
verbal IQ (Morett et al., 2016). Researchers have argued that
although verbally fluent teenagers use the same type of gestures
as their TD peers, their gestures are more difficult to understand
(Silverman et al., 2017).

However, evidence of impairment in the use of gestures is
inconsistent across studies. For example, Mastrogiuseppe et al.
(2015) reported that the amount of gestures produced by children
with ASD is significantly lower than TD children and children
with Down Syndrome. Conversely, Wong and So (2018) found
that, compared to TD children, children with ASD produce
a similar number of pointing gestures and markers and more
iconic gestures. Similarly, de Marchena et al. (2019) reported
that adults with autism used gestures more than TD controls
for regulating conversational dynamics. When examining gesture
rates (number of gestures per utterance), some researchers
reported lower gestures rates in the ASD group (So et al., 2015;
Morett et al., 2016; Silverman et al., 2017) while others found
comparable gesture rates between the ASD group and the TD
group (de Marchena and Eigsti, 2010). Similarly, findings on
gesture types also vary. So et al. (2015) found that children with
ASD use fewer types of gestures, while Silverman et al. (2017)
suggest that the proportion of gesture types did not differ between
the ASD group and TD group. In regard to gesture quality and
meaning, Morett et al. (2016) and So et al. (2015) reported
fewer, or even the absence of, supplementary gestures in children
with ASD. However, Wong and So (2018) found that children
with ASD produced comparable supplementary gestures to TD
children. Moreover, the use of gestures may vary across cultures
(Kita, 2009).

Most of the previous studies on gestural skills in individuals
with ASD are based on English-speaking participants. Some
recent studies reporting delayed and deficit in gestural use
in school-aged Chinese-speaking participants with ASD
(So et al., 2015, 2016, 2018). These results suggesting that
early intervention is critical. However, little is known
about the use of gestures and gestural skills in preschool
Chinese-speaking children with or without ASD. This study
examined whether Chinese-speaking children with ASD
had impairments in gestural production skills compared to
their age-matched TD peers. A narrative elicitation task was
used to assess the rates, types, and gesture-speech relation
produced spontaneously during storytelling. We expected
that results would be consistent with previous findings of So
et al. (2015). Specifically, we expected that children with ASD
would produce fewer gestures, especially fewer emblems, and
fewer supplementary gestures than their age-matched TD

peers. Results could provide evidence for designing effective
intervention programs.

METHODS

Participants
Twenty children with ASD and 14 TD children participated in the
current study. All participants were native speakers of Chinese
(Cantonese) aged 4 to 6. Children in the ASD group had been
diagnosed with autism or autistic disorder by pediatricians at
the Child Assessment Center for the Department of Health in
Hong Kong. All procedures in the present study were approved
by the institutional review board of the author’s university, in
compliance with the Declaration of Helsinki (Reference no.
14600817). Before the study, we explained the procedures to
the parents and obtained their approval for videotaping. The
participants also gave their assent to participate in the study.

The mean chronological age of the participants was 5.60 years
(SD = 0.70; range 4.6–6.7) in the TD group and 5.51 years
(SD = 0.44; range 4.7–6.3) in the ASD group, Mann-Whitney
(U) = 127, p = 0.66. There was no significant difference between
participants with ASD and those with typical development.
Participants’ language developmental age was assessed by the
language and communication subset in Psychoeducational
Profile, Third Edition (PEP-3; Schopler et al., 2005). Trained
experimenters gave instructions in Chinese (Cantonese), which
followed the Chinese version of PEP-3 (Shek and Yu, 2014).
The mean language developmental age of participants was 5.51
years (SD = 0.52; range 4.6–6.2) in the TD group and 5.38 years
(SD = 0.38; range 4.6–6.2) in the ASD group, U = 118.5, p = 0.46.
There was no significant difference in language developmental
age between the two groups.

Experimental Procedures
A narrative elicitation task was conducted by research assistants
who were blind to the study design and hypotheses. The research
assistants had been trained on the experimental procedures
before the study. The instructions given to the research assistants
were listed in Table 1. Six wordless pictures contained snapshots
of a story about Tweety Bird and Sylvester were used. The story
of Tweety Bird and Sylvester has been used in many prior studies

TABLE 1 | Instructions for experimenters in the narrative elicitation task.

Goal Guideline/Example

1. Begin the story “Let’s begin now.”
“What’s happing?”
“One day. . .”

2. Draw children’s attention “Here is the next picture.”

3. Encourage the children a. Repeat children’s speech
“Yes, there is a bird.”

b. Use open questions
“What is next?”
“What is the end of the story?”

c. Praise the children
“Your story is lovely. Can you tell me more?”
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to elicit speech and gestures. The story can be understood by
both typical and atypical development across different cultures.
Therefore, it is suitable for storytellers of different ages, different
neurological conditions, and different language groups (McNeill,
1992, 2000). The story has a linear plot line about the two
characters: Sylvester catches Tweety Bird, puts her in a sandwich,
and tries to eat her.

During the narrative elicitation task, the research assistant
presented the pictures to each child in a temporal order.
Firstly, the research assistant invited the child to generate
a story form some pictures. Then the child was given two
minutes to look at the pictures. When telling the story, the
researcher was also allowed to interact with the child. In this
way, the narrative elicitation approximated a natural setting.
The researcher encouraged the child to produce a story that
was as long and complete as possible. However, the researcher
was not allowed to produce any words or gestures related to
the pictures. To reduce the demand on memory recall, the
research assistant kept presenting the pictures while the child
was narrating. In this narrative elicitation task, the child needed
to extract a coherent narrative from the pictures and represent
it linguistically (Botting, 2002). By generating a story from
several wordless pictures, we minimized the demand for language
comprehension and recall of the materials (Demir et al., 2010).
The task was videotaped for later transcription and analyses.

Speech Transcription
Participants’ spoken narratives were transcribed by trained
coders who were native Cantonese speakers and blind to the
hypotheses of the research study. All words and pauses were
transcribed and further segmented into separate utterances, with
each utterance containing a character and its corresponding
action [e.g., “The cat catches the bird (zi2 maau1 sik6 zi2 zoek3
zai2).”]. Clauses with more than one character or action were
broken into two or more utterances [e.g., “The cat eats the bread
but the bird escapes (zi2 maau1 ngaau5 go3 min6 baau1 daan6
hai6 bei2 zi2 zoek3 zai2 zau2 lat1 zo2)]” was coded as two
utterances as “The cat eats the bread (zi2 maau1 ngaau5 go3 min6
baau1)” and “The bird escapes (zi2 zoek3 zai2 zau2 lat1 zo2)”.
Utterances that did not contain information of the story were
excluded from further analysis (e.g., “I have milk for breakfast.”).
All transcriptions were checked by a second trained coder who
was also a native Cantonese speaker and blind to the hypotheses.

Gesture Coding
Identification of Gestures
All movements during narrations were coded by trained coders.
The following movements were excluded: (1) hand movements
that involved direct manipulation of an object (Goldin-Meadow
et al., 1984); (2) motor stereotype and self-grooming movements
(Silverman et al., 2017); (3) movements that did not contain
information of the story (e.g., pointing to the fan on the wall).

Gesture Type
The present study followed a coding system initially described
by McNeill (1992), who categorized co-speech gestures into
four types: iconic, metaphoric, deictic, and beat. Iconic gestures

resemble an aspect of the entity’s shape or movement (e.g., both
hands flapping to represent a bird flying). Metaphoric gestures
convey abstract ideas or concepts (e.g., thumb and index finger
moving toward each other while saying “The bread is a little
hard.”). Deictic or indexical gestures direct listeners’ attention
to the specified entities by pointing at them with an index
finger (e.g., pointing to the sandwich while saying “The bird is
inside.”). Beat gestures are rhythmic hand movements that can
segment and emphasize elements in speech (e.g., nodding while
saying “Eat the bird.”). Additionally, emblems, which can refer to
culture-specific meanings as single words (e.g., horizontal shake
of the head means “no”) or phrases (e.g., shrugging the shoulders
means “don’t know”) were also coded (de Marchena and Eigsti,
2010; Silverman et al., 2017).

Gesture Rate
Gesture rate was calculated as the number of gestures per
utterance (total number of gestures divided by the total
number of utterances).

Gesture Meaning and Gesture-Speech Relation
Each gesture was assigned a meaning based on its form and
the co-occurring speech. The relationships between gesture
meaning and co-occurring speech were categorized into three
types depending on their semantic relationship (Özçalışkan and
Goldin-Meadow, 2005; So et al., 2015; Wong and So, 2018).
A reinforcing relation was coded when a gesture conveyed the
same meaning as the co-occurring speech [e.g., shaking head
when saying “The bird doesn’t want to go out (zi2 zoek3 zai2
m4 soeng2 ceot1 heoi3)”]. A supplementary relationship was
coded when a gesture added extra information. That is, the
meaning of the gesture was not explicitly conveyed in the co-
occurring speech [e.g., saying “The cat wants to eat the bird (zi2
maau1 soeng2 sik6 zo2 zi2 zoek3 zai2)” and producing a CATCH
gesture]. A disambiguating relation was coded when a gesture
clarified an underspecified referent [e.g., saying “The cat went
there (zi2 maau1 heoi3 zo2 go2 dou6)” and pointing to the right].
The number of each type of gesture-speech relation was counted.

Reliability
To assess the inter-coder reliability, 20% of the cases were
randomly selected and independently coded by a second trained
coder. The inter-coder agreement was 0.96 (N = 165, Cohen’s
kappa = 0.96, p < 0.001) in an evaluation of gesture type and 0.86
(N = 165, Cohen’s kappa = 0.86, p < 0.001) in an evaluation of
gesture-speech relation.

Statistical Analyses
The Mann-Whitney test was used to examine differences
in gesture rate, gesture type, and gesture-speech relation
between the two groups.

RESULTS

Table 1 shows the proportion of different gesture types and
gesture-speech relation. Around one-third of the gestures
produced during the storytelling task were deictic gestures, while
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TABLE 2 | Constitution of gestures produced by the ASD and TD group.

Mean Proportion

ASD TD

Gesture type Deictic 33.3% 29.2%

Iconic 48.3% 46.2%

Metaphoric 1.1% 0%

Beat 3.0% 2.7%

Emblem 14.2% 21.9%

Gesture-speech relation Reinforcing 73.8% 66.1%

Supplementary 15.7% 22.6%

Disambiguating 10.5% 11.3%

Deictic Reinforcing 17.6% 17.3%

Supplementary 5.2% 1.0%

Disambiguating 10.5% 11.0%

Iconic Reinforcing 38.6% 36.2%

Supplementary 9.7% 10.0%

Emblem Reinforcing 13.9% 10.6%

Supplementary 0.4% 11.3%

iconic gestures accounted for about half of the total gestures
in both groups. Most of the gestures (around 70%) represented
a reinforcing meaning. Since the proportions of metaphoric
gestures and beat gestures in gesture type were relatively small
(less than 5%), they were excluded from the following analyses.
Figure 1 shows the average number of gestures by gesture type
and gesture-speech relation in the two groups.

As shown in Table 2, both groups produced similar numbers
of utterances during storytelling. However, the children with
ASD produced significantly fewer gestures, resulting in a lower
gesture rate compared to the TD group. In addition, the
children with ASD produced fewer emblems and supplementary
gestures, while the numbers of deictic gestures, iconic gestures,
reinforcing gestures, and disambiguating gestures they produced
were comparable to the TD group (Table 3).

We further analyzed the constitution of emblems by gesture-
speech relation. Results showed that children with ASD tended to
use emblems to reinforce accompanying speech (97.4%), while
TD children did not show this tendency (51.5%). Besides, we
analyzed the constitution of supplementary gestures by gesture
type (deictic, iconic, and emblem). We found that in the TD
group, half (50%) of the supplementary gestures were emblems,
followed by 44.1% of iconic gestures. Deictic gestures only made
up less than 5% (4.4%) of the supplementary gestures. In sharp
contrast, only 2.4% of the supplementary gestures were emblems
in the ASD group. Around two-thirds (61.9%) were iconic
gestures and one-third (33.3%) were deictic gestures.

DISCUSSION

Results of the present study showed that the children with ASD
had a lower gesture rate, which is consistent with the findings
reported by So et al. (2015) and Silverman et al. (2017), whose
participants were either school-age children or adolescents. In
addition, echoing the findings of So et al. (2015) for school-age
children, we found that the children with ASD produced fewer
emblems than their TD peers, indicating that a delay in producing
emblems exists in early and middle childhood. The children with
ASD also had a delay in producing supplementary gestures, which
was also reported by Morett et al. (2016) and So et al. (2015)
in regard to autistic participants attending primary or middle
school. These findings suggest that the impairment of gestural
skills in individuals with ASD appears from preschool age and
persists when they grow up.

By analyzing the constitution of emblems by gesture-speech
relation, we found that most of the emblems produced by ASD
had their meaning conveyed in the co-occurring speech, while
TD produced half of the emblems without saying their meanings.
Emblems, also known as conventional gestures, have culture-
specific meanings and forms. However, children with ASD may

FIGURE 1 | Number of gestures by gesture type and gesture-speech relation.
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TABLE 3 | Participants’ characteristics, gestural skills, and comparison between the ASD and TD group.

ASD (n = 20, 3 females) TD (n = 14, 5 females) Group comparison

Mean SD Range Mean SD Range U p-value

Chorological age 5.51 0.44 4.7–6.3 5.60 0.70 4.6–6.7 127 0.66

Language developmental age 5.38 0.38 4.6–6.2 5.51 0.52 4.6–6.2 118.5 0.46

Utterancesa 30.85 10.46 11–59 35.50 12.26 16–63 106.5 0.25

Gesturesb 13.35 8.07 2–30 21.50 10.11 10–42 71 0.02*

Gesture ratec 0.44 0.23 0.1–1.0 0.61 0.22 0.4–1.1 80 0.004**

Gesture typed

Deictic 4.45 3.99 0-13 6.29 5.62 0–21 111 0.32

Iconic 6.45 4.26 0-14 9.93 6.15 2–23 94.5 0.11

Emblem 1.90 2.22 0-8 4.71 4.78 0–18 83 0.05*

Gesture-speech relatione

Reinforcing 9.85 6.56 0–22 14.21 7.23 6–29 96 0.13

Supplementary 2.10 2.15 0–7 4.86 4.26 0–17 73.5 0.02*

Disambiguating 1.40 1.85 0–6 2.43 2.77 0–9 100.5 0.15

Deictic

Reinforcing 2.35 2.35 0–7 3.71 3.71 0–12

Supplementary 0.70 0.92 0–3 0.21 0.85 0–2

Disambiguating 1.40 1.85 0–6 2.36 2.65 0–9

Iconic

Reinforcing 5.15 3.59 0–10 7.79 4.85 2–17

Supplementary 1.30 1.75 0–5 2.14 1.99 0–6

Emblem

Reinforcing 1.85 2.23 0–8 2.29 2.09 0–7

Supplementary 0.05 0.22 0–1 2.43 3.84 0–14

aTotal number of utterances. bTotal number of gestures. cTotal number of gestures divided by the total number of utterances. dNumber of each gesture type. eNumber
of each gesture-speech relation. *Significant at 0.05 level; **significant at 0.01 level.

not realize that emblems could be produced and understood
in a supplementary way. One possible explanation is that while
children with ASD could learn some gestural skills from daily life
as their TD peers (Wise and Sevcik, 2012), they are more likely
to learn the gestures that are produced in a reinforcing way, in
which the connection between the gesture and its corresponding
meaning is explicit and clear (Knutsen et al., 2017). Therefore,
they may have difficulty in learning emblems, which are more
likely to be produced to supplement speech in daily life compared
to other types of gestures (McNeill, 1992). Besides, children with
ASD may be more likely to learn emblems that reinforce co-
occurring speech, and produce them in the same way: reinforcing,
rather than supplementary.

The delay in producing emblems may be a possible cause of
impairment in producing supplementary gestures. Compared to
other types of gestures, emblems can be used and understood
without accompanying speech. These findings showed that
compared to other types of gestures, TD children tended to
produce emblems in a supplementary way, which is consistent
with previous studies (McNeill, 1992, 2000). So et al. (2015)
further pointed out that impairment in producing supplementary
gestures may be due to the inability of individuals with ASD
to integrate cross-modal semantic information. To produce
gestures to supplement co-occurring speech, children have to
coordinate information from both verbal language and hand
movement, which may be more difficult for individuals with

ASD than those with typical development. Notably, around one-
third of supplementary gestures were deictic gestures in ASD.
Producing deictic gestures to supplement speech (e.g., saying
“eat” when pointing to the bread) is regarding as an early stage of
development in both verbal language and gestures (Iverson and
Goldin-Meadow, 2005; Özçalışkan et al., 2016). When children
manage single words, they begin to use a gesture-plus-word
combination (e.g., a verb + pointing) as two-word phrases, which
is usually observed around 18 to 24 months in TD children
(Iverson and Goldin-Meadow, 2005). Using deictic gestures in
a supplementary way indicated that there may be some delay in
gestural development in ASD.

However, unlike Camaioni et al. (2003) and Luyster et al.
(2007), we did not find impairments in producing deictic and
iconic gestures in the ASD group. Besides, de Marchena and
Eigsti (2010) and de Marchena et al. (2019) reported no difference
or marginally significant difference in gesture rate, which are
not consistent with the results in this study. There are three
possible reasons for these contradictory findings. One is about
the task design. Some researchers have proposed that task design
differences may result in variations across studies in language
development, including narrative productions and gestural skills
(Berman, 2004; Stirling et al., 2014). For example, de Marchena
et al. (2019) found that participants in the ASD group used some
types of gestures more often than those in the TD group in
a collaborative referential communication task. These gestures
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were used to regulate turn-taking, which is not included in a
storytelling task. Therefore, similar results may not be observed
in the present study. Besides, some tasks may correlate with
other social cognitive abilities. For example, asking children to
retell a story to a stranger who had never read the story requires
children’s theory of mind understanding (Stirling et al., 2014).
The last possible reason is age, Participants in de Marchena
and Eigsti (2010) were adolescents and those in de Marchena
et al. (2019) were adults, who may use gestures differently from
preschool children. Therefore, it is critical to administer different
tasks, as well as combine different findings, to obtain a better
understanding of gestural skills in individuals with ASD. The
second possible reason is the difference in the calculation of
gesture rate. For example, de Marchena et al. (2019) defined
gesture rate as the number of gestures per minute, while this study
defined it as the number of gestures per utterance. In addition,
the difference in the categories of gesture type is common. Apart
from the gesture types used in this study, some researchers
use categories including descriptive gestures, symbolic gestures,
interactive gestures, and numerical gestures (Ingersoll, 2007;
de Marchena et al., 2019). These differences in definition and
characterization make it difficult to compare results across studies
and to reach an agreement. Besides, the small sample size and
inequality in sex ratio between the two groups may affect the
results. Although we were not able to draw conclusions on
the gestural impairment in ASD from this study, our findings
show the differences in gestural use in TD and ASD. These
findings could provide evidence for gestural training programs
for children with ASD at an early age.
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Gesturing has been shown to relay benefits to speakers and listeners alike. Speakers, for 
instance, may be able to reduce their working memory load through gesture. Studies with 
children and adults have demonstrated that gesturing while describing how to solve a 
problem can help to save cognitive resources related to that explanation, allowing them 
to be allocated to a secondary task. The majority of research in this area focuses on 
procedural mathematical problem solving; however, the present study examines how 
gesture interacts with working memory load during a verbal reasoning task: verbal 
analogies. Unlike previous findings which report improved performance on secondary 
tasks while gesturing during a primary task, our results show that participants showed 
better performance in a secondary memory task when being prohibited from gesturing 
during their explanation of verbal analogies compared to being allowed to gesture. These 
results suggest that the relationship between gesture and working memory may be more 
nuanced, with the type of task and gestures produced influencing how gestures interact 
with working memory load.

Keywords: gesture, working memory, cognitive load, offloading, problem solving

INTRODUCTION

People spontaneously produce hand movements, gestures, alongside speech. The use of gesture 
is cross-cultural and individuals from different backgrounds produce gestures tied to their cultural 
and linguistic heritage (Kendon, 1995; Kita, 2009). The gestures speakers produce are not mere 
hand-waving but confer benefits to listeners and speakers alike (Novack and Goldin-Meadow, 
2015; Dargue et  al., 2019). Gesturing while speaking has been found to facilitate problem 
solving (Cook and Tanenhaus, 2009; Beilock and Goldin-Meadow, 2010; Chu and Kita, 2011; 
Eielts et  al., 2018), learning and memory (Stevanoni and Salmon, 2005; Broaders et  al., 2007; 
Goldin-Meadow et al., 2009; Stieff et al., 2016), and speech production and organization (Graham 
and Heywood, 1975; Rauscher et  al., 1996; Morsella and Krauss, 2004; Hostetter et  al., 2007; 
Jenkins et al., 2017). Gesture has also been shown to improve comprehension, and this enhancement 
extends across age groups (Dargue et  al., 2019). Some have suggested that the beneficial effects 
of gesture on problem solving and learning are related to how gesture can assist in managing 
working memory load (Goldin-Meadow and Wagner, 2005; Goldin-Meadow, 2011).

Individual differences in working memory can influence the relationship between gesture use 
and comprehension. Individuals with lower visuospatial and verbal working memory capacity 
have been found to produce co-speech gestures more frequently (Chu et al., 2014; Gillespie et al., 2014; 
Pouw et  al., 2016). On the side of comprehension, individuals appear to be  more sensitive to 
information conveyed in gesture when they have higher visuospatial working memory capacity 
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(Wu and Coulson, 2014a,b; Özer and Göksun, 2019). Not only 
is the extent to which an individual produces gesture and their 
sensitivity to gesture influenced by their working memory capacity, 
research has also shown that the production of gesture can 
change how an individual uses working memory.

Goldin-Meadow et al. (2001) studied the relationship between 
gesture production and working memory load in a dual-task 
paradigm with both children and adults. Adults were given a 
primary task of solving and explaining math problems [factoring 
polynomials such as x2  +  4x  +  4  =  () ()], while completing 
a secondary memory task of remembering letters. In each trial 
of Goldin-Meadow et  al. study, participants first solved a 
factoring problem and were then presented with letters to 
remember. Participants then explained how they solved the 
factoring problem and were either permitted to move their 
hands or required to keep them still while speaking. Finally, 
participants recalled the set of letters. Results showed that 
when the participants gestured during their explanation, they 
subsequently recalled the letters more accurately compared to 
explanations where they did not gesture. Goldin-Meadow et al. 
(2001) explained that gesturing reduced working memory load 
during explanations, resulting in a greater allocation of cognitive 
resources to the maintenance of letters in working memory 
for the secondary task. Further research has demonstrated that 
co-speech gestures manage working memory load more effectively 
than meaningless hand-waving (Cook et al., 2012), in visuospatial 
working memory tasks (Wagner et al., 2004), and when gestures 
refer to problems that are not in the present environment 
(Ping and Goldin-Meadow, 2010). Additionally, the production 
of co-speech gestures during explanations appears to be especially 
effective at reducing working memory load for individuals with 
low working memory capacity (Marstaller and Burianová, 2013).

There are several theoretical explanations for how gesture 
reduces working memory load. Producing gestures may help 
speakers to simulate visuospatial and motoric representations 
more easily, thereby freeing up additional resources that would 
have otherwise been necessary for creating simulations (Hostetter 
and Alibali, 2008; Ping and Goldin-Meadow, 2010; Risko and 
Gilbert, 2016). Alternatively, the production of gesture may 
provide speakers with externalized frameworks for problem 
solving and assist in reducing load by chunking mental work 
into manageable units (Kita, 2000). Gesturing may also help 
a speaker shift load from verbal working memory to other, 
visuospatial, or motoric representations (Paas and Sweller, 2012).

While these studies suggest that gesture alleviates working 
memory load during speech, much of the dual-task research 
on gesture and working memory load has focused on mathematical 
problem solving (Goldin-Meadow et  al., 2001; Wagner et  al., 
2004; Cook et al., 2012; Marstaller and Burianová, 2013). There 
are several reasons to question whether the relationship between 
gesture and working memory load found in mathematical 
problem solving will generalize to other types of problem solving. 
First, finding and explaining the solution to math problems is 
often a procedural process. Consider factoring problems: although 
the numbers in the polynomial vary, the steps a problem solver 
goes through to factor the polynomial are consistent across 
problems. This property of factoring problems makes them 

particularly well suited to benefit from gestures. The gestures 
produced during the explanation of a factoring problem serve 
as a repeated structural hangar for speech, saving cognitive 
resources for a secondary task. In other types of problem 
solving, gestures may be  germane to the specific contents of 
each problem. Instead of reinforcing a repeated procedure, 
gestures in other types of problem solving may illustrate unique 
relationships or surface level details that change across problems.

A second point is that different tasks may elicit different 
types of gestures, and these may interact with working memory 
in unique ways. The gestures produced by speakers while 
explaining factoring problems are primarily deictic (see Wagner 
et  al., 2004; for examples) and the working memory load 
reduction observed for the speaker may be  a result of linking 
information in speech to representations in the present 
environment (Ping and Goldin-Meadow, 2010). Although this 
point was addressed in Ping and Goldin-Meadow (2010) where 
it was found that iconic gestures produced during explanations 
of conservation problems about non-present objects can reduce 
working memory load for children, it is an open question 
whether the same holds true for adults and for other tasks 
which elicit different types of gesture. As other work has found 
that the gestures speakers produce during other types of 
reasoning tasks are associated with individual differences in 
working memory (Chu et  al., 2014), it seems important to 
investigate whether the various gesture elicitation tasks result 
in different effects of gesture production on working memory load.

Finally, the math problems used in previous research rely 
on numbers – symbols that do not necessarily have strong 
visuospatial features that could potentially mislead problem solvers. 
When explaining a math problem, gestures can index numbers 
and how they relate to each other with less of a chance to 
introduce irrelevant information into solving the problem. Previous 
research has found that for certain problem-solving tasks (analogical 
problem solving, Tower of Hanoi), gestures can interfere with 
coming to a correct solution because they introduce irrelevant 
information (Trofatter et  al., 2015; Hostetter et  al., 2016).

In the present study, we adopt the dual-task paradigm recruited 
in previous research (e.g., Goldin-Meadow et  al., 2001; Wagner 
et al., 2004; Cook et al., 2012) and investigate whether a different 
primary task, verbal analogies, influences the relationship between 
gesture and working memory load. One reason for choosing 
analogies is that simply, verbal analogies are a different type 
of task than the spatial and mathematical problem-solving tasks 
that are often used in this type of work. Gestures can represent 
analogical relationships (Cooperrider and Goldin-Meadow, 2017) 
and have the potential to encourage a variety of different iconic, 
deictic, and beat gestures. Further, there is no set procedural 
formula to solve an analogy and they require the problem 
solver to consider non-abstract information.

EXPERIMENT 1A

Experiment 1a used a dual-task paradigm to investigate the 
influence of gesture production during a primary verbal analogy 
task on a secondary memory task. Similar to previous gesture 
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and working memory work using this paradigm (e.g., 
Goldin-Meadow et al., 2001; Wagner et al., 2004; Cook et al., 2012), 
performance on the secondary memory task served as measure 
of working memory load. Better performance on the secondary 
memory task when producing gestures as opposed to being 
prohibited from gesture during the verbal analogy task would 
indicate that gestures assist in alleviating working memory 
load. Alternatively, improved performance on the secondary 
memory task while being prohibited from gesturing during 
the verbal analogy task would indicate that producing gestures 
does not assist in reducing working memory load for the 
analogy task.

Method
Participants
Forty-four undergraduates from the University of California, 
Santa Cruz (UCSC) participated for partial course credit. 
Participants were recruited from psychology courses at UCSC 
through the Sona Systems subject pool and were required to 
be  native speakers of English to be  eligible for the study. Four 
participants were removed from the analysis because they did 
not write down responses to the task or did not complete the 
experiment. The study was reviewed and approved by the UCSC 
IRB. The participants provided their written informed consent 
to participate in this study.

Design
The experiment used a within-subjects design with gesture 
instruction as the independent variable (gesture encouraged 
vs. gesture prohibited) and performance on the secondary 
memory task as the dependent variable.

Materials
Forty verbal analogies were selected for use in the study. All 
analogies followed the form, “A is to B as C is to …” such 
as “Hat is to head as roof is to …” Analogies were written 
such that they relied on many different types of relationships 
between analogous items such as color, shape, movement, and 
spatial relationships. Analogies were chosen after a pilot phase 
where 20 participants answered 50 analogies and were scored 
for accuracy. The most challenging 10 analogies were removed 
and the remaining 40 were solved by participants with an 
accuracy of 65% (SD  =  22%). These 40 analogies were divided 
into two lists of 20. A list of all analogies used in the experiment 
is available in the Supplementary Material.

Procedure
Participants were presented with the experiment on Psyscope 
– a graphical user interface (GUI) program used to develop 
psychology experiments (Cohen, 1993). Before beginning the 
experiment, participants were provided with both verbal and 
written instructions that indicated they would be  completing 
a verbal analogy and memory task. Participants were shown 
an example analogy with its solution and completed one example 
trial of the experiment. Participants were also informed that 
they would receive instructions on how to position their hands 
during different phases in the experiment.

After receiving the instructions, participants were presented 
with the first of two counterbalanced blocks. In each block, 
participants were presented with an analogy and were given 
unlimited time to solve it. Once participants solved the analogy, 
they pressed a button and were presented with a list of six 
pseudorandom numbers for the memory task. After viewing 
the numbers for 5  s, the original analogy returned to the screen 
and participants explained how they arrived at their answer. 
After finishing their explanation, participants were asked to recall 
the six numbers by writing them on a worksheet. The participants 
completed this process for 20 analogies in each of the two blocks.

Before each block participants were given instructions on 
how to position their hands. In previous research, multiple 
instructions have been used to encourage and discourage gesture 
use such as, permitting and not permitting movement 
(Goldin-Meadow et  al., 2001) or directly asking participants 
to gesture (Cook et  al., 2012) without a change in results. 
We chose to explicitly instruct participants to gesture to increase 
the likelihood of gesture production in the gesture encouraged 
condition. For the gesture prohibited instructions, participants 
were instructed to keep their hands flat and still on the table 
in front of them. If the experimenter noticed a participant 
not following the gesture instructions, they gently reminded 
the participants to keep their hands still or gesture as needed. 
Instructions and blocks were counterbalanced such that the 
order and pairing of gesture instruction and analogy list occurred 
in all possible combinations across participants. Participants 
completed the entirety of the experiment in under an hour.

Results and Discussion
A paired-samples t-test was conducted to compare performance 
on the secondary memory task in the gesture encouraged and 
gesture prohibited conditions. Results showed that participants 
remembered more digits when being prohibited from gesturing 
(M = 0.42, SE = 0.3) than being encouraged to gesture (M = 0.39, 
SE  =  0.03), t(39)  =  2.15, p  =  0.04, d  =  0.34. These results 
demonstrate a reversal in previous findings (e.g., Goldin-Meadow 
et al., 2001; Wagner et al., 2004; Cook et al., 2012) – producing 
gestures resulted in worse performance on the secondary 
memory task than being prohibited from gesturing. This indicates 
that gestures produced while explaining verbal analogies may 
not free up resources in working memory.

We conducted several follow-up analyses to assess the 
influence of order of gesture instructions and item effects. 
First, we  evaluated whether the order of the two instruction 
conditions (gesture encouraged and gesture prohibited) influenced 
recall. A repeated measures ANOVA with gesture instruction 
as a within-subjects factor and order of conditions as a between-
subjects factor revealed a main effect of gesture instruction 
[F(1,38)  =  4.93, p  =  0.03, η2  =  0.12], but no main effect of 
order [F(1,38)  =  0.51, p  =  0.48, η2  =  0.01] or interaction 
between order and gesture instruction [F(1,38) = 2.36, p = 0.13, 
η2 = 0.06]. This indicates that irrespective the order of instructions, 
being instructed to gesture resulted in lower performance on 
digit recall compared to instructions to not gesture.

A univariate general linear model (GLM) analysis was 
conducted to examine whether the influence of gesture instruction 
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on recall persists when controlling for variability from the analogy 
items and differences across participants. The model included 
gesture instruction as a fixed factor, and analogy item (nested 
within gesture instruction) and participant as random factors. 
The GLM analysis revealed significant main effects of gesture 
instruction (F  =  5.09, p  =  0.027) and participant (F  =  10.01, 
p  <  0.01), but not analogy (F  =  1.28, p  =  0.054). A summary 
of the analysis is available in Table  1. These results show that 
participants performed better on the memory task when prohibited 
from gesturing rather than being encouraged to gesture, even 
when controlling for item and participant variability.

Perhaps some analogies in this study were better suited to 
gesturing than others, and that gesture only reduces working 
memory load for concepts that are readily gestured about. 
Although people produce gestures while speaking about all 
kinds of information, previous research has shown that gestures 
are produced more frequently and consistently for speech that 
has content related to visuospatial information (Krauss, 1998; 
Alibali et al., 2001). Theories, such as the gesture as simulated 
action framework (Hostetter and Alibali, 2008, 2019), further 
argue that gestures are produced in part as result of visuospatial 
simulations. It is possible then that only analogies that depict 
visuospatial relationships would show a benefit of gesturing 
during explanations for working memory. To examine this 
possibility, we divided the analogies into two categories: analogies 
which focused on spatial relationships and shapes (e.g., belt 
is to waist as equator is to? and kite is to diamond as egg 
is to?) and analogies unrelated to special relationships such 
as those about color (e.g., apple is to banana as red is to?) 
and conducted a repeated measures ANOVA with gesture 
instructions (gesture encouraged and gesture prohibited) and 
analogy type (spatial and other) as within-subjects variables. 
The analysis revealed a significant main effect of gesture 
instruction [F(1, 38)  =  5.14, p  =  0.029, η2  =  0.12], but no 
main effect of analogy type [F(1, 38)  =  0.003, p  =  0.95, 
η2 < 0.00] or interaction between gesture instruction and analogy 
type [F(1, 38)  =  2.29, p  =  0.014, η2  =  0.06]. These results 
indicated that irrespective of the type of analogy, participants 
performed better on the secondary memory task when being 
prohibited from gesture rather than being encouraged to gesture.

EXPERIMENT 1B

Experiment 1a showed that unlike previous research where 
gesture production has been shown to help manage working 
memory load (e.g., Goldin-Meadow et al., 2001), being instructed 

to gesture during the explanation of verbal analogies did not 
help reduce working memory load and instead led to worse 
performance when compared to being prohibited from gesturing. 
Given this surprising finding, Experiment 1b was conducted 
to replicate the main finding of Experiment 1a. Additionally, 
Experiment 1b employed a few small changes to eliminate 
potential participant fatigue, distraction, and more closely align 
with the methods used in previous research.

Method
Participants
Twenty-one undergraduates from UCSC participated for partial 
course credit. Participants were recruited from psychology 
courses at UCSC through the Sona Systems subject pool and 
were required to be  native speakers of English to be  eligible 
for the study. The study was reviewed and approved by the 
UCSC and participants provided their written informed consent 
to participate in this study.

Materials
Materials consisted of a subset of analogies from Experiment 1a. 
A full list is available in the Supplementary Material.

Procedure
The procedure was the same as Experiment 1a with few minor 
changes. Participants were fewer verbal analogies (15  in each 
condition) to eliminate potential effects of fatigue. Additionally, 
the secondary memory task was changed to pseudorandom 
consonants (e.g., v, r, k, p, q, and d) instead of numbers to 
match the task used by Goldin-Meadow et  al. (2001). Finally, 
participants entered their responses to the secondary task with 
the keyboard instead of on paper to reduce potential costs of 
switching between using the computer and paper.

Results and Discussion
Experiment 1b showed the same pattern of results as Experiment 1a, 
with participants recalling more consonants when instructed 
to prohibit gesture (M  =  0.38, SE  =  0.4) rather than produce 
gestures (M = 0.33, SE = 0.04), t(20) = 2.16, p = 0.04, d = 0.47. 
A repeated measures ANOVA with instruction order as a 
between-subjects factor found a main effect of gesture instruction 
[F(1,19)  =  4.52, p  =  0.047, η2  =  0.192] but no effect of order 
[F(1,19) = 0.49, p = 0.49, η2 = 0.03] and no interaction between 
order and instruction [F(1,19)  =  1.40, p  =  0.25, η2  =  0.07]. 
A summary of the results of both experiments can be  seen 
in Table  2.

TABLE 2 | Mean proportion recalled for Experiments 1a and 1b.

Gesture instruction

Experiments Gesture encouraged Gesture prohibited

Experiment 1a 0.39 (0.03) 0.42 (0.03)
Experiment 1b 0.33 (0.04) 0.38 (0.04)

Standard error in parentheses.

TABLE 1 | Univariate general linear model (GLM) analysis between gesture 
instruction, analogy, and participant on recall.

df F p

Gesture instruction 1 5.09 0.027
Participant 38 10.01 <0.01
Analogy 77 1.28 0.054

The model considered gesture instruction as a fixed factor and participant and analogy 
as random factors.

18

https://www.frontiersin.org/journals/psychology
www.frontiersin.org
https://www.frontiersin.org/journals/psychology#articles


Overoye and Wilson Does Gesture Lighten the Load?

Frontiers in Psychology | www.frontiersin.org 5 September 2020 | Volume 11 | Article 571109

GENERAL DISCUSSION

Gesturing during explanations has previously been shown to 
alleviate working memory load (Goldin-Meadow et  al., 2001; 
Wagner et  al., 2004; Cook et  al., 2012). These studies have 
used dual-task paradigms to show that when individuals gesture 
during an explanation task their performance on a secondary 
memory task is enhanced compared to explaining without 
using gestures. These findings demonstrate that a speaker’s 
own gestures can influence their working memory and allow 
speakers to allocate cognitive resources that would have otherwise 
been used in an explanation to a secondary task.

The aim of the present research was to build on the 
previous research of Goldin-Meadow et  al. (2001), Wagner 
et al. (2004), Cook et al. (2012), and others to explore whether 
gesture during a novel verbal analogy task would have similar 
effects on working memory load. Unlike previous research, 
our studies showed that gesturing during the explanation of 
verbal analogies did not lighten working memory load. Instead, 
being instructed to gesture led to worse performance on a 
secondary memory task when compared to being prohibited 
from gesturing. These results suggested that although producing 
gestures may help manage working memory load in some 
contexts, it may create additional load in working memory 
in other contexts.

There are several possible explanations for why gesture did 
not reduce working memory load during the explanation of 
analogies. For one, explaining and gesturing about verbal 
analogies may have led participants to use cognitive resources 
to build visuospatial representations of the content of the 
analogies. According to the gesture as simulated action framework 
(Hostetter and Alibali, 2008, 2019), gestures emerge from 
embodied visuospatial and motor representations used in 
speaking and thinking. For an example, consider solving the 
analogy, “belt is to waist, as equator is to …” In the explanation, 
a participant could explain that belts go around the waist, as 
an equator goes around the globe and produce a gesture of 
one hand circling around another or around the participant’s 
body. The “going around” gesture is an emergent action of 
the motor representation of the visuospatial concept “going 
around” that is needed to solve the analogy problem. Creating 
and maintaining this representation in mind in service of 
producing a gesture could add more load than being prohibited 
from gesture and not needing to construct such vivid 
visuospatial representations.

Another possibility is that the different ways participants 
recruit gestures in their explanations could have varying 
effects on working memory. In explaining an analogy,  
gestures could be  used to highlight different relationships 
that are key for solving the analogy that differ across  
problems, index words on the screen, or provide rhythm to 
the explanatory speech. These usages of gesture may 
inconsistently interact with working memory load with some 
gestures being more effective than others and freeing up 
cognitive resources. While we  do not have video data to 
explore these possibilities in the present study, investigating 
the association between the gesture strategy used by participants 

and extent of working memory load could help clarify these 
relationships in future research.

The difficulty and unfamiliarity of analogies may have also 
influenced the results of our studies. Verbal analogies are 
not typically taught in schooling and participants may have 
had little experience solving and providing explanations for 
analogies. Our analogies were more challenging for participants 
than factoring problems used in previous research and 
participants did not have a means to “check their answers” 
to see if they reached the correct solution. The potential 
difficulty and unfamiliarity with the task could have created 
additional load for participants and influenced results. However, 
since the analogies and gesture instruction condition were 
counterbalanced across participants in present study, we believe 
that factors such as difficulty alone cannot explain the observed 
difference between the gesture encouraged and gesture 
prohibited conditions.

There are several limitations to consider when interpreting 
the results of this research. First, our manipulation consisted 
of instructing participants to produce or prohibit gestures. 
Although this gave us a clear comparison between two 
conditions, it also removed the possibility of determining a 
baseline rate of gesture for each of our participants. It is 
possible that individuals who gesture more in their day-to-day 
lives may differentially benefit from gesture use than individuals 
who gesture infrequently. Encouraging our participants to 
gesture may have also been more distracting from the secondary 
memory task than prohibiting them from gesturing. Differences 
in recall could have been due to the added difficulty of 
remembering to produce gestures which may have been 
greater than the difficulty of inhibiting gesture. Additionally, 
the absence of video data limits our ability to compare our 
results with previous studies and analyze how specific gestures 
and the consistency of the gestures produced may have 
influenced offloading. Follow-up research could elaborate on 
the verbal analogies themselves by developing analogies that 
have been evaluated for reliability and investigating how 
gesture use influences the accuracy of solving the analogies 
and memory for the solutions. Future research can also 
examine the background of participants and consider whether 
age or other demographic factors influence the results.

These findings highlight the need for a nuanced approach 
to studying the relationship between gesture and other cognitive 
processes. While the gestures produced in the explanation of 
mathematical and other types of problems may save cognitive 
resources, those produced during the explanation of analogies 
may have the opposite effect. Similarly, although gesture can 
aid in problem solving in some domains (such as mental 
rotation), it can bias a problem solver and lead to less efficient 
or incorrect problem solving in other scenarios (Alibali et  al., 
2011; Göksun et  al., 2013; Hostetter et  al., 2016). Both the 
gestures and the context in which they are produced may 
influence the extent to which gesture is beneficial to a speaker.

The results of this initial work on verbal analogies and 
gesture indicates that the content gestures refer to may matter 
in its relationship to working memory load. Gestures may not 
interact with all spoken content equally, but instead may adapt 

19

https://www.frontiersin.org/journals/psychology
www.frontiersin.org
https://www.frontiersin.org/journals/psychology#articles


Overoye and Wilson Does Gesture Lighten the Load?

Frontiers in Psychology | www.frontiersin.org 6 September 2020 | Volume 11 | Article 571109

to the constraints of a situation. This work adds to a growing 
literature that demonstrates context, individual differences, and 
type of gesture influence how gesture production interacts 
with cognition.
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Traditionally, much of the attention on the communicative effects of non-native
accent has focused on the accent itself rather than how it functions within a more
natural context. The present study explores how the bodily context of co-speech
emblematic gestures affects perceptual and social evaluation of non-native accent. In
two experiments in two different languages, Mandarin and Japanese, we filmed learners
performing a short utterance in three different within-subjects conditions: speech
alone, culturally familiar gesture, and culturally unfamiliar gesture. Native Mandarin
participants watched videos of foreign-accented Mandarin speakers (Experiment 1), and
native Japanese participants watched videos of foreign-accented Japanese speakers
(Experiment 2). Following each video, native language participants were asked a set
of questions targeting speech perception and social impressions of the learners.
Results from both experiments demonstrate that familiar—and occasionally unfamiliar—
emblems facilitated speech perception and enhanced social evaluations compared to
the speech alone baseline. The variability in our findings suggests that gesture may serve
varied functions in the perception and evaluation of non-native accent.

Keywords: speech processing, non-native accent, hand gesture, multimodal, second language, cross-cultural
communication

INTRODUCTION

More than half of the world’s population is bilingual, a pattern that has only accelerated since the
turn of the millennium (Grosjean, 2010). Studies focused on the treatment and perception of non-
native accented speech have shown that it is consistently discriminated against, negatively affecting
measures related to likeability, sociability, and intelligence (Bradac, 1990; Lindemann, 2003). In
an effort to understand accented speech within a natural communicative context, the present
study explores how non-native accents are perceived and evaluated in the presence of co-speech
emblematic gestures. Building on research demonstrating that gesture’s semantic relationship with
speech can powerfully affect language processing, comprehension and learning (Church et al.,
2017), the present study asks how a gesture’s cultural relationship to speech influences cross-cultural
perceptions and impressions of accented speech and speakers.
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The Stigma of Accent
Many people learn their non-native language later in life—
through formal education or pressures from commerce—so it
is commonplace to speak a second language with a non-native
accent (Johnson and Newport, 1989; Cheng, 1999). In general,
a non-native accent, a term interchangeable with foreign accent,
has been defined as “speech that systematically diverges from
native speech due to interference from the phonological and
acoustic-phonetic characteristics of a talker’s native language”
(Atagi and Bent, 2017).

Unfortunately, non-native accents often carry a social stigma
(Gluszek and Dovidio, 2010). Because accents are one of the
most immediate, powerful and fixed cues to one’s cultural identity
(Giles, 1977), they can reinforce and maintain stereotypes and
prejudices between groups of people (Kinzler et al., 2007). In
addition, they can be used as salient markers of socio-economic
class and educational levels, which can lead native speakers to
have a sense of superiority or inferiority compared to non-native
accented speakers (Lippi-Green, 2012). Lippi-Green points out
that this social hierarchy is so powerful that even the medical
community treats the elimination of accents as an explicit goal
in certain practices of speech therapy. Because native speakers
and non-native speakers interact with one another more than
ever (Cheng, 1999; Pickering, 2006), this leads to important
questions about how this stigma plays out in social interactions
and judgments within cross-cultural contexts.

Research investigating the perceptions and impressions of
non-native accented speech has repeatedly shown that it is
perceived less favorably than native accented speech on measures
of believability (Lev-Ari and Keysar, 2010) and social preference
(Kinzler et al., 2009, 2011; DeJesus et al., 2017). For example,
Lev-Ari and Keysar (2010) found that people judged statements
delivered by non-native accented speakers as less believable than
when delivered by native accented speakers. In another study,
social preference was measured by asking 5-year-old children to
evaluate the likelihood of becoming friends with other children
(Kinzler et al., 2009). The study found that, while American
children chose the pictures of children with the same race when
they were presented silently, they chose the pictures of children
with the different race over those with the same race when the
latter was speaking in French-accented English. Moreover, in a
study that controlled for comprehensibility of non-native accents
by using nonsense speech, researchers found that preschool-aged
children sought and endorsed information from native accented
speakers over non-native accented speakers (Kinzler et al., 2011).
Because they used nonsense speech, this study revealed that
comprehensibility was not a factor in the children’s choices;
rather, the preference was driven solely by the sound of the
speech itself. Together, these studies show that speaking with a
non-native accent comes at a significant social cost.

Hand Gestures and Native Language (L1)
Research has largely focused on how native and non-native
accents interact with other cues to identity, like the race of the
speaker (e.g., Rubin, 1992; Kinzler et al., 2011; DeJesus et al.,
2017; Hansen et al., 2017). However, there is room for more

research in the fluid aspects of communication that accompany
accented speech, such as bodies, hands, and facial expressions
that are a ubiquitous context when people speak (Kendon, 2004).
For example, co-speech hand gesture—the natural movements
of the hands and arms to co-construct meaning—is an essential
component of everyday communication, so much so that some
have theorized it should be treated as an integral part of language
itself (McNeill, 1985, 1992, 2006). This fusion between speech and
gesture justifies the importance of researching the two together
when investigating all aspects of speech communication.

The integrated relationship between speech and gesture in
language production has led many researchers to study how
these two parts of the system work together during language
comprehension (for reviews, see Hostetter, 2011; Kelly, 2017).
Specifically testing McNeill’s theory, Kelly et al. (2010) advanced
the integrated systems hypothesis to show that that the semantic
relationship between speech and gesture affect the accuracy
and speed of language comprehension. Moreover, this semantic
contribution appears to be bi-directional—gesture not only
clarifies the meaning of speech, but speech itself clarifies the
meaning of gesture. This tight relationship between speech and
gesture has been further bolstered by research showing that
speech and gesture are semantically integrated in traditional
language networks in the brain (Willems et al., 2007; Wu
and Coulson, 2007; Dick et al., 2009; Green et al., 2009;
Holle et al., 2010).

Beyond semantics, co-speech gesture also serves a lower-
level perceptual function as well. Indeed, researchers have
shown that hand movements play a role in motor and
acoustic processes, such as vocal production (Pouw et al., 2020)
and prosodic accentuation (Krahmer and Swerts, 2007). For
example, Krahmer and Swerts (2007) found that producing
beat gestures with speech not only enhances acoustic properties
of speech production, but they also help listeners perceive
words to be more acoustically prominent in sentences, even
when only the audio is presented. Moreover, when viewing
beats, these gestures serve to enhance how viewers perceive
prosodic stress in speech. On the neural level, this perceptual
focusing function of gesture is evident in neuroimaging research
showing that there tight coupling of gesture and speech during
early stages of speech processing (Dick et al., 2009; Hubbard
et al., 2009; Biau and Soto-Faraco, 2013; Wang and Chu,
2013; Skipper, 2014). In one early study, Hubbard et al. (2009)
investigated the relationship between gesture and speech in the
auditory cortex and found that compared to “speech with a
still body” and “speech with nonsense hand gesture,” speech
accompanied by a congruent gesture elicited greater activation
of auditory areas in the brain, such as the left hemisphere
primary auditory cortex and the planum temporale (see also
Dick et al., 2009).

This tight connection between viewing the hands and
perceiving speech make gestures a useful tool in “speechreading,”
the ability to use visual cues of speakers to clarify what they
are saying. In a pioneering (and under-cited) study, Popelka
and Berger (1971) investigated how phrases presented in varying
gesture conditions—ranging from no gesture to semantically
congruent and incongruent iconic and deictic gestures—affected
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accurate perception of spoken sentences. They found that
sentences presented with congruent gestures produced higher
accuracy for hearing a spoken sentence than did sentences
presented with no gestures, and both produced better accuracy
than sentences accompanied by incongruent gestures. More
recently, Drijvers and Özyürek (2017) discovered that when the
auditory information is degraded, listeners particularly benefit
from iconic gestures during speech comprehension (for similar
evidence with people who are hard of hearing, Obermeier et al.,
2011, or with “cued speech” representing the individual sounds
of words with hands, LaSasso et al., 2003). However, when
auditory information is too degraded, the “additive effect” from
hand gestures is lost. So, it appears that not only do co-speech
gestures help with understanding the meaning of an utterance,
they also facilitate lower levels perceptual identification of the
speech stream itself.

Hand Gestures and Second Language
(L2)
Hand gestures are just as much part of using an L2 as they
are using an L1 (Neu, 1990; Gullberg, 2006; McCafferty and
Stam, 2009). Indeed, Gullberg argues that, given the integrated
relationship between speech and co-speech gestures, the latter
should be viewed as a fundamental part of the L2 elements
that learners must master when acquiring an L2. Just as there
are proper ways to phonetically articulate L2 syllables and
syntactically organize L2 sentences, there seem to be fitting ways
to move the hands when speaking a different language (Kita,
2009; Özyürek, 2017). This appropriate use of gesture applies to
more than just the nuts and bolts of L2 phonetics, vocabulary
and grammar—it also has pragmatic and cultural functions.
In Gullberg’s own words, “[t]he command of the gestural
repertoire of a language is important to the individual learners’
communicative efficiency and ‘cultural fluency’ (Poyatos, 1983)—
perhaps less in terms of misunderstandings (Schneller, 1988) than
in terms of the general integration in the target culture” (Gullberg,
2006, p. 116).

Many of the experiments on this topic have focused on how
L2 learners attend to information conveyed through the hands
when perceiving novel speech sounds (Hannah et al., 2017; Kelly,
2017; Kushch et al., 2018; Baills et al., 2019; Hoetjes et al.,
2019) and comprehending new vocabulary (Allen, 1995; Sueyoshi
and Hardison, 2005; Sime, 2006; Kelly et al., 2009; Morett,
2014; Morett and Chang, 2015; Baills et al., 2019; Huang et al.,
2019). For example, Kelly et al. (2009) investigated how semantic
congruence of gesture and speech affected the learning of L2
Japanese vocabulary in native English speakers. Results from a
free recall and recognition test showed that compared to speech
alone, congruent gestures enhanced memory and incongruent
gesture disrupted it (and see Hannah et al., 2017, for a similar
effect in L2 phonetic processing). Based on research in this vein,
Macedonia (2014) makes a strong case for why hand gestures
should be a bigger part of the L2 classroom and language
education more generally.

But what about the other side of the coin? How do gestures
produced by L2 speakers themselves affect native speaker’s

perceptions and impressions of those L2 speakers? There are a
few notable studies that have addressed this question (Neu, 1990;
Gullberg, 1998; Jungheim, 2001; Gregersen, 2005; McCafferty
and Stam, 2009). For example, Gullberg (1998) observed that
the more L2 learners produced co-speech gestures—particularly,
iconic gestures—the more native speakers judged them to be
generally proficient in the L2. This fits well with L1 research
showing that co-speech gestures positively influence social
evaluations of native speakers (Maricchiolo et al., 2009). And
there is even some recent evidence that training L2 speakers to
use co-speech gesture not only enhances impressions of those
speakers, but also how those speakers actually produce L2 speech
(Gluhareva and Prieto, 2017; Zheng et al., 2018; Hoetjes et al.,
2019). For example, Gluhareva and Prieto showed that when
native Catalan speakers were given training on how to pronounce
English words with beat gestures, their L2 speech was judged by
native English speakers to have improved significantly compared
to when there was no training with beat gestures. Note that native
speakers’ judgments were on L2 speech alone, where they did not
see learners’ gestures. Thus, it remains to be seen if viewing L2
gestures affects how native speakers process lower level auditory
aspects of L2 speech, such as, correctly hearing what was said or
explicitly evaluating the non-native accent itself. In other words,
it is possible that seeing L2 gestures not only helps to boost native
speakers’ social impressions of an L2 learner, it may also help
them make better sense out of what they are hearing.

The Present Study
The present study explores this issue by focusing on
a type of gesture that plays a powerful role in cross-
cultural communication: emblematic gestures. Emblems are
conventionalized movements of the hands, head and body that
are understood by most members of one culture (or subculture),
but not necessarily another (Efron, 1941; Ekman, 1972; Kendon,
1997; Kita, 2009; Matsumoto and Hwang, 2013). For example, in
Japan, the emblem for, ‘It’s spicy,” is to hold the bridge of the nose
with the thumb and index finger. Without culinary knowledge
that wasabi causes a (strangely satisfying) burning sensation in
the sinuses, this gesture would be quite baffling.

Emblems are interesting in an L2 context for a number of
reasons. For one, they can be used simultaneously with L2
speech to create multimodal signals, and this allows L2 speakers
to display additional knowledge about the L2 culture (Neu,
1990; Jungheim, 2001; Gullberg, 2006; Matsumoto and Hwang,
2013). Second, even though emblems are similar to words in
that both have highly conventionalized forms, most emblems
are less arbitrary than spoken words and exhibit an element of
iconicity that more directly maps onto their cultural meaning
(as with the “spicy” example) (McNeill, 1992; Poggi, 2008).1 This
gives L2 speakers an additional opportunity to convey meaning
(similar to co-speech iconic gestures), which is particularly
useful if their pronunciation is below the native level. And

1Of course, not all emblems have clear iconic meanings (e.g., the thumbs up gesture
and OK sign mean different things across different cultures). Moreover, in other
cases, the original iconic meanings become more obscure over time (e.g., it is
believed that crossing the fingers for good luck is a vestigial iconic reference to
the Christian cross) (Matsumoto and Hwang, 2013).
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third, compared to the phonological challenges of L2 speech,
emblems are relatively simple and easy to learn, making these
visual conventions very handy in cross-cultural communication
(Matsumoto and Hwang, 2013).

Emblems have not received much attention in the study
of L1 speech comprehension, likely because they often occur
independently of speech (Goldin-Meadow, 1999). However, in
an L2 context, speakers can intentionally use culture-specific
emblems along with speech to supplement the meaning of their
utterances, in addition to demonstrating their sensitivity and
knowledge of the L2 culture. Because viewing co-speech emblems
helps L2 speakers comprehend L2 utterances (Allen, 1995), it is
likely that they also help L1 speakers understand the non-native
speech of L2 learners.

Building on this previous work, we ask the following question:
From the perspective of native speakers, how does the cultural
familiarity of L2 emblems affect phonetic perception of non-
native accented speech specifically, in addition to the more
general social evaluation of non-native speakers? This work
extends the literature in three ways. First, previous studies on the
perceptual processing and social stigma of accent (e.g., Gluszek
and Dovidio, 2010; Lev-Ari and Keysar, 2010; Lippi-Green, 2012)
have largely excluded its natural multimodal communicative
context. If appropriately using hand gestures is an integral part
of learning a complete L2 repertoire, as Gullberg (2006) argues,
it makes sense to expand the focus and study non-native accents
in their fully embodied form. Second, because many emblematic
gestures are based on distinct and learned conventions—which
often vary by culture—it is possible to explore the consequences
of L2 speakers producing culturally right or wrong emblems.
Just as a gesture’s iconic meaning matters for L2 vocabulary
learning (Kelly et al., 2009), it is possible a gesture’s cultural
meaning matters for perceptions and evaluations of L2 speech.
Third, although previous research has shown that producing co-
speech gestures in an L2 can make a general positive impression
on native speakers—for example, Gullberg (1998) showing that
gestures make L2 speakers appear more proficient—no study
to our knowledge has more specifically broken down how L2
hand gestures influence the processing of non-native accents per
se separately from the influence of gesture on evaluations of
learners themselves.

In two experiments in two different languages, Mandarin
and Japanese, we investigate how different gesture-speech
relationships affect the evaluation of foreign language accent and
learner from the perspective of native speakers. Specifically, we
created gesture-speech pairs in which emblems that accompanied
L2 speech were either culturally familiar or unfamiliar to
native Mandarin or Japanese speakers. For both experiments,
L2 learners were filmed performing a short utterance in three
different conditions: culturally familiar gesture (common in
China or Japan), culturally unfamiliar gesture (uncommon in
China or Japan), and speech alone. In a within-subjects design,
native Mandarin speakers watched videos (across all conditions)
of L2 Mandarin learners, and native Japanese participants
watched videos of L2 Japanese learners. Following each video,
participants were asked a set of questions targeting speech
perception and social impressions of the L2 learners.

We made two predictions about how L2 learners’
gesture would affect L1 listeners’ perception of speech and
social impressions.

(1) We predicted that, relative to speech alone, culturally
familiar gestures would improve accuracy and foreign accent
ratings of L2 speech, and would positively affect social
impressions of the accented speaker.

(2) In contrast, culturally unfamiliar gestures, relative to
speech alone, would decrease accuracy and foreign accent ratings
of L2 speech, and would negatively affect social impressions of the
accented speaker.

These predictions were based on the following two lines of
research as summarized in the introduction: one line of research
showing that the relationship of gestures to speech matters
for phonetic and semantic comprehension in L1 (Popelka and
Berger, 1971; McNeill et al., 1994; Kelly et al., 2010) and L2 (Kelly
et al., 2009; Hannah et al., 2017), and another line of research
showing that the presence of meaningful gestures helps manage
social impressions of L1 (Maricchiolo et al., 2009) and L2 speakers
(Gullberg, 1998; Gregersen, 2005; McCafferty and Stam, 2009).

EXPERIMENT 1: MANDARIN

Methods
Participants
Thirty-six undergraduates (13 males and 23 females) from a
small liberal arts university on the East Coast participated in
Experiment 1. All participants were international students from
different regions of mainland China. They were all judged by
one of the authors from Beijing to be native Mandarin Chinese
speakers. All of them learned English in school in China,
and none grew up speaking it at home. None of their first
exposure to English in the U.S. is earlier than age 15, but they
scored 100 or higher in Test of English as a Foreign Language
(TOEFL) at the time of admission to college. Participants
received either academic credit in psychology or $5 in cash for
their participation.

Materials
L2 learner stimuli
For the L2 learner video stimuli, we recruited twenty-one
(14 males and 7 females) “learners” of Mandarin, who were
students attending a small liberal arts university on the U.S. East
Coast. None of the learners were native Mandarin speakers, and
included a range of speaking Mandarin for the first time to those
in intermediate and advanced level courses. The range of L2
Mandarin competency was intended to reflect varying levels of
the Mandarin accent. Additionally, stimulus learners represented
a wide range of racial, ethnic and gender diversity.

Video clips
The stimuli in the experiment consisted of twenty-one 2–4 s
videos of Mandarin phrases that are common in everyday
speech (see Appendix 1 Supplementary Materials). Each phrase
was produced by a different learner in three conditions: (a)
Speech + Culturally Familiar Gesture, (b) Speech + Culturally
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Unfamiliar Gesture, and (c) Speech Alone. The “culturally
familiar” gesture was defined as emblems that were familiar
and commonly understood within Northern Mainland China.
For example, consider the Mandarin utterance, “ duì
buqı̆,” which means “Sorry.” The culturally familiar emblem
that goes with that speech is both palms meeting below the
chin of the speaker, as in the left panel of Figure 1. A list of
culturally familiar gestures was created with the help of native
Mandarin speakers and Gestpedia2, a website that documents
gestures from various locations and cultures. To generate
“culturally unfamiliar” gestures, we also consulted Gestpedia
to find emblems for our various phrases that were associated
with various different cultures. Some of these were taken from
American culture, but some other cultures include Japanese,
Nigerian, Vietnamese, and Egyptian. For example, a culturally
unfamiliar gesture to native Mandarin speakers was a palm
touching the chest, as in the middle panel of Figure 1. After
an extensive list was compiled, the gestures were screened
by three separate native Mandarin speakers to assure cultural
familiarity.

During the recording phase, one of the authors, whose
L1 is Mandarin Chinese, was present to ensure that learners’
pronunciation of their assigned phrases were correct enough as
to not to accidentally say a different word or phrase. Each learner
said only one phrase but repeated it in the three conditions—
familiar gesture, unfamiliar gesture, and speech alone—and all
were videotaped. The stimulus clips were edited in Final Cut
Pro and background noise in the audio clips was reduced with
Audacity. In addition, the video clips were edited to have the
same speech across all three conditions. To do this, the audio
from the speech alone condition was dubbed onto all the other
two versions of a given video to equate the speech across
all conditions. This was important because it is known that
producing hand gestures affects vocal production (Krahmer and
Swerts, 2007; Pouw et al., 2020). Equally important was the
naturalness of the audio and visual coupling. For this, we tested
three people who were naïve to this experiment, and found that
the stimuli all looked natural, and none of them noticed the
dubbing. In summary, we created a total of 63 video clips (21
speakers× 3 conditions).

2https://www.gestpedia.com/

To prepare for the actual presentations of these video clips,
three versions were created (see Appendix 2 Supplementary
Materials), with the intention that each native speaker
participant would take only one version of the experiment.
Version A, B, or C each included all of the 21 learners, which
meant that each version included all of the 21 utterances. But
within each version, a learner appeared only in one of the three
conditions. The condition in which the learner appeared was
counterbalanced across the three versions. This was necessary
to ensure that utterance type and gesture condition were not
confounded, which is particularly important because there was a
large range of accents across learners. In this way, we can control
for diversity of accents by having each learner serve as his or
her own control.

Evaluation of Learners’ Videos
A set of eight questions was used in the questionnaire. They were
grouped into two general categories of evaluation: (1) questions
that measured perception of speech itself (speech evaluation) and
(2) questions about social impressions of the Mandarin learners
(learner evaluation).

Speech evaluation
To measure various forms of speech perception, the following
questions were presented in Mandarin Chinese, which was the
participants’ L1: (1) Words Misheard: “What did this person
say?” (fill in the blank); (2) Accent: “How would you rate
their accent?” (1 = completely foreign to 10 = completely
native Mandarin); and (3) Tone Accuracy: “How would you
rate their tonal pronunciation?” (1 = completely incorrect to
10 = completely correct). The third question was specific to
Mandarin as a tonal language, as it is possible to mispronounce
a word in Mandarin by confusing one of the four lexical tones.
In addition, we gave participants (4) a Surprise Memory Test at
the end of the experiment, asking them to write down any of the
learner’s utterances that they could recall from the video. This was
included because past research has shown that iconic gestures
help disambiguate audio-degraded speech (Obermeier et al.,
2011; Drijvers and Özyürek, 2017), and it is possible that this
disambiguation would manifest in recall for accented speech too.

Learner evaluation
To probe for different aspects of social impression about L2
learners, the following questions were presented: (5) Confidence:

FIGURE 1 | Stimuli example from Experiment 1: Sorry ( duì bu qı̌).
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“How confident was this person?” (1 = not at all confident
to 10 = extremely confident); (6) Nervousness: “How nervous
was this person?” (1 = not at all nervous to 10 = extremely
nervous); (7) Communicative Effectiveness: “How effective would
this person be at communicating with native Mandarin Chinese
speakers?” (1 = not at all effective to 10 = extremely effective); and
(8) Length of Study Time: “How long do you think this person has
been learning and practicing Mandarin Chinese?” [sliding scale
labeled “amount of time (years)” from 0 to 20; it was converted to
months later to be consistent with Experiment 2].

Procedure
The participants arrived at the Center for Language and Brain
lab and were given a consent form. After they read the form,
we clarified any questions before they signed it. The following
script was read to participants of Experiment 1: “The purpose of
this research is to evaluate the effectiveness of people speaking
in Mandarin Chinese. You will view a series of brief videos
of students practicing Mandarin Chinese, and after each one,
take a survey to evaluate their learning efforts.” The intention
of this introduction was to prime the participants to treat the
L2 learners in the stimulus video as students, in addition to
getting participants in the mindset of providing constructive
feedback to L2 speakers.

After the basic introduction of the task, the researchers
encouraged participants not to spend more than 1 min
responding to all eight of the video’s questions. This time limit
was introduced to emulate natural face-to-face communication in
everyday life, during which listeners only have a very short time
to process and integrate various sources of information about
phonology, semantics, syntax, and pragmatics (Hanulíková et al.,
2012). Participants were then brought into individual testing
rooms, each containing of a computer, monitor and Pinyin
keyboard on a desk.

The study was presented on Qualtrics. Participants were
shown one video at a time, with each repeated twice. After that,
the video would disappear from the screen, the set of seven survey
questions appeared. The order of the questions, as described
in the previous section, was set to a random order, and all
participants answered them in this sequence: questions (5), (1),
(2), (3), (8), (7), and (6). The experiment was self-paced, so the
inter-stimulus interval length varied between participants. Each
video and set of questions required about 45 s to 1 min. After
participants finished responding to all the video stimuli, they
were given the surprise memory test (question 4). The entire
experiment lasted approximately 20–25 min.

After participants completed all of the tasks, the researcher
debriefed them on the purpose of the study and compensated
them with either course credit or $5 in cash.

Coding and Design
Aside from the rating scales, there were two measures
that required coding: Words Misheard, with the question
asking, “What did this person say,” and the Surprise Memory
Test at the end.

The Words Misheard question was coded by comparing the
participant’s typed answer to the actual speech in the video.

A correct answer received a score of 0 (no errors), and an
incorrect answer in any part of the utterance received a score
of 1. The Surprise Memory Test involved free recall, and a score
of “1” was given to phrases identical to the words presented in
the study (complete memory) and a score of “0.5” was given to
partially correct scores (partial memory), such as having the same
root word but incorrect ending. A “0” was given for items that
were entirely omitted or could not be traced back to any utterance
(incomplete memory). In this way, low values for the “misheard”
dependent variable (DV) mean better perception, whereas low
values for the “memory” DV mean worse recall.

The experiment had a one-factor analysis of variance, with
3 conditions: culturally familiar gesture, culturally unfamiliar
gesture, and speech alone.3 Because we make non-orthogonal
comparisons among our three levels of condition, we used Dunn-
Šidák multiple contrasts to correct for Type I errors.

The DVs were separated into two categories. First, the
L2 “Speech” evaluation includes measurements concerning (1)
Words Misheard, (2) Accent, (3) Tone Accuracy, and (4)
Memory Test. Second, the L2 “Learner” evaluation includes
measurements concerning (5) Confidence, (6) Nervousness, (7)
Communicative Effectiveness, and (8) Judgments of Length of
Time Studying Mandarin.

Results
Speech Evaluation
Means and standard deviations of native Mandarin speaker
responses are shown in Table 1. See the top half for the Mandarin
data (see section “Experiment 1: Mandarin results).

For the proportion of misheard speech, there was a significant
effect of gesture, F(2,70) = 5.065, p = 0.014, η2

p = 0.16. Familiar
gestures produced lower error rates than both speech alone,
tDS(3,35) = 2.757, p = 0.014, and culturally unfamiliar gestures
tDS(3,35) = 2.743, p = 0.030. No significant difference was found
between speech alone and unfamiliar gestures, tDS(3,35) = 1.03,
n.s. The left panel of Figure 2 shows the number of Mandarin
words misheard in each of the three conditions (out of a total
number of 756 answers = 21 utterances× 36 native listeners). The
figure clearly demonstrates that the familiar gesture condition
yielded the smallest number of misheard words, contrasting with
the unfamiliar gesture and speech alone conditions.

On the evaluation of accent, there was a significant effect of
gesture, F(2,70) = 5.830, p = 0.005, η2

p = 0.143. Familiar gestures
produced significantly more native-like ratings compared to
speech alone, tDS(3,35) = 3.061, p = 0.006, and also compared
to unfamiliar gestures, tDS(3,35) = 2.776, p = 0.014. However,
there was no significant difference between unfamiliar gestures
and speech alone, tDS(3,35) = 0.281, n.s. For tonal accuracy,
there was a significant effect of gesture, F(2,70) = 4.206,
p = 0.019, η2

p = 0.107. Familiar gestures influenced participants
to attribute more correct tonal pronunciation than speech alone,
tDS(3,35) = 2.791, p = 0.012. However, there were no significant

3All of the analyses presented in both experiments used subjects as the error
term. Ideally, we would have liked to also run parallel ANOVAs with item as
the error term, but because we had far fewer items than subjects, our design was
too underpowered to draw valid conclusions for item analyses. We address this
limitation in the section “General Discussion.”

Frontiers in Psychology | www.frontiersin.org 6 September 2020 | Volume 11 | Article 57441827

https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org/
https://www.frontiersin.org/journals/psychology#articles


fpsyg-11-574418 September 21, 2020 Time: 14:6 # 7

Billot-Vasquez et al. Emblem Gestures Improve

TABLE 1 | Means and standard deviations of native speaker responses in the L2 “Speech” evaluation.

Words Misheard Accent Tone Accuracy Memory Test

1 = misheard 0 = correct 10 = most native-like 10 = completely correct 100% = all words recalled

Mean SD Mean SD Mean SD Mean SD

Experiment 1: Mandarin

FAMILIAR gesture 0.04 0.09 5.62 1.19 6.60 1.12 42.4% 1.08

UNFAMILIAR gesture 0.09 0.10 5.21 1.24 6.25 1.31 44.9% 1.20

SPEECH alone 0.11 0.10 5.17 1.28 6.14 1.12 33.3% 1.10

Experiment 2: Japanese

FAMILIAR gesture 0.01 0.04 5.03 1.19 N/A N/A 17.9% 0.14

UNFAMILIAR gesture 0.02 0.05 4.83 1.31 N/A N/A 17.8% 0.13

SPEECH alone 0.06 0.07 4.67 1.30 N/A N/A 17.3% 0.12

differences between familiar gestures and unfamiliar gestures,
tDS(3,35) = 2.085, n.s., or between unfamiliar and speech alone,
tDS(3,35) = 0.670, n.s.

The surprise memory test also yielded a significant effect
of gesture, F(2,70) = 5.045, p = 0.011, η2

p = 0.126, such
that speech alone yielded worse recall than both culturally
familiar, tDS(3,35) = 2.500, p = 0.026, and unfamiliar gestures,
tDS(3,35) = 3.332, p = 0.006. However, there was no
significant difference between familiar and unfamiliar gestures,
tDS(3,35) = 0.552, n.s.

Learner Evaluation
Means and standard deviations of native speaker responses in the
L2 “Learner” evaluations were given in the upper half of Table 2
(see section “Experiment 1: Mandarin results”).

For confidence, there was a significant effect of gesture,
F(2,70) = 4.859, p = 0.011, η2

p = 0.122, with speech alone lowering
confidence ratings compared to both familiar, tDS(3,35) = 2.214,
p = 0.049, and unfamiliar gestures, tDS(3,35) = 3.049, p = 0.012.
There was no significant difference between the familiar and
unfamiliar gestures, tDS(3,35) = 0.646, n.s. For nervousness,
there was a significant effect of gesture, F(2,70) = 3.311,
p = 0.045, η2

p = 0.086. The mean rating appeared higher, i.e.,
more nervous, in speech alone than in the other conditions, as
shown in Table 2. However, none of the individual comparisons
yielded a significant difference [familiar gestures vs. speech
alone: tDS(3,35) = 2.159, n.s.; familiar vs. unfamiliar gestures:
tDS(3,35) = 0.028, n.s.; and unfamiliar vs. speech alone:
tDS(3,35) = 2.059, n.s.]. (Note that finding null results with
our planned contrasts, despite finding a significant omnibus
effect in the ANOVA, is the result of using Dunn-Šidák multiple
contrasts, which adjusted the criteria more strictly than without
an adjustment).

For communicative effectiveness, there was a significant
effect of gesture, F(2,70) = 6.644, p = 0.003, η2

p = 0.160.
Both familiar and unfamiliar gestures were judged to be more
effective than speech alone [tDS(3,35) = 3.240, p = 0.005;
tDS(3,35) = 2.619, p = 0.039, respectively]. Between familiar and
unfamiliar gesture, however, no significant difference was found,
tDS(3,35) = 1.388, n.s.

FIGURE 2 | Number of words misheard in each of the familiar-gesture,
unfamiliar-gesture, and speech-alone conditions.

For estimates of time studying the Mandarin language, there
was no significant effect of gesture, F(2,70) = 1.457, n.s.

Experiment 1 Summary
Speech evaluation
The most consistent finding in the speech evaluation measures
was that familiar gestures indicated an advantage over speech
alone in all dimensions: with fewer words misheard, higher
“native-like” accent ratings, higher tone accuracy, and more
recalled utterances in the surprised memory test (see Table 3
for a summary of Experiment 1). However, effects of unfamiliar
gestures were somewhere between the other two conditions—
in two evaluations (tone accuracy and memory test), unfamiliar
gestures did not differ from familiar gestures, but in the
other two evaluations (words misheard and accent ratings)
unfamiliar gestures showed significantly less advantage than
familiar gestures. Compared with speech alone, unfamiliar
gestures had only one advantage, producing more recalled items
in the surprised memory test than speech alone, but they did not
differ in the other evaluations. Our original prediction was that
unfamiliar gestures would have a more negative effect than speech
alone, but none of the cases showed this.

Learner evaluation
Two major patterns were found for evaluation of L2 learners.
First, we found that familiar and unfamiliar gestures both led
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TABLE 2 | Means and standard deviations of native speaker responses in the L2 “Learner” evaluation.

Confidence Nervousness Comm. Effectiveness Months Studying*

10 = extremely confident 10 = extremely nervous 10 = extremely effective 0–50 months

Mean SD Mean SD Mean SD Mean SD

Experiment 1: Mandarin

FAMILIAR gesture 6.55 1.09 3.54 1.16 6.61 1.15 30.10 1.22

UNFAMILIAR gesture 6.65 1.19 3.55 1.09 6.42 1.15 29.67 1.23

SPEECH alone 6.17 1.29 3.91 1.16 6.13 1.17 27.67 1.38

Experiment 2: Japanese

FAMILIAR gesture 7.15 1.05 2.96 1.42 6.84 1.03 15.72 6.66

UNFAMILIAR gesture 6.87 1.19 3.22 1.43 6.60 1.08 14.97 7.12

SPEECH alone 6.47 1.30 3.80 1.46 6.47 1.22 14.38 6.12

*The original data in ‘years’ for Mandarin experiment were converted to ‘months’ to match Japanese data.

to higher ratings of confidence and communicative effectiveness,
compared to speech alone. In contrast, for the evaluation of
nervousness and the estimate of time studying Mandarin, there
were no differences among the three conditions.

EXPERIMENT 2: JAPANESE

Experiment 2 attempted to build on Experiment 1 by generalizing
to a different language and culture: Japanese. Given that the
vast majority of research in psychology has focused on Western
societies and English speakers, it is important to increase diversity
in the field by expanding to different cultures and languages

TABLE 3 | Summary of significant differences between conditions: FAMILIAR
Gesture, UNFAMILIAR Gesture, and SPEECH Alone.

FAMILIAR vs.
SPEECH

FAMILIAR vs.
UNFAMILIAR

UNFAMILIAR
vs. SPEECH

(1) Speech evaluation

Exp 1:
Mandarin

Words misheard * * n.s.

Accent ** * n.s.

Tone * n.s. n.s.

Memory test * n.s. **

Exp 2:
Japanese

Words misheard *** n.s. *

Accent ** n.s. n.s.

Memory test n.s. n.s. n.s.

(2) Learner evaluation

Exp 1:
Mandarin

Confidence * n.s. *

Nervousness n.s. n.s. n.s.

Comm. Effectiveness ** n.s. *

Months studying n.s. n.s. n.s.

Exp 2:
Japanese

Confidence *** n.s. ***

Nervousness *** * ***

Comm. Effectiveness ** * n.s.

Months studying * n.s. n.s.

*p < 0.05, **p < 0.01, ***p < 0.001. In all cases, the direction of differences was
more positive evaluation (e.g., less words misheard, more words memorized, more
confidence, and less nervousness) for FAMILIAR than SPEECH, FAMILIAR than
UNFAMILIAR, and UNFAMILIAR than SPEECH.

(Henrich et al., 2010). It goes without saying that there are
vast differences among Asian languages and cultures as well.
This diversity is especially relevant for the topic of emblematic
gestures, which by definition depend on the specific conventions
of a particular culture.

Combined with the authors’ impressions and discussions with
native Chinese and Japanese speakers, we reasoned that these two
cultures might vary to different degrees in the use of gesture,
making Japanese emblems a good candidate for the present study.

More importantly, we considered another point: The
Mandarin speakers in the first experiment were enrolled in a
university in the U.S. for 0.5–3.5 years at the time of testing,
and they were proficient in English for undergraduate studies.
This factor might have exposed them to a greater variety of
linguistic and cultural elements outside their native language and
culture, and it might have made them more open to difference
than people who have never lived abroad. With this in mind,
we sought to find college students in Japan who did not have as
extensive experience abroad. This may make the interpretation
of emblems relatively more uniform across these participants
in Japan, which would be a nice contrast with the Chinese
participants in Experiment 1.

Using the same basic paradigm as Experiment 1, we
investigated the extent to which native Japanese speakers are
sensitive to the cultural meaning of emblem gestures when: (1)
perceiving non-native speech and (2) forming social impressions
of non-native speakers.

Method
The method for Experiment 2 was largely borrowed from
Experiment 1 with a few notable differences that will be addressed
in this section.

Participants
Forty-eight native Japanese undergraduate college students (all
females) from a small all-women’s college in Tokyo participated
in Experiment 2. All participants had limited exposure to the
English language, mostly having learned it formally in school.
None of them had experience of studying abroad for more than a
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year. Participants received 1,000 yen, the rough equivalent of ten
U.S. dollars, for their participation.

Materials
L2 learner stimuli
There were thirty “learners of Japanese” who were students of a
small liberal arts university on the East Coast in the U.S. Similar
to Experiment 1, learners represented varying levels of accented
Japanese speech. Learners ranged from no exposure to students
who had been learning the Japanese language for 3 or 4 years
(400-level). Learners on the video represented a wide spectrum
of racial, ethnic and gender diversity.

Video clips
The process of creating the 30 video clips was the same as
described in Experiment 1. Each stimulus was assigned a short
Japanese phrase. For example, consider the Japanese phrase
for saying “Go for a drink?,” which was “Nomi ni ikanai?” In
Japanese, a culturally familiar emblem for “Go for a drink?” is
a two-finger gesture with the index finger and thumb positioned
horizontally, tilting toward the mouth. To create the culturally
unfamiliar condition, the same speech would be paired with a
Russian gesture for “Go for a drink?”: a tilt of the head with a light
flick on the side of one’s neck. As a baseline, the third condition
was the learner speaking in the video without any gesture. Each
learner was first instructed to perform in these three conditions
and then videotaped. See Figure 3.

After all the videos were created, there were some concerns
that a few of our gesture-speech pairs were not as good as others.
To explore this possibility, we ran a “norming” test asking four
native Japanese speakers to evaluate the cultural familiarity of
our emblems in each of our familiar-unfamiliar pairs across all 30
items. Specifically, the four native Japanese speakers first read the
Japanese phrase, and then viewed each of the gestures, familiar
and unfamiliar, paired with that phrase. For each phrase, they
were asked to keep it in mind and judge how naturally the gesture
captured that meaning in the scale of 1 (not at all natural) to
10 (completely natural). Based on this norming study, it was
discovered that two items had a pattern of rating in which the
familiar and unfamiliar emblems were rated as very close to one
another and two items in which the familiar gestures were rated
as less natural than the unfamiliar gestures. Consequently, these
items were eliminated from all analyses presented below. This
removal did not change the significance of the results, except for
the question about how long learners had been learning Japanese.
The total of 26 stimuli used in the final analysis were shown in
Appendix 3 Supplementary Materials.

Evaluation of Learners’ Videos
The questionnaire was very similar to Experiment 1, with two sets
of questions focusing on (1) speech and (2) social impressions
of learners, except that it was given in Japanese, the participants’
L1 in Experiment 2. There were four minor changes in the
wording of a few of the questions. First, in Experiment 1,
the scale representing accentedness read: 1 (completely foreign)
to 10 (completely native). In Experiment 2, this was changed
to: 1 (not at all native) to 10 (completely native) to maintain
consistency within the vocabulary used. Second, another question

in Experiment 1 asked the participants to estimate how long the
learner “has been learning and practicing Mandarin Chinese” on
a scale ranging from 1 to 20 years. This scale did not seem to
be very effective, as the mean score for each condition displayed
around 2 years of perceived learning. For Experiment 2, we
altered the scale to 1 – 50+ months which was labeled on a
sliding scale. Third, while in Experiment 1 the scale measuring
nervousness read 1 (not at all nervous) to 10 (extremely nervous),
Experiment 2’s nervousness scale was inverted: 1 (extremely
nervous) to 10 (not at all nervous). To be consistent with
Experiment 1, we converted the scores from Experiment 2 to
the scale in Experiment 1, in which higher numbers mean more
nervous. And fourth, the question relating to tone in Experiment
1 was removed for Experiment 2, given the difference in the use
of fundamental frequency in Japanese and Chinese phonology
(Howie and Howie, 1976; Vance, 2008).

Procedure
The basic procedure was the same as Experiment 1, but
the instructions were given in Japanese by one of the two
experimenters who spoke advanced Japanese. The testing site
was also different from Experiment 1 because Experiment 2 took
place at a small all women’s college in Japan. Time slots for the
study were set up so that 2 participants would come for the
study at the same time. The testing room was set up so that the
tables lined the perimeter of the room. Participants sat in the
two corners, each setup with a laptop and headphones, facing the
same wall so that the researchers could see when they finished.
The study took about 45 min to complete. The experimenters
waited until both participants were done, and they were debriefed
together in Japanese at the end.

Coding, Design, and Analyses
We used the same basic design as Experiment 1, which was a one-
factor analysis of variance, with condition (3 levels) as a within-
subjects factor. The open-ended questions (words misheard and
memory test) were coded in the same way as Experiment 1.

Results
Means and standard deviations of native Japanese speaker
responses are shown in Tables 1, 2. See the bottom half of each
table for the Japanese data.

Speech Evaluation
For the proportion of misheard speech, there was a significant
effect of gesture, F(2,94) = 8.076, p = 0.001, η2

p = 0.147, with
speech alone producing higher proportions of errors than both
familiar gestures, tDS(3,47) = 3.766, p < 0.001, and unfamiliar
gestures tDS(3,47) = 2.615, p = 0.036. There was no difference
between unfamiliar and familiar gestures, t(3,47) = 1.077, n.s.
The right panel of Figure 2 shows the number of Japanese words
misheard in each of the three conditions (out of a total number of
1,248 answers = 26 utterances × 48 native listener participants).
Although the total number of misheard words was quite small, it
is notable that roughly 60% of the errors occurred in the speech
alone condition.
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FIGURE 3 | Stimuli example from Experiment 2: Go for a drink? (“Nomi ni ikanai”?).

There was a significant effect of gesture on accent perception,
F(2,94) = 4.980, p = 0.010, η2

p = 0.096, with familiar gestures
producing higher native-like ratings than speech alone,
tDS(3,47) = 3.087, p = 0.005. However, unfamiliar gestures did
not significantly differ from familiar gestures, tDS(3,47) = 1.978,
n.s., and from speech alone, tDS(3,47) = 1.293, n.s.

For the surprise memory test, there was no significant effect of
gesture, F(2,94) = 0.033, n.s.

Learner Evaluation
For confidence, there was a significant effect of gesture,
F(2,94) = 13.645, p < 0.001, η2

p = 0.225. Familiar gestures
produced significantly higher confidence ratings than
speech alone, tDS(3,47) = 4.690, p < 0.001. In addition,
unfamiliar gestures produced higher scores than speech alone,
tDS(3,47) = 3.672, p < 0.001. However, scores did not differ
between familiar and unfamiliar gestures, tDS(3,47) = 2.045, n.s.

For nervousness, a significant effect of gesture was also
found, F(2,94) = 20.310, p < 0.001, η2

p = 0.302. Familiar
gestures produced lower nervousness ratings than both speech
alone, tDS(3,47) = 5.825, p < 0.001, and unfamiliar gestures,
tDS(3,47) = 2.328, p = 0.036. In addition, unfamiliar gestures
produced lower nervousness ratings than speech alone,
t(3,47) = 3.971, p < 0.001.

For communicative effectiveness, there was also a significant
effect of gesture, F(2,94) = 5.725, p = 0.006, η2

p = 0.109, with
familiar gestures judged as more effective than both speech
alone, tDS(3,47) = 2.888, p = 0.009, and unfamiliar gestures,
tDS(3,47) = 2.354, p = 0.035. However, there was no difference
between unfamiliar gestures and speech alone, tDS(3,47) = 1.254,
n.s. For estimates of time studying the Japanese language, a
significant effect of gesture was also found, F(2,94) = 3.146,
p = 0.048, η2

p = 0.063. Learners with familiar gestures were judged
as studying the language longer than those with speech alone,
t(3,47) = 2.456, p = 0.027. However, no other comparisons yielded
significant differences.

Experiment 2 Summary
Speech evaluation
Table 3 presents a summary of Experiment 2. Familiar gestures
were associated with less mishearing and higher ‘native-like’
accent ratings than speech alone, showing their advantage.
Interestingly, familiar gestures did not differ from unfamiliar
gestures in both of these two evaluations. Unfamiliar gestures
showed one advantage over speech alone, having less misheard

words. Unlike Experiment 1, there were no differences across
conditions in recall accuracy for the memory test.

Learner evaluation
Positive effects of familiar gestures were robust in the
learner evaluation: Familiar gestures were associated with
more confidence, less nervousness, more effectiveness in
communication, and judgments of longer months of study
than speech alone. In addition, familiar gestures were more
advantageous than unfamiliar gestures in two of the four
evaluations as well (less nervous and more effective in
communication), but not in the other evaluations. Just as in
Experiment 1, effects of unfamiliar gestures were somewhere
between the other two conditions: Unfamiliar gestures produced
higher confidence ratings and lower nervousness ratings than
speech alone, but the two conditions did not differ in the other
two evaluations.

GENERAL DISCUSSION

Culturally Familiar Gestures Help,
Uniformly
The results from the two experiments, as summarized in Table 3,
provide strong support for our first prediction. We predicted
that, relative to speech alone, culturally familiar gestures would
improve speech perception and memory, as well as social
impressions of the L2 learner (Popelka and Berger, 1971;
Gullberg, 1998; Gregersen, 2005; Kelly et al., 2009; Maricchiolo
et al., 2009).

In Experiment 1, we found that familiar gestures produced
more positive responses than speech alone in all of the speech
evaluation dimensions: fewer perception errors, higher “native-
like” accent ratings, higher tone accuracy, and greater words
recalled in the surprise memory test. Similarly, Experiment 2
revealed that familiar gestures produced fewer perception errors
and higher accent ratings compared to speech alone (but, unlike
Experiment 1, such benefit was not observed in the memory test).

These advantages of familiar gestures over speech alone
extend to include the social impression of L2 learners. Culturally
familiar gestures raised ratings in two of the four evaluations—
confidence and communicative effectiveness—in Experiment 1,
and in addition, they positively affected all of the evaluations
in Experiment 2, including the lower judgments of nervousness
and higher estimates of how long learners had been studying
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Japanese. The findings that familiar gestures positively influenced
speech perception is consistent with literature showing that
semantically related speech and gesture improve accuracy of
L1 comprehension (Popelka and Berger, 1971; Graham and
Argyle, 1975; Kelly et al., 2010; Dahl and Ludvigsen, 2014)
and vocabulary retention in L2 learning (Allen, 1995; Sueyoshi
and Hardison, 2005; Sime, 2006; Kelly et al., 2009; Morett,
2014), in addition to boosting speech perception when auditory
information is moderately degraded (Obermeier et al., 2011;
Drijvers and Özyürek, 2017). Adding to this work, the present
study demonstrates that the cultural relationship between L2
speech and gesture matters, too. When gestures culturally match
the L2—what we call, culturally familiar emblems—they play a
positive role in shaping how L2 speech is perceived. Moreover,
going beyond previous work by Allen (1995), our results show
that not only is the mere presence of emblematic gestures useful,
but their specific cultural content matters, too.

Focusing first on perception errors, what mechanism might
explain why culturally familiar gestures best help native speakers
to hear speech correctly? Considering Experiment 1, there were
not many instances of misheard speech across the board (about
8%), but familiar gestures were particularly low with only a
∼4% error rate. In contrast, unfamiliar gestures more than
doubled that rate (∼9%) and having no gestures produced even
more errors (∼11%). In Experiment 1, familiar gestures also
boosted judgments of Mandarin tonal pronunciation accuracy.
One possibility is that because culturally familiar gestures
are so easily recognizable for native speakers, it may have
required minimal cognitive effort to process their meaning,
leaving adequate perceptual resources to focus on the L2 speech
(Adank et al., 2009).

With regard to accent ratings, the results from both
experiments add to the literature on the phonological functions
of co-speech gesture. While previous research has shown that the
hand movements of speakers—in an L1 (Krahmer and Swerts,
2007; Pouw et al., 2020) and L2 (Gluhareva and Prieto, 2017;
Zheng et al., 2018; Hoetjes et al., 2019)—affect perceptions of
speech by L1 users, no study to our knowledge has shown that
viewing culturally familiar gestures can modulate how non-native
accents are perceived by native speakers. In both experiments, we
show that the presence of culturally familiar gestures improves
ratings of accentedness compared to no gestures. Previous
research has shown that contextual factors, such as race of speaker
(Jussim et al., 1987; Rubin, 1992; Hansen et al., 2017), can
modulate perception of accent; here, we extend this phenomenon
to include not just these fixed features of the context, as in
the case of speaker identity, but more fluid factors, such as
what people do with their hands. This fits well with research
on the processing of speech in the context of other dynamic
multimodal signals, such as the integration of facial expressions,
body posture and emotional tone of voice (Pourtois et al., 2005;
Van den Stock et al., 2007).

The benefits of producing culturally familiar gestures also
extend to managing social impressions of others. Consistent with
our first prediction, we found that, for both experiments, the
presence of familiar gestures led to more positive impressions
than speech alone. This work fits nicely with previous studies

on the social benefits of co-speech gesture for L1 (Maricchiolo
et al., 2009) and L2 speakers (Gullberg, 1998; Gregersen, 2005).
For example, Gullberg (1998) found that native speakers made
more positive evaluations of L2 learners who produced many
iconic gestures. And with regard to nervousness, Gregersen
(2005) showed that native speakers judged L2 learners to be more
at ease when they used many emblematic and iconic gestures,
and in contrast, more anxious when they produced mostly non-
communicative self-adaptors (e.g., fidget with objects, touching
face and hair, adjusting clothing) or no gestures at all (e.g., hands
in lap or arms crossed). Moreover, all of these studies focused on
Indo-European languages and learners from the US and Europe,
and we extend beyond that by adding data from non-Indo-
European languages, Mandarin and Japanese, and a different part
of the world, Asia.

It is worth adding that in Experiment 2, culturally familiar
gestures helped social impressions more than unfamiliar ones
(Table 3). Specifically, familiar gestures lowered assessments
of nervousness and improved judgments of communicative
effectiveness for the Japanese viewers. This suggests that at least
some of the time, simply waving the hands is not enough
to make a good impression—the cultural meaning of gesture
matters. It is interesting that this pattern held only for the
native speakers of Japanese, but not Mandarin. One possible
reason for this inconsistency is that the culturally familiar and
unfamiliar gestures were better differentiated for Japanese native
speakers in Experiment 2. This could be due to there being
more consistency and uniformity of emblems in Japan and
more variability of emblems in China. Another possibility is
that because we tested Chinese international students—who
were attending college abroad in the United States with other
international students—it could be that they simply had been
exposed to a wider a diversity of emblems. This cultural exposure
may have made them more open-minded to “unfamiliar” gestures
and ultimately diluted the difference between the two conditions.
We will return to the differences between our two samples in
a later section. It is also possible that norming familiar and
unfamiliar emblems in Experiment 2, but not in Experiment
1, contributed to the different findings for social impressions
between the two experiments.

Culturally Unfamiliar Gestures Help,
Variably
Our second prediction was that, relative to speech alone,
culturally unfamiliar gestures would decrease foreign accent
ratings and encoding/memory accuracy of L2 speech (Popelka
and Berger, 1971; McNeill et al., 1994; Kelly et al., 2009),
in addition to lowering social impressions of the accented
speaker. Our results in the two experiments indicated that this
prediction was not supported at all. In no cases did unfamiliar
gestures produce significantly more negative responses than
speech alone in the evaluations of L2 speech and L2 learners.
Instead, unfamiliar gestures produced more advantageous ratings
than speech alone in some evaluation questions (the right-
most column in Table 3). For example, compared to speech
alone, unfamiliar gestures were associated with greater number
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of recalled words in the Mandarin experiment, and with
fewer misheard words in the Japanese experiment, while other
evaluations yielded no difference between the two conditions.
For the social evaluation of L2 learners, unfamiliar gestures,
compared to speech alone, were associated with more confidence
and higher communicative effectiveness in the Mandarin
study, and with more confidence and less nervousness in
the Japanese study.

We also found a surprising result that, in the majority of
evaluation questions, unfamiliar gestures did not differ from
familiar gesture (see the middle column in Table 3). For example,
none of the evaluation questions showed a difference between
familiar and unfamiliar gestures in the social impression of the
Mandarin learners, and also there were no differences in speech
evaluations of the Japanese learners. This pattern was unexpected
given that native speakers have difficulty processing non-native
speech under adverse listening conditions (Adank et al., 2009;
Bent and Atagi, 2017). From that perspective, we expected
unfamiliar emblems to distract native speakers, depleting their
perceptual resources, which would cause them to make more
encoding errors than the optimal familiar gesture condition—but
that was not the case. What might be going on?

A prominent framework for research on multimodal
communication is Clark and Paivio’s dual coding theory of
information processing (Paivio, 1990; Clark and Paivio, 1991).
By this traditional account, communication is enhanced when
there is both a verbal and imagistic channel, and this is theorized
to be the case even when the two channels do not convey the
same semantic content. Although most gesture researchers treat
the semantic relationship between speech and gesture as critical,
there is some evidence that semantic congruence is not always
essential. For example, even beat gestures, which often have
little inherent semantic connection to speech, affect L1 speech
processing (Krahmer and Swerts, 2007; Biau and Soto-Faraco,
2013; Wang and Chu, 2013) and memory (So et al., 2012). And
in an L2 context, there is evidence that viewing and producing a
range of hand movements—beat gestures (Kushch et al., 2018),
metaphoric pitch gestures representing lexical tone (Morett
and Chang, 2015; Baills et al., 2019) and even iconic gestures
with idiosyncratic meanings (Macedonia and Klimesch, 2014;
Huang et al., 2019)—can help with L2 vocabulary learning and
retention. Connecting these findings to the present study, it is
interesting that the presence of any gesture increased memory
for speech in Experiment 1 (both gesture conditions produced a
∼30% improvement in recall over speech alone) and decreased
the number of “misheard” utterances in Experiment 2 (both
gesture conditions reduced errors by over 60% compared to
speech alone). This suggest that at least on occasion, the mere
act of moving the hands as a non-native speaker may help draw
attention to the accompanying speech, much like a beat gesture
functions, while also providing a visual anchor to help listeners
remember what was said—no matter the meaning of the gesture.

For social impressions of the learners, the presence of any
type of emblem also seemed to have some benefits. It is possible
that our gestures, even when they culturally missed the mark,
functioned to signal social effort, which may have led participants
to evaluate learners who gestured in a more positive light

(Gullberg, 1998; Maricchiolo et al., 2009). In the case of the
Japanese experiment, perhaps not gesturing at all was a sign of
anxiety when speaking the L2, whereas simply moving the hands
to intentionally communicate anything—no matter whether it
was culturally appropriate—signaled that L2 learners were more
at ease (Gregersen, 2005).

Finally, it is worth considering the possibility that our
participants did not always view our “culturally unfamiliar
emblems” as emblems per se. Perhaps they occasionally viewed
them as regular co-speech iconic gestures, albeit unusual and
obscure ones. Because co-speech iconic gestures are not bound by
conventional standards as much as emblems, and because many
of the unfamiliar emblems in the two experiments had distinct
iconic properties, native speakers may have given some of the
unfamiliar gestures much more leeway when produced by L2
speakers. This highlights the important issue of variability, which
we discuss next.

Variability
Traditionally, finding variability in results across samples and
within conditions is seen as a red flag, an indication of weak
external and internal validity. However, we see it differently in the
present study. For one, collecting diverse samples of participants
intentionally opens the door to more variability (Henrich et al.,
2010). Beyond the diversity of studying non-native English
speakers from Asia, we also had important differences between
our two samples: In Experiment 1, we studied native Mandarin
speakers who were fluent in English and attended college in
the United States, whereas in Experiment 2, we studied native
Japanese speakers who were mostly monolingual and had not
spent extended periods outside of Japan. These differences are
sure to cause some variation in the results.

Looking at the comparison between familiar and unfamiliar
gestures in the learner evaluation (the middle column of Table 3),
unfamiliar gestures were associated with disadvantage in none
of the social impression questions for the Mandarin Chinese
participants. This contrasts with the Japanese participants
showing a disadvantage of unfamiliar gestures in two of the four
social impression questions. One possibility is that participants
in our Mandarin sample may have been exposed to a wider
diversity of emblems, both in China with its diversity of
cultural gestures (based on its higher linguistic diversity) and
in America on a college campus with students and faculty
from dozens of countries from around the world. This exposure
might have contributed to Chinese participants more generously
appreciating the speakers’ effort than the Japanese participants’
exposure mostly to their domestic gestures.

Another source of variability comes from the diverse functions
of gestures themselves (Church et al., 2017; Novack and
Goldin-Meadow, 2017). For example, Novack and Goldin-
Meadow (2017) point out that gestures play multiple roles
across contexts—communicating, problem solving, learning and
remembering—and across social roles—for those who view
gesture and those who do gesture. The present study taps
into a wide range of these multiple functions: L2 learners
produced emblems while communicating foreign utterances,
and then native speakers viewed those gestures to perceive
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and recall speech, form judgments about non-native accents,
and make social assessments about communicative effectiveness,
confidence and nervousness. Given these varied functions, it
makes sense that the cultural familiarity of gesture may at times
be important in social categorization, but not in perceptual
processing. And at other times, it is not surprising that it is the
other way around.

Finally, one limitation of our study is that although it was
well powered to run subject analyses, it was not adequately
powered to run item analyses. Still, we did run unofficial item
analyses on eleven of our fifteen dependent measures across both
experiments. In our lower powered experiment (Experiment 1,
which had 21 items), five of our significant effects were lost,
but in our higher powered experiment (Experiment 2, which
had 26 items), only one effect was lost. Interestingly, in each
experiment, there was one new significant effect. Because these
were underpowered analyses, it is hard to interpret them: On one
hand, it could be that there indeed was more variability across
items than subjects; but on the other hand, the variability could
actually be comparable, but because there were far fewer items
than subjects, the statistical differences among conditions was
diluted in the item analyses. Following up on this, if increasing
the number of items produces similarly robust effect sizes as the
present study, it would strengthen our conclusion that co-speech
emblems plays a beneficial role in cross-cultural contexts.

Future Studies
It is worth noting that there is another function of gesture that
was intentionally missing from the present study, but likely would
have also played a major role. Recall that producing gestures
affects vocal production in an L1 (Krahmer and Swerts, 2007;
Pouw et al., 2020) and L2 (Gluhareva and Prieto, 2017; Zheng
et al., 2018; Hoetjes et al., 2019). In the present study, we dubbed
identical speech onto each of our three video conditions in order
to control for this vocal function of gesture. However, in the wild,
this vocal effect of gesture runs free. This means that there may be
layered roles of cultural emblems: not only would they function
to visually influence the way spoken information is processed
and evaluated by others (as we have shown), but they may also
directly affect the quality of the actual speech signal itself. Going
forward, it would be interesting to move beyond showing that
culturally appropriate gestures positively influence how non-
native speech is received and also explore whether a gesture’s
cultural appropriateness affects how non-native speech is actually
produced. Does asking, “Nomi ni ikanai?,” with the right drinking
emblem help a learner vocally articulate that Japanese utterance
any better? This is an interesting question to pursue in the future.

Even if producing appropriate emblems does not actually help
learners pronounce L2 speech, it could make them believe it
does. Consider that in a recent study by Zheng et al. (2018),
novice L2 speakers of Mandarin self-reported that making
the gestures corresponding to lexical tones was vastly more
helpful in pronouncing the tones than not gesturing at all. And
anecdotally, during the filming session of our study, many of the
L2 learners informally commented that their pronunciation felt
the best when they produced gestures. In this way, producing
emblems—culturally right or wrong—may serve multiple and

varied purposes in cross-cultural communication, and future
work should attempt to disentangle these diverse functions.

Theoretical and Practical Implications
Starting with David McNeill’s seminal 1985 paper, So you
think gestures are nonverbal, there has been growing interest
in understanding gesture and speech as an integrated semiotic
system, as a window into the mind of a speaker. Indeed, many
of the papers in this Frontiers Research Topic are focused on
mental aspects of this integrated system of meaning. However, as
Kendon (2017) recently pointed out, this focus on the cognitive
components of gesture—while extremely valuable—has often
eclipsed the many potent social function of the hands (see also
Church et al., 2017). Kendon reminds us that gestures also have
a distinct cultural component (Kendon, 1997), and together
with speech, the two modalities combine to create a powerful
pragmatic tool (Kendon, 2017). And if this is the case for one’s
L1, it may apply doubly for wielding a second language. Recall
that Gullberg (2006) makes a strong case that mastering an L2
gesture repertoire is key to a learner’s “cultural fluency.” Indeed,
as far back as Efron (1941), we have known that gestures signal
social identity and that learning to adapt them to new contexts
and environments is a sign of successful cultural assimilation.

This cultural component of hand gesture has been absent
in research on the social stigma of non-native accents (Giles,
1977; Gluszek and Dovidio, 2010; Lev-Ari and Keysar, 2010;
Kinzler et al., 2011; Lippi-Green, 2012; DeJesus et al., 2017).
This is noteworthy because although relatively fixed aspects of
one’s identity (e.g., gender, race and class) are well known to
affect how accents are received (Jussim et al., 1987; Rubin, 1992;
Van Berkum et al., 2008; Hansen et al., 2017), there has been
much less attention to how more fleeting aspects of context
influence accent perception and evaluation. What speakers do
with their bodies is a ubiquitous, but fluid and ever-changing, part
of the way one speaks a native or non-native language. Focusing
specifically on non-native accents, we have shown that this
dynamic gestural context can affect many different aspects of how
native speakers receive accented speech: correctly or incorrectly
hearing and remembering what was said; positively or negatively
shifting evaluations of pronunciation; increasing or decreasing
impressions of confidence and nervousness; and raising or
lowering judgments of communicative and cultural competence.

Bridging these two lines of work—research on accent and
research on gesture—opens up new and important practical and
theoretical questions. For example, how does what you do with
your hands interact with more stable features of one’s identity,
like race, gender or class? Because non-native accents are so hard
to change beyond the sensitive period (Johnson and Newport,
1989), might gesture be used as a compensatory tool to give
speech a hand? Given that traditional L2 instruction typically
focuses on teaching correct spoken language (Jungheim, 2001),
could this instruction be improved by also teaching students how
to correctly gesture more systematically and comprehensively?
This is an exciting question since it may bear on a learnable
element that gives everyone a chance to improve, contrasting with
one’s fixed social identity or hard to change non-native accent.
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CONCLUSION

To our knowledge, no previous study has explored the combined
perceptual and social benefits of co-speech emblems in L2
communication. The results from our two experiments suggest
that, during cross-cultural communication, visual information
conveyed through hand gesture influences low level phonetic
perception, in addition to higher level social evaluation. We have
shown that perception and evaluation improve when L2 speakers
use emblems—both culturally familiar and unfamiliar—even if
non-native accents themselves stay the same and even when it
spans very short utterances of a few seconds. This suggests that in
cross-cultural communication, more attention should be paid to
what L2 learners do with their hands.
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Teaching Analogical Reasoning With
Co-speech Gesture Shows Children
Where to Look, but Only Boosts
Learning for Some
Katharine F. Guarino* and Elizabeth M. Wakefield

Department of Psychology, Loyola University Chicago, Chicago, IL, United States

In general, we know that gesture accompanying spoken instruction can help children
learn. The present study was conducted to better understand how gesture can support
children’s comprehension of spoken instruction and whether the benefit of teaching
though speech and gesture over spoken instruction alone depends on differences in
cognitive profile – prior knowledge children have that is related to a to-be-learned
concept. To answer this question, we explored the impact of gesture instruction on
children’s analogical reasoning ability. Children between the ages of 4 and 11 years
solved scene analogy problems before and after speech alone or speech and gesture
instruction while their visual attention was monitored. Our behavioral results suggest a
marginal benefit of gesture instruction over speech alone, but only 5-year-old children
showed a distinct advantage from speech + gesture instruction when solving the post-
instruction trial, suggesting that at this age, children have the cognitive profile in place
to utilize the added support of gesture. Furthermore, while speech + gesture instruction
facilitated effective visual attention during instruction, directing attention away from
featural matches and toward relational information was pivotal for younger children’s
success post instruction. We consider how these results contribute to the gesture-for-
learning literature and consider how the nuanced impact of gesture is informative for
educators teaching tasks of analogy in the classroom.

Keywords: gesture, learning, visual attention, eye tracking, analogical reasoning

INTRODUCTION

Gestures – movements of the hands that are naturally used in conversation and express ideas
through their form and movement trajectory – help children learn. This has been found across
domains, including mathematics (Singer and Goldin-Meadow, 2005; Cook et al., 2013), symmetry
(Valenzeno et al., 2003), conservation (Church et al., 2004; Ping and Goldin-Meadow, 2008), and
word learning (Wakefield et al., 2018a). And while this function of gesture is well-established,
the mechanism by which gesture supports children’s learning, and how individual differences
between children impacts the effectiveness of incorporating gesture into instruction, are not
fully understood.

One way gesture is thought to help children learn is by grounding and disambiguating the
meaning of spoken instruction (e.g., Alibali and Nathan, 2007; Ping and Goldin-Meadow, 2008).
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When learning a new concept, children may struggle to
understand the meaning of spoken instruction and fail to
see connections between a teacher’s speech and their use
of supportive materials like equations, figures, or diagrams.
Gestures facilitate connections between spoken language and
these physical supports by directing attention to key components
of a problem being taught or providing a visual depiction of an
abstract concept through hand shape or movement trajectory
(e.g., McNeill, 1992; Altmann and Kamide, 1999; Huettig et al.,
2011; Wakefield et al., 2018b). For example, when being taught
the concept of mathematical equivalence – the idea that two sides
of an equation are equal to one another (e.g., 2+ 5+ 8 = _+ 8) –
eye tracking results show that children follow along with spoken
instruction more effectively if it is accompanied by gesture than
if the concept is explained through speech alone. Importantly,
children’s ability to follow along with spoken instruction when it
was accompanied by gesture predicted their ability to correctly
solve mathematical equivalence problems beyond instruction
(Wakefield et al., 2018b).

However, incorporating gesture may not support all children’s
understanding of spoken instruction to the same extent.
Although prior work suggests that gesture supports children’s
learning, there are nuances to when gesture is beneficial:
Children’s pre-existing knowledge related to a domain – which
we will refer to as their cognitive profile – can impact whether
they learn from gesture instruction. For example, Wakefield and
James (2015) taught children the concept of a palindrome (i.e.,
a word that reads the same forward and backward) through
speech-alone or speech + gesture instruction. They considered
whether the impact of gesture was affected by children’s relevant
cognitive profile – in this case, their phonological ability, as
the task relied heavily on understanding how sounds in words
fit together. Children with high phonological ability benefitted
more from speech + gesture instruction than speech-alone
instruction, but children with low phonological ability did
not show this advantage, suggesting that children need some
degree of pre-existing knowledge within the domain to utilize
gesture. In this case, the authors argued that gesture could not
clarify spoken instruction unless children had a certain level of
phonological awareness.

Although not considered by Wakefield and James, there may
also be a developmental point when children are on the brink
of understanding a concept and have a sufficiently developed
cognitive profile that they need just a small boost from instruction
to master a concept. In this case, incorporating gesture into
instruction might not be any more powerful than spoken
instruction alone. There may be a ‘sweet spot’ where children have
enough foundational knowledge and cognitive abilities related
to a concept that gesture can clarify spoken instruction and
boost their learning, while children far below or above this
developmental point do not show an advantage when learning
through gesture.

In the present study, to better understand how gesture can
support children’s understanding of spoken instruction and
whether the benefit of teaching though speech and gesture over
spoken instruction alone depends on differences in cognitive
profile, we explore the impact of gesture in analogical reasoning.

Analogical reasoning is the ability to identify underlying
schematic or relational structure shared between representations.
In its mature form, it is a powerful cognitive mechanism that
contributes to a range of skills unique to humans (for review see
Gentner and Smith, 2013). For the purpose of the present study,
analogical reasoning is a useful testbed because it is a domain
that requires disambiguating complex verbal information, and
because the relevant cognitive profile for solving analogies shows
protracted development across early childhood (e.g., Richland
et al., 2006; Thibaut et al., 2010; Thibaut and French, 2016;
Starr et al., 2018).

One of the predominant types of analogy task used to assess
the development of children’s analogical reasoning ability are
scene analogies, in which children are asked to examine two
scenes (e.g., a source and target scene) which contain both
relational similarities and featural similarities. When prompted
to solve a scene analogy, children are asked to identify an item
in the target scene that corresponds relationally to a prompted
item in the source scene. However, children often choose an item
that corresponds featurally to the prompted item instead of the
relationally similar item. This type of ‘featural match’ is one item
in a target scene that is not incorporated in the relation of focus,
but has great surface similarity to the prompted item in a source
scene (Richland et al., 2006). For example, a source scene might
show a boy chasing a girl (relation of chasing), with the boy
prompted. The corresponding target scene would contain a dog
chasing a cat (relation of chasing) and a second boy (the featural
match). Here, the dog would be the correct relational choice, and
the second boy would be the incorrect featural match. Young
children find it difficult to disengage from the featural match (i.e.,
another boy that is similar in appearance to the prompted boy) in
favor of a relational match (i.e., the other thing that is chasing).
This focus on surface features, or perceptual similarities, rather
than relational information is a common pitfall for children
(Gentner, 1988) that they may not fully overcome until they are
9–11 years of age (Richland et al., 2006).

Because incorporating gesture in instruction can direct
children’s visual attention effectively to key components of a
problem in other domains, such as mathematics instruction
(Wakefield et al., 2018b), gesture should also be able to facilitate
effective visual attention in problems of analogy. Gesture should
be able to clearly indicate, and disambiguate, which items a
teacher is referring to when providing spoken instruction, so that
children are focused on items and relations relevant for successful
solving and do not attend to irrelevant items. When considering
the previous example of a scene analogy, a teacher is likely to
align the important relations through speech, stating that the boy
is chasing the girl, and the dog is chasing the cat. In theory,
this type of statement, which highlights structural similarities
between contexts, should orient children’s attention to the items
involved in the relation of chasing, and, thereby, facilitate an
analogical comparison (e.g., Gentner, 1983, 2010; Markman and
Gentner, 1993; Namy and Gentner, 2002). However, when a
featural match is present, this spoken instruction by itself may
leave some ambiguity in terms of which boy is being discussed.
Children may focus their attention on one or both boys (i.e.,
the boy in the chasing relation and the featural match) and miss
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the important connections being drawn between the relations in
the source and target scenes. Indeed, we know from eye tracking
studies that children who incorrectly solve analogical reasoning
problems tend to focus their visual attention on the featural
match, and ignore relational information (Thibaut and French,
2016; Glady et al., 2017; Starr et al., 2018; Guarino et al., 2019).
Instruction that incorporates gesture may help young children
understand which boy is relevant to the task and direct their
attention away from irrelevant featural matches.

But will gesture instruction provide the same boost to all
children who struggle to solve analogical reasoning problems?
The determining factor may be a child’s cognitive profile relevant
to analogical reasoning ability, comprised of effective inhibitory
control and working memory. Inhibitory control allows an
individual to inhibit more salient, featural match responses, and
select a less salient, but correct, relational match (e.g., Viskontas
et al., 2004; Richland et al., 2006). Working memory allows
an individual to simultaneously process multiple contexts and
pieces of information present in an analogy (e.g., Gick and
Holyoak, 1980; Halford, 1993; Simms et al., 2018). Due to the
protracted development of these cognitive capacities, analogical
reasoning similarly develops gradually over time, with initial
stages presenting in children as young as 3–5 years old and
maturing into adolescence (e.g., Alexander et al., 1987; Goswami
and Brown, 1989; Rattermann and Gentner, 1998). In the case
of a scene analogy, Richland et al. (2006) find that children have
difficulty ignoring featural matches in favor of relational matches
until they are 9–11-years-old, with children showing an increase
in successful problem solving between the ages of 3 and 11, as
children’s cognitive profiles develop.

With this protracted development of cognitive profile in
mind, we might expect differences in the effectiveness of gesture
instruction. For very young children their inhibitory control and
working memory may be so limited that they may not be able
to capitalize on gesture’s ability to index spoken instruction to
referents in a scene analogy, and therefore, gesture may not be
helpful for disambiguating complex verbal instruction. However,
for slightly older children, we may find that gesture provides the
exact boost they need: They may have the cognitive profile in
place to benefit from instruction, and gesture may give them an
extra boost by literally pointing them in the right direction to help
them make sense of spoken instruction. For even older children
with high inhibitory control and working memory capacity,
who typically demonstrate near-adult like ability on problems of
analogy, receiving spoken instruction, even without gesture, may
be enough support for understanding the structure of analogies.

Present Study
We test these predictions in the present study. To do this,
we compare how children across a wide age range (4–11-
year-olds) solve scene analogy problems before or after speech
alone or speech and gesture instruction while monitoring their
visual attention with eye tracking. Using a wide age range will
allow us to understand how cognitive profile contributes to the
effectiveness of gesture instruction. Using eye tracking will allow
us to understand how gesture aids in disambiguation of spoken
instruction meant to refer to an item within a relation, that could

instead be linked to a featural match. Through this approach, we
will address three questions: (1) Do children benefit differently
from speech alone versus speech and gesture instruction on
analogical reasoning based on their age (as a proxy for cognitive
profile)? (2) Can we find evidence that gesture instruction helps
disambiguate spoken instruction, and does this depend on age?
(3) Do looking patterns associated with type of instruction impact
whether children at different ages learn from instruction? Results
will add to our general understanding of the mechanisms by
which children learn and explore the nuances of when gesture
may or may not help beyond spoken instruction. And by focusing
on analogical reasoning, we also explore the utility of gesture
instruction in a domain that is important for academic success
and has been understudied in the gesture-for-learning literature.

MATERIALS AND METHODS

Participants
Children between the ages of 4 and 11 years old (N = 323;
159 females) participated in the present study during a visit
to a science museum1. Children were randomly assigned to
one of two conditions (nspeech-alone = 160; nspeech+gesture = 163),
with a target of ∼20 children per age group in each condition.
An additional 62 children participated in the study but were
excluded from analyses for eye tracker malfunction (n = 20),
parental involvement (n = 7), language barrier (n = 2), lack of
response from participant (n = 7), poor eye tracking (n = 3),
and experimenter error (n = 23). Two participants decided they
did not want to continue before being assigned a condition.
Informed consent was obtained from a parent or guardian of
each participant, and verbal assent was obtained from children.
Children participated individually in one 3–5 min experimental
session and received stickers as compensation.

Materials
Warm-Up Examples
Children were shown two scenes depicting relations occurring
between items (see Appendix A for items). For example, a
scene showed one animal (e.g., elephant) reading to another
animal (e.g., rabbit), and another scene showed an animal (e.g.,
duck) on top of another animal (e.g., cow). Instruction was
provided that highlighted the relation of interest (i.e., patterns
of ‘reading’ and ‘on top of ’). These trials served to familiarize
children with our use of the term pattern and how items can be
relationally associated.

1Although we did not collect demographic information from individuals, our
sample was representative of the general profile of museum visitors. According
to museum reports based on short surveys with museum visitors, visitors to the
museum represent a number of different racial and ethnic backgrounds (70%
White, 10% Hispanic, 6% African American, 6% Asian, 5% Other, <1% Native
American, Native Hawaiian), and are also diverse in socioeconomic status, based
on self- report measures of perceived socioeconomic status (13% lower or lower-
middle class, 54% middle class, 33% upper middle or upper class) and parent or
guardian’s highest level of formal education (1% < high school diploma, 18% high
school diploma, 16% associates degree, 35% bachelor’s degree, 21% master’s degree,
7% Ph.D., or other terminal professional degree, 3% not reporting).
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Pre- and Post-instruction Stimuli
Two scene analogy problems (see Appendix A for items) were
selected from a data set created by Guarino et al. (2019), that
were based on the structure used by Richland et al. (2006).
Scene analogies have been used in a number of other studies
assessing the development of children’s analogical reasoning
ability (e.g., Morrison et al., 2004; Richland et al., 2006, 2010;
Gordon and Moser, 2007; Krawczyk et al., 2010; Morsanyi
and Holyoak, 2010; Glady et al., 2016; Simms et al., 2018).
Previous work has found that children as young as 3–4 years
old can successfully solve scene analogy problems when there
is not a featural match present just over half of the time
(Richland et al., 2006). And by age 9–11 children are fairly
proficient at solving scene analogies, even when featural matches
are present (Richland et al., 2006). Therefore, this analogy
format is particularly useful for assessing analogical reasoning
ability across the age range utilized in the present study
because it encompasses the entire developmental trajectory of
this ability.

Each problem included a pair of scenes, a source scene
on the left, and a target scene on the right. Scenes depicted
the relation chasing occurring between items (i.e., animals
or people; Figure 1). Source scenes contained five items:
the two items within the relation of chasing, and three
additional items (i.e., neutral inanimate objects that were
not involved in the relation of chasing). One of the items
within the source scene relation was circled. Target scenes also
contained five items: the two items within the relation, two
additional items, and a featural match. The featural match
was similar to the circled source-scene item and centrally
located, increasing the likelihood that the item would draw
participants’ attention.

Figure 1 shows an example of a chasing source and target
scene. The source scene on the left shows a tiger chasing a woman
(items within the chasing relation), and a dog-house, jeep and
plant (neutral items). The corresponding target scene on the right
shows a lion chasing a horse (items within the chasing relation),
a barn and soccer ball (neutral items), and a tiger (a featural
match item that is superficially similar to the prompted tiger in
the source scene).

The directionality of relations within a pair of scenes was
reversed to avoid children making choices based on spatial
location alone. For example, in Figure 1, the direction of
chasing is right to left in the source scene (the tiger on
the right is chasing the woman on the left), whereas the
direction of chasing is left to right in the target scene (the
lion on the left is chasing the horse on the right). Children
were presented with printed copies of scene analogies. Stimuli
were bound in a binder, with one pair of scenes presented
at a time.

Instruction Stimuli
Similar to pre- and post-instruction trials, printed instruction
stimuli included two scenes in which a chasing relation was
depicted in both scenes, and a featural match was located in the
target scene (see Appendix A for items). Unlike pre- and post-
instruction trials, no item was circled in the instruction stimuli.

Eye Tracker
Eye tracking data were collected via corneal reflection using
a Tobii Pro Glasses 2. Tobii software was used to perform a
1-point calibration procedure. This step was followed by the
collection and integration of gaze data using Tobii Pro Lab
(Tobii Technology, Sweden). Data were extracted on the level
of individual fixations as defined by Tobii Pro Lab software—
an algorithm that determined if two points of gaze data are
within a preset minimum distance from one another for a
minimum of 100 ms, allowing for the exclusion of eye position
information during saccades. After extraction, fixations were
manually mapped by research assistants. Individual fixations
were classified as either oriented toward one of the items of
interest within the scenes (e.g., to the item chasing in the source
scene, to the item being chased in the source scene, to the
featural match, etc.), other areas around the items within the
scenes, or the space surrounding the scenes. Research assistants
assigned each fixation to an area of interest (AOI), based on its
location (e.g., if a fixation was located on or within the immediate
area surrounding the featural match, it was manually mapped
as a featural match fixation). For more details about manual
mapping, see Appendix B.

Procedure
Children participated individually at a table in a corner of the
museum floor. Children were told they were going to play a
picture game while wearing eye tracking glasses. After a brief
explanation that the purpose of the glasses is to ‘help us see
what you see,’ an experimenter fitted them with the glasses.
Children were seated approximately 40 cm in front of the
printed stimuli next to an experimenter. The printed stimuli
were displayed in a binder mounted on an easel. This allowed
the experimenter to quickly flip between stimuli and gesture
to the stimuli during instruction trials if a child was assigned
to the speech + gesture condition. It also ensured proper
eye tracking – children could see the stimuli directly in front
of them, and did not have to look down toward the table,
which would have disrupted our ability to capture their visual
attention via the eye glasses. Children’s position was calibrated
and adjusted if necessary, and they were asked to remain as
still as possible during the rest of the game while eye tracking
data were collected.

First, the experimenter explained the relational pattern in the
two warm-up trials, meant to help promote relational thinking
(see section “Materials and Methods” for details). Next, children
completed one pre-instruction trial. After orienting children to
the two scenes presented simultaneously (e.g., one side has blue
edges and one has green edges), children were asked, “Which
thing in the picture with the blue edges is in the same part of the
pattern as the circled thing in the picture with the green edges?” An
item in the source scene (e.g., in Figure 1, green edges) was circled
and had a corresponding relational item and featural match in
the target scene (e.g., in Figure 1, blue edges). All stimuli used in
this task can be seen in Appendix A and additional details about
the stimuli can be found in the “Materials and Methods” section.
The task was self-paced, but if no response was given after a few
seconds, the children were re-prompted by the experimenter.
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FIGURE 1 | Example trial of a chasing relation stimulus.

Following the pre-instruction trial children were asked to pay
attention to two instruction trials to learn about the pattern in
the pictures. Children were randomly assigned to receive speech-
alone instruction or speech + gesture instruction provided by
the experimenter. In her instruction, the experimenter described
chasing relations and similarities between items from a source
and target scene, displayed in front of the child. For example, in a
scene analogy problem with a boy chasing a girl in a source scene
and a dog chasing a cat in a target scene with a featurally matched
boy present, the experimenter said, “See, the boy is chasing the
girl, and the dog is chasing the cat. This means the boy is in the
same part of the pattern as the dog because they are both chasing,
and the girl is in the same part of the pattern as the cat because they
are both being chased.” The ambiguity of this instruction occurs
when the boy in the source scene is referenced, because there is
also a featurally similar boy in the target scene (i.e., the featural
match). When the boy is mentioned in speech it may be difficult
for children to reconcile which boy is being discussed: the one in
the relation of chasing or the featural match. This confusion or
ambiguity could contribute to difficulty identifying the relational
structure in an analogy problem.

In the speech+ gesture condition, the experimenter provided
the same spoken instruction, accompanied by gestures that
emphasized items and relations. In the example above, when
the experimenter said ‘The boy is chasing the girl,’ a sweeping
movement of the index finger traced a path from the boy to
the girl, highlighting the chasing relation. The same sweeping
gesture was used when the experimenter said ‘. . . and the dog was
chasing the cat.’ Then, deictic gestures – pointing gestures used
to indicate objects or locations – were used to simultaneously
reference the items that were in the same parts of the relations.
Items were indicated by a pointed index finger on each hand.
When the experimenter said, ‘This means the boy is in the same
part of the pattern as the dog because they are both chasing,’
simultaneous deictic gestures pointed to the boy and the dog.
Similarly, when the experimenter said, ‘. . .and the girl is in

the same part of the pattern as the cat because they are both
being chased,’ simultaneous deictic gestures pointed to the girl
and the cat (see Figure 2 for an example of children’s view
during training).

Finally, a post-instruction trial was administered after children
viewed the instructional trials, with an identical prompt and
procedure as used during the pre-instruction trial.

Measures of Visual Attention
Measure of Attention During Pre- and
Post-instruction Trials
Visual attention during pre- and post-instruction trials was
quantified by generating areas of interest that represent different
portions of the participant’s field of view using Tobii Pro Lab.
There were 11 AOIs in total (see Appendix B). The AOIs
encompassed regions within the scene pairs and areas in the field
of view that were outside of the scene analogy. This included an
AOI for each of the items in the scenes (items in chasing relations,
featural match, and neutral items), AOIs for when the participant
fixated on the experimenter, on the experimenter’s gesture, and
on their own hands, and an AOI for looking elsewhere in the
museum. Proportion of time spent looking to each AOI was then
calculated by dividing the time looking to an AOI during a trial
by the total time looking during a trial. For the sake of the present
analyses, we focused on the AOI representing the featural match.
Children’s ability to avoid featural matches is one of the key
issues children overcome as they develop successful analogical
reasoning. By assessing visual attention to the featural match we
can assess whether gesture is more effective than speech alone for
driving attention away from irrelevant featural components.

Measures of Attention During Instruction
Attention during instruction was quantified in two ways:
(1) children’s ability to synchronize their visual attention with
spoken instruction and (2) ‘check-ins’ with the featural match
during ambiguous spoken instruction.
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FIGURE 2 | Example of children’s view during a speech + gesture training trial. The red circle shows where the child was focusing his or her visual attention at this
moment of instruction.

Following score
Because previous work suggests that gesture can help children
follow along with spoken instruction and that this is predictive
of learning (Wakefield et al., 2018b), we calculated a ‘following
score’ for each instruction trial. Following scores were calculated
by creating four time segments in which different relational
comparisons were made by the experimenter and assessing
whether children looked to AOIs highlighted in speech during
each segment (i.e., during a given segment, children received a
score of ‘1’ if they looked to the relevant AOIs as they were labeled
in speech and a ‘0’ if they did not). Children could receive a score
of 0 to 4 on each training trial, and scores were averaged across
the two training trials to generate an overall following score for
each child. The average following score was used in analyses.

Check-in score
Check-ins with the featural match are instances when the item
that is perceptually similar to the featural match is referenced
in speech and simultaneously fixated on by the child. In each
instruction trial, there were two time segments during which
a check-in could occur. For example, in the instruction trial
depicting a boy chasing a girl in the source scene and a featural
match boy in the target scene, the two relevant time segments
occur when the experimenter said ‘The boy is chasing the girl’ and
‘The boy is in the same part of the pattern as the dog because they
are both chasing.’ For each segment, a child would receive a score
of 1 if they looked to the featural match boy in the target scene

rather than the boy in the source scene. Children would receive a
score of 2 for a given instruction trial if they looked at the featural
match boy during both time segments in which the boy in the
relation was mentioned. Thus, whereas a score of 4 is possible for
following score, a score of 2 is possible for check-in score. Check-
in scores from the two instruction trials were averaged to generate
an overall check-in score for each child. The average ‘check in’
score was used in analyses.

RESULTS

All analyses were conducted using R Studio (version 1.1.456),
supported by R version 3.6.0. Analyses relied on the stats
package, which allows for ANOVA and regression modeling (R
Core Team, 2017). When running binomial generalized linear
regression models assessing the impact of condition on accuracy
or choice of the featural match at pre- and post-instruction, the
speech-alone condition was set as the baseline condition and
compared against the speech + gesture condition. For analyses
of visual attention, which did not use a binomial outcome,
generalized linear regression models were used. Again, speech-
alone was set as the reference level for these analyses.

Before addressing our main questions of interest, we wanted
to establish (1) that there were no significant performance
differences pre-instruction between children who had been
randomly assigned to the speech-alone versus speech + gesture
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condition – we found that there were not: Both across all children
and within age groups, there were no condition differences
between pre-instruction accuracy or choice of the featural match
(all ps > 0.1), and (2) that age could serve as a proxy for cognitive
profile. To do this, we asked whether children’s ability to solve
analogical reasoning problems could be predicted by age and
visual attention before instruction. We reasoned that previous
work has shown that as children’s inhibitory control and working
memory improve, they are more likely to succeed on analogical
reasoning problems (e.g., Doumas et al., 2018; Simms et al., 2018),
and that children with lower inhibitory control look more to the
featural match when solving scene analogy problems (Guarino
et al., under revision), thus, finding that age was predictive of
these measures would suggest that age can serve as a proxy for
cognitive profile.

While only 20% of children correctly answered the pre-
instruction trial, there was a main effect of age when predicting
accuracy, such that older children were more likely to answer
the problem correctly than younger children (Figure 3, β = 0.18,
SE = 0.06, t = 2.89, p = 0.004), replicating previous work
(e.g., Richland et al., 2006). And, as with previous studies using
scene analogy problems, we found that the most common error
children made was to choose the featural match – 64% of
children made this type of error. In terms of visual attention,
we assessed whether children’s proportion looking to the featural
match before instruction predicted their performance, as this is a
key looking pattern associated with making featural errors (e.g.,
Thibaut et al., 2010; Thibaut and French, 2016; Guarino et al.,
2019). On average, children who correctly answered the pre-
instruction trial allocated less of their attention to the featural
match (M = 0.12, SD = 0.08) than children who made featural
errors (M = 0.14, SD = 0.08). Models predicting accuracy by

visual attention to the featural match showed that proportion
looking to the featural match was negatively related with accuracy
(β = −0.00, SE = 0.00, t = −2.22, p = 0.026) and positively
related with featural errors (β = 0.00, SE = 0.00, t = 3.51,
p < 0.001). In sum, these results replicate previous work finding
that prior to instruction, children who are older and attend less
to the featural match more successfully solve a scene analogy
problem, and provide support for considering age as a proxy for
cognitive profile.

Impact of Age and Instruction on
Children’s Analogical Reasoning Ability
To understand how speech-alone versus speech + gesture
instruction affected children’s performance on the post-
instruction trial, we limited the remainder of our analyses
to children who incorrectly answered the pre-instruction
trial (speech-alone: n = 124; speech + gesture: n = 133) –
importantly, a similar number of children were excluded from
both experimental groups. Our first main question was whether
the impact of gesture instruction on children’s analogical
reasoning is dependent on their cognitive profile (measured by
age). Overall, more children in the speech + gesture condition
correctly answered the post-instruction trial than children in the
speech-alone condition (speech + gesture: 63% vs. speech-alone:
59%). But, from Figure 4 it is clear that performance is also
dependent on age, and when considering performance binned by
age, we see that the difference between conditions appears most
pronounced for 5-year-olds. To determine whether these patterns
were statistically significant, we constructed a generalized linear
model with accuracy (0, 1) as the dependent measure, and age,
condition (speech-alone, speech + gesture), and an interaction

FIGURE 3 | Proportion of children within each age correct on the pre-instruction trial.
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FIGURE 4 | Proportion of children within each age correct on the post-instructional trial separated by condition. ∗ indicates significance at p > 0.05

between age and condition as predictors of interest. In line with
Figure 4, the model revealed a main effect of age, suggesting
that older children performed better after instruction than
younger children (β = 0.62, SE = 0.12, t = 5.35, p < 0.001), and
a trending main effect of condition, suggesting that children
improved marginally more after speech + gesture instruction
than speech-alone instruction (β = 1.82, SE = 1.06, t = 1.72,
p = 0.085). However, these results should be considered within
the context of a marginal interaction between age and condition
(β = −0.25, SE = 0.15, t = −1.69, p = 0.092), where post hoc
analyses indicate that only 5-year-old children demonstrate a
benefit for speech+ gesture compared to speech-alone (β = 1.75,
SE = 0.89, t = 1.97, p = 0.048), and for all other children,
there was not an effect of condition (ps > 0.1). Although this
interaction was only marginally significant, this is likely due to
the consideration of such a wide age range, with most age groups
showing a clear lack of difference in response to instruction
condition. The presence of an interaction aligns with the
a priori hypothesis that gesture may only boost learning beyond
speech-alone instruction at certain ages. Given previous work
within the analogical reasoning literature that shows 5-year-olds
demonstrate greater difficulty with problems incorporating
featural matches than older children (e.g., Richland et al., 2006;
Simms et al., 2018), it makes sense that gesture would provide
these children the most benefit.

Gesture’s Effect on Visual Attention
During Instruction
Gesture instruction has previously been shown to help children
follow along with spoken instruction and facilitate performance
on subsequent assessments (Wakefield et al., 2018b). To

understand how visual attention might play a role in the marginal
behavioral effects of gesture on children’s post-instruction
performance, we next asked how condition and age influenced
children’s visual attention during instruction. Here, we used
two measures of visual attention: following score and featural
match check-in score. Children’s following score is an index of
whether they looked at relevant referents of the problem (i.e.,
items involved in the relation of chasing) when the referents
were mentioned in spoken instruction. Children’s featural match
check-in score is an index of whether children attended to
the featural match when the instructor’s speech was meant to
reference an item within a chasing relation, but was ambiguous.
Without understanding the context of the analogy, children could
associate the spoken referent with either an item within a relevant
chasing relation (the item the instructor meant to reference) or
the featural match to that item (an item that is irrelevant to the
analogy). Attending to the featural match may disrupt a child’s
ability to effectively learn from instruction because it detracts
from children’s ability to process how the items within the two
chasing relations are aligned.

On average, children followed along more successfully with
spoken instruction if they were taught through speech + gesture
(M = 3.08 out of a possible score of 4, SD = 1.10) than
through speech alone (M = 2.20, SD = 1.06). Figure 5 shows
following score separated by age and condition and suggests
that gesture supports effective following along with instruction
for all children. Using a generalized linear model with following
score as the dependent measure and age, condition (speech-
alone and speech + gesture), and an interaction between age
and condition as the predictors of interest, we found a main
effect of condition, confirming that speech + gesture instruction
supported more effective following than speech-alone instruction
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FIGURE 5 | Average following scores split by age and condition.

(β = 1.51, SE = 0.26, t = 5.81, p < 0.001). We also found no
main effect of age (β = 0.02, SE = 0.06, t = 0.28, p = 0.783) and
no interaction between age and condition (β = 0.12, SE = 0.12,
t = 0.25, p = 0.806) suggesting that gesture is a cue that can
organize visual attention regardless of a child’s age.

Our second measure of visual attention during instruction was
how children attended to the featural match, the key component
of an analogy that draws children’s attention away from the
relational information (e.g., Thibaut et al., 2010; Thibaut and
French, 2016; Guarino et al., 2019). Specifically, we asked whether
children attended to the featural match during the time intervals
when the spoken instruction was ambiguous as to whether the
instructor was referring to an item within a relation, or the
featural match to that item outside of the relation (e.g., Which
boy is being referred to: the boy in the relation of chasing or the
featural match boy?). Because the lure of featural matches are at
the root of young chilldren’s difficulties with problems of analogy,
the most ambiguous portion of the instruction is when the item
that is involved in the relation of chasing and perceptually similar
to the featural match is discussed in speech.

On average, children checked-in more with the featural
match if they were in the speech-alone condition (M = 1.29
out of a possible score of 2, SD = 0.48) than in the
speech + gesture condition (M = 0.71, SD = 0.57). But again,
the amount of difference between conditions seems to differ by
age (Figure 6). Using a generalized linear model with check-in
score as the dependent measure, and age, condition (speech-
alone and speech + gesture), and an interaction between age
and condition as the predictors, we found a main effect of
condition, such that speech + gesture instruction facilitates
fewer check-ins than speech-alone instruction (β = −1.77,
SE = 0.47, t = −3.76, p < 0.001), and a main effect of age,
such that older children check-in with the featural match less

than younger children regardless of the type of instruction
received (β = −0.11, SE = 0.05, t = −2.36, p = 0.019). These
effects should be interpreted within the context of a trending
interaction between condition and age (β = 0.00, SE = 0.06,
t = 1.95, p = 0.052). Post hoc analyses indicate that this trending
interaction results from a developmental shift between younger
and older children (Table 1): Generally, older children are
less likely to show a significant difference in check-in score
across conditions, suggesting that they can make use of either
speech-alone or speech + gesture instruction to avoid the
featural match. In contrast, younger children’s visual attention
is oriented away from the featural match more effectively
by speech + gesture than the speech-alone instruction. This
suggests that younger children use the added support of gesture
to disambiguate speech and orient their attention away from
featural matches.

In sum, the main effect of condition for following score
suggests that gesture is effective for directing all children’s
attention to the referents of spoken instruction. However,
when considering the ambiguous portion of instruction, we see
differences across age in the relative effectiveness of instruction.
For older children, the alignment provided in spoken instruction,
“See, the boy is chasing the girl, and the dog is chasing the cat”
is enough context to recognize that when the instructor refers
to the ‘boy chasing the girl’ that the boy being referenced is
the boy in the chasing relation, not the featural match that is
outside of the relation: there is no added benefit of gesture for
disambiguating speech. However, for the younger children, we
see that gesture does have an effect. Children are less likely to
look to the featural match when they receive speech and gesture
instruction, compared to speech alone instruction. This suggests
that gesture is helping disambiguate spoken instruction for these
younger children.
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FIGURE 6 | Average check-in scores split by age and condition.

TABLE 1 | Post hoc analyses for testing condition effects predicting featural
match check-ins.

Age Beta (SE) p-value

4 year-olds −1.33 (0.32) <0.001

5 year-olds −0.92 (0.35) 0.012

6 year-olds −1.07 (0.38) 0.008

7 year-olds −1.13 (0.37) 0.005

8 year-olds −0.51 (0.44) 0.259

9 year-olds −1.11 (0.47) 0.024

10 year-olds −0.58 (0.46) 0.216

11 year-olds −0.14 (0.46) 0.770

Bolded p values indicate significant condition effects.

Impact of Visual Attention During
Instruction on Children’s Analogical
Reasoning
Having established that gesture does impact visual attention
during instruction, whether this is for all children (following)
or only children of particular ages (featural match check-in),
we ask whether these patterns of visual attention can explain
our behavioral results – that overall speech + gesture seems
to marginally improve performance compared to speech-alone,
but that this effect is driven by 5-year-old children, who show
significantly better performance following speech + gesture
instruction compared to speech-alone instruction.

To understand the relation between following along during
instruction and performance on the post-instruction trial, we
asked whether trial accuracy (0, 1) was predicted by following
score. Age was not included in the model, as we found that it
was not a relevant predictor of following. Our model revealed
that following score was not predictive of accuracy (β = 0.07,
SE = 0.06, t = 1.08, p = 0.280). This suggests that even though

gesture helps children follow along with spoken instruction, this
organization of visual attention does not contribute to its learning
effects in the case of scene analogies.

To understand the relation between checking in with the
featural match during instruction and performance on the post-
instruction trial, we took into account our finding that, in general,
younger children checked in less with the featural match when
they received speech + gesture instruction than speech-alone
instruction, but older children did not show this difference.
This distinctly different pattern of results between younger and
older children motivated the use of a median split by age (see
Wakefield et al., 2017 for a similar approach): we constructed
two models to ask whether check-ins during instruction were
predictive of performance on the post-instruction trial for older
(8–11 years) and younger (4–7 years) children separately. Here,
we found that, whereas older children’s check-ins with the
featural match did not significantly predict their accuracy at post-
instruction (β = −0.12, SE = 0.18, t = −0.66, p = 0.512), younger
children’s check-ins with the featural match were predictive of
their performance on the post-instruction trial: check-ins were
negatively related to successful problem solving (β = −0.45,
SE = 0.18, t = −2.58, p = 0.009). This suggests that the ability
of gesture instruction to direct attention away from the featural
match and disambiguate the meaning of an instructor’s speech
is the critical factor impacting analogical understanding for
younger children.

DISCUSSION

The goals of the present study were to explore whether the
impact of adding gesture to spoken instruction on analogical
reasoning depends on children’s cognitive profile, and to use
eye tracking to further understand how gesture might facilitate
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learning by disambiguating spoken instruction. Our behavioral
results suggest a marginal benefit of gesture instruction over
speech alone, but only 5-year-old children showed a distinct
advantage from speech + gesture instruction when solving
the post-instruction trial. This suggests that age – which we
demonstrated was a good proxy for cognitive profile based on
the relation between performance measures, visual attention,
and age, in keeping with previous literature – does impact the
utility of gesture for supporting analogical reasoning ability. To
understand how disambiguation of speech may play a role in
these results, we turned to eye tracking. We found evidence
that gesture helps children follow along with spoken instruction,
but that this was not predictive of successful problem solving
post instruction. Rather, check-in score – visual attention toward
the featural match at the point in instruction that was most
ambiguous – was negatively predictive of post instruction success
for younger children, but not for older children. This lends
support to previous arguments that at the root of children’s
struggle with analogical reasoning is an inability to ignore
featural, or superficial, matches in favor of relational matches,
and that looking to the featural match is associated with making
these types of errors (e.g., Thibaut et al., 2010; Thibaut and
French, 2016; Guarino et al., 2019). Although more work must
be done to fully explore the impact of gesture instruction
for analogical reasoning, these results suggest that one way
gesture may help learning in this domain is through directing
visual attention in a way that clarifies spoken instruction,
but how much of a boost children get depends on their
cognitive profile.

Our results suggest that in the case of analogical reasoning,
gesture’s ability to disambiguate speech may be particularly useful
for 5-year-old children who have the foundational cognitive
abilities in place to benefit from gesture during instruction. Five-
year-old children may be at a pivotal time in development of
analogical reasoning ability: while they have a limited cognitive
profile and immature analogical reasoning, their inhibitory
control and working memory capacity are developed to the
point that they can utilize the added support gesture provides.
This finding that prior knowledge and ability impacts the
utility of gesture corroborates other work in the gesture-
for-learning literature. Children need some degree of prior
knowledge within a domain that serves as a foundation that
gesture instruction can build from (Wakefield and James, 2015;
Congdon et al., 2018).

Importantly, our eye tracking data suggest what the added
benefit of gesture might be: 5-year-old children showed an
increased ability to follow along with instruction and less check-
ins with the featural match when they learned through speech
and gesture instruction versus speech alone instruction. Thus,
the argument could be made that gesture is helping organize
children’s visual attention in relation to spoken instruction and
clarifying ambiguous instruction. But, only check-ins predicted
success on the post instruction trial. Considering this in relation
to previous work with eye tracking, this may seem puzzling.
Wakefield et al. (2018b) found that following along with spoken
instruction did predict subsequent performance in the case
of mathematical equivalence. However, in their measure of

following, spoken instruction was ambiguous; whereas in the
present study, the general measure of following encompassed
spoken instruction that was predominately not inherently
difficult for children to decipher because the majority of items
referenced in speech could only be associated with one unique
item in a scene. In contrast, the speech during the featural match
check-in measure was ambiguous, and is thus more analogous
to the measure of following used by Wakefield et al. (2018b).
In both of these cases, gesture is effective at clarifying parts of
spoken instruction that are ambiguous, yet critical, for learning.
Taken together, results from the current study and previous work
suggest that gesture’s power to disambiguate spoken instruction
is an important mechanism by which gesture shapes learning.
And in the case of analogical reasoning, gesture can help children
overcome one of the most challenging aspects of problem solving:
clarifying for these children which items are in the relation of
chasing and critical for solving the analogy, by helping them avoid
the lure of a featural match.

While 5-year-olds may be in the developmental ‘sweet spot’ to
benefit from gesture instruction, why does incorporating gesture
not benefit all children equally? For all other children, those
younger and older than 5 years, there was not a significant
benefit of speech and gesture, compared to speech alone
instruction, on post-instruction performance. It makes sense
that older children (8–11-year-olds) demonstrated learning after
both types of instruction: these children seemingly have all the
necessary cognitive abilities and prior knowledge needed to
utilize either type of instruction. Even though they struggled
prior to instruction, their more developed inhibitory control
and working memory allowed them to learn even from speech-
alone instruction, and the addition of gesture is not necessary
for learning the task. This is evidenced by the lack of difference
between the number of check-ins with the featural match in the
speech + gesture versus speech-alone conditions. Likely because
they had the capacity to hold more information in working
memory, they were able to consider the instructor’s alignment
of the chasing relations and recognize which items were being
referenced during instruction based on spoken instruction alone,
and did not need gesture to organize their visual attention and
help them make sense of instruction.

On the other end of the age range, the youngest children, 4-
year-old children, may not have a sufficient cognitive profile in
place to benefit more from gesture instruction than speech alone
instruction. While gesture supports effective visual attention
during instruction for these children, their inhibitory control
and working memory may be too underdeveloped to extend
their understanding beyond the moment, when the support of
gesture is no longer immediately present. Thus, even though they
looked to the featural match less in the gesture condition, they
could not process the multiple relations mentioned in spoken
instruction effectively.

Interestingly, 6- and 7-year-old children did not perform
similarly to 5-year-old children or older children. While their
visual attention was more effectively guided by a combination
of speech and gesture instruction, as seen with their younger
peers, they did not show the added benefit of gesture post
instruction. The non-significant difference between conditions
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at post-instruction performance for these children may speak
to their ability to disambiguate the instructions to some extent
when only speech was provided. That is, these children may
be able to disambiguate the instructions even with speech
alone to a greater extent than 4- or 5-year-olds, but not as
effectively as older children. And because they have slightly
more mature cognitive profiles (i.e., more developed inhibitory
control and working memory) than younger children, they may
be better equipped to extend their understanding gained during
instruction to post-instruction solving. Together, these results
reflect that children’s cognitive profile makes a difference for
whether gesture facilitates learning above and beyond speech
alone instruction.

While this work makes strides toward understanding the
nuances of gesture’s effects on learning, there are potential
limitations that should be addressed. First, we suggest that age
can serve as a proxy for a child’s cognitive profile without having
independent measures of inhibitory control or working memory.
Although collecting independent measures of inhibitory control
and working memory would have been ideal, previous work
using scene analogies has established that inhibitory control
and working memory correlate with children’s age (5–11-years-
old: Simms et al., 2018) and with their analogical reasoning
ability over development (working memory: Simms et al., 2018;
inhibitory control: Guarino et al., under revision), and that
children’s visual attention is correlated with performance and
inhibitory control (Guarino et al., under revision). Specifically,
inhibitory control, measured using the Erikson Flanker task, is
positively correlated with accuracy and attention to relationally
similar items prior to instruction, and negatively correlated with
choosing the featural match and attention to the featural match.
Therefore, while it may be advantageous in future work to collect
direct measures of children’s cognitive profile, here, we find
the same relation between age, visual attention patterns, and
analogical reasoning ability as has been documented in previous
work. We are therefore confident that, motivated by previous
work, age is associated with cognitive profile.

A second potential limitation is the length of our intervention,
which consisted of one pre-instruction trial, two instruction
trials, and one post-instruction trial. We designed the study based
on previous gesture-for-learning literature showing children can
benefit from a short intervention (Valenzeno et al., 2003; Church
et al., 2004; Rowe et al., 2013). For example, Church et al.
(2004) tested children’s knowledge of three types of Piagetian
conservation (water, length, and number) using one question
about each type of conservation before and after they watched one
instructional video about conservation that either incorporated
speech and representational gestures or speech alone. Similarly
in the analogical reasoning literature, Gentner et al. (2016) tested
how well children can analogically compare separate contexts
after a short intervention. They first exposed children to one
pair of model skyscrapers that varied in degree of alignment
based on experimental condition, and then asked them build
a structure as tall as possible that was ‘strong’ and repair a
structure so it was ‘strong.’ Through successful comparison
of the two model skyscrapers children could identify that a
diagonal brace helps make a building ‘stronger.’ In the present

study, we did find an effect of gesture instruction, above-and-
beyond that of speech alone instruction, for children at a pivotal
point in their analogical reasoning development. This suggests
that once again, gesture can impact performance in a short
period of time. However, it would be interesting to conduct
future work lengthening the period of instruction, as this may
allow children more opportunity to benefit from instruction,
especially younger children who may need more examples to
support their learning.

Finally, while not a limitation, the current work represents a
starting, not an ending point, motivating additional questions to
answer. For example, similar work using the test-bed of analogical
reasoning should consider even younger children. The children
in this study likely all had an underdeveloped, but nevertheless
present, relevant cognitive profile to support the rudimentary
stages of analogical reasoning (e.g., Davidson et al., 2006). Even
4-year-olds have been shown to have some degree of inhibitory
control and working memory that allow them to make very
simple comparisons – one of the basic building blocks for mature
analogical reasoning (e.g., Davidson et al., 2006). To more fully
understand the impact of gesture on children with little to no
relevant cognitive skills, one could extend and adapt this task to
incorporate 2- or 3-year-olds, given that some suggest children
younger than 4-years-old have rudimentary relational reasoning
capabilities (e.g., Goswami and Brown, 1989; Rattermann and
Gentner, 1998; Ferry et al., 2015). The expectation would be that
younger children, like 4-year-olds, would not benefit from gesture
more than speech alone, and would strengthen the conclusions
drawn from the present data.

Additionally, the impact of gesture is not only nuanced in
terms of children’s current cognitive profile, but many other
contextual or situational factors have been cited as playing
a role in the effect on learning. For example, the advantage
of speech + gesture compared to speech-alone instruction is
not always evident in immediate measures at post-instruction,
but rather in follow-up measures, from 24 hours (Cook et al.,
2013) to 4 weeks (Congdon et al., 2017) after initial training.
The one-trial post-instruction assessment may have limited the
evaluation of learning.

In sum, the results of the present study extend our
understanding of how gesture instruction impacts learning to the
domain of analogical reasoning, while providing further insight
into how gesture can help disambiguate spoken instruction and
how individual differences in a child’s cognitive profile impacts
the utility of gesture. These findings have important implications
for designing teaching methods to support analogical reasoning,
but also using gesture as a teaching tool more broadly. Because
analogical reasoning shows such a protracted development, due
to a slowly developing cognitive profile, it seems that only at
certain points will gesture help children more than speech only
instruction. Recognizing when this tool can be used could lead
to faster growth in a skill that is at the root of a wide range
of cognitive skills, such as innovation and creativity (for review
see Halford, 1993). More broadly, this work speaks to one of
the reasons why gesture helps learning, but also emphasizes that
individual differences influence the impact gesture can have.
Future work should continue to delve into the mechanisms by
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which gesture shapes learning and consider a child’s cognitive
state as an important piece of this puzzle.
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The literature on bimodal discourse reference has shown that gestures are sensitive to 
referents’ information status in discourse. Gestures occur more often with new referents/
first mentions than with given referents/subsequent mentions. However, because not all 
new entities at first mention occur with gestures, the current study examines whether 
gestures are sensitive to a difference in information status between brand-new and 
inferable entities and variation in nominal definiteness. Unexpectedly, the results show 
that gestures are more frequent with inferable referents (hearer new but discourse old) 
than with brand-new referents (hearer new and discourse new). The findings reveal new 
aspects of the relationship between gestures and speech in discourse, specifically 
suggesting a complementary (disambiguating) function for gestures in the context of first 
mentioned discourse entities. The results thus highlight the multi-functionality of gestures 
in relation to speech.

Keywords: gestures, discourse, reference, information status, speech-gesture relationship

INTRODUCTION

When producing a stretch of discourse, speakers can use speech and speech-associated gestures 
to indicate to whom or what they are referring. Bimodal referring is a widely acknowledged 
phenomenon, but the mechanism explaining why gestures occur at specific moments when 
speakers mention entities in discourse is less well understood. McNeill (1992, 2005) proposes 
that communicative dynamism (CD) – the degree to which a piece of information “pushes 
the communication forward” (Firbas, 1971, p. 136) – determines the presence versus absence 
of gesture. McNeill takes information status, one of three factors influencing CD (Firbas, 
1971), as a starting point and shows that the less accessible the information, the more likely 
a gesture is to occur. Conversely, the more accessible the information, the less likely a gesture 
is to occur. This would suggest that new entities in discourse are more likely to occur with 
gestures than already mentioned ones, an observation that is well supported in the literature 
(Marslen-Wilson et  al., 1982; Levy and McNeill, 1992; McNeill and Levy, 1993; Gullberg, 1998, 
2003, 2006; Levy and Fowler, 2000; Foraker, 2011).

However, there is evidence that not all entities which are mentioned for the first time in 
discourse, representing the lowest degree of accessibility (or highest degree of newness), are 
accompanied by gestures (e.g., Gullberg, 2003; Foraker, 2011). Hitherto, this variation has gone 
unmentioned. The current study therefore examines the variation in the incidence of gesture 
with entities mentioned for the first time and specifically probes the possibility that gesture 
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production may be  related to entities’ information status 
(brand-new vs. inferable; Prince, 1981; see also Clark, 1977; 
Fillmore, 1982; Chafe, 1994; Givón, 1995; Gundel, 1996), which 
in turn may interact with nominal definiteness [definite vs. 
indefinite noun phrases (NPs)].

Speech-Associated Gestures
When speakers engage in talk, bodily action is always mobilized, 
which goes beyond the use of the anatomical apparatus needed 
for speaking (Kendon, 2014). This bodily action can involve 
the face and eyes, the neck and head, the upper body and 
trunk, and importantly, the hands and arms. A large body of 
research shows that the hand and arm movements speakers 
perform while speaking (also called gesticulations, co-speech 
gestures, speech-associated gestures, manual gestures, or simply 
gestures) are organized as patterns of movement that are 
rhythmically coordinated with speech production (Kendon, 
1972, 1980). At the same time, they are also considered to 
be  meaningful, specifically in how they relate to the meanings 
in the speech they accompany (McNeill, 1992; Kendon, 2004). 
For instance, speakers may use gestures to provide iconic 
representations of what is being talked about or they may use 
them to point to or locate entities (see Figures  1, 2). In 
Figure  1, the speaker mentions the entity Ärmel “sleeve” for 
the first time within a sewing event. In exact temporal 
co-occurrence with this mention, she uses a gesture to represent 
the sewing action performed on the sleeve by moving her 
right hand in a circular fashion along her left arm producing 
an iconic depiction. In Figure  2, the speaker mentions the 

existence of the entity Tisch “table” for the first time. She 
raises both hands in parallel from her lap to about chest level, 
with flat hands and palms facing each other, in order to indicate 
the shape/size of the table. This tight coordination in meaning 
and timing of two modalities is at the basis of the consideration 
that gestures and speech are conceptually linked (Kendon, 2004).

Speech-Associated Gestures and the 
Information Status of Entities
The relationship between speech and gestures extends from the 
local level of one composite expression to more global interactions 
of the two modalities, as is the case for the organization of 
connected discourse. Gestures and speech vary in a coordinated 
fashion in the way they are deployed depending on the unfolding 
of information in discourse. For example, for the tracking of 
referents in discourse, a growing number of studies demonstrate 
a close link between gestures and speech, emphasizing the role 
played by the information status of entities. When entities are 
new or less accessible, they are typically expressed with richer 
referential expressions in speech (as in lexical NPs) and are 
accompanied by gestures. In contrast, when entities are given 
or more accessible, they are expressed with leaner referential 
expressions in speech (as in pronouns) and are typically not 
accompanied by gestures (e.g., Marslen-Wilson et al., 1982; Levy 
and McNeill, 1992; McNeill, 1992, 2005; McNeill and Levy, 1993; 
Gullberg, 1998, 2003, 2006; Levy and Fowler, 2000; Yoshioka, 
2008; Wilkin and Holler, 2011; Parrill, 2012; Debreslioska et  al., 
2013; Perniss and Özyürek, 2015; Debreslioska and Gullberg, 
2019; but see So et al., 2010 for different results when using 

FIGURE 1 | Iconic representation of “sewing a sleeve” (gesture alignment 
indicated in bold face).  
Wie sie zuerst auf der Seite, auf der die Fee steht, den Ärmel zunäht  
“How she sews the sleeve on the side, on which the fairy is standing”

FIGURE 2 | Iconic representation of “a table” (gesture alignment indicated in 
bold face).  
Und es gibt ein Tisch  
“And there is a table”
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a different gesture coding approach). This pattern reflects Givón’s 
so-called principle of quantity (Givón, 1983), which predicts 
more marking material for less accessible information and less 
marking material for more accessible information (see also Ariel, 
1988, 1991, 1996; Prince, 1992; Gundel et al., 1993; Chafe, 1994; 
Arnold, 1998, 2008, 2010; and for child discourse, see e.g., 
Clancy, 1993; Hickmann and Hendriks, 1999; Allen and Schroder, 
2003; Narasimhan et  al., 2005; Serratrice, 2005; Allen, 2008). 
More importantly, the pattern is also at the heart of McNeill’s 
theory of CD and gestures, which posits that the more a piece 
of information “pushes the communication forward” (Firbas, 
1971, p. 136), the more likely it is that a gesture co-occurs 
with it. The information status (or how accessible a referent is) 
is one important factor influencing the CD of an expression 
(Firbas, 1971). Findings showing the parallelism between speech 
and gesture to signal new information (richer referential expressions 
and gestures) versus given information (leaner referential 
expressions and few/no gestures) are considered to be  support 
for McNeill’s theory.

An example of this pattern is illustrated in (1), taken from 
the data set of the current study. In order to signal that referents 
are new, indefinite lexical NPs are used in speech for the 
referents Kerzen “candles” in utterance 1, and Fee “fairy” in 
utterance 2. When the referent “candles” is mentioned for the 
second time in utterance 2, the speaker uses a pronoun to 
refer back to it (die “they”). In gesture, this alternation between 
richer/leaner expressions is reflected in a variation in gesture 
incidence. Both first mentions are accompanied by gestures 
(i.e., the referents “candles” and “fairy,” marked in bold face), 
but the subsequent mention of the referent “candles” by the 
pronoun die “they” is not.

(1)

 1 Und auf der Torte ähm sind Kerzen1 drauf “and on the big 
cake are candles.”

 2 Die1 werden angezündet von ähm einer Fee2 “they are being 
lit up by a fairy.”

Although the literature thus shows that new referents are more 
likely to occur with gestures than old/given ones, it also shows 
that not all first mentions are accompanied by gesture (e.g., 39.8% 
in Foraker, 2011; 75% in Gullberg, 2003). This observation, in 
turn, seems to challenge predictions derived from McNeill (1992, 
2005). Since a referent mentioned for the first time should always 
push the communication forward (or carry higher CD), we might 
expect every first mention to be  accompanied by gesture. But 
it is not. It remains unclear why this should be  the case.

One possibility is that a more fine-grained notion of information 
status is needed to account for the incidence of gestures. 
Specifically, in the context of new information and first mentions, 
entities could be  divided into those that are brand-new and 
those that are inferable from the preceding context. Prince 
(1981, 1992) defines brand-new entities as being new to the 
preceding discourse and also new to the addressee. Inferable 
entities, on the other hand, are new to the preceding discourse, 
but their existence can be  inferred by the addressee. A referent 
is typically rendered inferable by virtue of a trigger entity, which 

has previously been mentioned in the discourse (Prince, 1981, 
1992). For instance, inferable referents are entities that stand 
in a part/whole relationship or in a content/container relationship 
to already-mentioned entities. For example, if the referent Besen 
“broom” has already been mentioned in a particular stretch of 
discourse, then a current mention of the referent Stiel “broomstick” 
can be  considered inferable. Similarly, if the referent Salzstreuer 
“saltshaker” has already been mentioned, then a current mention 
of Salz “salt” can be  considered inferable information. Note 
that these kinds of relationships that give rise to inferables 
hold true even if in some cases a particular referent does not 
have a certain part or content (e.g., an empty saltshaker). It 
is considered sufficient that the relationship typically holds true 
(Birner, 2013). More recent accounts further argue that inferable 
information should rather be  regarded as “hearer new” but 
“discourse old” (Birner and Ward, 1998; Birner, 2013). This 
view emerges from observations that inferable information is 
often used in sentence constructions which depend on “discourse 
old” information on the one hand and in constructions which 
depend on “hearer new” information on the other.

The variation in information status between brand-new versus 
inferable referents can be signaled in speech by a formal variation 
in nominal definiteness. Speakers are likely to refer to inferable 
entities with definite lexical NPs (also called bridging expressions, 
as in e.g., the broomstick) more often than to brand-new entities 
(e.g., a broom; Clark, 1975, 1977). In principle, however, inferable 
entities can be represented by both indefinite and definite lexical 
NPs (Prince, 1992; Gundel, 1996), as illustrated in examples 
(2–3), taken from the current data set. In each case, the speaker 
has already introduced a broom as a whole into the discourse. 
At a later point, one speaker mentions the referent “broomstick” 
by using an indefinite lexical NP (2), whereas the other speaker 
chooses a definite lexical NP (3). In order to avoid circularity 
(i.e., by assuming that each definite nominal used for a first 
mention automatically represents an inferable entity, and vice 
versa), we will keep the formal marking of nominal definiteness 
separate from information status while still assuming that the 
two measures will co-vary, such that inferables will be  referred 
to with definites more often.

  (2)  PP1: Der hat nen braunen Stiel und gelbe Borsten “it has 
a brown broomstick and yellow bristles.”

 (3) PP8: Der Besenstiel ist braun “the broomstick is brown.”

McNeill’s (1992, 2005) theory of CD and gesture, but also 
most other previous research on gestures in discourse, would 
predict that brand-new referents – which are “truly” new since 
they have never been mentioned and cannot be  inferred from 
previously mentioned referents – should attract more gestures 
than inferable referents. Furthermore, if it is the case that 
indefinite lexical NPs signal brand-new referents more than 
definite lexical NPs, then they should also attract gestures more 
than definite lexical NPs (Debreslioska and Gullberg, 2019; 
but see Wilkin and Holler, 2011).

The current study seeks to test these predictions in order 
to further our understanding of when first mentions attract 
gestures or not.
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The Current Study
The current study examines when discourse entities that are 
mentioned for the first time co-occur with gestures and when 
they do not. Particularly, it explores two variables, information 
status (brand-new vs. inferable reference) and nominal 
definiteness (definite vs. indefinite nominals) to test whether 
these two factors are related to the incidence of gestures 
(presence vs. absence) in bimodal discourse.

For speech, we  predict that (a) brand-new entities are more 
likely to be mentioned with indefinite nominals, and conversely, 
that inferable entities are more likely to be  represented with 
definite nominals. For gesture, we  predict that, if information 
status and definiteness have an effect on the incidence of 
gestures, (b) brand-new referents will co-occur with gestures 
more than inferable referents, and (c) indefinite lexical NPs 
will co-occur with gestures more than definite lexical NPs.

MATERIALS AND METHODS

Participants
We invited 20 native German speakers (16 female, mean 
age  =  26, range 20–39) to participate in the study at Ludwig-
Maximilian University, Munich, Germany. All participants came 
with a native German-speaking friend who acted as listener. 
Everyone provided written consent.

Materials/Design
We used a picture story to elicit narrative speech and gestures. 
The story consisted of 127 pictures about three fairies, each 
having to fulfill a task (baking a cake, sewing a dress, and 
cleaning the floor), which they fail at, and consequently use 
magic to achieve (see Figures  3–5 for examples). References 
to the three fairies and a range of inanimate entities were 
considered (see Appendix B for a full list).

Procedure
Participants sat across from each other and only the speaker 
was captured by a video camera, focusing on head and torso. 

Participants read instructions on paper, and the experimenter 
further repeated the main points orally to them. Speakers had 
to retell the picture story by answering the question “what 
happened?” Since the story was rather long, speakers only saw 
four to six pictures at a time, had unlimited time to memorize 
them, and then retold that piece to the listener before moving 
on to the next one. Speakers were encouraged to say something 
about each picture. The listener was not supposed to ask any 
questions, but to write down a short summary of each part 
of the story they just heard. While only the speaker was of 
interest for the current study, this was not disclosed to the 
participants. The listener was also instructed not to cross legs 
or arms in order to avoid mirroring by the speaker, which 
could be unfavorable for gesture production (e.g., Kendon, 1973; 
Chartrand and Bargh, 1999). The roles of speaker and listener 
were assigned randomly1. A session lasted between 45 and 
90  min. The produced narratives were 20  min long on average. 

1 However, if one of the participants knew that the experimenter researched 
gestures (e.g., if a research assistant from the local university working on the 
topic of gestures came with a friend), then she was automatically assigned as 
listener.

FIGURE 3 | Example stimulus picture 1.

FIGURE 5 | Example stimulus picture 3.

FIGURE 4 | Example stimulus picture 2.
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All participants were debriefed orally at the end of the experiment 
and were offered refreshments as compensation. Furthermore, 
all participants signed consent forms; while speakers also filled 
out a more detailed (language) background questionnaire based 
on work of Gullberg and Indefrey (2003).

Speech Coding
A native speaker of German transcribed speech of all 20 
narratives produced by the participants using German standard 
orthography, also taking note of filled pauses, word truncation, 
repetitions, etc. We  then identified all referential expressions 
mentioning an entity for the first time. For the purposes of 
this study, we only selected references to concrete animate (i.e., 
the fairies) and inanimate entities (e.g., cake, broom, needle; 
see Appendix B for a full list of entities) that played a role 
in the story. We  excluded all references to abstract/non-spatial/
immaterial objects (as in 4). We  also excluded references to 
“non-referential referents” (Chafe, 1994). Non-referential referents 
do not factually exist at the moment of mention, and speakers 
typically mention them in an irrealis context or present their 
existence as “hypothesized, predicted, or denied” (Chafe, 1994; 
example 5). Importantly, non-referential referents are not trackable 
and, thus, represent a different category of referents than those 
that are to be  explored in the present study. Finally, we  also 
excluded references to the pictures themselves (as in 6).

 (4)  Sie hat eine Idee “she has an idea.”
(5)  das soll vielleicht so ein Mehlsack sein “it should perhaps 

be  a bag of flour.”
 (6)  Die grüne äh steht in der Mitte des Bildes “the green fairy 

stands in the middle of the picture.”

Entities were either mentioned as core arguments (subjects 
and direct objects) in presentative utterances (such as existentials 
or locatives), transitive or intransitive clauses (corresponding to 
60% of all referential expressions; see Table  1). In all three of 
these utterance types, the starting point is typically either an 
inanimate or animate locational element, the dummy subject 
es “it,” or the adverbial da “there,” and the first mentioned 
entities are placed toward the end of the utterance. In intransitive 
utterances, the speakers further use subject-verb inversion in 
order to place the first mentioned entity toward the end of the 
utterance. Placing the referents in utterance final (focal) position 
is typical in the context of first mentions. The rest of the entities 
were instantiated as either oblique arguments (29% of all referential 
expressions) or in verbless utterances (11% of all referential 
expressions; Table  1; for a construction type analysis and how 
different constructions are related to representational gestures, 
see Wu, 2018; Debreslioska and Gullberg, 2020).

Information Status
For each referential expression, we  determined whether it 
referred to a brand-new or inferable entity. A brand-new entity 
was a “truly” new entity, which had never been mentioned 
before, and was not inferentially linked to a previous entity 
in the discourse. Conversely, an inferable entity corresponded 
to an entity that was mentioned for the first time, but that 

was linked to a previous “trigger” entity in the discourse via 
an inferential link (following Prince, 1981, 1992). In the current 
data set, two different links connected first mentions to previous 
entities, namely part/whole (e.g., sleeve – dress, egg shells – 
eggs), and content/container relationships (e.g., milk – milk 
can, sugar – sugar bowl; see Appendix B for a full list).

In relation to the way that entities were embedded in different 
utterance types, we  observed that brand-new entities were 
introduced as core arguments in 67% of the cases, as oblique 
objects in 21% of the cases, and in verbless utterances in 12% 
of the cases. Inferable entities were mentioned as core arguments 
in 41% of the cases, as oblique objects in 50% of the cases, 
and in verbless utterances in 9% of the cases.

Noun Phrase Definiteness
We considered lexical NPs to be indefinite if they were mentioned 
as bare nouns, marked by indefinite determiners or numerals 
(Milch/ein Besen “milk/a broom”; drei Feen “three fairies”). 
We  considered them to be  definite when they were marked 
by definite determiners, such as definite articles, demonstrative 
pronouns and possessive pronouns (die/diese Fee “the/that fairy”; 
ihr Kleid “her dress”).

Gesture Coding
We used frame-by-frame analysis of digital video in the software 
ELAN (Sloetjes and Wittenburg, 2008) to annotate manual gestures. 
We identified the most meaningful part of the gestural movements, 
the stroke phase (McNeill, 1992; Kendon, 2004), with sound 
turned off. We  turn the sound off during the annotation of 
gesture phases to provide an objective and replicable annotation 
based on physical features of the hand/arm movements alone. 
We  determined the onset and offset of a stroke when there were 

TABLE 1 | Clause types used to introduce referents and examples.

Clause types Examples

Presentative clauses 
(existentials; locatives)

und in dieser Schüssel sind drei Zauberstäbe “and in the 
bowl are three wands”

es gibt einen Tisch “there is a table”

da sind drei Feen “there are three fairies”

die hat n Eimer “she has a bucket”

Transitive clauses sie holt ein kleines Kästchen “she goes to get a little box”

Intransitive clauses da kommen Funken raus “there are coming out sparks”

dann fliegt ein Streichholz herbei “then flies by a match”

Oblique arguments in einer Schüssel, hat sie die Kerzen “in a bowl, she has 
the candles”

die eine läuft zum Tisch “one of them walks to the table”

Verbless utterances und zwar mit roten Herzchen “and namely/that is with red 
hearts”1

und dann das Unterteil “and then the lower part”2

1Context of this verbless utterance: PP13: Also die Tube mit dem Zuckerguss ähm 
verziert den Kuchen dann noch weiter und zwar mit roten Herzchen. “So the icing bag 
continues to decorate the cake. And namely/that is with red hearts.”
2Context of verbless utterance: PP22: Aber die Nadel näht noch einmal das Oberteil 
besser zusammen und dann das Unterteil. “But the needle sews together the upper 

part more appropriately. And then the lower part.”
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changes in the trajectory or movement of the hand(s), as well 
as when there were changes in the tension, shape, or placement 
of the hand(s) (see Kendon, 2004; Seyfeddinipur, 2006 for more 
detailed descriptions/instructions). In the case of deictic gestures, 
we counted the accelerated movement toward the end configuration 
together with the momentary stop in the end configuration as 
the stroke. For all other gestures, we  also included post stroke 
holds, defined as movement cessations of the hand at the end 
of a gesture stroke, as meaningful parts of the gesture. One of 
the functions of post stroke holds is to allow for the rest of the 
co-expressive speech to be  uttered before the hand goes into 
retraction or the next gesture (Kita, 1990; McNeill, 1992). They 
are therefore relevant for our analysis. Since the goal of the 
current examination is to find out when gestures are aligned 
with new referents in discourse, it is crucial to take into consideration 
the full chunk of speech that the meaningful part of the gesture 
is related to. In a last step, we identified which gestures co-occurred 
temporally with at least one syllable of the relevant referential 
expressions (following Stam, 2006; Gullberg et  al., 2008) and 
only took those gestures into account for the analyses.

Reliability Coding
A second German native speaker recoded speech for information 
status (brand-new vs. inferable) and nominal definiteness (indefinite 
vs. definite) for the referential expressions of four participants, 
corresponding to about 20% of the total amount of referential 
expressions used in the analyses. The agreement between coders 
was 90% for the coding of information status (brand-new vs. 
inferable). Interrater reliability was computed using Cohen’s kappa 
(Kappa =0.796, SE of kappa =0.035). The agreement between 
coders was 98% for nominal definiteness coding (indefinite vs. 
definite nominals). The interrater reliability was also measured 
using Cohen’s kappa (Kappa  =  0.979, SE of kappa  =  0.012).

A second coder recoded gestures for the same four participants 
in our data set, identifying gestures in the target utterances 
(i.e., those containing first mentions). The target gestures in 
those utterances constitute about 20% of the total amount of 
gestures that went into the analysis. Agreement was reached 
when the gesture that coder 2 identified aligned with the same 
referential expression as the one that coder 1 identified. The 
agreement between coders was 96%.

Analyses
The analyses focus on first mentions of referents, brand-new 
or inferable, encoded by definite or indefinite nominals and 
produced with or without gestures. The data set consisted of 
1,489 spoken referential expressions and 811 gestures produced 
by all 20 participants.

We used linear mixed effects models with the lmerTest package 
(Kuznetsova et  al., 2017) in RStudio (RStudio Team, 2016) for 
all analyses. Table 2 summarizes the two main analyses. Analysis 1 
concerns speech alone, examining the relationship between the 
information status of referents and their formal representation 
in speech as definite versus indefinite nominals. Analysis 2 then 
examines whether the presence of gesture is modulated by these 
variations in information status and definiteness.

RESULTS

Speech
In a first step, we explored the relationship between information 
status and definiteness in speech alone (Table  2, analysis 1). 
Figure 6 presents the observed distribution of indefinite nominals 
across brand-new (82%) and inferable referents (27%). The analyses 
revealed that, as expected, brand-new referents were significantly 
more likely to be  expressed as indefinite nominal expressions 
than inferable referents (EST = −5.83, SE = 0.32, z-value = −18.46, 
p = 0.000). Conversely, inferable referents were significantly more 
likely to be  encoded with definite than with indefinite nominal 
expressions (EST  =  4.33, SE  =  0.30, z-value  =  14.43, p  =  0.000).

Gesture
Next, we  examined the relationship between the incidence of 
gestures and first mentions. We  found that speakers produced 
gestures for 55% (SD  =  23%) of all first mentioned entities 
(mirroring 60% in Foraker, 2011). We  tested whether the 
incidence of gesture is modulated by two independent variables, 
namely information status operationalized as brand-new versus 
inferable, and referents’ representation in speech as indefinite 
versus definite nominals (Table 2, analysis 2). Figure 7 presents 
the observed distribution of (mean proportions of) gestures 
across inferable (65%) versus brand-new referents (52%). Figure 8 
presents the observed distribution of (mean proportions of) 
gestures across definite (56%) versus indefinite (54%) nominals.

We ran five different models in order to determine the 
model that fit the data best. The first model included no 

TABLE 2 | Variables and levels.

Analysis Dependent 
variable

Levels Predictor variable Levels

1 Definiteness Indefinite/
Definite

Information status Brand-New/
Inferable

2 Presence of 
gesture

yes/no Information status Brand-New/
Inferable

Definiteness Indefinite/
Definite

FIGURE 6 | Indefinite nominals representing brand-new versus inferable 
entities (observed data).
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predictor variables. The second and third models each included 
only one predictor variable, information status and definiteness, 
respectively. Finally, the fourth and fifth models included both 
predictor variables, but one was a simple model and the other 
an interaction model. All models included “subject” as a random 
predictor variable. We compared the Akaike information criterion 
(AIC) values between all models in order to determine the 
model which represented the best fit to the data set. Lower 
AIC values correspond to better fit (see Appendix A for a 
full list of models ranked according to their AIC values). More 
specifically, the AIC is an estimate of predictive accuracy, which 
measures how well a regression model will fit when applied 
to a new sample (see Long, 2012 for a detailed description).

The model comparisons showed that the simple model including 
the two predictor variables, information status and definiteness, 
best explained the present data. The analysis revealed that there 
was a significant effect of information status on the incidence 
of gestures but in the opposite direction from the prediction. 
Inferable referents were significantly more likely to occur with 
gestures than brand-new referents (EST  =  −0.73, SE  =  0.16, 
z-value  =  −4.51, p  <  0.000). There was no significant effect of 
definiteness (EST = −0.25, SE = 0.15, z-value = −1.68, p = 0.092).

DISCUSSION

The existing literature on discourse reference and gestures has 
shown that gestures are sensitive to referents’ information status 
in discourse such that they occur more often with new referents/
first mentions than with given referents/subsequent mentions. 
However, because not all new entities are gestured about at 
their introduction, the current study set out to examine when 
first mentions of discourse entities are accompanied by gestures 
and when they are not. In particular, we considered the possible 
connection between gesture production and a more fine-grained 
difference in information status between brand-new and inferable 
entities, as well as the variation in linguistic encoding between 
indefinite and definite nominals, reflecting this difference 
in speech.

The results can be  summarized in two points. First, the 
speech results showed that, as predicted, brand-new referents 
tend to be  expressed by indefinite nominals (e.g., a broom), 
whereas inferable referents tend to be  expressed by definite 
nominals (e.g., the broomstick). These findings are in line with 
previous research on this topic (e.g., Clark, 1975, 1977; Prince, 
1981, 1992; Fraurud, 1990; see also Hickmann et  al., 1996, 
for marking of newness in German), showing that referential 
form is sensitive to the inferability of referents mentioned for 
the first time.

Second, the gesture results revealed a link between gesture 
production and the brand-new/inferable distinction. Contrary 
to prediction, however, inferable referents were significantly 
more likely to be  accompanied by gestures than brand-new 
ones. For example, the brand-new referent “dust pile” is 
introduced in a presentative utterance, man sieht da vorne 
dran sonen kleinen Haufen “one sees there in front a little 
pile,” and no gesture co-occurs with this first mention. Compare 
this to the first mention of the inferable referent “egg yolk” 
in the presentative utterance und man sieht jetzt das Eigelb 
“and one sees now the egg yolk,” in which a gesture localizing 
the egg yolk above a bowl accompanies the referential expression 
denoting it (Figure  9). In this example, the speaker raises her 
hand from her lap to about chest level while also using a 
marked hand shape to represent the shape of the egg yolk. 
Figure  9 illustrates the end position of her gesture.

This result poses a challenge to McNeill’s (1992, 2005) theory 
of CD and gestures, which posits that the more a piece of information 
pushes the communication forward, the more likely it is to co-occur 
with a gesture. It seemed plausible to assume that brand-new 
referents, which mark the lowest degree of accessibility of referents 
in discourse, push communication forward more than inferable 
referents and would thus be accompanied by gestures more often. 
However, the current results do not support this assumption.

The study asked whether information status plays a role for 
the incidence of gestures with first mentioned entities in discourse. 
The current results suggest that this is the case: gestures are 
significantly more likely to occur with inferable than with brand-new 
referents. Although these results go in unanticipated directions, 
they still suggest that gesture production is sensitive to the subtle 
distinction in information status suggested by the difference between 
brand-new and inferable referents. The findings therefore generally 

FIGURE 7 | Mean proportions of gestures used with brand-new referents 
(0.52; SE = 0.05) versus inferable referents (0.65; SE = 0.5; observed data).

FIGURE 8 | Mean proportions of gestures used with indefinite (0.54; 
SE = 0.5) versus definite nominals (0.56; SE = 0.05; observed data).
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support previous research on the relationship between information 
status and gesture production in discourse (e.g., Marslen-Wilson 
et  al., 1982; Levy and McNeill, 1992; McNeill and Levy, 1993; 
Levy and Fowler, 2000; Gullberg, 2003, 2006; Foraker, 2011). 
However, the question is why gestures should be  more strongly 
linked to inferable than to brand-new entities. Birner (2013) proposes 
that inferable information is “discourse old” but “hearer new.” That 
is, inferable information can be considered “discourse old” because 
it is inferentially linked to the previous discourse in some way. 
But it is also “hearer new” because the information itself might 
not yet be  active in the addressee’s representation of the discourse 
(even if in principle it might be more easily accessed than brand-new 
information). We suggest that speakers may use gestures to highlight 
these (inferable) pieces of information in order to signal to the 
addressee that, even if the information is marked by a definite 
determiner, they are still to add it as a new referent to the discourse 
representation. In other words, since inferable entities are linguistically 
encoded similarly to given information (by definite nominals), 
speakers may produce gestures more often with them to signal 
to the addressee that the information is not in fact given, but 
new since there is not yet any active representation of the information 
in the discourse model. By this account, gestures and speech in 
this particular context seem to work together in a complementary 
rather than a parallel fashion. That is, when speech does not 
provide an unambiguous cue as to whether information needs to 
be newly added to the discourse representation (such as by indefinite 
nominals), gestures can do so instead.

This interpretation is something of a departure from previous 
studies, which have mainly emphasized that the two modalities 

work in parallel. However, the interpretation is commensurate 
with McNeill’s (1992) view on gestures and speech as two 
dimensions of the same idea unit, where gestures do not always 
represent the same information as speech. The suggestion is that 
together, speech and gesture form a more complete representation. 
Similarly, Kendon (2014) suggests that gestures and speech together 
form a richer and more complex expression than if words or 
gestures are considered alone. In order to form such a complex 
expression, gestures can be used in flexible ways, as complements 
or supplements, sometimes even as substitutes or alternatives, 
to spoken expressions, always in accordance with the underlying 
communicative effort or intent (Kendon, 1986). The two modalities 
can thus be  seen as adaptable resources allowing speakers to 
vary how they coordinate them depending on the communicative 
needs in different types of situations (Gullberg, 1998; Holler and 
Beattie, 2003; Kendon, 2004).

Interestingly, the results can also be  related to qualitative 
observations in children’s speech and gesture production. Allen 
(2008) examined the influence of a referent’s information status 
on children’s argument realization in Inuktitut, a pro-drop 
language. She found that while children predominantly realize 
an argument overtly when it is “new,” there are still surprisingly 
many cases when children simply drop the argument even if 
the referent is new to the discourse. Qualitative analyses of 
some of the cases revealed that those elided arguments often 
refer to inferable referents instead of brand-new ones suggesting 
that children seem to differentiate between the two. More 
interestingly, Allen further showed that children tend to produce 
a gesture in place of the elided argument (while the timing 
of the gestures is unclear, we  assume that gestures aligned 
with the verb phrases of an utterance; see also Yoshioka, 2005). 
That is, when referents represent new, but inferable information, 
children can drop the argument in speech and use a manual 
gesture instead. Often, this would be  a deictic gesture pointing 
to the intended referent. Therefore, Allen’s (2008) analyses 
similarly suggest that when new but inferable information is 
linguistically treated like given information (i.e., by zero arguments 
in Allen’s study; by a definite determiner in the present study), 
a gesture might indicate the referent’s accessibility instead.

Importantly, although referent inferability explains a considerable 
part of the data, we  still find inferable referents that are not 
accompanied by gestures (36%), as well as brand-new referents 
that do co-occur with gestures (52%). This means that there 
must be  other aspects (possibly related to information status) 
which affect the presence of gestures in general, and with first 
mentions in particular. One aspect concerns the operationalization 
of inferability. In the current study we only considered inferential 
relations between first mentioned and already-mentioned trigger 
entities. Previous research, however, suggests that a first 
mentioned entity can also be inferentially related to a previously 
mentioned activity, time, or place (see e.g., Ward and Hirschberg, 
1985; Ward and Prince, 1991; Ward and Birner, 2001). For 
instance, after having talked about a baking situation, a speaker 
might refer to the referent “spoon” with a definite nominal 
because she considers it inferable given that people often use 
spoons when baking. It is worth considering such relations 
in future studies.

FIGURE 9 | Example of a gesture accompanying the first mention of an 
inferable entity.  
und man sieht jetzt das Eigelb  
“and one sees now the egg yolk”
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A further aspect is more linguistic in nature. Firbas (1971), 
in his original work on CD in discourse, suggests that the amount 
of CD a speech unit carries (whether it is a referential expression, 
a verb or any other unit of meaning) does not solely depend 
on information status but also on the semantics and the word 
order used in a given utterance. It is therefore possible to 
complement an analysis of information status of first mentions 
with, for instance, the semantics of the verbs used to introduce 
an entity into discourse or the position of the referent in the 
utterance. It is already known that semantics plays an important 
role in the way that gestures represent information (e.g., McNeill, 
1992, 2005; Kita and Özyürek, 2003; Kendon, 2004; Gullberg 
et  al., 2008; Gullberg, 2009, 2011; Debreslioska and Gullberg, 
2020). However, it is rather unclear whether and if so how the 
semantics of a referential expression and/or the verb used to 
introduce a referent would also affect the incidence of gestures. 
Other studies suggest a relationship between the way speakers 
package information morpho-syntactically and the way that gestures 
represent information (e.g., Kita and Özyürek, 2003; Özyürek 
et  al., 2005; Kita et  al., 2007; Gullberg et  al., 2008). However, 
also for these studies, it is unclear how morpho-syntactic packaging 
would influence the incidence of gesture rather than the mode 
of representation in gesture. Thus, examining the interplay between 
semantics, word order, and information status in discourse might 
provide further useful insights into why some entities occur with 
gestures and others do not and on the relationship between 
gestures and speech on the discourse level more generally.

Finally, there are other non-discursive aspects to consider. For 
instance, some entity properties may be  particularly conducive to 
gesture production. Different objects afford action on them to 
different degrees, which in turn may affect how likely people are 
to gesture about them. For example, Chu and Kita (2016) found 
that speakers produced speech-associated gestures more often when 
the stimulus objects they saw afforded action (i.e., objects with 
a smooth surface) than when they did not (i.e., objects with a 
spiky surface). Another issue is familiarity. For instance, if someone 
is not, or supposes the addressee is not, familiar with a certain 
entity or action, such as decorating a cake with an icing bag, 
they might be  more likely to gesture about it (cf. Campisi and 
Özyürek, 2013). Lastly, of course, it is also possible that the specific 
task in this study might have influenced why speakers did or 
did not gesture about entities. For instance, we encouraged speakers 
to say something about each picture, which might have led them 
to talk about aspects of the stories that they would have left out 
otherwise. When speakers leave out information in a narrative 
context, it is typically because the information is not relevant to 
the story at hand or because the information is old/given. It is 
therefore possible that this is the reason why some speakers 
refrained from gesturing about certain entities they talked about. 
These suggestions will have to be  explored in future studies. In 
particular, it would be  desirable to design experiments which can 
tease apart the different levels that seem to influence the distribution 
of gestures (discursive and non-discursive).

In conclusion, the study has provided new evidence that 
the incidence of gestures in discourse is related to the referential 
status of entities. The focus on first mentions in relation to 
gesture is novel and, unlike previous studies on this topic 

suggesting a parallel link between the modalities, this study 
reveals a complementary function of speech and gestures in 
discourse. Specifically, gestures are shown to accompany first 
mentioned inferable referents, which are hearer new, but discourse 
old, more often than first mentioned brand-new referents, which 
are hearer new and discourse new. We  propose that speakers 
use gestures to signal that inferable referents, despite their 
inferential link to the previous discourse, are hearer new and 
that, consequently, addressees need to add them as new to 
their discourse representation. Gestures may help them do 
this. The findings are in line with the view that gestures and 
speech work together to build a coherent piece of discourse, 
but they further highlight the many and flexible functions 
that gestures can fulfill in relation to speech in general and 
in bimodal discourse reference in particular.
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Previous work has shown how native listeners benefit from observing iconic gestures
during speech comprehension tasks of both degraded and non-degraded speech.
By contrast, effects of the use of gestures in non-native listener populations are less
clear and studies have mostly involved iconic gestures. The current study aims to
complement these findings by testing the potential beneficial effects of beat gestures
(non-referential gestures which are often used for information- and discourse marking)
on language recall and discourse comprehension using a narrative-drawing task carried
out by native and non-native listeners. Using a within-subject design, 51 French
intermediate learners of English participated in a narrative-drawing task. Each participant
was assigned 8 videos to watch, where a native speaker describes the events of
a short comic strip. Videos were presented in random order, in four conditions: in
Native listening conditions with frequent, naturally-modeled beat gestures, in Native
listening conditions without any gesture, in Non-native listening conditions with frequent,
naturally-modeled beat gestures, and in Non-native listening conditions without any
gesture. Participants watched each video twice and then immediately recreated the
comic strip through their own drawings. Participants’ drawings were then evaluated
for discourse comprehension (via their ability to convey the main goals of the narrative
through their drawings) and recall (via the number of gesturally-marked elements in
the narration that were included in their drawings). Results showed that for native
listeners, beat gestures had no significant effect on either recall or comprehension. In
non-native speech, however, beat gestures led to significantly lower comprehension
and recall scores. These results suggest that frequent, naturally-modeled beat gestures
in longer discourses may increase cognitive load for language learners, resulting in
negative effects on both memory and language understanding. These findings add to
the growing body of literature that suggests that gesture benefits are not a “one-size-
fits-all” solution, but rather may be contingent on factors such as language proficiency
and gesture rate, particularly in that whenever beat gestures are repeatedly used in
discourse, they inherently lose their saliency as markers of important information.
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INTRODUCTION

Speech is a multimodal act that allows for listeners to make use of
both auditory as well as visual cues to make sense of the incoming
message. Numerous studies have shown that speech produced
with referential gestures1 boost both comprehension and recall in
the L1 (Riseborough, 1981; Cohen and Otterbein, 1992; among
many others), with very few studies showing no effects (e.g.,
Austin and Sweller, 2014; Dahl and Ludvigsen, 2014). Similarly,
positive results have also been found in the L2 (Sueyoshi and
Hardison, 2005; Tellier, 2008; Kelly et al., 2009; Macedonia
et al., 2011; among many others). A meta-analysis by Hostetter
(2011) which analyzed over 60 studies describes six ways in
which referential gestures may boost memory, comprehension,
and learning: (i) By being better adapted at conveying spatial
information than speech, (ii) by giving additional information
that is not in speech, (iii) by having positive effects on the
speaker’s speech production, (iv) by presenting information that
is redundant with speech, affording listeners additional cues to
glean meaning, (v) by capturing a listener’s attention, and (vi) by
boosting a positive rapport between speaker and listener. Further
evidence of these beneficial effects is found in electrophysiological
studies on the semantic integration of referential gestures.
A handful of studies have found that iconic gestures that are
incongruent with their lexical referent in speech produce large
N400 s, indicating difficulty in integrating semantic meaning
(e.g., Holle and Gunter, 2007; Kelly et al., 2010 among others).

What is less well understood, however, is under which
conditions iconic gestures benefit recall and comprehension
processes the most. For example, a recent study by Dargue and
Sweller (2020) found that typically produced iconic gestures aided
comprehension of a short narrative over atypically produced
iconic gestures (e.g., moving one hand upward while pointing
to the ceiling with the other hand to represent the character
picking up a bucket). Similarly, electrophysiological studies have
also determined that N400 effects can be modulated by factors
such as speaker style (i.e., using only iconic gestures, compared
to producing iconic gestures along with meaningless grooming
movements; Obermeier et al., 2015), the temporal affiliation
between the iconic gesture and its lexical referent (Obermeier
et al., 2011), noise conditions (Drijvers and Özyürek, 2017),
or native-language status (Ibáñez et al., 2010; Drijvers and
Özyürek, 2018). The current study aims to deepen our knowledge
regarding the factor of native-listener status.

Indeed, an important speaker-external factor that seems to
strongly regulate the effectiveness of gesture is native-language
status. When directly comparing the effect of gestures on recall
and comprehension by native and non-native listeners, a different
pattern of results emerges depending on L2 proficiency level.
Following previous EEG studies with a gesture-congruency
paradigm with referential gestures, Ibáñez et al. (2010) found
that while high-proficiency learners of German showed similar
patterns to native listeners in N400 modulation, low-proficiency

1Studies on co-speech gestures have widely adopted McNeill’s (1992) classification
of gestures as iconic, metaphoric, deictic, or beat gestures. The former three are
considered referential in nature, as they make direct references to semantic content
in speech.

learners showed no modulation. The interpretation of these
results was such that when speakers are at a lower proficiency,
they do not even attempt to integrate information in gesture.
Along those same lines, Drijvers and Özyürek (2018) found
that iconic gestures in clear speech conditions resulted in larger
N400 components in intermediate-level non-native listeners than
native listeners, while no N400 modulation was found for non-
native listeners in degraded speech. The authors interpret this
larger N400 effect in non-native listeners as evidence that they
need to focus more strongly on gestures in clear speech to
integrate the semantic information. However, when there are no
phonological cues available to help with the process, they no
longer make use of gestures for semantic integration.

In a recent eye-tracking study, Drijvers et al. (2019a) expanded
upon these results. The authors presented native and highly
proficient non-native listeners a set of Dutch verbs that were
uttered either with or without gesture, and in clear and degraded
speech. Immediately following the presentation of each video
stimulus, participants were asked to choose which word they
heard from four potential candidates. Even though the results
showed that both native and non-native speakers benefited from
the presence of gesture for the comprehension of Dutch words
produced in isolation, they crucially found that both native and
non-native listeners showed more accurate answers and faster
response times in the gesture condition than in the no gesture
condition. While language status did not affect the accuracy
of responses, native listeners answered quicker than non-native
listeners in the gesture condition with degraded speech. The
eye-tracking data showed that in the gesture condition with
degraded speech, while all listeners focused more on the face
than the gesture, non-native listeners tended to fixate more
on gestures than native listeners. Thus authors suggest that
non-native listeners cannot make use of visual information
from the mouth when auditory cues are unavailable, and thus
look for visual information elsewhere. This is unlike native
speakers, who can indeed make use of visual cues from the
mouth and integrate information both from manual and mouth
movements simultaneously. It is this efficiency in integrating
multiple channels of information simultaneously that leads the
native speakers to respond faster in the cued recall task described
above (see also Drijvers et al., 2019b).

To our knowledge, only one study has assessed the benefits
of the presence of iconic gestures on recall and comprehension
by native and non-native listeners using larger discourses. Dahl
and Ludvigsen (2014) directly compared the effects of iconic
gestures in both native and non-native listeners in terms of recall
and comprehension in a cartoon picture drawing task. 28 native
English speaking adolescents and 46 Norwegian adolescents who
had been learning English for 7–8 years participated in the study.
Each group of participants were divided into two experimental
conditions, resulting in a total of 4 experimental groups: Native
listener with gesture (NL-G), Native listener without gesture
(NL-NonG), Foreign listener with gesture (FL-G), and Foreign
listener without gesture (FL-NonG). Each group saw the same
4 picture descriptions presented in English, differing only in
whether referential gestures were present or not. Upon watching
each video, participants were asked to reproduce the picture that
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had just been described. Their drawings were evaluated in terms
of explicit recall (the presence of elements explicitly described
in the discourse), implicit comprehension (the presence of
logically implied elements), distortions (elements that were
present but inaccurately portrayed), and based on these measures,
a composite score was calculated. They found that the native
language groups performed similarly on the task regardless of the
presence or absence of gesture. In the FL groups, however, the G
group showed much higher scores of recall and comprehension,
and fewer distortions than their NonG counterparts. Indeed,
the FL-G group performed just as well as both NL groups.
These results suggest that referential gestures may not have an
effect in native listeners, while non-native listeners benefit from
information coded in gesture.

Importantly, compared to their referential counterparts, fewer
studies have investigated effects on comprehension and recall
when there is no lexico-semantic meaning associated with the
gesture2. Indeed, non-referential beat gestures are one of the
most common types of gesture that are produced by speakers,
particularly the case in academic contexts where these gestures
predominate at rates of up to 94.6% of the gesture types
produced (Shattuck-Hufnagel and Ren, 2018, see also Rohrer
et al., 2019 for similar results). These gestures (much like
their referential counterparts) are also integrated with speech
prosody (often co-occurring with pitch accentuation), and
their presence can actually modulate a listener’s perception of
prominence (see Krahmer and Swerts, 2007; Bosker and Peeters,
2020). Further, non-referential beat gestures have important
discursive and pragmatic functions, such as marking information
structure (Im and Baumann, 2020), epistemic stance (Prieto
et al., 2018; Shattuck-Hufnagel and Prieto, 2019), among others.
Indeed, these gestures work with prosodic prominence to act as
“highlighters” to important information in speech, potentially
increasing listeners’ attention to key words in speech. Thus
it seems important to understand how these movements are
processed by listeners and can potentially aid in discourse
comprehension and recall. This is especially true in the case of
non-native listeners, as these movements may aid in determining
important aspects of speech and boosting comprehension,
particularly in the language classroom. Conversely, they may
also be a distraction from concentrating on decoding speech in
the auditory domain, due to their non-imagistic nature. To our
knowledge no study has assessed the effects of beat gestures on
comprehension and recall by non-native listeners. The current
study investigates for the first time the potential beneficial effects
of beat gestures on language recall and comprehension of a
narrative task by both native and non-native listeners.

Recent electrophysiological evidence has helped in obtaining
more insight on the integration of non-referential gestures
with speech, revealing that non-referential beat gestures boost

2i.e., McNeill’s “beat” gesture, often said to be non-referential because there is no
clear semantic reference in speech. Indeed, [McNeill (1992):15] describes these
movements as simple up-and-down movements or flicks of the hand or fingers,
that seem to be beating to the rhythm of speech. Recently, they have been claimed
to have more pragmatic functions. For example, these gestures tend to mark new
or contrastive information, or discourse structure (see also Prieto et al., 2018;
Shattuck-Hufnagel and Prieto, 2019).

attention and can help ease semantic integration. An early
study by Biau and Soto-Faraco (2013) found that beat gesture-
accompanied words elicited a positive shift in the early stages
of processing, as well as a later positivity around 200 ms
after word onset, showing that gesture is integrated early on
in speech processing. Similarly, a study by Dimitrova et al.
(2016) found that beat gestures elicited a positivity around
300 ms after word onset. They attribute this to a “novel P3a”
component that is said to reflect increased attention. These
two studies, when taken together, support the idea of beat
gestures working as a “speech highlighter,” boosting attention.
Another study by Wang and Chu (2013) showed that beat
gestures elicited smaller N400 components, independently of
pitch accentuation. Thus, the authors conclude that beat gestures
attract attention to focused words, ultimately facilitating their
semantic integration. However, while electrophysiological studies
seem to suggest that non-referential beat gestures boost attention
and ease semantic integration, behavioral studies on these
gestures have found conflicting results on their effects on recall
and comprehension patterns.

Despite the aforementioned electrophysiological results,
behavioral studies have found mixed results when assessing the
use of non-referential beat gestures on recall and comprehension
patterns, both in adults and children. Comparing gesture types,
Feyereisen (2006) exposed adults to 26 sentences, where 10
sentences contained a referential gesture, 10 contained a non-
referential gesture, and 6 were filler sentences. A free-recall
task showed that the participants remembered the sentences
with referential gestures more than those with non-referential
gestures. On the other hand, So et al. (2012) found that when
presenting lists of single words accompanied by either iconic,
beat, or no gesture, adults benefited equally from both iconic and
beat gestures, while children only benefited from iconic gesture.
However, the previous two studies presented sentences and words
without any context. Again looking at both adults and children,
Austin and Sweller (2014) investigated the effects of different
gesture types on the recall of spatial directions. Participants were
shown a Lego base plate with arranged Lego pieces representing
different destinations in a town. Participants were then told by the
researcher the path the Lego man took. The researcher described
the path in one of three conditions: (a) no gesture, (b) producing
20 beat gestures, or (c) producing a combination of gestures
(iconic, deictic, metaphoric, and beat gestures, N = 5 per type).
After hearing the spatial direction describing the Lego man’s
path and a 120 s join-the-dots filler activity, participants were
asked to recount the path that was described to them. Contrary
to the results from So et al. (2012), they found that children
did benefit from both “combined” gesture and beat gesture
conditions, while adults did not show any beneficial effects from
either gesture condition. Further studies with children have
shown mixed results. While studies like Igualada et al. (2017)
and Llanes-Coromina et al. (2018) found beneficial effects of
beat gestures in lists and short discourse contexts with one target
beat gesture per sentence, Macoun and Sweller (2016) found that
there was no benefit from the presence of beat gesture produced
in larger narrations describing a girl’s afternoon in the park
with her family. When comparing the effects of non-referential
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beat gestures, most studies have justified their disparate results
by focusing on methodological differences, particularly in terms
of stimuli presentation patterns. Some studies presented single
words or sentences out of context, while others offered longer
narratives of varying sizes. It is important to note that the studies
on children seem to suggest that beat gestures are most effective
when marking focused information in a pragmatically relevant
context. While Igualada et al. (2017) and Llanes-Coromina et al.
(2018) used short discourses or lists of words with one gesture
occurring in a pragmatically relevant position, studies by Austin
and Sweller (2014) and Macoun and Sweller (2016) used a more
difficult task with a 2-min narrative with a larger occurrence
of beat gestures marking the same words as in the referential
gesture condition [20 gestures within 10 target sentences for
the Beat gesture condition in Austin and Sweller (2014); 10
gestures within a 2 min narrative for the Beat gesture condition
in Macoun and Sweller, 2016]. In this context we think that
it is especially relevant to assess the effects of beat gestures in
natural speech conditions, which may contain multiple gestures
within one narration.

Two studies with adults complemented the data obtained
with children, and took into account the relationship between
beat gestures and prosody. They showed that gestures are most
effective when coupling with prosody to mark contrastively
focused information in a pragmatically relevant context. Kushch
and Prieto (2016) used larger discourses that contained two
contrastive sets within the narrative. The discourses were
produced so that prominence could either be given prosodically
(through L + H∗ pitch accentuation) or prosodically and
gesturally (with both a pitch accent and a non-referential beat
gesture). These conditions could either appear on the first
contrastive pair (where the second pair would be unaccented)
or vice versa, resulting in four possible configurations. 20 native
Catalan speaking participants watched the discourses and were
subsequently given a cloze task, where they had to fill in the
words that were contrastively focused from each pair. They found
that beat gestures boosted recall significantly more than prosodic
prominence alone, and that this effect was even greater when
it accompanied the first contrastive pair in discourse. These
results were further refined in a more recent study by Morett and
Fraundorf (2019). Using similar discourses, they manipulated the
conditions to have beat gesture present or absent, and accenting
be either presentational (H∗) or contrastive (L+H∗). While they
did not find a main effect of gesture on the recall of information,
they did find that contrastively marked information accompanied
by a beat gesture was remembered more than presentational
information when it was marked with a beat gesture. When
gestures were absent, there was no effect of pitch accent type.
In other words, beat gestures seem to modulate the efficacy of
contrastively marked prominence. Thus, these studies suggest
that the gesture’s pragmatic function is also a factor that affects
beat gesture’s efficiency in boosting recall and comprehension.

All in all, there is a clear need to assess why non-referential
beat gestures seem to have a positive impact on language
processing in some instances but not in others. In this regard,
following up on recent studies focusing on referential gestures,
some research has begun investigating under which conditions

beat gestures are helpful. To our knowledge, only three studies
have assessed the role of beat gestures for non-native listeners,
particularly focusing on their effects in novel vocabulary learning,
with mixed results. Levantinou and Navarretta (2015) followed
the same methodology as So et al. (2012) with presenting
individual words with or without iconic gesture, beat gesture,
or no gesture. They found that only iconic gestures boosted
recall, and that there was no significant difference between
the beat and no gesture conditions. The authors claimed that
beat gestures may have in fact increased the learners’ cognitive
load, as they have not yet learned how to interpret these
gestures. Another study by Kushch et al. (2018) presented novel
Russian vocabulary words to naïve Catalan learners in a carrier
sentence, such as “Bossa es diu ‘sumka’ en rus” (translation:
“Bag is called ‘sumka’ in Russian”). The target word (sumka)
was presented in 4 conditions: Accompaniment with neither
a (L + H∗) pitch accent nor a gesture; Accompanied with
a (L + H∗) pitch accent (no gesture); Accompanied with a
gesture (no pitch accent); or Accompanied with both a (L + H∗)
pitch accent and gesture. They found that the participants
recalled best when target words were produced with both a
gesture and a pitch accent. When only one prominence was
produced, pitch accented words were better remembered than
words produced with beat gesture only. The authors thus claimed
that beat gestures can be beneficial in restricted learning contexts
and when they co-occur with focal pitch accents. Finally, a
study by Morett (2014) used an interactive word teaching
and learning task with pairs of native English speakers with
no knowledge of Hungarian to assess gesture’s effect on the
recall of novel vocabulary. For each pair, one participant was
designated as the “explainer” and the other as the “learner.”
The explainer had to teach a total of 20 novel Hungarian
words. After the presentation of each word, the explainer had
to teach the learner the novel vocabulary word “however, they
thought [the learner] would learn it best” (i.e., they had no
specific instructions regarding gesture production). The entire
interaction between the two participants was filmed. After the
filmed learning phase, participants had to take a recall test.
Gesture’s impact was determined by using multiple regression
analysis to examine the relationship between gesture production
by both participants during the learning phase and their recall
scores. They found that observing gesture did not predict
word recall for either participant, regardless of type. However,
explainers’ production of beat gestures did predict their own
word recall, while learners’ representational gesture production
predicted their own word recall. The author explains that these
divergent results may be due to the fact that learners may have
used representational gesture to enrich the conceptual links
between the new words and their referents, while the explainers
may have made use of reinforced verbal associations that were
established while using beat gestures to convey the meaning of
target words. The overall results from this study suggest that
gesture production is more beneficial than their mere perception,
and in regards to beat gestures, they may be beneficial for
different speakers in different contexts. Thus, studies involving
the use of beat gesture in L2 have found conflicting results.
Further, none of these studies have directly compared native
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listeners to non-native listeners in the recall and comprehension
of complex discourses.

In sum, the previous research on the effects of non-referential
beat gestures for recall and comprehension has shown mixed
results, where positive results have generally been shown when
beat gestures are used in pragmatically restricted contexts,
e.g., marking contrastively focused information. Less is known
regarding the effects of beat gesture production that has been
modeled after natural discursive speech, reflecting more natural,
real-world experiences that listeners encounter (yet see Austin
and Sweller, 2014; Macoun and Sweller, 2016). Thus it seems
important to see the effects of these gestures in more natural
speech conditions, which may contain multiple gestures within
one narration. Importantly, no study with beat gestures has
directly compared between native and non-native listeners. Thus
the main aim of the study is to compare the effects of beat
gestures between native and low-intermediate-level non-native
listeners in a narrative-drawing task. This population was chosen
as some studies have suggested that gestures may be more
beneficial for lower-level learners (see Sueyoshi and Hardison,
2005; Morett, 2014). We believe that non-referential beat gestures
may help non-native listeners as they index key words in the
narrative, potentially boosting their attention to these aspects and
consequently aiding in their recall. Further, as mentioned before,
beat gestures serve discourse and information structure marking
functions, which may boost discourse comprehension in terms of
understanding the relationship between the elements and actions
in the narrative. However, it is quite possible that compared
to native speakers, these more complex, naturalistic conditions
may lead to cognitive overload (i.e., processing costs beyond
the listener’s cognitive capacity) for low-intermediate-level non-
native listeners with too much visual stimulation, causing them to
focus on the movements and miss out on important information
being presented orally (e.g., Drijvers et al., 2019a). Following Dahl
and Ludvigsen (2014), a narrative-drawing task was chosen as
it offers a blank slate to determine what information is recalled
and understood from the narrative, without the implications
of using comprehension questions which may assess recall and
comprehension in a more precise manner but require language
processing and production skills to answer. This is particularly
relevant for low-intermediate L2 learners. The current study will
thus give insight on the effects of non-referential gestures on
recall and discourse comprehension in more natural contexts
and particularly by low-intermediate non-native listeners, which
could potentially guide our understanding on not just if these
gestures are beneficial, but when they are beneficial. The results
may also eventually be applied in language learning contexts,
where gestures may be used to potentially boost vocabulary
learning or facilitate oral comprehension in the L2.

MATERIALS AND METHODS

Participants
A total of 51 participants (41 females, 9 males, and 1 non-binary,
Mage = 23.28, SD = 7.2) were recruited from 4 intermediate-level
English classes at the University of Nantes. One of the English

classes where participants were recruited from was for second
year undergraduate students studying English as part of their
Language Sciences degree (N = 15). The other three English
classes were offered by the Service Universitaire des Langues (SUL)
at the University of Nantes (N = 13, 13, and 10, respectively).
These courses are open to all students and faculty wishing to
improve their English level. Professors from each course agreed
to dedicate one class session to the experiment. All participants
gave informed consent.

In order to assess L2 level, participants in the 3 SUL classes had
taken the University of Grenoble’s SELF language assessment3

test before enrolling in the class. Students who did not have a
SELF score were given the 20-min General English Test offered
by International House London4 before the task. A large majority
of participants reported an intermediate level of English (CEFR:
A1 = 5%, A2 = 5%, B1 = 35%, B2 = 50%, and C1 = 5%).

Eight students were removed from analyses. First, 6 students
were removed because they reported languages other than French
as their L1. Two students were removed from analyses for having
a C1 level in English. Since previous research has shown that
advanced learners attend to gestures in much the same way as
native listeners (Ibáñez et al., 2010), these participants’ profiles
were deemed too native-like and did not match the profile of the
rest of the students.

Materials
Stimuli Creation for the Drawing Task
A subset of 8 comic strip illustrations was chosen from the
Simon’s Cat comic series that were used in Cravotta et al. (2019).
These 8 comic strips were chosen based on the ease of translating
the illustrations to a short narrative that could be understood
by low-intermediate level language learners. A short narration
was then written for each comic in both French and English. All
narratives followed the same basic structure where each square in
the comic trip was introduced by a sequencing marker (“First,”
“Next,” “Then,” and “Finally”) which described the development
of the narrative, followed by a short description of the orientation
of items in the square or actions that have occurred since the
previous square. See Figure 1 for an example comic strip; its
corresponding narration can be found in section “Appendix A.”

Gesture placement for the final stimuli was then determined
by recordings of two native speakers in each language who
read the narrations aloud. The 4 speakers had no knowledge
of the purpose of the study and were merely asked to read the
narration while being “expressive with their hands.” In doing
so, it was possible to determine the most natural lexical affiliates
in the narrative to be marked with a gesture. A majority of the
gestures produced were non-referential in nature. The lexical
affiliates of each gesture (regardless of referentiality) produced
by each participant for each comic was then determined, and
the inclusion of these “gesturally-marked elements” in the final
stimuli were determined by three factors. First, a gesturally-
marked element was included if at least 3 speakers marked

3Innovalangues: SELF, http://innovalangues.fr/realisations/systeme-d-evaluation-
en-langues-a-visee-formative/
4International House London, https://www.testmylevel.com/
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FIGURE 1 | An example comic strip, taken from “Simon’s Cat” by Simon Tofield. Reprinted with permission. © Simon’s Cat Ltd.

that same word-referent (across languages) was automatically
included in the final stimuli. A second factor was gesture salience
(i.e., the perception of a large gesture movement or more
emphatic gesture). If one of the speakers made a particularly
salient gesture on a word (and perhaps one other person also
marked that same word with a gesture), then it was included in
the final stimuli. The third and final factor was the pertinence of
the gesture to the narrative. In other words, if 2 speakers marked
a word that contrasted with another element, it was seen as being
pertinent to the narrative as it disambiguated two items, and this
gesture would be included in the final stimuli. After analyzing
the natural speech productions, scripts were created for each
narrative that contained the gesturally-marked lexical affiliates in
bold for filming. Table 1 shows the average number of gestures
per sentence, the total number of gestures, and the duration of
each video.

Video Filming, Editing and Validation of the Target
Narrations for the Drawing Task
Two female native speakers were recruited to record the spoken
narrations in their respective native language. Recordings took
place in a professional recording studio at Universitat Pompeu
Fabra in Barcelona, and the speakers were paid 10 euros per hour.
The actresses were briefly shown the types of gestures they would
be making (i.e., beat gesture) and that they would produce them
on target words. They were then given opportunities to practice
producing the narratives with gestures. While the speakers were
relatively free to produce the non-referential gestures as they saw
fit, they were given feedback to have a more relaxed, natural
style. This was done to avoid disparate differences in gesture
salience between the two speakers. In other words, both speakers
were trained to produce the gestures in a relaxed and natural
way, with most gestures being small up-and-down movements
or flips. Each actress then recorded multiple trials of each
narration in both the Gesture (G) and the No-Gesture (NG)
conditions following a teleprompter which displayed a script
of each narrative, with target words to contain a gesture (in
the G condition) being marked in capital letters. In order to
maintain a natural style, no instructions were given in terms of
prosodic emphasis.

Following the recording session, videos were then edited in
Adobe Premiere Pro (CS6). Videos were edited to show the
actresses placed in front of a simple gray background. They

were shown from the waist up so that both hands were visible,
as well as the face. Again, this was done to keep the stimuli
close to real-world situations as possible. The average duration of
the edited videos of the target narrations was 63.94 s (±9.27 s)
and each narration contained an average of 25 (±5) gestures.
Figure 2 shows four still-frames taken from one of the narrations
showing each speaker either in the gesture condition, or the
no-gesture condition.

To ensure the naturalness of the gestures in the video
stimuli, 5 native English speakers, and 6 native French speakers
evaluated how natural the gestures seemed for each video of their
corresponding language. Each rater evaluated the videos on a
Likert scale from 1 to 7, where 7 was the most natural. The French
videos received an average score of 4.71 (SD = 1.58) while the
English videos received an average score of 5.53 (SD = 1.48). This
suggests that raters generally felt that the videos were relatively
natural-looking.

Stimuli Organization of the Narrations for the Drawing
Task
The aforementioned steps resulted in a total of 32 videos, where
each narration was video-recorded in four conditions: in native
listening conditions with gesture, in native listening conditions
without gesture, in non-native listening conditions with gesture,
and in non-native listening conditions without gesture. In order
to ensure that participants see all of the narratives in different
language and gesture conditions in a balanced manner, a Latin-
square method allowed for the division of the stimuli into 4
stimuli lists (see Table 2), where narrations were balanced for
the language listening condition and gesture condition in each
list. In other words, each list contained the 8 narrations, but
the lists differed in terms of the language and gesture conditions
that were presented for each narration. By organizing the stimuli
this way, it was possible to avoid any bias stemming from
the individual narrations themselves. Each stimuli list was then
uploaded to SurveyGizmo as an individual online survey for
the presentation of the stimuli. Each survey followed the same
structure. An initial screen gave instructions. The survey then
alternated between video presentation screens and screens that
instructed participants to draw. The survey ended with a “Thank
You” screen that informed participants that the experiment had
ended (see section “Drawing task” for more details).
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TABLE 1 | The average number of gestures per sentence, and total number of gestures per comic narrations.

Comic language English French

Comic number Average N of
gestures per

sentence

Total N gestures Video duration (in
seconds)

Average N of
gestures per

sentence

Total N gestures Video duration (in
seconds)

1 2.75 22 64 s 2.33 21 64 s

2 1.71 24 84 s 1.92 25 75 s

3 3 21 53 s 3 21 50 s

4 2.08 27 73 s 1.75 21 62 s

5 3 30 77 s 2.91 32 73 s

6 3.09 34 65 s 2.82 31 59 s

7 2.88 23 54 s 2.3 23 53 s

8 1.91 21 61 s 2.1 21 60 s

FIGURE 2 | Still-frames taken from the stimuli videos of one narration in each
condition.

Procedure
An online linguistic background survey was emailed to each
participant to be completed before the drawing task in order to
collect each participant’s personal information (e.g., gender, age,
level of study), as well as to assess their L1. Participants were also
asked to bring their own laptops and headphones on the day of
the drawing task, which would allow them to access the survey
online. Immediately before the session, each participant was
given a link to their corresponding list’s online survey containing
the stimuli videos.

Drawing Task
The drawing task was carried out in 4 English classes containing
about 15 students each. The participants did the task individually
and in a self-paced manner. It was carried out in a quiet classroom

under the supervision of the class instructor5. Each participant
was given a small task booklet that contained an instructions
page, followed by a set of 8 pages, where each page contained 6
large squares for the participants to draw their interpretations of
the comic narrations. Then, participants were informed that they
were going to perform a narrative comprehension task, and were
directed to read the instructions carefully. Instructions (adapted
from Dahl and Ludvigsen, 2014) were available in both French
and English and were as follows:

You are about to watch 8 short video clips, half of them in
French, and half of them in English. Each clip is a description of
a different humorous comic strip. Watch to the first description
and create a picture in your mind of what this comic strip
looks like. Try to remember as many details as possible.
You are not allowed to draw while you are watching the video.
Once the video has ended, try to draw the comic strip that you just
heard described.

The quality of your drawing skills is not the most important
thing. What is important is how much you remember of the comic
strip that was described and that you show that through what you
draw. Try to include as much as possible in the drawing. In case
something is hard for you to draw or some element in the drawing
seems unclear in the picture, you can write and draw arrows next
to the element to clarify what it is.

You are given a page with 6 squares to draw in. Note that
you can use as many or as few of the squares as you think are
appropriate for the story. That is, if you think the comic being
describing is only 3 squares long, you draw the entire comic in three
squares. Try to use all of the space within each square.

Once you have finished the drawing, you may move on to the
next video description.

Upon reading the instructions, participants were directed
to access the survey via the link that they had received
by e-mail. The online survey again gave a more concise
version of the above instructions and once the participant
acknowledged they understood and were prepared, they began

5As three of the four classes took place at the same time, the first author was present
for two of the four experimental sessions. In the two experimental sessions in
which the main author was not present, participants were under the supervision
of the course instructor who had been debriefed about the details of the procedure.
Neither instructor indicated any difficulty or issues while running the experimental
session.
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TABLE 2 | The distribution of language and gesture conditions by comic narration into four counter-balanced lists.

Comic narration number List 1 List 2 List 3 List 4

1 NON-NATIVE-G NATIVE-NG NATIVE-G NON-NATIVE-NG

2 NON-NATIVE-NG NON-NATIVE-G NATIVE-NG NATIVE-G

3 NATIVE-G NON-NATIVE-NG NON-NATIVE-G NATIVE-NG

4 NATIVE-NG NATIVE-G NON-NATIVE-NG NON-NATIVE-G

5 NON-NATIVE-G NATIVE-NG NATIVE-G NON-NATIVE-NG

6 NON-NATIVE-NG NON-NATIVE-G NATIVE.-NG NATIVE-G

7 NATIVE-G NON-NATIVE-NG NON-NATIVE-G NATIVE-NG

8 NATIVE-NG NATIVE-G NON-NATIVE-NG NON-NATIVE-G

the stimuli presentation. Stimuli from the participants’ assigned
list were presented in random order, and the presentation screen
contained an embedded video. This screen remained accessible
for at least 2 min and 30 s, just enough time to watch each video
two times, while not allowing participants to watch a third time.
After watching the video two times (or when the time limit was
reached), the survey would proceed to a screen that instructed
the students to draw the comic that had just been described in
the video. There was no time limit on this screen, so participants
could take the time necessary to complete their drawing. Once
completed with their drawing, the participant then proceeded to
the next random video stimulus. Upon completing the survey
and all of the drawings for the 8 narrations, students turned their
booklet into the instructor.

Scoring of the Drawing Task
To evaluate explicit recall, a list of all the items that were
gesturally marked in the gesture condition was created for each
narration (see Table 1 for the number of gesturally marked items
per narration). These lists served as checklists when determining
whether these specific items were accurately remembered or not.
The main author carried out all of the scoring while unaware of
which condition the drawing pertained to. For each item in the
checklist of a given comic description, if the element is clearly
remembered and present in the drawing, a score of 2 is given.
If the element was not remembered exactly as described or it
is ambiguous whether the element was remembered clearly or
not, a score of 1 was given. This score was used for cases in
which memory of the element was distorted. When the element
is not present at all in the drawing, a score of 0 was given. For
example, if the narration had the sentence “The cat is sleeping
on a rectangular rug” (bold indicates the lexical affiliate of the
gesture in the G-condition), and the drawing shows a rectangular
rug, the participant received 2 points. If the drawing shows a
circular rug, the participant would receive only 1 point. If there
is no rug in the drawing, the participant received 0 points.
The maximum number of points a participant could receive per
drawing ranged from 38 to 60 points depending on the number
of gesturally marked items in the corresponding narration. While
most gesturally marked elements were nouns, verbs, or adjectives
that marked focus (e.g., “a rectangular rug” or “the cat jumped in
the air.”), discourse markers “First,” “Next,” “Then,” and “Finally”
were also gesturally marked elements. As such, not only were
participants’ recall evaluated in terms of remembering particular

items or actions, but also in terms of the sequencing of events.
See section “Appendix B” for an example scoring of recall for
one comic square.

Unlike the current study that uses narratives, the study by
Dahl and Ludvigsen (2014) used picture descriptions as stimuli
for their student to draw, and they not only looked at explicit
recall, but also “implicit comprehension.” They describe implicit
comprehension as the participant’s understanding of information
that was not explicitly stated in the picture description they
heard. For example, they describe the explicit recall and implicit
comprehension evaluated in one of their comics, saying: “the
placement of a bench was explicitly mentioned in relation to
where a dog is in the image. . . the dog’s placement is explicitly
described in relation to a woman whereas the location of the
woman in relation to the bench is logically implied via her
relationship to the dog.” (p. 820). In order to go beyond
investigating explicit recall of specific items that were mentioned
in the narratives of the current study, it was decided to also
assess their discourse comprehension in terms of the semantic
relationship between the different elements (i.e., the narrative’s
event structure, see Li et al., 2017). This is distinguished from
recall in that while recall tests participants’ ability to retrieve
lexical information regarding elements in the story (e.g., the
presence of a cat, a television, and 3 birds in the narrative),
discourse comprehension measures participant’s understanding
of the relationship between these items (e.g., that the cat is
trying to catch the three birds that are being televised on
the screen, which ultimately leads to the cat breaking the
television). As such, each drawing was evaluated on a Likert
scale for the general comprehension of the event structure of
the narrative. The Likert scale was on a scale of zero to five,
where 0 corresponded to absolutely no correspondence between
the drawings and the narrative, to 5 indicating a complete
understanding of the event structure of the story (see Table 3).
See section “Appendix C” for an example scoring of discourse
comprehension. Thus each drawing was given a recall score for
each gesturally marked element in the narrative, and one single
score for discourse comprehension.

Reliability
Interrater reliability was calculated using Fleiss’ kappa with three
additional raters evaluating both recall and comprehension for
a total of 64 drawings, representing 18.6% of all the data. The
calculation of recall scores were based on evaluators’ individual
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TABLE 3 | The scoring rubric to evaluate comprehension.

Score Interpretation Description

0 Not-evaluable The drawing had no correspondence
with any aspect of the narrative or was
left blank

1 No understanding of the
narrative

Perhaps drew a character or object,
but no story development is present

2 Minimal understanding of
the narrative

Drew at least one event from the
narrative, but minimal story
development

3 Partial understanding of the
narrative

Drew multiple events from the narrative,
understands at least partially the “main
goal” but misunderstands some other
aspects of the narrative

4 Near complete
understanding of the
narrative

Clearly understood main goal of the
narrative, as well as possibly some
other minor details that are implicated
in the story

5 Complete understanding of
the narrative

Clearly understood the main goal of the
narrative, as well as other minor details
that are implicated in the story

scores for each gesturally marked item (where a score of 2
indicates perfect recall, a score of 1 indicates distorted recall
or ambiguity, and a score of 0 indicates no recall, see section
“Scoring of the drawing task”). Fleiss’ kappa showed that there
was good agreement between the raters’ scores, κ = 0.713 (95%
CI, 0.713 to 0.714, p < 0.001).

In terms of comprehension, reliability was calculated using the
individual comprehension scores. Fleiss’ kappa showed moderate
agreement between the raters, κ = 0.529 (95% CI, 0.527 to 0.531,
p < 0.001). Reliability was further calculated by grouping the
individual comprehension scores so that a score of 1 or 2 would
be binned as “low comprehension” and a score of 4 or 5 would
be binned as “high comprehension.” Fleiss’ kappa showed good
agreement between the raters, κ = 0.723 (95% CI, 0.720 to 0.725,
p < 0.001).

Statistical Analyses
Two Generalized Linear Mixed Models (GLMMs) were applied
to the recall and comprehension scores using the glmmTMB
package in R (Brooks et al., 2017). For both GLMMs, the fixed
factors were Condition (two levels: Gesture and No Gesture),
Language (two levels: Native and Non-native) as well as their
interaction. To determine the random effects structure for each
GLMM, a series of Linear Mixed Models were modeled using
all the potential combinations of random effects, from the most
complex structure to a basic model containing no random effects.
Structures that did not produce any converge problems were then
compared using the “compare performance” function from the
performance package (Lüdecke and Makowski, 2019) to identify
the best fitting model for the data. In other words, this process
assesses all of the possible random effects structures and returns
the best-fitting model. For both dependent variables, the best
fitting model was a random effects structure which included a
random intercept for item (i.e., the individual comic narrative)
and a random slope for Language by Participant. Omnibus

test results are described below, as well as the results from a
series of Bonferroni pairwise tests carried out with the emmeans
package (Lenth, 2019), which includes a measure of effect size
(via Cohen’s d).

RESULTS

Figure 3 below shows the average recall score (in%) for both
Language and Gesture Conditions. Results of the GLMM with
recall score as the dependent variable reveal a significant main
effects of Language [χ2(1) = 88.297, p < 0.001] and Condition
[χ2(1) = 5.248, p = 0.022], as well as a significant interaction
between Language and Condition [χ2(1) = 4.150, p = 0.042].
Post hoc comparisons showed that participants did significantly
better in Native listening conditions than in Non-native listening
conditions (d = −1.83, p < 0.001) and did significantly better in
the No-Gesture condition than the Gesture condition (d =−0.25,
p = 0.023). As for the significant interaction, while gesture had
no impact on recall in Native listening conditions (d = −0.03,
p = 0.855), participants scored significantly better in the No-
Gesture condition than in the Gesture condition when in Non-
native listening conditions (d = −0.47, p = 0.002). From these
results, it seems that while beat gesture has no major effect for
native listeners, they negatively impact recall when participants
listen to a non-native language.

Figure 4 below shows the average comprehension score
for both Language and Gesture Conditions. Results of the
GLMM with comprehension score as the dependent variable
reveal a significant main effects of Language [χ2(1) = 68.398,
p < 0.001] and a significant interaction between Language
and Condition [χ2(1) = 9.673, p = 0.002]. Similar to the
recall scores, post hoc comparisons showed that participants
did significantly better in Native listening conditions than
in Non-native listening conditions [d = −1.84, p < 0.001].
In regards to the interaction, while gesture had no impact
on comprehension in Native listening conditions [d = 0.18,
p = 0.249], participants scored significantly better in the No-
Gesture condition than in the Gesture condition when in Non-
native listening conditions [d = −0.49, p = 0.001]. Thus similar
to the results on recall, it seems that while beat gesture has
no major effect on comprehension for native listeners, they
negatively impact comprehension when participants listen to a
non-native language.

When comparing the recall and comprehension scores
regardless of condition, we find a significant, positive correlation
between the two scores [r(342) = 0.893, p < 0.001], suggesting
that as participants remembered more individual items in the
narratives, they also better understood the overall event structure
of the narrative.

DISCUSSION

The results of the present investigation show that while the
presence or absence of beat gestures in discourse does not affect
either recall or comprehension of complex narrative speech for
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FIGURE 3 | Mean recall scores by Language and Gesture conditions. “**” Refers to a p-value less than 0.01, while “***” refers to a p-value less than 0.001.

native listeners, when those same listeners are exposed to speech
that is not in their native language and of which they have
an intermediate proficiency level, non-referential beat gestures
significantly impede both recall and comprehension.

First, the results in terms of the non-beneficial effects of non-
referential beat gesture on native language contexts contribute to
expand and refine our knowledge about the benefits of gesture
in recall and comprehension processes and further understand
some of the reasons behind the conflicting results. Our results
are in line with results from the studies by Dahl and Ludvigsen
(2014) and Austin and Sweller (2014), where neither study found
any benefit of gestures (referential gestures in the case of the
former, neither referential nor non-referential in the case of the
latter) for information recall. Importantly these results contrast
with other studies that report positive results for both of these
gestures. By looking closely at the stimuli of the two studies it is
particularly interesting to note that methodologically these reflect
the methodology in the current study in terms of the stimuli used.
Particularly regarding the length of the narratives and the number
of non-referential gestures used, the current study as well as both
Austin and Sweller’s (2014) and Dahl and Ludvigsen’s (2014)
studies were similar. Interestingly, the stimuli were substantially

longer and contained more gestures than studies that found
positive effects (e.g., Kushch and Prieto, 2016). Thus a potential
reason that these gestures do not boost recall and comprehension
is gesture rate, i.e., the fact that speakers repeatedly used gestures
(in our study, between two to three lexical items were marked
with a gesture per sentence, see Table 1).

Thus our interpretation of the non-beneficial effects of non-
referential beat gestures in the native speaker group is that having
a high rate of gesture may have “bleached” their pragmatic intent,
provoking changes in the listener’s processing of discourse. By
contrast, previous evidence has shown that when non-referential
beat gestures occur with the specific pragmatic function of
contrastive focus (e.g., Wang and Chu, 2013; Dimitrova et al.,
2016; Kushch and Prieto, 2016; Llanes-Coromina et al., 2018;
Morett and Fraundorf, 2019) or highlighting one of the items
in a list (Igualada et al., 2017), these gestures are beneficial
for recall or comprehension. In the current study, the speakers
after which the target stimuli were modeled were instructed
to “speak expressively with their hands” which may have
ultimately led to an exaggerated performance in terms of the
number of non-referential beat gestures that were produced. This
increase in the number of gestures may have hidden any real
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FIGURE 4 | Mean comprehension scores by Language and Gesture condition. “**” Refers to a p-value less than 0.01, while “***” refers to a p-value less than 0.001.

pragmatic relevance to them, ultimately using non-referential
beats that were no longer pragmatically relevant. Most of the
non-referential beat gestures that were produced in our target
narrations marked information structure (i.e., new referents,
broad focus, narrow focus, etc.). That is, they marked information
that the speaker would have deemed “important.” However, it
might well be that in marking too many elements as important
in discourse, the inherent property of marking something as
separate (i.e., “important”) is reduced, ultimately reducing the
effectiveness of non-referential beat gestures as highlighters of
important information (McNeill, 1992; see also Biau and Soto-
Faraco, 2013; Dimitrova et al., 2016, among others). This is also
in direct contrast with studies that showed benefits in semantic
integration and comprehension (e.g., Wang and Chu, 2013;
Llanes-Coromina et al., 2018), where the presence of a beat
gesture on a contrastively marked element may have increased
the listener’s interpretation of speaker certainty, reducing doubt
in their interpretation of speech and ultimately aiding in semantic
processing. As the current study did not use gestures to merely
mark contrastive elements, they may not have had this effect of
reducing the certainty of the listener’s semantic interpretation.

Parallels of what we can classify as a gesture rate effect can
be drawn from the interpretation of typographic prominence
(e.g., capital letters). Scott and Jackson (2020) describe how
using capitalized letters in the written modality can give the

reader an impression of emphasis. However, a stylistic choice
to write entirely in capital letters causes the reader to no
longer interpret capitalization as a marker of emphasis and
thus must do something different to mark emphasis (e.g.,
putting an emphasized element in italics). Thus, it is sensible
to conclude that whenever beat gestures are repeatedly used
in discourse, they inherently lose their saliency as markers of
important information.

Moreover, presumably the fact that repeatedly used beat
gestures triggered not only a loss of their pragmatic saliency
but also potentially led our listeners to adapt their reliance on
gesture based on speaker style. Indeed, two studies have already
shown how listeners adapt to the gestural behavior of their
interlocutor. The previously mentioned EEG study by Obermeier
et al. (2015) showed that when listeners see speakers producing
both meaningless grooming gestures along with iconic gestures,
they do not process their iconic gestures as strongly as when
speakers did not perform any grooming gestures. Similarly,
a recent behavioral study with beat gestures by Morett and
Fraundorf (2019) defended a top-down approach in discourse
processing. This “top-down” approach implies that listeners
attune to the gestural habits of speakers and make inferences
about their intentions based on their behavior (as opposed to
a bottom-up approach where merely the presence of cues in
the speech signal guide the listener’s interpretation). Within the
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interpretation of these studies, it seems as though the native-
listeners were exposed to repeatedly produced beat gestures,
making these gestures unreliable and ultimately failing to raise
attention to important information in speech and reducing any
potential benefit for recall.

Second, along with recent studies on referential gestures,
the results of the present investigation showed that beats had
negative effects for low-intermediate language learners. Our
results complement and expand previous findings showing that
lower-level language learners show increased processing cost
when gestures are present and that gesture processing stops when
speech becomes too difficult to understand (Ibáñez et al., 2010;
Drijvers and Özyürek, 2018). In terms of our results, participants
may have been at a disadvantage from increased processing costs
for gesture, doubled with the lack of semantic information to
be gleaned from these movements. As such, perhaps the non-
native listeners at a low-intermediate level are still dependent on
clear semantic meaning in gestures. By contrast, the studies by
Dahl and Ludvigsen (2014) and Drijvers et al. (2019a), who found
positive effects of iconic gestures on recall and comprehension
processes, recruited advanced learners and exposed them to
referential gestures, whereas in the current study, the non-native
listeners had a low-intermediate level and were exposed to non-
referential gestures.

Our study is not the first to find negative effects for gestures.
In terms of L2 novel word learning, Kelly and Lee (2012) found
that when teaching word pairs that differ by only a geminate,
the presence of referential gestures had a negative effect on
the participants’ word learning. However, the gestures were
indeed beneficial whenever the word pair differed by both a
geminate and their segmental composition. The authors thus
suggest that gestures are only helpful when phonetic demands
are low. Another study using an electrophysiological paradigm
by Zhang et al. (2020) used naturalistic stimuli to investigate
how multimodal cues interact in discourse processing, notably
the N400. This study particularly stands out, as they used
natural stimuli that contained multiple gestures (and often beat
gestures). Interestingly, they found that when controlling for
linguistic surprisal for each word, referential gestures had a
tendency to lower the N400 (generally interpreted as easing
semantic integration), while beat gestures tended to have the
opposite effect.

The findings from the current study are limited in a few
aspects. First, the actresses that were featured in the stimuli
were given no specific instructions in terms of prosody in
order to maintain the naturalness of the stimuli (i.e., to avoid
having to overlay audio tracks and blur faces, etc.). While beat
gestures tend to associate with speech prominence, studies have
shown that the production of a beat gesture affects how acoustic
prominence is realized in speech (e.g., Krahmer and Swerts,
2007; Pouw et al., 2020). Thus it is possible that differences
in the phonetic realization of prominence may have had an
effect. Conversely, other studies have also shown that when
prosody is held constant, the presence of a beat gesture boosts
the perception of speech prominence (Krahmer and Swerts,
2007; Bosker and Peeters, 2020). Even though our materials were
controlled for the presence of pitch accentuation in beat positions

across conditions, the fact that speech production was not kept
completely constant does not rule out the possibility that pitch
range differences might have had an effect on the results. Thus,
future studies should control for phonetic differences in prosodic
prominences to flush out to what extent it is modulation in the
visual or auditory cues to prominence that are the driving factor
behind these effects.

Another limitation of this study regards the methodological
choices. The study only looked at intermediate learners of
English. By adding high proficient learners, it would have been
possible to flush out any proficiency-level effects. This could
potentially show at what stage in learning non-referential gestures
stop being detrimental for recall and comprehension in language
learners. Another limitation is in regards to the processing
costs of our participants. Also, by adding an electrophysiological
element to the study, we would have been able to directly
measure these processing costs. The task itself may have been
a limiting factor, particularly for participants who did not feel
confident in drawing. Though participants were reassured by the
experimenter that their drawings could be simple stick figures
and that they could write words and draw arrows for things that
may have been difficult to draw, and all of them expressed enough
confidence in an informal way, it would be good for future studies
to take a measure of drawing confidence in the task and factor this
variable into the statistical modeling.

Finally, it is important also to consider that all of the
participants in the current study were native French learners
of English. As such, we cannot discard the possibility of L1
language effects in the results of the effects of beats in the
L2. While non-referential beat gestures show similar patterns
of integration with speech prominence in both languages (see
Shattuck-Hufnagel and Ren, 2018; Rohrer et al., 2019), in terms
of focus marking, French makes use of thematic structures more
often than prosodic focus, and non-referential beat gestures tend
to align more with the prosodic focusing than thematic structures
(Ferré, 2011). In other words, native French listeners may rely
less on prosodic and gestural marking for focus. English, on
the other hand does not use clefting strategies as often to mark
focus (e.g., Vander Klok et al., 2018), potentially making beat
gestures a more reliable marker of focus than in French. As such,
it would be interesting to see if similar results were found with
native English learners of French, or in a completely different
pair of languages. In the case that there is no difference between
populations, inherent language differences could be ruled out.

All in all, the current study adds to our understanding
of the role of gesture in recall and comprehension processes
by giving insight into when gestures are beneficial for
listeners, both native and non-native. Methodologically, the
results of our study highlight the need for researchers to
take task complexity into account when interpreting results
on gesture-speech integration processes, and particularly the
effects the length of the discourse, the pragmatic functions
of gesture, and the gesture rate. This is particularly true
in second language contexts. While previous positive results
could have led language instructors to believe that adding
non-referential beat gestures to their discourse would be
beneficial for their students, results from the current study
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suggest that this is not necessarily the case and that degree
of proficiency and task complexities are important factors that
need to be taken into account. Instructors are encouraged to
reflect more on using beat gestures in specific, relevant contexts
and to select precisely what information is important for the
listener, and finally take into account that level of proficiency
in the foreign language is a crucial factor in the processing of
gesture-speech integration.
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APPENDIX A: NARRATION FOR THE COMIC IN FIGURE 1 IN ENGLISH AND FRENCH
(BOLD, CAPITALIZED WORDS INDICATE A GESTURALLY MARKED ELEMENT)

FIRST, we see a LARGE television on a TABLE. On the TELEVISION screen, we see TWO birds. To the RIGHT of the television
there are two STACKS of magazines on the FLOOR, and a SHELF with a FLOWER vase. A CAT and a SMALL kitten are sitting in
FRONT of the TV, watching the two birds. The cat, which is on the LEFT, has a remote control under his RIGHT hand. NEXT, we
see that the television screen shows THREE birds, and both the CAT and the KITTEN have climbed ONTO the table. The LARGER
cat, now on the RIGHT, is reaching his hand toward the screen. THEN, we see the TV screen shows ONE bird on a BRANCH. The
large cat has climbed on TOP of the TV screen and is looking DOWN at the bird, while the kitten is UNDER the large cat, BEHIND
the television. FINALLY, we see the TWO cats on the table, looking SHOCKED. The TV has FALLEN to the ground and the back of
the television is CRACKED.

D’ABORD, on voit un GRAND téléviseur sur un MEUBLE. Sur L’ECRAN de la télé, on voit DEUX oiseaux. A DROITE, il y a
DEUX piles de magazines et une ÉTAGÈRE avec un vase de FLEURS dessus. Il y a un GROS chat et un PETIT chat assis DEVANT
la télé, en train de regarder les deux oiseaux. Le gros chat, à GAUCHE, tient la télécommande dans sa main DROITE. ENSUITE, on
voit sur l’écran TROIS oiseaux, et les DEUX chats sont montés sur le MEUBLE. Le GROS chat, maintenant à DROITE, lève la main
vers l’écran. PUIS, on voit sur l’écran UN oiseau sur une BRANCHE. Le gros chat est MONTÉ sur la télé et regarde en BAS vers
l’oiseau, alors que le petit chat est DERRIÈRE la télé. FINALEMENT, on voit les DEUX chats sur le meuble, l’air CHOQUÉ. La télé
est TOMBÉE par terre et l’arrière de la télé est CASSÉ.

APPENDIX B: EXAMPLE OF RECALL EVALUATION

The left panel of the image below shows the original comic illustration, and the panel on the right shows the illustration provided
by the participant. The table shows the number of points given for each gesturally marked element (bold indicates words that are
gesturally marked elements, underline indicates the gesturally marked element being evaluated).

Element Points

There are two birds on the television screen 2
There are two birds on the television screen 2
There are two stacks of magazines on the floor 1
There are two stacks of magazines on the floor 2
There is a shelf with a flower vase 0
There is a shelf with a flower vase 2

APPENDIX C: EXAMPLE OF DISCOURSE COMPREHENSION EVALUATION

The upper panel of the image below shows the original comic illustration, and the lower panel shows the illustration provided by the
participant. The participant’s illustration demonstrates that in terms of recall, specific gesturally marked items were remembered,
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however, the general understanding of the narrative’s event structure is lacking. The participant drew one action (the TV breaking),
yet did not include information regarding what caused the TV to break (i.e., the cats climbing on the TV, trying to catch the birds on
the screen). This suggests that the participant did not understand how the cats were implicated in the narrative. The participant drew a
few objects related to the story, and one action (the TV breaking), so this participant received a score of 2 for discourse comprehension.
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Semantic Relationships Between
Representational Gestures and Their
Lexical Affiliates Are Evaluated
Similarly for Speech and Text
Sarah S. Hughes-Berheim†, Laura M. Morett*† and Raymond Bulger

Department of Educational Studies in Psychology, Research Methodology and Counseling, University of Alabama,
Tuscaloosa, AL, United States

This research examined whether the semantic relationships between representational
gestures and their lexical affiliates are evaluated similarly when lexical affiliates are
conveyed via speech and text. In two studies, adult native English speakers rated
the similarity of the meanings of representational gesture-word pairs presented via
speech and text. Gesture-word pairs in each modality consisted of gestures and
words matching in meaning (semantically-congruent pairs) as well as gestures and
words mismatching in meaning (semantically-incongruent pairs). The results revealed
that ratings differed by semantic congruency but not language modality. These findings
provide the first evidence that semantic relationships between representational gestures
and their lexical affiliates are evaluated similarly regardless of language modality.
Moreover, this research provides an open normed database of semantically-congruent
and semantically-incongruent gesture-word pairs in both text and speech that will be
useful for future research investigating gesture-language integration.

Keywords: representational gesture, gesture comprehension, gesture-text relationship, gesture-speech
relationship, Integrated Systems Hypothesis

INTRODUCTION

Gesture can be defined as hand or body movements that convey information (Özyürek, 2002;
Melinger and Levelt, 2005). Most gestures are gesticulations (hereafter referred to simply as
“gestures”), which are naturally produced in conjunction with speech (see Hostetter, 2011, for a
review). According to McNeill, 1992, 2005 gesture taxonomy, deictic gestures indicate presence
(or absence) of objects via pointing; beat gestures convey speech prosody and emphasis; and
representational (i.e., metaphoric and iconic) gestures convey meaning relevant to co-occurring
speech via form and motion. Representational gestures may be used to describe actions (e.g.,
swinging a bat), to depict spatial properties (e.g., describing a ring as round), or to refer to concrete
entities associated with abstract ideas (e.g., putting a hand over one’s heart to convey love; Hostetter,
2011). Gesturing while speaking is so pervasive that gesture and speech have been argued to be
inextricably integrated into mental representations of language (Kendon, 2000). The process of
producing speech and gesture is thought to occur bi-directionally, such that speech production
influences gesture production, and conversely, gesture production influences speech production
(Kita and Özyürek, 2003).
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By the same logic, gesture and speech are similarly
integrated during language comprehension. The Integrated
Systems Hypothesis (Kelly et al., 2010) posits that co-occurring
gesture and speech interact bi-directionally during language
processing to enhance comprehension. This interaction occurs
obligatorily, such that information from one modality (speech)
cannot be processed without being influenced by information
from the other modality (gesture). This hypothesis is supported
by behavioral findings indicating fast and accurate identification
of an action in a prime video followed by a target video
displaying semantically-congruent representational gesture and
speech related to the prime. In contrast, identification of action in
a prime video is relatively slow and inaccurate when it is followed
by a target video containing gesture, speech, or both that are
semantically-incongruent and partially unrelated to the prime.
Further, even if instructions are issued to attend to speech and
ignore accompanying gesture, error rates are higher when prime
and target videos are semantically-incongruent than when they
are semantically-congruent (Kelly et al., 2010).

The bi-directional and obligatory integration of gesture
and speech postulated by the Integrated Systems Hypothesis
has important implications for learning. Comprehension
accuracy and speed are bolstered by viewing semantically-
congruent representational gestures accompanying speech
(Drijvers and Özyürek, 2017, 2020). Moreover, words learned
with semantically-congruent representational gestures are
remembered more accurately than words learned without
gestures (Kelly et al., 2009; So et al., 2012). In addition to
supporting the Integrated Systems Hypothesis, these findings are
consistent with Dual Coding Theory (Clark and Paivio, 1991),
which posits that representational gesture splits the cognitive load
between the visual and verbal representational systems, freeing
up cognitive resources and thereby enhancing comprehension.
These findings suggest that when novel vocabulary is learned,
it should ideally be accompanied by semantically-congruent
representational gesture.

Importantly, not all representational gestures affect
comprehension similarly. For example, representational
gestures that are semantically-incongruent with lexical affiliates
(i.e., associated words or phrases) disrupt comprehension even
more than the absence of gesture (Kelly et al., 2015; Dargue and
Sweller, 2018). Moreover, representational gestures frequently
produced in conjunction with lexical affiliates (e.g., holding
up one finger to simulate first place) benefit comprehension
more than representational gestures infrequently produced
in conjunction with the same lexical affiliates (e.g., outlining
a ribbon with ones hands to simulate first place; Dargue and
Sweller, 2018). Although both gestures convey the concept
of first place, frequently-produced representational gestures
are thought to enhance comprehension because such gestures
are more semantically-related to co-occuring speech—and are
therefore more easily processed—than infrequently-produced
representational gestures (Woodall and Folger, 1981). By
examining differences in language processing resulting from
representational gestures that are related to co-occuring
speech to varying degrees, these findings emphasize the
importance of semantic congruency between gesture and

speech in lightening cognitive load and thereby enhancing
language comprehension.

Although extant research has examined the semantic
relationship between representational gesture and speech, it is
currently unknown whether the learning implications of the
Integrated Systems Hypothesis (i.e., increased comprehension)
extend to the semantic relationship between representational
gesture and text. Similar to how speech conveys information
acoustically, text conveys information orthographically and is
therefore a component of mental representations of language
(Özyürek, 2002; Melinger and Levelt, 2005). Unlike speech,
however, text is comprehended within the visual modality;
therefore, it must be processed sequentially with gesture. To
our knowledge, no published research to date has investigated
how the semantic relationship between representational gesture
and text is represented, despite that text is the orthographic
equivalent of speech.

Understanding whether gesture and text are integrated
similarly to gesture and speech is crucial in furthering the
understanding of gesture’s impact on language learning. When
novel vocabulary is learned in instructional settings, words are
often displayed in orthographic, as well as spoken, form. For
example, a student may see a vocabulary word displayed on the
white board or screen before seeing a gesture depicting what
that word means. In order to determine whether representational
gesture affects text comprehension in a similar manner to speech
comprehension, it is first necessary to understand whether
the semantic congruency of words presented via text with
representational gestures is represented similarly to the semantic
congruency of words presented via speech with representational
gestures. Thus, the primary purpose of the present research
was to compare how semantic congruency is represented, as
evidenced by ratings, when representational gesture occurs with
text vs. speech.

A secondary purpose of the present research was to
provide an open normed database of semantically-congruent
and semantically-incongruent gesture-word pairs in both text
and speech for use in future research. Although a number of
previous experiments have manipulated the semantic congruency
of representational gestures and words relative to one another
(Kelly et al., 2004, 2009, 2015; Özyürek et al., 2007; Straube et al.,
2009; Dargue and Sweller, 2018), in most cases, the semantic
congruency of gesture-word pairs was not normed. In light
of this lack of norming data and evidence that the semantic
relationship between representational gesture and lexical affiliates
may fall along a continuum (Kelly et al., 2010; Dargue and
Sweller, 2018), the degree of item-level variation within semantic
congruence categories should be taken into consideration in
future research. To minimize within-category variation in the
present research, we constructed semantically-congruent gesture-
word pairs from representational gestures and lexical affiliates
(words) that they were consistently associated with, and we
constructed semantically-incongruent gesture-word pairs from
representational gestures and lexical affiliates with dissimilar,
non-confusable forms and meanings.

To achieve our research objectives, we collected and
compared semantic similarity ratings for representational
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gestures paired with semantically-congruent and semantically-
incongruent words as speech and text. We predicted that
semantically-congruent gesture-word pairs would be evaluated
as highly semantically-related regardless of whether words were
presented via text or speech, and that semantically-incongruent
gesture-word pairs would be evaluated as highly semantically-
unrelated regardless of whether words were presented via text
or speech. These results would provide evidence that the
semantic relationship between representational gesture and text,
as evidenced by semantic congruency ratings, is represented
similarly to the semantic relationship between representational
gesture and speech.

METHOD

Participants
Two studies—a gesture-text and a gesture-speech study—were
conducted via the internet with separate groups of participants.
Sixty-nine participants were recruited for the gesture-text study,
and seventy-one participants were recruited for the gesture-
speech study. Participants (n = 140) were recruited from a
large public university in the Southeastern United States in
return for partial course credit. All participants were 18–35-year-
old native English speakers who reported normal hearing and
normal or corrected-to-normal vision and no speech, language,
or learning impairments1. All participants provided consent to
participate, and all experimental procedures were approved by
the university’s institutional review board.

Materials
All of the materials used in this research are publicly available
via the Open Science Framework and can be accessed via the
following link: https://osf.io/z5s3d/. Ninety-six English action
verbs and 96 videos of representational gestures depicting
their meanings (see Supplementary Appendix A) were used
in the gesture-text and gesture-speech studies. Verbs were
selected considering their frequency of use and the degree
to which their meanings could be transparently conveyed
via representational gesture. Representational gesture videos
featured a woman silently enacting word meanings using the
hands, body, and facial expressions. To ensure that spoken words
did not differ in qualities such as affect, speed, or pitch based
on their meanings, they were generated using the Microsoft
Zira Desktop (Balabolka) text-to-speech synthesizer [English
(United States, Female)].

Using these representational gesture and word stimuli, two
types of gesture-word pairs were constructed for use in this
study: Pairs consisting of gestures and words matched in meaning
(semantically-congruent pairs), and pairs consisting of gestures
and words mismatched in meaning (semantically-incongruent
pairs; see Supplementary Appendix B). Construction of
semantically-congruent and semantically-incongruent gesture-
word pairs was based on data collected from a norming study
in which 32 additional participants, who did not participate in

1These criteria were used for pre-screening. No demographic data were collected.

the gesture-text or gesture-speech studies, selected the word best
representing the action portrayed in each gesture video from
among four alternatives. Based on this norming data, congruent
gesture-word pairs were constructed from gestures reliably
associated with their corresponding words, and incongruent
gesture-word pairs were constructed from gestures and words
with dissimilar, non-confusable forms and meanings.

Based on these gesture-word pairs, two lists were created
for use in the gesture-text and gesture-speech studies. In these
lists, gesture-word pairs were randomly divided in half and
assigned to each congruency condition, such that gesture-
word pairs that were semantically-congruent in one list were
semantically-incongruent in the other list and vice versa. Order
of presentation was randomized per participant such that
semantically-congruent and semantically-incongruent gesture-
word pairs were randomly interleaved in each study.

Procedure
Participants were provided with an anonymized link to either the
gesture-text or gesture-speech study. Upon following this link to
initiate their respective studies, which were administered using
the Qualtrics platform, participants were randomly assigned to
one of the two lists of gesture-word pairs divided by semantic
congruency described above.

In the gesture-text study, participants viewed words as text and
subsequently watched video clips of representational gestures that
were either semantically-congruent or semantically-incongruent
with them. Participants then rated the similarity of the meanings
of these words and gestures using a 7-point Likert scale ranging
from 1 (extremely dissimilar) to 7 (extremely similar; see
Figure 1A). In the gesture-speech study, participants played
audio clips of spoken words and subsequently played video
clips of representational gestures that were either semantically-
congruent or semantically-incongruent with them. For each item,
participants then typed the spoken word that they heard into
a text box to ensure that they understood it correctly and
subsequently rated the semantic similarity of the meaning of that
word and the gesture that they had viewed using the same scale
as the gesture-text study (see Figure 1B).

RESULTS

All of the data and analysis scripts used in this research are
publicly available via the Open Science Framework and can
be accessed via the following link: https://osf.io/z5s3d/. Table 1
displays frequency counts of semantic relatedness ratings by
language modality and semantic congruency. Prior to analysis,
words typed incorrectly in the gesture-speech study (22% of
observations) were excluded. Semantic relatedness ratings for
gesture-word pairs were then analyzed using a linear mixed
effects model that included fixed effects of language modality and
semantic congruency as well as random effects of participant and
item with random slopes of congruency by participant, as follows:

lmer(rating ∼ modality× congruency)

+ (1+ congruency|participant)+ (1|item)
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FIGURE 1 | Schematic of (A) item featuring semantically-incongruent gesture-word pair from gesture-text task (Sleep—Shower); (B) item featuring
semantically-congruent gesture-word pair from gesture-speech task (Pray—Pray).

TABLE 1 | Frequency of semantic relatedness ratings for gesture-word pairs by language modality and semantic congruency.

Rating

Language
modality

Semantic
congruency

Extremely
dissimilar

Dissimilar Somewhat
dissimilar

Neither
similar nor
dissimilar

Somewhat
similar

Similar Extremely
similar

1 2 3 4 5 6 7

Speech Congruent 13 24 39 52 351 711 1181

Incongruent 1139 453 103 101 137 60 22

Text Congruent 41 60 93 93 349 794 1161

Incongruent 1295 640 180 121 211 105 39

This model was fit with Laplace estimation using the lmer()
function of the lme4 package (Bates et al., 2015) in the R statistical
programming language. Weighted mean-centered (Helmert)
contrast coding was applied to all fixed effects (modality:
speech = −0.54, text: 0.46; congruency: congruent = −0.48,
incongruent: 0.52) using the psycholing package (Fraundorf,
2017) to obtain estimates analogous to those that would be
obtained via ANOVA.

Table 2 displays parameter estimates for the model, and
Figure 2 displays semantic relatedness ratings assigned to
gesture-word pairs by semantic congruency and language
modality. We observed a significant main effect of semantic
congruency, indicating that the meanings of gestures and words
in semantically-congruent pairs (M = 6.07; SD = 1.23) were
rated as more similar than the meanings of gestures and words
in semantically-incongruent pairs (M = 2.07; SD = 1.54). By
contrast, the main effect of language modality failed to reach
significance, indicating that the meanings of paired gestures and

words were rated similarly regardless of whether words were
presented via speech (M = 4.25; SD = 2.46) or text (M = 4.05;
SD= 2.41). Although we observed a non-significant trend toward
an interaction between semantic congruency and language
modality, simple main effect analyses by language modality
revealed that the meanings of gestures and words in semantically-
congruent pairs were rated as more similar than the meanings
of gestures and words in semantically-incongruent pairs both
when words were presented via speech (Mcongruent = 6.19,
SDcongruent = 1.07; Mincongruent = 1.96, SDincongruent = 1.48;
B = −4.27, SE = 0.12, t = −35.21, and p < 0.001), as well as
text (Mcongruent = 5.96, SDcongruent = 1.35; Mincongruent = 2.14,
SDincongruent = 1.58; B = −3.81, SE = 0.11, t = −35.42, and
p < 0.001). Likewise, simple main effect analyses by semantic
congruency revealed that the meanings of gestures and words
presented via speech and text were rated similarly regardless of
whether their meanings were congruent (B = 0.08, SE = 0.09,
t = 0.95, and p = 0.34) or incongruent (B = −0.08, SE = 0.10,
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TABLE 2 | Fixed effect estimates (Top) and variance estimates (Bottom) for
multi-level linear model of semantic relatedness ratings of gesture-word pairs
(observations = 9568).

Fixed effect Coefficient SE Wald z p

Intercept 4.14 00.07 62.89 <0.001***

Semantic congruency −3.86 0.17 −22.44 <0.001***

Language modality −0.03 0.06 −0.60 0.55

Semantic congruency × −0.25 0.14 −1.80 0.07†

language modality

Random effect s2

Participant 0.34

Participant × semantic congruency 1.28

Item 0.75

†p < 0.1; ∗∗∗p < 0.001.

t = −0.80, and p = 0.43). Together, these findings indicate that
the semantic relatedness of gesture-word pairs is not affected by
language modality (speech vs. text).

DISCUSSION

The present research investigated how semantic congruency is
evaluated when representational gesture is paired with lexical
affiliates (words) conveyed via text vs. speech. Consistent with our
hypothesis that semantic congruency ratings for semantically-
congruent and semantically-incongruent gesture-word pairs

would not differ based on whether words were presented via text
or speech, the results indicate that ratings differed by semantic
congruency but not language modality. These findings provide
evidence that the semantic relationship between representational
gestures and their lexical affiliates is evaluated similarly regardless
of whether lexical affiliates are conveyed via the spoken or
written modality.

These preliminary findings can be leveraged to further
investigate whether semantically-congruent representational
gesture is as beneficial to text comprehension as it is to
speech comprehension, as posited by the Integrated Systems
Hypothesis. The Integrated Systems Hypothesis postulates that
representational gesture and speech are obligatorily and bi-
directionally processed to enhance language comprehension
(Kelly et al., 2010). Although integration was not directly
investigated in the current study using online measures, similar
congruency ratings for gesture-word pairs presented via speech
and text indicate that the semantic relationships between
representational gestures and their lexical affiliates are evaluated
similarly during both speech and text processing. Therefore, we
hypothesize that representational gesture may be obligatorily and
bi-directionally integrated with text, similar to speech, during
language processing.

Future research should further probe the relationship
between gesture-speech and gesture-text processing using
additional methods. Online behavioral measures such as
reaction time, eye-tracking, and mouse-tracking may provide
further evidence of whether representational gesture is
integrated with text similarly to how it is integrated with

FIGURE 2 | Percentage of semantic relatedness ratings assigned to gesture-word pairs by semantic congruency and language modality.
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speech during language processing. Moreover, building on
previous evidence that gesture and speech are processed
simultaneously during language comprehension (Özyürek et al.,
2007), cognitive neuroscience methods with high temporal
resolution, such as event-related potentials, can illuminate
whether gesture and text are integrated simultaneously during
language comprehension, similar to gesture and speech.
Finally, cognitive neuroscience methods with high spatial
resolution, such as functional magnetic resonance imaging,
can be leveraged to further investigate the extent to which
functional activity subserving gesture-text integration overlaps
with functional activity subserving gesture-speech integration
(Willems et al., 2007).

Although cognitive load was not assessed directly in the
current research, the results provide preliminary evidence
supporting further investigation into whether semantically-
congruent representational gesture accompanied by speech and
semantically-congruent representational gesture accompanied by
text reduces cognitive load, benefiting language comprehension
(Kelly et al., 2009, 2010). Cognitive Load Theory indicates that
splitting cognitive resources between the verbal and visuospatial
representational systems may decrease the cognitive demands
of language processing, thereby improving comprehension
(Clark and Paivio, 1991). Future research should directly
investigate the effect of semantically-congruent representational
gesture on cognitive load during text comprehension by
measuring comprehenders’ cognitive load while processing
text accompanied by semantically-congruent representational
gesture. Based on the findings of the current research, we
hypothesize that representational gesture semantically related
to sequentially-occurring language in both the spoken and
written modalities may split comprehenders’ cognitive
load between the verbal and visuospatial representational
systems, thereby enriching representations of language
during comprehension.

In addition to providing insight into the similarity of
semantic congruency between representational gesture and
text vs. representational gesture and speech, the present
research provides an open database of semantically-congruent
and semantically-incongruent gesture-word pairs normed
for semantic relatedness in both text and speech. These
stimuli and ratings will be useful for future research
investigating how semantic congruency of representational
gesture affects processing of spoken vs. read language,
particularly with respect to controlling for item-level
variability within semantic congruence categories. Thus,
we hope that future research will utilize these materials to
further illuminate the cognitive and neural mechanisms of
gesture-language integration.

In sum, the results of the present research indicate that
the semantic relationship between representational gesture
and text is evaluated similarly to the semantic relationship
between representational gesture and speech. Thus, these results
provide preliminary evidence for future research to examine
whether language processing—and learning and memory—may
be enhanced not only by semantically-congruent representational
gesture occurring with speech, but also with text. In particular,

these results provide preliminary evidence in support of
an investigation into whether language, regardless of the
modality it is presented in (i.e., spoken or orthographic),
is influenced by the semantic congruency of representational
gesture, providing important insight into how the relationship
between gesture and language is represented in the minds
of comprehenders. The results of the current work may
have important educational implications as vocabulary words
are sometimes orthographically displayed and accompanied
by representational gestures. Finally, this work provides an
open source database of stimuli and ratings that can be used
to investigate how semantically-congruent and semantically-
incongruent representational gestures affect spoken and written
language comprehension.
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Speakers use spontaneous hand gestures as they speak and think. These gestures serve 
many functions for speakers who produce them as well as for listeners who observe them. 
To date, studies in the gesture literature mostly focused on group-comparisons or the 
external sources of variation to examine when people use, process, and benefit from 
using and observing gestures. However, there are also internal sources of variation in 
gesture use and processing. People differ in how frequently they use gestures, how salient 
their gestures are, for what purposes they produce gestures, and how much they benefit 
from using and seeing gestures during comprehension and learning depending on their 
cognitive dispositions. This review addresses how individual differences in different 
cognitive skills relate to how people employ gestures in production and comprehension 
across different ages (from infancy through adulthood to healthy aging) from a functionalist 
perspective. We conclude that speakers and listeners can use gestures as a compensation 
tool during communication and thinking that interacts with individuals’ cognitive dispositions.

Keywords: individual differences, gesture production, gesture processing, cognitive resources, functions of 
gestures

INTRODUCTION

Human language occurs in a face-to-face interactional setting with the exchange of multiple 
multimodal cues such as eye-gaze, lip movements, body posture, and hand gestures. In this 
review paper, we  focus on one of these multimodal cues: iconic hand gestures (henceforth, 
gestures) that represent objects, events, and actions. Speakers use an abundant number of 
gestures as they speak or think. These gestures serve many functions for speakers who produce 
them and for listeners who observe them (Goldin-Meadow et al., 2001; McNeill, 2005; Özyürek, 
2014; Kita et  al., 2017; Novack and Goldin-Meadow, 2017; Dargue et  al., 2019). Although 
gesture and speech express meaning in a coordinated and integrated manner, gesturing is not 
mandatory for communication and, hence, shows variation across situations and individuals 
(Kita and Özyürek, 2003; Kendon, 2004; McNeill, 2005; Streeck, 2009). Speakers differ in how 
frequently they use gestures, how salient their gestures are, and how much they benefit from 
using gestures during encoding and learning. On the other hand, listeners also differ in how 
much they attend to the speaker’s gestures and benefit from observing gestures during comprehension 
and learning. The current paper will discuss individual differences in gesture use and processing.

There is individual variation in all human traits. People exhibit individual differences in 
cognitive abilities such as working memory (WM) capacity, attention, speech production, and 
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processing as well as language acquisition (e.g., Daneman and 
Green, 1986; Just and Carpenter, 1992; Bates et  al., 1995; Kane 
and Engle, 2002; Broadway and Engle, 2011; Huettig and Janse, 
2016; Kidd et  al., 2018). Current theories in cognitive science 
have not fully accounted for the existence as well as the causes 
of these individual differences for scientific gain (Underwood, 
1975; Vogel and Awh, 2008). Most of the earlier studies in the 
gesture literature disregarded the variation among individuals 
and focused on group comparisons based on age (e.g., Feyereisen 
and Havard, 1999; Colletta et  al., 2010; Austin and Sweller, 
2014; Özer et al., 2017), sex (e.g., Özçalışkan and Goldin-Meadow, 
2010), neuropsychological impairments (e.g., Cleary et  al., 2011; 
Göksun et  al., 2013b, 2015; Akbıyık et  al., 2018; Akhavan et  al., 
2018; Hilverman et al., 2018; Özer et  al., 2019; see Clough and 
Duff, 2020 for a review), culture, and the native status of the 
speakers and the listeners (i.e., bilinguals vs. monolinguals; e.g., 
Goldin-Meadow and Saltzman, 2000; Mayberry and Nicoladis, 
2000; Pika et al., 2006; Kita, 2009; Nicoladis et al., 2009; Gullberg, 
2010; Smithson et  al., 2011; Kim and Lausberg, 2018; Azar 
et  al., 2019, 2020) to understand how human multimodal 
language faculty operates at a general level. The gesture theories 
and current experimental practices in the gesture literature 
mostly downplayed the significance of individual differences 
and treated them as error variance. These studies create an 
illusionary and incorrect assumption that gesturing and the 
cognitive and communicative benefits of using and seeing gestures 
are invariant across people. However, using and observing 
gestures show not only across-group but also within-group 
variation (e.g., Hostetter and Alibali, 2007, 2011; Chu et  al., 
2014; Wu and Coulson, 2014a,b; Dargue et  al., 2019; 
Özer et al., 2019; Özer and Göksun, 2020). What drives this variation?

There are external and internal sources of variation in gesture 
use and processing. The external sources of variation could 
be  speech content (e.g., spatial vs. non-spatial topics; Rauscher 
et  al., 1996; Feyereisen and Havard, 1999; Lausberg and Kita, 
2003; Alibali, 2005; Hostetter, 2011), communicative context 
(e.g., the visibility between interlocutors, communicative intention, 
and audience design; Alibali et  al., 2001; Trujillo et  al., 2018; 
Schubotz et  al., 2019), task difficulty and cognitive load levels 
(e.g., complex spatial tasks such as mental rotation; Wesp et al., 
2001; Kita and Davies, 2009). There are also internal sources 
variation; even under the same external circumstances, people 
can behave differently. Insights into which mechanisms contribute 
to these individual differences just started to emerge (e.g., 
Hostetter and Alibali, 2007, 2011; Chu et  al., 2014; Wu and 
Coulson, 2014a,b; Dargue et  al., 2019; Aldugom et  al., 2020; 
Kartalkanat and Göksun, 2020; Özer and Göksun, 2020).

Individual differences in personality characteristics, age, 
cognitive, and perceptual skills contribute to variation among 
individuals in terms of gesture use and processing (e.g., Vanetti 
and Allen, 1988; Cohen and Borsoi, 1996; Hostetter and Alibali, 
2007, 2011; Wartenburger et  al., 2010; Hostetter and Potthoff, 
2012; Marstaller and Burianová, 2013; Göksun et  al., 2013a; 
Chu et  al., 2014; Gillespie et  al., 2014; Wu and Coulson, 
2014a,b; Pouw et  al., 2016; Austin and Sweller, 2017, 2018; 
Eielts et al., 2018; Galati et al., 2018; Dargue and Sweller, 2020; 
Kartalkanat and Göksun, 2020; Özer and Göksun, 2020). 

However, most of the research on individual differences 
focused on gesture production, particularly on the cognitive 
correlates of variation in spontaneous gesture use and how 
much people benefit from using gestures during problem-
solving and encoding of information. Research on individual 
variation in how listeners attend to speakers’ gestures and 
benefit from observing gestures for comprehension and learning 
is limited (Wu and Coulson, 2014a,b; Aldugom et  al., 2020; 
Özer and Göksun, 2020).

In the current review paper, we discuss individual differences 
in (1) gesture use: how frequently speakers use gestures during 
spontaneous speech and how much they benefit from using 
gestures during task solving and learning and (2) gesture processing: 
how listeners attend to and process speakers’ gestures and how 
much they benefit from observing speakers’ gestures for online 
comprehension or subsequent learning. We  specifically focus on 
individual differences in cognitive and perceptual abilities (see 
Hostetter and Potthoff, 2012 for personality characteristics). This 
review has three highlights: (1) we  attempt to bring a complete 
picture of individual differences in gesture by bridging production 
(i.e., using gestures) and comprehension (e.g., seeing gestures) 
fields. (2) We  adopt a functionalist approach to discuss possible 
cognitive correlates of gesture use and processing. Functionalist 
gesture theories (as opposed to mechanistic approaches such as 
McNeill, 1992, 2005; Hostetter and Alibali, 2008) discuss why 
speakers use gestures and what functions gestures serve for 
speakers and listeners during communication and thinking  
(e.g., Kita and Özyürek, 2003; Pouw et  al., 2014; Cook and 
Fenn, 2017; Kita et al., 2017; Novack and Goldin-Meadow, 2017). 
Theories asserting for what purposes speakers and listeners 
employ gestures might inform us about the possible cognitive 
correlates of individual differences in gesture use and processing. 
(3) We also take on a life-span developmental perspective, which 
covers how gesture use and processing differ in changing cognitive 
skills throughout the developmental trajectory (from childhood 
through adulthood to healthy aging).

The literature on how different populations across ages use 
and process gestures during communication and learning is quite 
rich. It is noteworthy that the current paper is not a comprehensive 
review of the general literature. Instead, we  specifically focus on 
studies investigating individual differences in these processes. 
We  first review the functions of gestures during communication 
and learning (section Functions of Gestures During Communication 
and Learning). Then, we address evidence on individual differences 
in gesture use (section Individual Differences in Gesture Production) 
and gesture processing (section Individual Differences in Gesture 
Processing) for children, young adults, and elderly adults. Last, 
we  conclude the current state of the field and discuss areas that 
are open to further investigation (section Conclusion and Future  
Directions).

FUNCTIONS OF GESTURES DURING 
COMMUNICATION AND LEARNING

Several theories suggest how and why gestures occur during 
communication and thinking. Mechanistic theories mostly 
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propose how gestures arise during communication and thinking 
(e.g., McNeill, 1992, 2005; Hostetter and Alibali, 2008, 2018). 
Functionalist theories, on the other hand, try to explain why 
we  use gestures and the functions that gestures serve during 
communication and thinking, both for the speaker and the 
listener (e.g., Goldin-Meadow et  al., 2001; Kita and Özyürek, 
2003; Pouw et  al., 2014; Cook and Fenn, 2017; Kita et  al., 
2017; Novack and Goldin-Meadow, 2017). The approach in 
this review will be  from functionalist perspectives as they can 
give insight into which mechanisms might contribute to individual 
differences in gesture use and processing.

Gestures have several functions during communication and 
thinking. First, gestures affect communication between interlocutors. 
Speakers and listeners employ gestures for communicative purposes. 
Speakers produce gestures to communicate information, and 
listeners, in turn, benefit from these gestures to comprehend the 
to-be-communicated message (e.g., Beattie and Shovelton, 1999; 
Alibali et  al., 2001; Holler and Stevens, 2007; Hostetter, 2011; 
Goldin-Meadow and Alibali, 2013). Speakers use gestures as an 
alternative channel of expression. Hence, both speakers and 
listeners employ gestures more in communicative challenges 
stemming from cognitive dispositions such as when a speaker 
is linguistically non-competent (e.g., bilinguals talking in their 
non-native language; Smithson et  al., 2011; Gullberg, 2010) or 
has hearing impairments (Obermeier et  al., 2012). The 
communicative function of gestures suggests that speakers and 
listeners with low communicative capacity (e.g., low linguistic 
proficiency, low semantic fluency, or the non-native status of 
the speaker and the listener) might employ and benefit from 
gestures more.

Second, gestures affect speakers’ and listeners’ cognitive 
processes. Gestures help activate, maintain, manipulate, and 
package visual, spatial, and motoric information for speaking 
and thinking (Kita et  al., 2017). Gestures reduce cognitive 
load by keeping spatial-motoric information active in WM 
(Goldin-Meadow et  al., 2001; Wesp et  al., 2001; Morsella and 
Krauss, 2004; Ping and Goldin-Meadow, 2010; Cook et  al., 
2012; Marstaller and Burianová, 2013) and by projecting internal 
representations to an external space (e.g., Pouw et  al., 2014). 
Producing gestures provides an external visual feedback that 
can be  used to maintain or retrieve task-related visual-spatial 
information and, hence, reduces the cognitive load. Considering 
this, we expect that people might use gestures as a compensatory 
tool to manage their cognitive load. For example, people with 
lower visual-spatial cognitive capacity (e.g., lower visual-spatial 
WM capacity, lower general spatial skills assessed by mental 
rotation, and lower fluid intelligence assessed by Raven’s 
Matrices) might use gestures more frequently to compensate 
for their limited resources when talking and thinking, especially 
about spatial information (e.g., Trafton et  al., 2006; Göksun 
et  al., 2013a; Chu et  al., 2014; Galati et  al., 2018). In a similar 
vein, speakers’ gestures provide a stable visual representation 
for observers (i.e., listeners) and help listeners during 
comprehension and learning. People with lower cognitive resources 
might be  in a greater need for external aids, and thus benefit 
more from seeing gestures (e.g., de Nooijer et  al., 2013;  
Wu and Coulson, 2014a; Özer and Göksun, 2020).

Functional gesture theories assert that gestures help to convey 
information during communication and manage cognitive load 
during speaking, thinking, and learning (e.g., Kita et  al., 2017; 
Novack and Goldin-Meadow, 2017). This suggests that gesture 
use and processing are sensitive to the cognitive dispositions 
of the speakers and the listeners. People might convey gestures 
to manage and compensate for their limited cognitive resources.

Mechanistic gesture theories, on the other hand, emphasize 
how people employ gestures. As opposed to functionalist theories, 
one of the first and most influential mechanistic accounts of 
gesture production (The Growth Point Theory, McNeill, 1992, 
2005; McNeill and Duncan, 2000) posits that gestures do not 
compensate for thinking and speaking. According to this account, 
gesture and speech originate from a single representational 
system, where an utterance contains both linguistic and imagistic 
structures that cannot be  separated. Speech stems from 
propositional linguistic representations and gestures stem from 
non-propositional imagistic representations and reflect visual, 
spatial, and motoric thinking (McNeill, 1992, 2005; Krauss 
et  al., 2000). This account suggests that gestures are the 
manifestations of the imagistic component of the thought. 
Although mechanistic accounts would not be  against the role 
gestures play for people to manage cognitive processes, they 
emphasize how people employ gestures rather than why 
they gesture.

In the following sections, we  review evidence regarding 
how individual differences in cognitive domains relate with 
gesture use and processing from a functionalist account, mainly 
considering the gesture-as-a-compensation-tool view. That is, 
following the functionalist approach, we  will illustrate the 
functions of gestures for speakers and listeners who use their 
cognitive resources differently. Gestures might not be  used as 
a compensatory tool for every situation across different groups 
(e.g., So et  al., 2009; Chui, 2011; de Ruiter et  al., 2012); yet, 
the current state of the field supports the beneficial part of 
gestures for communication, thinking, and learning (e.g., 
Goldin-Meadow et  al., 2001; Kita et  al., 2017; Novack and 
Goldin-Meadow, 2017).

INDIVIDUAL DIFFERENCES IN GESTURE 
PRODUCTION

People from all ages show variation in terms of how frequently 
they use gestures, how salient their gestures are, and what 
types of gestures they use during spontaneous speech (e.g., 
Feyereisen and Havard, 1999; Richmond et  al., 2003; Priesters 
and Mittelberg, 2013; Chu et  al., 2014; Nagels et  al., 2015; 
Schmalenbach et al., 2017; Arslan and Göksun, in press). People 
also differ in how much they benefit from using gestures during 
speaking, encoding, and subsequent learning (e.g., Goldin-
Meadow et  al., 2001; Ping and Goldin-Meadow, 2010; Galati 
et  al., 2018). To date, studies mostly focused on two possible 
cognitive correlates: visual-spatial vs. verbal cognitive resources. 
We  discuss how individual differences in visual-spatial and 
verbal cognitive capacities relate to gesture production in 
children, adults, and elderly adults.
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Individual Differences in Gesture 
Production in Children
Babies start to use pointing gestures at around 12  months of 
age and iconic gestures at around 3  years of age (Iverson 
et  al., 1999; Özçalışkan and Goldin-Meadow, 2005, 2010). 
Gestures open the way for the transition from prelinguistic 
to linguistic period, and gestures become increasingly intertwined 
with speech as children become older (e.g., Capirci et al., 2005; 
Capirci and Volterra, 2008; Liszkowski et al., 2008). Özçalışkan 
and Goldin-Meadow (2005) analyzed children’s gestures at 14, 
18, and 22  months of ages when children are interacting 
spontaneously with their mothers. They showed that children 
used more gestures as they got older. Moreover, there was a 
developmental shift toward the use of more supplementary 
gestures (e.g., saying “ride” and pointing at the bike) as opposed 
to reinforcing gestures (e.g., saying “bike” and pointing at the 
bike) by older children. Yet, there was no difference in the 
quality or the quantity of the maternal input across development, 
suggesting that changes in children’s gestural behavior might 
reflect developmental changes in children’s own cognitive 
processes. Then, individual differences in several cognitive 
processes might lead to variations in how and to what extent 
children use gestures in spontaneous speech. Children, even 
as early as 14  months of age, show individual variation in 
whether they use iconic gestures and how frequently they use 
them (e.g., Iverson et al., 1999; Özçalışkan and Goldin-Meadow, 
2005). What drives these very early individual differences in 
gesture use? To date, the gesturing behavior of young children 
mostly focused on how individual differences in early gesture 
use predicted later language development (e.g., Rowe and 
Goldin-Meadow, 2009; Demir et  al., 2015). Studies examining 
the precursors of these variations, on the other hand, primarily 
focused on how parental language input (speech and gesture) 
relates with children’s spontaneous gesture production (e.g., 
Iverson et  al., 2008; Rowe et  al., 2008; Tamis-LeMonda et  al., 
2012). It is unknown which cognitive and perceptual abilities 
of these young children drive early individual differences in 
gesture production. Early socio-cognitive precursors of gesture 
use in infancy is an open area for further investigation.

How do children use gestures at later ages, such as during 
preschool and school-age? Children have not yet fully developed 
verbal skills as compared to young adults; thus, they might use 
gestures more during speaking as gestures provide an alternative 
channel of expression (e.g., Melinger and Levelt, 2004) and help 
facilitate speaking (Krauss et  al., 2000). Indeed, studies report 
that preschool-aged children benefit more from gestures than 
older children and adults, especially when using complex language 
(e.g., Church et  al., 2000; Austin and Sweller, 2014). Moreover, 
children in transitional stages (i.e., children who have the 
conceptual knowledge but not yet the skills to verbalize that 
knowledge) used more gestures to convey ideas compared to 
children who had necessary verbal resources to convey the same 
idea linguistically (e.g., Church and Goldin-Meadow, 1986; Perry 
et al., 1992). These gestures (so-called gesture mismatches) expressed 
non-redundant information that was not found in the 
accompanying speech. Children (ages 5–10) used more 
non-redundant speech-gesture combinations both at the clause 

and word levels compared to adults (Alibali et  al., 2009). This 
is also evident in the expression of other linguistically challenging 
categories such as causal or spatial relations (e.g., Göksun et  al., 
2010; Austin and Sweller, 2018; Calero et  al., 2019; Karadöller 
et  al., 2019). Children used more gestures to convey additional 
information when they could not verbalize instruments of causal 
events (Göksun et  al., 2010) or spatial relations such as left-
right (Karadöller et  al., 2019). For example, ambiguous spatial 
terms such as “here” can be complemented by gestures to specify 
the spatial relation (Karadöller et  al., 2019). The multimodal 
discourse continues to develop during the school-age years. There 
is a developmental shift toward the use of a higher number of 
gestures per clause by 10-year-old children and adults than 
6-year olds in narrative production tasks (e.g., Colletta et al., 2010; 
Alamillo et  al., 2013).

Developmental studies suggest that children might use gestures 
as an alternative channel of expression to compensate for their 
limited linguistic proficiency (e.g., younger vs. older children 
or children vs. adults; Church et  al., 2000; Alibali et  al., 2009; 
Colletta et  al., 2010). This is in line with bilingualism research 
showing that bilingual children speaking in their L2 used more 
gestures than monolinguals (e.g., Smithson et  al., 2011; 
Wermelinger et  al., 2020). Moreover, research on clinical 
populations with communication and language delays suggests 
that although there are delays in gesture production in the 
first 2  years, gesture might be  used to compensate for 
communication and language difficulties at preschool and school 
ages by some children (Özçalışkan et  al., 2013; LeBarton and 
Iverson, 2017). Children with language impairments (LI) used 
gestures at a higher rate and produced greater proportions of 
gestures that added unique information to the accompanying 
speech compared to typically developing (TD) peers, suggesting 
that children with LI employ gestures as an alternative channel 
of expression in the face of language difficulties (Evans  
et  al., 2001; Blake et  al., 2008; Iverson and Braddock, 2011;  
Mainela-Arnold et  al., 2011, 2014).

Similar to children with LI, children with Down syndrome 
(DS) used more gesture-only expressions and expressed 
information uniquely in their gestures compared to TD children 
to compensate for spoken language delays (Stefanini et  al., 
2007; Dimitrova et  al., 2016; Özçalışkan et  al., 2017). Children 
with Williams syndrome (WS) also used more iconic gestures 
in a picture naming task compared to TD children to alleviate 
their word-finding difficulties (Bello et  al., 2004). Yet, not all 
children with language delays benefit from gestures as a 
compensatory tool. Children with autism spectrum disorder 
(ASD) exhibit delays in gesture production that are apparent 
both in frequency and complexity (Colgan et  al., 2006; Rozga 
et al., 2011; Watson et al., 2013; Dimitrova et al., 2016; Özçalışkan 
et  al., 2016, 2017). Research shows that children with ASD 
used gestures to initiate and sustain joint attention and to 
compensate for speech limitations by supplementing speech 
to a lesser degree compared to TD peers, leading to negative 
consequences for learning and social interaction opportunities 
(Sowden et al., 2013; Watson et al., 2013; Mastrogiuseppe et al., 
2015). Impairments in gesture production are more pronounced 
in ASD compared to other developmental delays such as DS 
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(Mastrogiuseppe et  al., 2015), LI (Stone et  al., 1997), and 
general intellectual delay (Mundy et  al., 1990) and, thus, are 
considered to be  a central component of problems in social 
interactions and delays in social development in ASD. Moreover, 
language delays not only affect children’s gesture productions 
but also gestural input they receive from their caregivers, 
resulting in cascading consequences for language development.

Research suggests that children’s language level affects 
caregivers’ gestures to a greater extent when a child’s language 
skills are limited (Iverson et  al., 2006; Talbott et  al., 2015; 
Dimitrova et  al., 2016; Özçalışkan et  al., 2017, 2018). For 
example, mothers of non-diagnosed high-risk ASD infants 
gestured more frequently compared to mothers of low-risk 
ASD infants (Talbott et  al., 2015). The evidence on the 
compensatory use of gestures by children with language delays 
indicate that gesture is a tool that should be  harnessed to 
support learning, especially for child clinical populations 
(LeBarton and Iverson, 2017). Gesture is also an early diagnostic 
tool to foresee persistent language delay, especially for children 
with unilateral brain lesions (Sauer et  al., 2010; Özçalışkan 
et  al., 2013). Although these studies suggest a link between 
early spoken language abilities and gesture production in 
children, the direct evidence on how individual differences in 
early receptive and expressive language skills relate with 
spontaneous gesture use within children with and without 
language delays is quite limited (Kartalkanat and Göksun, 2020; 
Wermelinger et  al., 2020).

A growing body of literature shows that using gestures 
benefit children’s subsequent memory and learning (e.g., Alibali 
and DiRusso, 1999; Wakefield et  al., 2018). Do all children 
benefit similarly from using gestures? Post et al. (2013) showed 
that children who simultaneously produced and observed gestures 
when learning grammatical rules performed worse than children 
who only observed gestures. However, the adverse effects of 
gesturing on learning were only visible for children with lower 
verbal skills, suggesting that producing and observing gestures 
simultaneously might be  too cognitively demanding, especially 
for children with lower verbal resources (Kalyuga, 2007). 
Nevertheless, it should be  noted that this study tested the 
effects of using gestures on learning under high cognitive load. 
There is no direct evidence on how verbal skills relate to how 
much children benefit from using gestures when they are under 
average cognitive load (e.g., without observing gestures  
simultaneously).

Developmental studies mostly compared different age groups 
(e.g., children vs. adults or younger vs. older children; e.g., 
Colletta et al., 2010), bilinguals vs. monolinguals (e.g., Mayberry 
and Nicoladis, 2000; Smithson et  al., 2011), and clinical vs. 
non-clinical groups (e.g., Bello et  al., 2004; Dimitrova et  al., 
2016; LeBarton and Iverson, 2017). These studies suggest that 
children use gestures as a compensatory tool, and individual 
differences in verbal skills play a role in how much children 
use and benefit from using gestures during learning. Moreover, 
visual-spatial skills follow a protracted development, and children 
show individual variation in visual-spatial abilities (Newcombe 
et  al., 2013). Given that gestures are visual-spatial entities and 
help activate, maintain, and manipulate visual-spatial information 

(Kita et al., 2017), individual differences in visual-spatial abilities 
during childhood might affect how much children use gestures 
and benefit from using gestures for learning. However, there 
is no direct evidence on how individual differences in verbal 
and visual-spatial skills relate to children’s gesture use, which 
begs for future research.

Individual Differences in Gesture 
Production in Young Adults
Most of the research on individual differences in gesture production 
focused on young adults. Studies showed that young adults with 
lower cognitive capacities used more spontaneous gestures and 
benefited more from using gestures (e.g., Chu et  al., 2014; 
Gillespie et  al., 2014; but see Hostetter and Alibali, 2007), 
supporting the functionalist accounts (Goldin-Meadow et  al., 
2001; Marstaller and Burianová, 2013; Kita et  al., 2017) and 
gesture’s role as a compensation tool. The visual-spatial cognitive 
capacity is related to how much speakers employ gestures during 
speaking and thinking. People with lower visual and spatial 
WM capacities, mental rotation skills, and spatial conceptualization 
abilities (Kita and Davies, 2009) used more gestures compared 
to high-spatial ability individuals when explaining abstract phrases 
or social dilemmas (Chu et  al., 2014). In a spatial gesture 
elicitation task, Göksun et  al. (2013a) asked young adults to 
describe how they solved mental rotation problems and found 
that people with lower spatial abilities (lower mental rotation 
scores) used more gestures compared to people who had higher 
scores. However, low- and high-spatial ability individuals not 
only differed in the frequency of gestures but also in the type 
of gestures they used. People with low-spatial ability used more 
static gestures depicting objects (i.e., cubes or whole objects), 
whereas high-spatial ability individuals used more dynamic 
gestures to express motion, such as rotation or direction or 
static gestures referring to object pieces (e.g., the bottom part 
of the L shape). This finding is in line with a previous study 
showing that although lower- and higher-fluid intelligence 
individuals (as measured by Raven’s matrices) used an equal 
number of gestures when describing how to solve geometric 
analogies, people with higher fluid intelligence used more gestures 
to express motion than people with lower fluid intelligence 
(Wartenburger et  al., 2010; Sassenberg et  al., 2011).

Verbal cognitive capacity is another predictor for how and 
to what extent speakers use gestures (e.g., Baxter et  al., 1968; 
Hostetter and Alibali, 2007, 2011; Nagpal et al., 2011; Smithson 
and Nicoladis, 2013; Gillespie et  al., 2014; for cf. see Frick-
Horbury, 2002 and Chu et  al., 2014). Young adults with lower 
verbal abilities such as lower verbal WM capacity, vocabulary 
size, and semantic fluency (i.e., phonological and lexical retrieval 
ability) used more gestures during spontaneous speech than 
individuals with higher verbal abilities (e.g., Hostetter and 
Alibali, 2007, 2011; Smithson and Nicoladis, 2013; Gillespie 
et al., 2014; but see Chu et al., 2014). These findings corroborate 
with bilingual research, showing that bilinguals used more 
gestures when talking in their L2 compared to L1 or monolinguals 
(e.g., Gullberg, 1998; Nagpal et  al., 2011). Verbal WM also 
predicted gesture frequency similarly in bilinguals and 
monolinguals (Smithson and Nicoladis, 2013).
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Is there an interaction between verbal and spatial skills in 
gesture use? Hostetter and Alibali (2007) showed a quadratic 
relationship between verbal resources and spontaneous gesture 
use. People with the lowest and highest verbal skills (i.e., 
phonemic fluency) gestured more than people with average 
verbal skills when they were retelling a cartoon story and 
describing how to wrap a package. Moreover, low verbal/high 
visual-spatial individuals produced the largest number of gestures 
and used more non-redundant gestures (Vanetti and Allen, 
1988; Hostetter and Alibali, 2007, 2011). This might suggest 
that gestures are more helpful when speakers have spatial 
information in the non-propositional format in mind but are 
unable to lexicalize or to encode verbally (e.g., Graham and 
Heywood, 1975; Krauss and Hadar, 1999).

Young adults also show individual variation in how much 
they benefit from using gestures during task solving or subsequent 
memory and learning (e.g., Marstaller and Burianová, 2013). 
Young adults use many gestures when encoding information 
that facilitates their subsequent memory and learning, especially 
for visual and spatial information (e.g., Chu and Kita, 2011; 
So et al., 2015). However, using gestures is especially beneficial 
for people with lower cognitive capacity (e.g., Marstaller and 
Burianová, 2013; Pouw et  al., 2016; Galati et  al., 2018). People 
who used gestures when trying to learn new routes had better 
memory in a subsequent navigation task; however, this was 
only evident for people with a lower spatial perspective-taking 
ability (Galati et al., 2018). Moreover, gesturing benefited problem 
solving under higher cognitive load (e.g., dual-task paradigm; 
Marstaller and Burianová, 2013) and when internal cognitive 
resources are taxed or limited (e.g., Pouw et  al., 2016).

Individual differences in verbal and visual-spatial skills affect 
how much young adult speakers use and benefit from producing 
gestures during speaking and problem-solving. Conforming the 
gesture-as-a-compensation-tool account, speakers employ gestures 
to compensate for lower verbal and spatial cognitive resources. 
However, we  should be  cautious about the generalizability of 
these findings as to the use of different cognitive measures, 
and gesture elicitation tasks (e.g., spatial vs. non-spatial abstract) 
might yield different results. Further research is needed to 
replicate these conclusions across contexts.

Individual Differences in Gesture 
Production in Healthy Aging
Evidence on spontaneous gesture use in healthy aging is 
minimal. Most of the research compared young and elderly 
adults and showed that spontaneous gesture production and 
gesture imitation is impaired in aged populations (e.g., Cohen 
and Borsoi, 1996; Dimeck et al., 1998; Feyereisen and Havard, 
1999). Elderly adults used less representational gestures 
compared to young adults, whereas overall gesture frequency 
or the use of non-representational gestures (e.g., beat or 
conduit gestures) was comparable across two groups (Cohen 
and Borsoi, 1996; Glosser et al., 1998; Feyereisen and Havard, 
1999; Arslan and Göksun, in press; for c.f. see Özer et  al., 
2017; Schubotz et  al., 2019). This might be  due to declining 
visual-spatial cognitive resources in aging. For example, mental 

imagery declines with aging (e.g., Dror and Kosslyn, 1994; 
Copeland and Radvansky, 2007; Andersen and Ni, 2008) 
and, indeed, individual differences in mental imagery, but 
not spatial WM capacity was associated with how frequently 
young and elderly individuals used spontaneous gestures, 
particularly for a spatial address description task (Arslan 
and Göksun, in press). Elderly individuals were also impaired 
in designing their multimodal utterances for their addressees 
(i.e., audience design; Schubotz et al., 2019). When narrating 
comic cartoons, young adults used fewer gestures when they 
knew that their addressee also watched the comic cartoon 
compared to when their addressee did not see the cartoon. 
However, elderly adults used an equal number of gestures 
in both cases.

We might expect that declining visual-spatial skills in aging 
would lead to higher use of gestures by older adults than in 
younger ones. However, gestures might be used as a compensatory 
tool only to manage cognitive load when the person has the 
necessary/intact resources. Most of the studies comparing 
younger vs. older adults tested individuals who are older than 
60  years of age (e.g., Cohen and Borsoi, 1996), and it is 
unknown whether visual-spatial skills are severely impaired in 
this age group. Less is also known on the decline in which 
cognitive abilities in healthy aging leads to age-related 
impairments in gesture production (but see Arslan and Göksun, 
in press). It is important to note that this area is open to 
investigation and future research should study the decline in 
which cognitive resources lead to impaired gesturing in aging, 
whether the effects of aging on gesturing is similar for everyone, 
and which cognitive resources might play a protective role for 
the decline of gesture production. More research is also needed 
to examine whether elderly individuals benefit from using 
gestures as young adults and children do or producing gestures 
impose an extra cognitive burden to their already limited 
cognitive resources.

Moreover, we  mainly focused on gesture use in healthy 
aging, yet, the line of research on how people with 
neurodegenerative disorders use gestures is informative as well 
(e.g., Cleary et al., 2011; Rousseaux et al., 2012; Klooster et al., 
2015; Akhavan et  al., 2018; Özer et  al., 2019). People with 
different types of neurodegenerative disorders such as Alzheimer’s 
disease, primary progressive aphasia, and Parkinson’s disease 
are natural targets to study gesture in aged populations because 
the prevalence rates of these diseases consistently increase with 
age (e.g., Jorm et  al., 1987; Brayne et  al., 2006). For example, 
Klooster et  al. (2015) showed that the beneficial effects of 
using and observing gestures on new learning in a Tower of 
Hanoi paradigm were absent in elderly patients with intact 
declarative memory, but impaired procedural memory as a 
consequence of Parkinson’s disease. This suggests that the 
procedural memory system supports the ability of gestures to 
drive new learning. Thus, the decline in different memory 
systems in different neurodegenerative disorders that increase 
with age might lead to variation in how elderly adults benefit 
from gestures during learning. Future studies should test the 
cognitive correlates of impaired gesture use in different 
neuropsychological groups.
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INDIVIDUAL DIFFERENCES IN GESTURE 
PROCESSING

Listeners are sensitive to speakers’ gestures and benefit from 
observing these gestures during online language comprehension, 
encoding, and subsequent memory and learning (Holler et  al., 
2009; Kelly et  al., 2010; Hostetter, 2011; Dargue et  al., 2019). 
The facilitative effects of observing gestures are evidenced across 
children (e.g., Cook et  al., 2008; Austin and Sweller, 2014, 
2017; Macoun and Sweller, 2016; Vogt and Kauschke, 2017; 
Holler et al., 2018; Aussems and Kita, 2019; Dargue and Sweller, 
2020; Kartalkanat and Göksun, 2020) and young adults (e.g., 
Beattie and Shovelton, 1999; Roth, 2001; Holle and Gunter, 
2007; Kelly et  al., 2008; Hostetter, 2011; Rueckert et  al., 2017; 
Dargue and Sweller, 2020). Research regarding individual 
differences in how listeners attend to and process speakers’ 
gestures and how much they benefit from observing gestures 
during comprehension and learning is quite limited, especially 
when compared to the literature on individual differences in 
gesture production (e.g., Post et  al., 2013; Wu and Coulson, 
2014a,b; Yeo and Tzeng, 2019; Özer and Göksun, 2020). In 
the next subsections, we review evidence on individual differences 
in gesture processing and its effects on comprehension and 
learning in children, young adults, and elderly adults. Then, 
we  discuss several possible cognitive mechanisms that might 
yield individual differences in gesture processing, suggesting 
new venues for future research.

Individual Differences in Gesture 
Processing in Children
Electrophysiological studies showed that children start to process 
iconic gestures as semantic entities like words at around 
18  months of age (Sheehan et  al., 2007). Behaviorally, they 
start to comprehend iconic gestures representing entities at 
around 3 years of age (Stanfield et al., 2014) and iconic gestures 
representing events at around 4  years of age (Glasser et  al., 
2018). Studies showed that 3-year olds could not integrate 
speech and gesture, whereas 5-year old and adults did (e.g., 
Sekine and Kita, 2015; Sekine et al., 2015). Moreover, children 
starting from 6  years of age integrate speech and gesture in 
an online fashion comparable to adults (Dick et  al., 2012; 
Sekine et  al., in press). Demir-Lira et  al. (2018) showed that 
gesture-speech integration recruits the same neural network 
as in adults. Yet, this was true only for children who were 
able to successfully integrate speech and gesture behaviorally. 
Then, what drives these individual differences in early gesture-
speech integration ability?

Gesture-speech integration requires a global developmental 
shift. The precursors of gesture comprehension and gesture-
speech integration are unknown. Gestures are visual-spatial 
entities and the processing, and the interpretation of gestures 
requires visual-spatial cognitive resources (e.g., Kelly and 
Goldsmith, 2004). Children with lower visual-spatial skills might 
have difficulty in processing and comprehending gestures 
compared to children with higher visual-spatial skills. The 
global development of executive attention and general WM 

capacity, on the other hand, might play a role in gesture-speech 
integration. For example, children with lower overall WM 
capacity might have difficulty in maintaining and integrating 
two different kinds of information simultaneously, especially 
in offline integration tasks (e.g., Demir-Lira et  al., 2018). 
Cognitive predictors of individual differences in children’s gesture 
comprehension and gesture-speech integration abilities require 
further attention.

What about individual differences in the beneficial effects 
of observing gestures for subsequent learning? Not all children 
benefit from visual aids such as diagrammatical illustrations 
when learning math (e.g., (Cooper et al., 2017). Indeed, observing 
gestures does not assist all children’s comprehension of narratives 
or learning new skills (e.g., Church et al., 2004; van Wermeskerken 
et al., 2016; Yeo and Tzeng, 2019; Bohn et al., 2020; Kartalkanat 
and Göksun, 2020). Kartalkanat and Göksun (2020) found a 
positive relationship with verbal skills and the beneficial effects 
of observing gestures, preschoolers with higher expressive 
language ability benefited more from observing iconic gestures 
in the encoding of spatial events. Bohn et  al. (2020) found 
that children benefited from observing gestures when learning 
novel skills (e.g., how to open a novel apparatus) as they 
became older. On the other hand, Demir et  al. (2014) showed 
that children with pre- and perinatal unilateral brain injury 
(BI) and had difficulty in narrative production benefited more 
from observing gestures when retelling narratives compared 
to TD children (Demir et  al., 2014). Moreover, children with 
specific language impairment (SLI) benefited more from 
observing gestures compared to TD and used the same gestures 
they observed when retelling the inferred meaning of the 
spoken messages (Kirk et al., 2011). The contradictory findings 
regarding the relation between verbal abilities and the beneficial 
effects of observing gestures between children with language 
impairments and children with intact language abilities pose 
a challenge. We  might expect TD children with lower verbal 
abilities to benefit more from observing gestures as predicted 
by gesture-as-a-compensation-tool account; however, young 
children’s limited verbal resources might be  already consumed 
with processing speech, leaving few resources to process and 
benefit from external visual cues (i.e., gestures; Kalyuga, 2007). 
Again, gestures might help children manage cognitive load 
when they have fully developed verbal abilities. However, 
children with language impairments might employ gestures to 
compensate for their already-impaired spoken language  
abilities.

Individual differences in verbal (e.g., digit span task; 
Kartalkanat and Göksun, 2020), visual (e.g., visual patterns 
task; van Wermeskerken et  al., 2016), or general WM capacity 
(e.g., operation span task; Yeo and Tzeng, 2019) did not predict 
how much children benefited from observing gestures for 
learning. There was hardly any variance in WM capacity in 
most of these studies (e.g., van Wermeskerken et  al., 2016). 
This might obscure the otherwise possible effects of different 
WM capacities on the values of observing gestures in children. 
Additionally, how general spatial skills (e.g., mental rotation 
and mental imagery) relate to how much children benefit from 
observing gestures needs to be  investigated in future research.
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Individual Differences in Gesture 
Processing in Young Adults
Young adults also differ in how they process spontaneous co-speech 
gestures. Processing gestures require visual, spatial, and motoric 
cognitive resources (e.g., Kelly and Goldsmith, 2004; Wu and 
Coulson, 2014a). We  expect people with higher visual-spatial 
abilities to process and comprehend gestures better. Indeed, Wu 
and Coulson (2014a) found that people with higher spatial WM 
(but not verbal WM) were better at processing co-speech gestures 
as they were more sensitive to speech-gesture mismatches (i.e., 
high-spatial individuals were affected more negatively when 
gesture and speech expressed incongruent information). Moreover, 
people who have larger spans for retaining and manipulating 
bodily configurations (i.e., motor movement span task assessing 
individuals’ ability to retain body-centric motor information) 
comprehended gestures better (Wu and Coulson, 2014b). In a 
recent study, we asked how visual-spatial vs. verbal WM capacity 
relates to processing concurrent visual (i.e., gesture) and verbal 
(i.e., speech) information in a mismatch paradigm used initially 
by Kelly and colleagues in 2011 (Özer and Göksun, 2020). 
We  demonstrated that listeners showed differential sensitivity 
in processing concurrent gestural vs. spoken information. Although 
gesture-speech mismatches hindered overall comprehension, how 
listeners got affected by mismatches in different modalities (gesture 
vs. speech mismatches) was dependent on the listeners’ cognitive 
dispositions on visual-spatial vs. verbal resources. Observing 
mismatching visual information (i.e., gesture) imposes an additional 
visual-spatial cognitive load and people with higher spatial abilities 
were better at maintaining and processing two different and 
mismatching visual information due to their higher capacity. 
As a result, these individuals perform better when gestures 
expressed mismatching information compared to people with 
lower spatial abilities. People with higher verbal abilities, on 
the other hand, had better performance when speech expressed 
mismatching information compared to people with lower verbal 
abilities. These findings suggest that visual-spatial cognitive 
resources are critical for gesture processing and observing 
mismatching gestures increase visual-spatial cognitive load (e.g., 
Kelly and Goldsmith, 2004; Hostetter et  al., 2018). Processing 
mismatching information in visual modality would be  less 
demanding for people with larger visual-spatial cognitive resources.

What about individual differences in how much listeners 
benefit from observing gestures? Earlier studies are limited 
in suggesting how listeners integrate visual information with 
speech and use gestures to encode information either for 
online language comprehension or for subsequent learning. 
Research on how learners benefit from different multimedia 
materials (visual vs. verbal representations) might give us 
insight in this matter (Ausburn and Ausburn, 1978; Kirby 
et  al., 1988; Koć-Januchta et  al., 2017; Kiat and Belli, 2018; 
but see Kirschner, 2017). Individuals show variation in how 
they benefit from visual vs. verbal information (Kirby et  al., 
1988; Riding et al., 1995; Kozhevnikov et al., 2002; Mendelson 
and Thorson, 2004; Meneghetti et al., 2014; Alfred and Kraemer, 
2017). For example, learners show variation in how they 
fixated to text vs. pictures when learning from multimedia 
resources (Koć-Januchta et al., 2017) and students with higher 

spatial abilities benefited more from the presence of 3D models 
when learning cell biology compared to students with lower 
spatial abilities (Huk, 2006). This suggests that listeners’ 
cognitive dispositions might be  related to how much they 
benefit from observing gestures vs. hearing speech. A very 
recent study directly tested how different WM capacities 
related to how much young adults benefited from observing 
gestures (Aldugom et  al., 2020). Undergraduate students with 
higher visual WM capacity (i.e., visual patterns task) benefited 
more from observing gestures during math learning whereas 
verbal (i.e., sentence span task) and motoric (i.e., movement 
span task, Wu and Coulson, 2014b) WM capacities did not 
predict the beneficial effects of observing gestures (Aldugom 
et  al., 2020). Although it is well-established in the literature 
that gestures facilitate listeners’ comprehension and learning 
(see Özyürek, 2014 for review), evidence suggests that this 
is not a monolithic process. It is also possible that observing 
gestures do not always facilitate comprehension and learning. 
For example, observing gestures hurt learning phonetic 
distinctions at the syllable level within a word for English-
speaking adults learning vowel length contrasts in Japanese 
(Kelly et  al., 2014). However, as in the case with children 
(Kartalkanat and Göksun, 2020), learners’ level of second-
language proficiency might play a role for benefitting from 
gestures, which is another cognitive resource to be examined. 
Future studies should investigate the cognitive precursors of 
individual differences in the beneficial effects of observing 
gestures across different learning contexts (e.g., spatial vs. 
non-spatial) and different stages of language processing  
(e.g., phonological vs. semantic; Kelly et  al., 2014).

Individual Differences in Gesture 
Processing in Healthy Aging
Few studies examined how elderly individuals process gestures 
and benefit from observing gestures (e.g., Thompson, 1995; 
Ska and Croisile, 1998; Montepare et  al., 1999; Thompson and 
Guzman, 1999; Cocks et  al., 2011). Elderly individuals are 
impaired in their comprehension of pantomimes and emotional 
gestures compared to young individuals (Ska and Croisile, 1998; 
Montepare et  al., 1999). Moreover, elderly adults are impaired 
in integrating speech and gesture compared to young adults 
(Cocks et  al., 2011). However, they performed equally when 
two cues are presented in isolation, suggesting that they might 
be  impaired in gesture-speech integration with a preserved 
ability to process gestures. Indeed, elderly adults mostly relied 
on visible speech and did not benefit from observing gestures 
when recalling sentences (Thompson, 1995).

Although young adults benefited from visual aids (i.e., visible 
speech and gestures) under challenging listening conditions 
(i.e., dichotic shadowing task), older adults did not (Thompson 
and Guzman, 1999). The differences in the effects of observing 
gestures between younger and older adults might be  related 
to the declining cognitive abilities associated with aging, mainly 
due to WM capacity as WM is required to maintain and 
manipulate different information. However, this has not been 
addressed directly.
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Previous research suggests that elderly adults have difficulty 
in integrating visual (i.e., gesture) and verbal (i.e., speech) 
information compared to younger adults. It might be  due to 
a decline in global cognitive skills such as executive attention 
and general WM capacity. Yet, it has not been directly tested. 
Future studies should compare younger vs. older adults with 
several cognitive measures to understand the cognitive 
architecture behind impaired gesture processing and gesture-
speech integration in healthy aging.

CONCLUSION AND FUTURE 
DIRECTIONS

Speakers use gestures as they speak and think, and listeners, 
in turn, are sensitive to speakers’ gestures. Gestures (both using 
by speakers and observing by listeners) have beneficial effects 
on language comprehension, problem-solving, encoding, and 
subsequent learning. Studies, to date, mostly focused on the 
role of different external factors (e.g., speech content and 
communicative context) on gestural behavior to answer when 
we  use and benefit from gestures. However, it is also essential 
to ask who uses and benefits from gestures for which purposes. 
Research on the cognitive precursors of these individual differences 
in gesture use and processing has just started to emerge. Examining 
individual differences in gesture use and processing will help 
us uncover the cognitive architecture behind these processes 
and inform gesture research that is based on group data. The 
accounts that explain how and why gestures are employed should 
integrate individual differences research to have a full picture 
of when, why, and for whom gestures exhibit their supposed 
roles. This line of research is also informative for the development 
of educational programs incorporating the use of gestures by 
learners or teachers. The instructional programs should be tailored 
according to the cognitive dispositions and needs of the learners 
for optimal learning outcomes.

Most of the research on individual differences in the gesture 
literature examined gesture production in young adults. Studies 
on gesture use in children and elderly adults focused on group 
comparisons (i.e., comparing children at different ages, children 
vs. adults, younger vs. older adults, and clinical vs. non-clinical 
groups). Moreover, individual differences in gesture processing 
are limited compared to the production literature. In the current 
review paper, we  (1) combined two lines of research: using 
gestures and observing gestures and (2) discussed the possible 
cognitive precursors of gesture use and processing in different 
age groups. We  also highlighted the functions of producing 
and seeing gestures regarding their compensatory roles in 
speaking and thinking.

Gestures provide an alternative expression channel and assist 
speakers and listeners communicate (e.g., Alibali et  al., 2001; 
Hostetter, 2011). Gestures also decrease speakers’ and listeners’ 
cognitive load by aiding them to activate, maintain, and manipulate 
visual-spatial information (e.g., Kita et  al., 2017; Novack and 
Goldin-Meadow, 2017). Gestures help people manage cognitive 
load and are used as a compensatory tool. Listeners’ and speakers’ 
cognitive dispositions interact with this compensatory role of 

gestures, leading to individual differences in how much people 
benefit from using and seeing gestures for speaking, 
comprehension, task solving, and learning. As the gesture-as-a-
compensation-tool account would argue, children and adults with 
lower cognitive resources use and benefit from using gestures 
more to manage cognitive load compared to people with higher 
cognitive resources (e.g., Church et  al., 2000; Göksun et  al., 
2010; Marstaller and Burianová, 2013; Austin and Sweller, 2014; 
Chu et  al., 2014; Gillespie et  al., 2014; Galati et  al., 2018). 
However, we  suggest that gestures do not replace the impaired 
cognitive abilities; instead, gestures help manage cognitive load 
when cognitive resources are intact. Gestures might not compensate 
for already-impaired cognitive abilities. For example, people with 
aphasia use more gestures to compensate for impaired speech, 
but only when they have the intact conceptual knowledge of 
what they express (e.g., Göksun et al., 2013b, 2015). In a similar 
vein, there is a decrease in gesture production in healthy aging 
that might be  due to impaired visual-spatial abilities such as 
mental imagery (e.g., Cohen and Borsoi, 1996; Arslan and 
Göksun, in press). There is also evidence of individual differences 
in gesture processing. Processing and comprehending gestures 
require visual-spatial cognitive resources (e.g., Kelly and Goldsmith, 
2004; Hostetter et  al., 2018). People with higher visual-spatial 
skills (or older children compared to younger children) process 
gestures better compared to people with lower visual-spatial 
skills (e.g., Wu and Coulson, 2014a,b; Özer and Göksun, 2020). 
In line with the gesture-as-a-compensation-tool account, we expect 
that people with lower cognitive resources (especially visual-
spatial) would benefit more from observing external visual cues 
(i.e., gestures, but see Aldugom et  al., 2020). However, research 
on how visual-spatial abilities relate to how much listeners benefit 
from observing gestures is inconclusive and begs for further  
investigation.

Although group-comparison studies are informative, future 
work should address within-group variation more, especially 
in children and in elderly adults. How different cognitive skills 
are associated with gesture production and processing should 
be  tested directly across different conditions. The employment 
of different cognitive measures, gesture elicitation tasks, and 
learning contexts might yield different results, and these should 
be  incorporated to have a full picture of whom for and when 
gestures are helpful. For example, the relationship between 
visual-spatial abilities and how frequently speakers use gestures 
and how much they benefit from using and observing gestures 
depend on the content of the information to be communicated 
or learned (Lausberg and Kita, 2003; Hostetter and Alibali, 
2007; Chu et  al., 2014; Arslan and Göksun, in press). The role 
of visual-spatial abilities in gesture use and processing might 
be more pronounced in spatial speech compared to non-spatial 
speech (e.g., Alibali, 2005; Arslan and Göksun, in press). Future 
work should also investigate how internal sources of variation 
(e.g., individual differences in several abilities) interact with 
external sources of variation (e.g., speech content and 
task difficulty).

One area open for future investigation is the cognitive 
predictors of gesture processing; that is, how listeners attend, 
process, and benefit from observing gestures. Studies on how 
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visual, verbal, and motoric WM capacities are linked to 
individuals’ processing of concurrent gesture vs. speech employed 
mismatch paradigms (Wu and Coulson, 2014a,b; Özer and 
Göksun, 2020). However, gesture mismatches are rare in natural 
communication, and we should investigate how different cognitive 
abilities relate to gesture processing in more ecologically valid 
paradigms. It is also unknown whether there are any individual 
differences in visual attention to gestures. Gestures are visual 
articulators and subject to visual processing. Although earlier 
research found that gestures can be processed peripherally and 
do not require direct visual attention (e.g., Gullberg and 
Holmqvist, 1999, 2006; Gullberg and Kita, 2009), recent evidence 
suggests that several factors might modulate how listeners 
allocate overt visual attention to gestures such as the 
comprehensibility of speech, and the native/non-native status 
of the listener (e.g., Drijvers et al., 2019). Future studies should 
address whether people with different visual-spatial vs. verbal 
abilities show differential overt visual attention to gestures and 
how this relates to individual differences in gesture processing 
(Wakefield et  al., 2018). Above attending to and processing 
gestures, very little is known on whether and how individuals 
benefit from observing gestures during online language 
comprehension and learning across different learning contexts 
(Aldugom et  al., 2020). We  currently investigate how visual-
spatial skills relate to how much listeners benefit from observing 
gestures when comprehending spatial relations between objects.

All studies reviewed above tested individual differences 
behaviorally. Electrophysiological and neuroimaging studies 
investigate the neural architecture of gesture use and processing 
(e.g., Kelly et  al., 2004; Wu and Coulson, 2005; Willems et  al., 
2009). We  might observe individual differences in neural data, 
that is, otherwise non-observable behaviorally (e.g., Demir-Lira 
et al., 2018). Future work should examine individual differences 
in the recruitment of different neural networks when using 
and observing gestures and how these differences in neural 
data relate to behavioral performance after considering 
individuals’ cognitive skills.

The current review only focused on how individual differences 
in cognitive skills (mostly verbal and visual-spatial skills) relate 
to gesture use and processing. However, individual differences 

in other domains might also affect how people employ gestures. 
Individual differences in other domains such as personality 
(Hostetter and Potthoff, 2012) and other aspects of cognitive 
and perceptual skills such as selective attention, auditory 
processing, and the speed of multisensory processing should 
be  tested (e.g., Schmalenbach et  al., 2017). Moreover, it is also 
important to study the relation between gesture production 
and processing. How individual differences in spontaneous 
gesture use predict how people attend to and benefit from 
observing gestures or vice versa are unknown (Wakefield et al., 
2013). Gesture processing might be  affected by to what extent 
people themselves use gestures, and future studies should address 
the production-perception cycle and the mechanisms behind it.

In sum, gesture use and processing are not monolithic 
processes and show individual variation. Speakers and listeners 
can use gestures as a compensation tool during communication 
and thinking that interact with individuals’ cognitive dispositions.
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Using Gesture to Facilitate L2
Phoneme Acquisition: The
Importance of Gesture and Phoneme
Complexity
Marieke Hoetjes* and Lieke van Maastricht

Centre for Language Studies, Radboud University, Nijmegen, Netherlands

Most language learners have difficulties acquiring the phonemes of a second language
(L2). Unfortunately, they are often judged on their L2 pronunciation, and segmental
inaccuracies contribute to miscommunication. Therefore, we aim to determine how
to facilitate phoneme acquisition. Given the close relationship between speech and
co-speech gesture, previous work unsurprisingly reports that gestures can benefit
language acquisition, e.g., in (L2) word learning. However, gesture studies on L2
phoneme acquisition present contradictory results, implying that both specific properties
of gestures and phonemes used in training, and their combination, may be relevant. We
investigated the effect of phoneme and gesture complexity on L2 phoneme acquisition.
In a production study, Dutch natives received instruction on the pronunciation of
two Spanish phonemes, /u/ and /θ/. Both are typically difficult to produce for Dutch
natives because their orthographic representation differs between both languages.
Moreover, /θ/ is considered more complex than /u/, since the Dutch phoneme
inventory contains /u/ but not /θ/. The instruction participants received contained
Spanish examples presented either via audio-only, audio-visually without gesture, audio-
visually with a simple, pointing gesture, or audio-visually with a more complex, iconic
gesture representing the relevant speech articulator(s). Preceding and following training,
participants read aloud Spanish sentences containing the target phonemes. In a
perception study, Spanish natives rated the target words from the production study
on accentedness and comprehensibility. Our results show that combining gesture and
speech in L2 phoneme training can lead to significant improvement in L2 phoneme
production, but both gesture and phoneme complexity affect successful learning:
Significant learning only occurred for the less complex phoneme /u/ after seeing the
more complex iconic gesture, whereas for the more complex phoneme /θ/, seeing the
more complex gesture actually hindered acquisition. The perception results confirm
the production findings and show that items containing /θ/ produced after receiving
training with a less complex pointing gesture are considered less foreign-accented and
more easily comprehensible as compared to the same items after audio-only training.
This shows that gesture can facilitate task performance in L2 phonology acquisition,
yet complexity affects whether certain gestures work better for certain phonemes
than others.

Keywords: second language acquisition, phonemes, audiovisual, deictic gesture, iconic gesture, accentedness,
comprehensibility
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Preliminary versions of parts of this paper were presented at the
International Congress of Phonetic Sciences in August 2019 in
Melbourne, Australia (Van Maastricht et al., 2019), at the 29th
conference of the European Second Language Association in
August 2019 in Lund, Sweden (Hoetjes et al., 2019b), and at the
Gesture and Speech in Interaction conference in September 2019
in Paderborn, Germany (Hoetjes et al., 2019a). The current paper
includes a more detailed theoretical background, description of
the experimental methods, and discussion of the findings, as well
as more advanced statistical analyses over the complete data set
in the case of Study I and analyses over a new data set in the
case of Study II.

INTRODUCTION

Human communication is multimodal: When people
communicate face-to-face, they do not only use speech but
also various non-verbal communicative cues, such as facial
expressions and hand gestures. In this study, we focus on
one of these aspects of non-verbal communication, namely
co-speech hand gestures, within the context of foreign language
learning. There is general agreement in the literature that
speech and co-speech gestures are closely related and that
they are integrated in various ways (McNeill, 1992; Kendon,
2004; Wagner et al., 2014). This is apparent, for example,
by the fact that there is a close temporal and semantic
coordination between speech and gesture. This means that
roughly speaking, speech and gesture tend to express the
same thing at the same time (see, Gullberg, 2006, for an
overview). Moreover, the integration between speech and
gesture is reflected in the parallel development of the two
modalities: For instance, in first language (L1) acquisition,
it has been shown that gestures play a facilitating role in
vocabulary learning in children, with gesture production
predicting their subsequent lexical and syntactic development
(e.g., Goldin-Meadow, 2005). Both modalities have also been
shown to break down in a parallel way, for example during
disfluencies (e.g., Seyfeddinipur, 2006; Graziano and Gullberg,
2018) or as a result of aphasia (Van Nispen et al., 2016). In
short, the relationship between speech and gesture plays a
crucial role in our communicative processes. Given this close
relationship between speech and gesture in communication,
the possible benefit of gesture in learning contexts has been
a topic of research in different scientific fields, one of which
is second language (L2) acquisition. While gesture is often
intuitively used by teachers in classrooms (cf. Smotrova,
2017), very little is known about the specifics of the interplay
between both modalities in a learning context. Hence, in
the current study, we compare the use of different types
of gestures in the context of L2 phoneme acquisition to
determine in which way gesture and phoneme complexity in
L2 training affect the phoneme productions of Dutch learners
of Spanish (Study I) and the perceptions of Spanish natives
with respect to these non-native productions (Study II). Before
turning to the specifics of our research, we first review the
relevant literature.

Multimodality in Learning Contexts
Gesture can play a facilitative role in various kinds of learning
situations. For example, previous work has shown that students
take teachers’ gestures into account and that teachers can thus
use gesture to help students learn mathematical concepts (e.g.,
Goldin-Meadow et al., 1999; Yeo et al., 2018). Focusing on L2
learning, various studies have shown that gestures can play a
facilitative role in the acquisition of L2 vocabulary, both by
children and adults. Tellier (2008), for example, had 5-year
old French children learn English words associated with either
a picture or a gesture and found that the gesture group did
better than the picture group. For adults, Kelly et al. (2009)
likewise found that when novel Japanese words were presented
to native speakers of English, they were better at learning
these words when they were presented with hand gestures, as
compared to without hand gestures. In these studies, iconic
gestures were used, which have a clear semantic relationship
to the lexical items they accompany. The conclusion we can
draw from these findings is that presenting semantic information
in several modalities strengthens learners’ memory of the
words’ semantic meaning (e.g., Tellier, 2008; Kelly et al., 2009;
Macedonia et al., 2011).

Apart from vocabulary acquisition, it is important for L2
learners to also learn how to correctly pronounce the sounds of
their target language. On the one hand, phoneme acquisition is
one of the aspects of L2 acquisition learners generally find most
difficult (see, e.g., collected papers in Bohn and Munro, 2007),
while on the other hand, an atypical pronunciation is an aspect
of speech that is very salient to native listeners (see Derwing
and Munro, 2009 and the references therein), even if it doesn’t
necessarily affect their perceived ease of comprehensibility or
actual processing of the L2 speech (Munro and Derwing, 1999;
Van Maastricht et al., 2016). Moreover, pronunciation is often one
of the aspects of the L2 that learners are eager to acquire since
most of them aim to sound as native-like as possible in the L2
(Timmis, 2002; Derwing, 2003). A native-like pronunciation is
especially important given that a clear non-native pronunciation
has been shown to negatively affect the way speakers are
perceived (Lev-Ari and Keysar, 2010) and segmental inaccuracies
contribute to miscommunication (Caspers and Horłoza, 2012).

Given the tight relationship between speech and gesture and
the fact that gestures can facilitate L1, and even L2, development,
it is not such a strange idea that gesture may also play a role in L2
phoneme acquisition. Anecdotally, L2 teachers report to regularly
use gestures in the classroom when teaching different aspects of
L2 phonology but there are also empirical reasons to assume that
gestures could play a facilitative role in L2 phoneme acquisition
even though, to date, most research on multimodal L2 phonology
acquisition has not focused on gestures. For instance, Hazan
et al. (2005) have shown that multimodal training on English
phoneme contrasts, in this case through the auditory modality
only as compared to through the audiovisual modality, generally
benefitted the production and perception of L2 phonemes by
Japanese learners of English. Hardison (2003) reports similar
results with Japanese and Korean intermediate-level learners of
English and found that improvement in phoneme perception also
led to improved phoneme production, which she attributes to the
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fact that the audiovisual training leaves multiple memory traces,
while the auditory training only left one.

Using a form of multimodal training that is similar to a
gesture, Zhang et al. (2020) studied the facilitative effect of hand-
clapping on L2 pronunciation. They showed that French words
produced by Chinese adolescents were rated as marginally more
nativelike after they had seen and reproduced training videos in
which the speaker clapped to visualize the rhythmic structure of
the French words as compared to seeing a speaker that did not
move her hands and not moving their own hands. They also
found a significant effect of training condition on final syllable
duration, reflecting the final stress placement that is typical of
French, with longer final syllable lengths for items produced
after the clapping condition. Like hand-clapping, gestures are not
only visual but also consist of movements. Hence, these previous
findings would suggest that using gesture in language training,
as opposed to using only auditory input or visual input without
movements, could facilitate L2 phoneme acquisition. Indeed,
some previous studies have been conducted specifically on the
role of gestures in the acquisition of L2 tonal and phonemic
contrasts. However, the results of these studies are inconclusive.

Gesture and L2 Phonology
On the one hand, there is previous work suggesting that gestures
can indeed play a role in the acquisition of certain aspects
of L2 phonology, such as the perception of L2 tones and
intonation contours. Kelly et al. (2017) conducted a study in
which native speakers of English listened to different types of
Japanese phonemic contrasts. The speech sounds contrasted
concerning their vowel length or their sentence-final intonation.
Participants were presented with training on the relevant
phonemic differences, followed by videos showing either speech
without gestures, speech with congruent metaphoric gestures
visualizing the contrast, where the gestures’ meaning was in line
with the phonemic meaning (short vs. long vowel, or rising vs.
falling intonation), or speech with incongruent gestures (e.g., a
short vowel with a long gesture). After each video, participants
had to indicate whether they perceived the audio to contain a long
vs. short vowel, or rising vs. falling intonation. Although results
were not clear-cut for the vowel length contrasts, congruent
gestures did help to correctly perceive intonational contrasts,
as compared to incongruent gesture or no gesture conditions.
In a similar vein, work by Hannah et al. (2017) on Mandarin
tones used speech-accompanying congruent and incongruent
metaphoric gestures and found that perceivers often relied on
the visual cues they received, which in the case of incongruence
between speech and gesture resulted in participants incorrectly
perceiving what they had heard. Gluhareva and Prieto (2017)
did not use metaphoric gestures but beat gestures, and showed
that viewing beat gestures during discourse prompts improved L2
pronunciation, as measured by accentedness ratings by English
natives of short stories produced by Catalan learners of English.
Moreover, recent work by Li et al. (2020) focused on the L2
acquisition of Japanese vowel-length contrasts and although they
found that gesture (versus no gesture) did not improve L2
vowel length perception, gesture did facilitate correct L2 vowel
length production.

On the other hand, there has been work suggesting that
gestures do not play a facilitative role in the acquisition of some
aspects of L2 phonology, such as the perception of phonemic
vowel length distinctions in Kelly et al. (2017), where viewing
gestures did not facilitate the perception of phonemic vowel
length distinctions. Several other studies also did not report
positive effects of gesture on L2 phoneme perception. For
instance, in work by Kelly et al. (2014) and by Hirata et al.
(2014), the L2 acquisition of phonemic vowel length contrasts
was investigated by letting English naïve learners of Japanese
observe or also produce gestures related to the syllable or the
mora structure of the target word. In an auditory identification
task, no differences between the training conditions were found.
The authors suggest that this could mean that gestures are
not suited for learning phonetic distinctions1. Earlier work by
Kelly and Lee (2012) expounds this point of view somewhat
by stating that gesture may help in acquiring phonetically easy
phonemic contrasts, but hinders the acquisition of phonetically
hard contrasts because iconic gestures could add too much
semantic content to the spoken input, which complicates the
acquisition of new phonemes since the learner is simultaneously
paying attention to the novel sounds and the contents of the
gesture. Hence, they suggest that “it is possible that gesture
facilitates local processing of speech sounds only for familiar
phonemes in one’s native language” (p. 804), which is a relevant
factor in the present study.

This contrast between gestures playing a facilitative role in
certain contexts but hindering L2 acquisition in others has, in
some cases, even been shown within studies. As discussed above,
Kelly et al. (2017), for example, showed that similar metaphoric
gestures helped for perceiving non-native intonation contours,
but did not help in perceiving vowel length differences. Likewise,
Morett and Chang (2015) studied the acquisition of L2 Mandarin
lexical tone perception by English learners and found that
gestures that visualize the target pitch contour helped acquisition,
while gestures referring to the semantic meaning of the word
hindered correct tone identification. Clearly, the role of gestures
in the L2 acquisition of phonemes is not straight-forward. As
prior studies used varying research methods and focused on
different aspects of L2 phonology, it remains unclear whether
the contradictory findings within the field of L2 phonology
acquisition are due to methodological discrepancies or to the fact
that the specific properties of the gestures used in training, as well
as the properties of the phonetic feature to be acquired, contribute
to the effectiveness of the use of gesture in L2 pronunciation
training. It has been suggested (Kelly et al., 2014) that using
gestures for complex L2 input, for example, because the learner
has a low proficiency or because the contrast in question is hard
to acquire, may hinder rather than help acquisition. In those
cases, the processing resources needed for the interpretation
of the speech might be prioritized to those needed to process
the gesture. This would be in contrast with easy L2 acquisition
contexts, where gestures that may play a beneficial role can be
processed alongside speech. In any case, the lack of agreement

1Alternatively, the lack of effect in the perception task may also be due to a ceiling
effect (cf. Hayes-Harb and Masuda, 2008; Li et al., 2020).
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between the different studies in this domain means that it is hard
to draw clear conclusions, and indeed, Kelly et al. (2017, p. 1)
suggest that “gestures help with some –but not all- novel speech
sounds in a foreign language.”

The Present Study
What most previous studies on L2 phoneme acquisition have
in common is that they generally focus on learners’ perception
skills, that is, whether certain types of language training result in
learners being able to recognize or distinguish between different
phonemes. In most cases, we do not yet know to what extent
these results can be extended to learners’ production of L2
phonemes. In other words, can a certain type of training result
in L2 learners’ improved ability to pronounce the phonemes
in the L2? Hence, one of the goals of this study is to focus
on L2 phoneme production. Also, one potential reason for the
diverging findings in previous work is that the effect of gestures
in L2 phoneme training on L2 phoneme perception has been
investigated using various types of gestures and hand movements,
but without directly comparing them. Studies have, for example,
looked at the use of beats (Gluhareva and Prieto, 2017), which are
simple rhythmical gestures, but also at, arguably more complex,
metaphoric gestures (Kelly et al., 2014, 2017), which are like
iconic gestures in the sense that they show a clear semantic
relationship between the movement and the content of speech,
but are produced during abstract speech. We are unaware of
previous work incorporating deictic (i.e., pointing) gestures in
L2 acquisition or of work on L2 phoneme acquisition comparing
the effect of different types of gestures. These differences between
studies make it hard to draw clear conclusions about the
educational value of different types of gestures. Differences in
the speech-gesture relationship between types of gestures mean
that their potential role in L2 acquisition is not self-evident.
Hence, another goal of this study is to compare different types
of gestures and the role they may play in the acquisition of L2
phoneme production.

In the current study, we thus aim to investigate whether
different types of gestures can facilitate L2 learners’ productions
of two different L2 phonemes, which vary in complexity. We do
so by conducting two experimental studies. In our production
task (Study I), we provide Dutch learners of Spanish with training
on two phonemes that are typically difficult for them: /u/ and
/θ/. We have chosen to approach L2 phoneme acquisition within
the context that will likely be typical for adult L2 learners: They
usually learn the L2 in a classroom setting and, in contrast
to infants, are generally able to read, which means they often
receive a large part of their instruction from written textbooks
and exercises and part of the challenge lies therefore in making
the correct association between spelling and sound. This means
that producing the right L2 phoneme is not only dependent
on whether they are familiar with the sound itself but also on
whether they are accustomed to relating that particular sound to
the correct grapheme. Prior research (e.g., Escudero et al., 2014)
has shown that stimuli with incongruent grapheme-orthography
mapping hinder L2 performance in various areas. We employed
this distinction in order to manipulate phoneme complexity in
our study: While there are subtle phonetic differences between

the production of /u/ in Dutch and Spanish, it is a segment that
is present in both the Dutch and the Spanish phoneme inventory.
The difficulty for Dutch learners of Spanish lies in the fact that, in
Spanish, the phoneme that corresponds to the grapheme < u > is
always /u/, whereas in Dutch several phonemes correspond to the
grapheme < u > , for instance, /æ/ as in dun (“thin”), /y/ as in
pure (“pure”) and in combination with other vowels there is even
more variation possible with realizations, for instance, as /æy/,
/ø/, or /Au/, as in muis (“mouse”), leuk (“fun”), or rauw (“raw,”
Kooij and Van Oostendorp, 2003). Conversely, when it comes to
the acquisition of /θ/, the challenge is 2-fold: not only is /θ/ not
a part of the Dutch phoneme inventory2 and thus a new segment
for which a category needs to be created, its only corresponding
grapheme in Spanish is <z>,3 while in Dutch <z> is typically
pronounced as /z/ or /s/. In sum, while /u/ requires a novel
grapheme to phoneme correspondence, /θ/ requires both a novel
grapheme to phoneme correspondence and the creation of a new
category in the phoneme inventory. These differences between
/u/ and /θ/ allow us to manipulate phoneme complexity in our
production task.

Our Dutch learners of Spanish received instruction on /u/
and /θ/ in one of four conditions: audio-only (AO), audio-visual
(AV), audio-visual with a pointing gesture (AV-P), or audio-
visual with an iconic gesture (AV-I). The AO condition serves as a
baseline, to which we will compare the other conditions, of which
the latter two contain either a less or more complex gesture: A
pointing gesture was chosen as a less complex gesture, as it has no
intrinsic semantic meaning and only serves to draw the listeners
attention to a specific feature in the context, in our case, the
mouth of the native speaker of Spanish pronouncing an example
item. An iconic gesture was chosen as a more complex gesture,
as it does have intrinsic semantic meaning because it illustrates
to the listener which articulator is involved in the production
of the target sounds and in which way it should be used. Our
analyses will focus on whether gesture complexity and phoneme
complexity affect the production of the target phonemes by Dutch
learners of Spanish. In a perception task (Study II), Spanish
natives listened to words containing the target phonemes that
were produced by the Dutch learners of Spanish before and
after AV, AV-P, or AV-I training and judged them on foreign
accentedness and comprehensibility.

Based on previous studies (Hardison, 2003; Hazan et al.,
2005), we hypothesize that adding audio-visual information to
L2 phoneme training will facilitate phoneme acquisition, as
compared to providing only audio information. Given that some
previous work (e.g., Hannah et al., 2017; Kelly et al., 2017)

2While /θ/ is not included in the Dutch phoneme inventory, it is not the case
that our participants are completely unfamiliar with this phoneme given that the
participants of the current study, who are for the most part university students,
will have all had at least 6 years of English education. However, /θ/ is a notoriously
difficult phoneme for L1 speakers of Dutch in English as well (Gussenhoven and
Broeders, 1997; Collins and Mees, 2003; Van den Doel, 2006; Hanulíková and
Weber, 2012) and there are subtle differences in the phonetic realization of /θ/
in English (dental) and Spanish (interdental) that are still to be acquired.
3We are aware that the grapheme <c> is also pronounced as /θ/ in certain contexts
in Castilian Spanish, but have chosen not to include this grapheme in our design in
order to not overcomplicate the task for the novice Dutch learners of Spanish who
participated in our production task.
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has shown that gestures can be helpful in the acquisition of
certain phonemes, we expect that including gestures in language
training will be more beneficial than not including them, but
possibly only in a context that is less cognitively demanding,
that is, when producing /u/, but not /θ/ (Kelly and Lee, 2012).
This would be in line with an embodied approach to cognition,
which implies that not only performing but also seeing gestures
benefits memory performance, which is essential in our phoneme
production task (Madan and Singhal, 2012). Finally, given the
lack of previous work that directly compares the role of different
types of gestures in language acquisition, we cannot predict
different effects between different types of gestures, but we
speculate that there might be a difference between the potential
facilitative effect of deictic and iconic gestures, based on the
cognitive resources needed to process them. If this indeed affects
their effectiveness in L2 pronunciation training, one would expect
that pointing gestures might be more helpful than iconic gestures,
which would be more cognitively demanding and thus entail less
processing resources available for the perception and acquisition
of the phoneme itself.

STUDY I

Method
Participants
In study I, 50 native speakers of Dutch, who did not speak
any Spanish, took part. They were 28 women and 22 men,
with a mean age of 25 years old (range 18–61 years old).
Participants had no auditory or visual impairments that could
affect their participation. Participants were recruited via the
Radboud University research participation system and received
either credits or a small financial reward for taking part.

Design
Study I consisted of a pretest – training – posttest paradigm. We
used a between-subjects design in which participants took part in
one of four experimental training conditions: AO (n = 12), AV
(n = 13), AV-P (n = 13), or AV-I (n = 12). The dependent variable
was the pronunciation of the target phonemes, coded as either
on-target or not.

Materials
Sentences
In the pretest and the posttest, participants read out loud 16
Spanish four-word sentences (in one of two randomized orders)
that were easy to parse, half of which were experimental items.
In each experimental item, the first syllable of the two-syllable
noun in the sentence contained either /u/ or /θ/ (e.g., La nube
es blanca, la zeta es verde). Each of the two target phonemes
occurred in four target words, for /u/: muro, nube, ruta, suma; for
/θ/: zeta, zorro, zueco, zumo. The eight remaining filler items also
contained the target phonemes, but at different positions within
the words or the sentence. The filler items were not analyzed. The
target phonemes were embedded in the four-word sentences and
presented to participants one at a time on PowerPoint slides. Each
written sentence was accompanied by a picture illustrating the

FIGURE 1 | Example of an experimental item containing the target phoneme
/u/.

meaning of the sentence (see Figure 1). This was done to make
the task more interesting and to help participants understand the
semantic meaning of the sentence.

Training
After the pretest and before the posttest, participants received
training on how to pronounce the target phonemes /θ/ and /u/
(in counterbalanced order) in Spanish. This training consisted
of a set of three PowerPoint slides for each phoneme. On the
first slide, written information was given on how to pronounce
the target phoneme. Specifically, participants were told that the
Spanish pronunciation of both graphemes differs from the Dutch
pronunciation of these graphemes. Moreover, participants were
explicitly instructed which articulatory gestures are necessary for
nativelike pronunciation (i.e., “when pronouncing the letter “u”
in Spanish, you need to round your lips” and “when pronouncing
the letter “z” in Spanish, you need to place your tongue between
your teeth and push out the air”). Apart from the written text,
participants were also given an example of a native speaker of
Spanish pronouncing the target phoneme in isolation. On the
two following slides, participants were given two examples of
the pronunciation of the target phoneme embedded within an
example sentence. These examples (all produced by the same
native speaker of Spanish) were accompanied by the written
sentence and a picture illustrating the meaning of the sentence,
in the same way as during the pretest and posttest (see Figure 2).
The training was self-paced and participants took roughly 3 to
4 min to complete it. They were free to listen to/view the example
fragments as many times as they wanted.

To manipulate training condition, the visual information
given in the examples during the training varied, while the same
audio was dubbed over all conditions. In the AO condition,
participants heard the audio examples but did not see any video
recordings of the speaker. In the AV condition, participants saw a
video clip of the speaker producing the examples, but the speaker
did not move her hands. In the AV-P condition, participants
saw videos in which the speaker produced a pointing gesture
toward her mouth while she produced the target phoneme.
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FIGURE 2 | Example of slide illustrating phoneme pronunciation within a
sentence; screenshot of video on the right, sentence pronounced by the
native speaker on the left, with accompanying picture.

In the AV-I condition, participants saw the speaker produce
an iconic gesture while she produced the target phoneme (see
Figure 3 for examples). This iconic gesture represented the
articulatory gesture needed for on-target phoneme production,
as was explained verbally on the first training slide. For /u/,
the iconic gesture was a one-handed gesture representing the

FIGURE 3 | Stills from training video in AV-I condition showing the articulatory
gesture needed for /u/ (top still) and /θ/ (bottom still).

rounding of the lips, and for /θ/, the iconic gesture was a
one-handed gesture indicating that the speaker should push their
tongue between their teeth. Both iconic gestures were made
with one hand, roughly equally complex with respect to finger
configuration, and not necessarily representing all articulators in
the gesture but only the most relevant one for the learner. In
the case of /θ/, Dutch learners of Spanish are familiar with non-
sibilant fricatives (e.g., /f/ and /v/) but not interdental ones, so
they need to know that they should push their tongue out of
their mouth, which is only possible by placing it in between the
teeth and lips. Concerning /u/, Dutch learners of Spanish need to
know that correct pronunciation requires a stronger rounding of
the lips than needed for any of the Dutch vowels. We performed
a posttest for our stimuli among 42 native speakers of Dutch
in which we compared the iconic and pointing gestures used
for both phonemes with respect to how useful they found the
gesture in the context of the L2 training for that specific phoneme,
how intuitive they found the gesture in that context and whether
they thought they understood why the gesture was chosen in
that context. No significant differences were found between
gesture type conditions or phoneme conditions for any of our
measures, nor did the test reveal any significant interactions.
This suggests that any differences between the iconic gestures
concerning the way they visualize the relevant articulator did not
affect our results.

Procedure
To minimize distractions for the participants, the experiment
took place in a soundproof booth. The language used throughout
the experiment, except for the Spanish sentences during pretest,
training, and posttest was Dutch. After participants had received
instructions and signed a consent form, they were recorded while
they read the 16 Spanish sentences out loud into a microphone
(pretest). The pretest was first followed by a language background
questionnaire, and then by one of the four types of pronunciation
training. After the pronunciation training, participants were
again recorded while they read out loud the same 16 Spanish
sentences in a reordered version (posttest). Both the pretest and
posttest were self-paced and participants were invited to repeat
the sentences until they were satisfied with their pronunciation.
The last production of each sentence was used for analysis. After
completing all tasks, participants were debriefed.

Results
The audio recorded during the pretest and the posttest was
annotated using Praat (Boersma and Weenink, 2018) concerning
the production of the target phonemes. Two phonetically trained
coders annotated the 1600 target phonemes (50 speakers × 16
sentences × 2 testing moments), and distinguished between
a nativelike production (i.e., as a native speaker of Iberian
Spanish would do) and several non-nativelike productions that
are typical for native speakers of Dutch (for /θ/, these were /s/,
/z/, or “other”; for /u/, these were /y/, /@/, /Y/, or “other”). In
the current analyses, nativelike productions were distinguished
from the various non-nativelike productions, collapsing over the
various non-target options. There was an overlap of 50% in
coding and a good inter-rater reliability (K = 0.900, p < 0.001).
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TABLE 1 | Frequency of Training outcomes for /u/ and /θ/, separated by
training condition.

Training
Condition

Learning Always Able Never Able Unlearning Total

/u/ /θ/ /u/ /θ/ /u/ /θ/ /u/ /θ/

AO 9 14 36 0 0 32 0 0 91

AV 16 19 35 1 1 32 0 0 104

AV-P 15 25 32 0 2 26 2 0 102

AV-I 21 10 23 0 2 37 1 1 95

Total 61 68 126 1 5 127 3 1 3924

The target outcome is printed in bold.

Productions of target phonemes from the same sentences were
compared between the pretest and the posttest, resulting in
four different outcome options: (1) the participant was able to
produce the target phoneme in the pretest, but not anymore
at the posttest; (2) the participant was not able to produce the
target phoneme at either the pretest or the posttest; (3) the
participant was able to produce the target phoneme both at the
pretest and at the posttest; (4) the participant was unable to
produce the target phoneme at the pretest, but able to do so
at the posttest. Figure 4 and Table 1 summarize the results per
learning outcome separated by gesture condition and phoneme.
In Table 1, the results are presented in terms of raw frequencies,
while percentages are presented in Figure 4. First, we will inspect
the data descriptively, followed by inferential statistics in the
form of a mixed effects logistic regression analysis in which we
distinguished between cases of “learning” (i.e., option 4), and “no
learning” (i.e., collapsing options 1–3).

When inspecting the raw data per training condition in the
cases that learning occurred, the Dutch learners of Spanish, in
general, appear to benefit from receiving both auditory and visual
information. For both phonemes, the cases of learning increase
as more visual information is added, except for in the AV-I
condition: While the L2 learners who aimed to produce a /u/
benefitted most from seeing an iconic gesture during training, the
participants who aimed to produce a /θ/ appeared to benefit most
from seeing a pointing gesture.

We used R (version 3.6.1, RCoreTeam, 2019) and the lme4
package (Bates et al., 2015) to conduct a linear mixed effects
logistic regression analysis to model binary outcome variables.
The theoretically relevant predictors Gesture Condition (AO,
AV, AV-P, or AV-I) and Phoneme (/u/ or /θ/) were included as
fixed factors, and Training Outcome (Learning or No Learning)
served as the response variable. Random intercepts were added
for Speaker and Item. Adding random slopes resulted in models
that either failed to converge or had inferior fit. Significance was
assessed via likelihood ratio tests comparing the full model to
a model lacking only the relevant effect. The complete model
provided the best fit as determined by the Akaike Information
Criterion, see Table 2 for a complete overview of all effects
and coefficients.

The analysis revealed that the condition that the participant
was assigned to significantly predicted whether learning occurred
or not but only when comparing the AV-I condition to the AO

condition (the baseline condition, β = 1.79, p < 0.05). As gesture
condition changes from AO to AV-I, the change in the odds
of learning (rather than not learning) is 6.01. In other words,
in general, a participant is more likely to learn than not in the
AV-I condition than in the AO condition. In addition, there
was an interaction between Phoneme and Gesture Condition
(β = −2.30, p < 0.01), suggesting that the success of being in the
AV-I condition depended on whether the participant aimed to
produce a /u/ or a /θ/. The odds ratio tells us that as the gesture
condition changes from AO to AV-I in combination with the
phoneme being produced being a /θ/ instead of a /u/, the change
in the odds of learning compared to not learning was 0.10. In
order words, as the phoneme that is produced is /θ/ instead of
/u/, participants are less likely to learn in the AV-I condition.

Interim Discussion
In summary, Study I showed that, in general, adding audio-
visual information to phoneme pronunciation training aided
target-like production. However, the complexity of the gesture
produced by the trainer in combination with the complexity
of the target phoneme affected L2 learners’ success. Only when
producing the less complex phoneme /u/, did participants
benefit from seeing a more complex, iconic, gesture, making
the AV-I condition the one in which L2 learners were most
likely to learn. Conversely, when aiming to produce the more
challenging phoneme /θ/, seeing a more complex gesture was
actually detrimental to L2 learners, resulting in less learning
taking place than in all other conditions. Additionally, the
analysis corroborates our theoretical predictions concerning the
complexity level of both phonemes. L2 learners often tended
to already produce /u/ in a target-like way during the pretest,
whereas they generally continued to be unable to correctly
produce /θ/ during the posttest. This confirms that /u/ inherently
is a less complex phoneme for Dutch learners of Spanish
than /θ/.

STUDY II

Method
Participants
For this study, the data of 103 Spanish natives was analyzed. They
were from the center of Spain; either from the autonomous region
of Madrid, Castilla-La Mancha, or Castilla-León. On average,
they were 30.9 years old (SD = 6.6 years) and 52 of them were
women. None of the participants had auditory impairments that
could have affected participation in the experiment. Participants
were recruited via Qualtrics (2020) and received a small monetary
reward for their participation.

4In theory, 400 comparisons can be made between the performance at pretest and
posttest (4 items× 2 segments× 50 participants× 2 moments = 800 productions,
which equals 400 comparisons). In practice, 8 data points were lost due to inferior
sound quality or coding difficulties. Per training condition, the maximally possible
total is 96 for AO and AV-I and 104 for AV and AV-P. For relative frequencies in
the form of percentages, see Figure 4.
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FIGURE 4 | Training Outcome in percentages, separated by Gesture Condition for /θ/ (A) and /u/ (B).

TABLE 2 | Estimated effects and coefficients for Training Outcome.

Learning vs. Not Learning β estimate Std. error z value p value 95% CI for Odds Ratio

Lower Odds Ratio Upper

Intercept −2.06 0.68 −3.06 0.002 0.03 0.13 0.48

Gesture ConditionAV 0.86 0.77 1.12 0.263 0.52 2.37 10.74

Gesture ConditionAV−P 0.90 0.76 1.19 0.236 0.55 2.47 11.01

Gesture ConditionAV−I 1.79 0.77 2.32 0.020 1.32 6.01 27.33

Phoneme/θ/ 0.88 0.73 1.20 0.232 0.57 2.41 10.14

Phoneme/θ/ * Gesture ConditionAV −0.44 0.76 −0.59 0.558 0.15 0.64 2.82

Phoneme/θ/ * Gesture ConditionAV−P 0.23 0.73 0.32 0.753 0.30 1.26 5.30

Phoneme/θ/ * Gesture ConditionAV−I −2.30 0.78 −2.95 0.003 0.02 0.10 0.46

Random effects Variance Standard deviation

Speaker 1.593 1.262

Item 0.423 0.650

The intercept represents the following combination of variable levels: Gesture Condition = AO, Phoneme = /u/. Asterisks (*) represent interactions, subscript signals the level
of a categorical variable. Significant p-values are printed in bold. The model used in this analysis can be described as Training Outcome ∼ Gesture Condition × Phoneme
+ (1| participant) + (1| item).

Design
The experiment had a within-subjects design in which
participants listened to target words from the pretest and
the posttest produced by a subset of the participants of
Study I. The productions were taken from three out of the
four experimental conditions of Study I: AV, AV-P, and
AV-I. The AO condition was left out to reduce the length
of the perception tasks for the participants and because
it represented a less natural learning context; most L2
learners are taught in a classroom setting where they can
see the teacher. All participants judged these words for both
perception measures.

Materials
Participants listened to randomly ordered target words produced
by participants of study I. Because it was not feasible to have
participants in study II to listen to all target words from
experiment I, a selection was made. We used 8 items (2 with /u/
and 2 with /θ/, from both the pretest and the posttest) from 21
randomly selected speakers of study I. To make the experiment
as interesting as possible for participants, the selected items
were not the same ones for every speaker (e.g., the productions
of muro, nube, zeta, and zorro as produced during the pretest
and posttest were taken from one speaker, and productions of
ruta, suma, zueco, and zumo as produced during the pretest and
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posttest were taken from another speaker). In total, participants
listened to 168 items per measure (7 speakers × 2 items
per phoneme × 2 phonemes × 3 gesture conditions × 2
testing moments).

Instruments
In separate blocks, participants judged each of the 168 items
on accentedness and comprehensibility. Based on Derwing and
Munro (1997), accentedness was measured with the statement
“This person speaks . . .”, followed by a 7-point semantic
differential anchored by “with a strong foreign accent – without a
strong foreign accent” and comprehensibility was measured with
the statement “This person is. . .”, followed by a 7-point semantic
differential anchored by “Very hard to understand – very easy
to understand”.

Procedure
The entire experiment took place online, in Spanish. Participants
were given information about the experiment, and a consent
form to sign, after which they filled out a short questionnaire
on their language background. Subsequently, they performed the
Spanish LexTALE task (Izura et al., 2014), which is a measure
of Spanish vocabulary size. This enabled us to check that they
were taking the task seriously, because, as native speakers, they
should all be able to generate a high LexTALE score. Hence,
any participants that performed below the L1 threshold of 47
points in the test were excluded from the final analysis. In
the main part of the experiment, participants were randomly
assigned to a block to rate one measure (either accentedness or
comprehensibility), followed by a block rating the other measure.
The entire experiment took about 30 min to complete.

Results
Using R and the psych package (Revelle, 2019), the intra-
class correlation coefficient was computed to assess the

agreement between participants in rating the accentedness
and comprehensibility of the words produced by our Dutch
learners of Spanish in Study I. For both accentedness and
comprehensibility, there was an excellent absolute agreement
between the participants, using the two-way random effect
models and “single rater” unit, both κ = 0.94, p < 0.05,
which implies that they strongly agreed amongst themselves
in regards to the accentedness and comprehensibility of the
speech fragments that they listened to. In what follows, we will
first report the data descriptively, followed by a report of the
inferential statistics in the form of ordinal regression analyses
for both measures.

The accentedness ratings per gesture condition (separated by
phoneme) are visualized in Figure 5 and Table 3 contains the
descriptive statistics per testing moment and gesture condition
(split by phoneme), for accentedness. As can be seen from
these results, the effects found in production appear to hold
for perception as well: For items containing /u/, the difference
between pre- and posttest is largest in the AV-I condition,
whereas, for items containing /θ/, this difference is virtually non-
existent in the AV-I condition, but largest in the AV-P condition.

TABLE 3 | Accentedness ratings per predictor for items containing /u/ and /θ/.

Testing
Moment

Gesture
Condition

/u/ /θ/

Mean Standard
deviation

Mean Standard
deviation

Pretest AV 3.39 1.81 3.58 1.74

AV-P 3.72 1.81 3.63 1.69

AV-I 3.48 1.76 3.45 1.77

Posttest AV 3.58 1.88 3.53 1.75

AV-P 3.84 1.78 3.95 1.83

AV-I 3.82 1.89 3.47 1.79

FIGURE 5 | Mean accentedness ratings for /u/ (A) and /θ/ (B) produced at Pretest and Posttest, separated by gesture condition. Error bars represent confidence
intervals. Higher scores indicate a less strong foreign accent.
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The comprehensibility ratings per gesture condition
(separated by phoneme) are visualized in Figure 6 and
Table 4 contains the descriptive statistics per testing moment
and gesture condition, split by phoneme. In general, it can be
noted that the comprehensibility ratings are roughly one scale
point higher than the accentedness ratings. For items containing
/u/, the difference between pre- and posttest is again largest in
the AV-I condition, whereas for items containing /θ/, speakers
who were in the AV-I condition were judged more difficult to
comprehend after training than before, while they were deemed
slightly easier to understand after training if they had been in
the AV-P condition.

We will now evaluate the statistical evidence for the findings
described above, which were based on visual inspection. We
fitted ordinal regression models with random effects on the
data for accentedness and comprehensibility separately, using
R and the clmm function from the ordinal package (version
12-10, Christensen, 2019). We included the theoretically relevant

TABLE 4 | Comprehensibility ratings per predictor for items containing /u/ and /θ/.

Testing
Moment

Gesture
Condition

/u/ /θ/

Mean Standard
deviation

Mean Standard
deviation

Pretest AV 4.44 1.81 4.54 1.76

AV-P 4.68 1.77 4.66 1.68

AV-I 4.48 1.77 4.40 1.76

Posttest AV 4.56 1.81 4.47 1.77

AV-P 4.78 1.74 4.75 1.80

AV-I 4.69 1.80 4.28 1.86

predictors in the model: Testing Moment (pretest or posttest),
Gesture Condition (AV, AV-P, or AV-I), Phoneme (/u/ or /θ/),
and random intercepts by Participant, Speaker, and Item. Adding
random slopes resulted in models that either failed to converge or
had inferior fit. Significance was assessed via likelihood ratio tests
comparing the full model to a model lacking only the relevant
effect. The complete model provided the best fit as determined by
the Akaike Information Criterion, see Tables 5, 6.

Accentedness
The ordinal regression analysis for accentedness revealed no
main effects of Testing Moment, Gesture Condition or Phoneme,
but several significant interactions were found, see Table 5. The
analysis revealed a significant interaction effect between Testing
Moment and Gesture Condition, with a bigger difference between
the ratings at Pretest and Posttest in the AV-P condition (Pretest:
M = 3.68, SD = 1.75; Posttest: M = 3.89, SD = 1.81; M1 = 0.21)
than in the AV condition (Pretest: M = 3.48, SD = 1.78; Posttest:
M = 3.55, SD = 1.81; M1 = 0.07). In addition, a significant
interaction was found between Testing Moment and Phoneme,
with a bigger difference between the ratings at Pretest and Posttest
for the items containing /u/ (Pretest: M = 3.53, SD = 1.80; Posttest:
M = 3.75, SD = 1.85; M1 = 0.22) than for those containing /θ/
(Pretest: M = 3.55, SD = 1.74; Posttest: M = 3.65, SD = 1.80;
M1 = 0.10). The analysis also revealed a significant interaction
effect between Gesture Condition and Phoneme, with a bigger
difference between the AV and AV-P conditions for the items
containing /u/ (AV: M = 3.48, SD = 1.84; AV-P: M = 3.78,
SD = 1.80; M1 = 0.30) than for those containing /θ/ (AV:
M = 3.55, SD = 1.75; AV-P: M = 3.79, SD = 1.77; M1 = 0.24).

Finally, the model revealed a three-way interaction between
Testing Moment, Phoneme, and Gesture condition. In order
to interpret this interaction, we performed two separate mixed

FIGURE 6 | Mean comprehensibility ratings for /u/ (A) and /θ/ (B) produced at pretest and posttest, separated by gesture condition. Error bars represent confidence
intervals. Higher scores indicate higher comprehensibility.
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TABLE 5 | Estimated effects and coefficients for accentedness ratings.

Predictor β estimate Std. error z value p value

Testing MomentPOSTTEST −0.055 0.066 −0.830 0.406

Gesture ConditionAV−P 0.066 0.223 0.295 0.768

Gesture ConditionAV−I −0.058 0.225 −0.256 0.798

Phoneme/u/ −0.139 0.356 −0.390 0.696

Testing MomentPOSTTEST * Gesture ConditionAV−P 0.428 0.093 4.478 0.000

Testing MomentPOSTTEST * Gesture ConditionAV−I 0.086 0.093 0.917 0.359

Testing MomentPOSTTEST * Phoneme/u/ 0.284 0.094 3.018 0.003

Gesture ConditionAV−P * Phoneme/u/ 0.337 0.093 3.608 0.000

Gesture ConditionAV−I * Phoneme/u/ 0.050 0.094 0.527 0.598

Testing MomentPOSTTEST * Gesture ConditionAV−P * Phoneme/u/ −0.492 0.133 −3.704 0.000

Testing MomentPOSTTEST * Gesture ConditionAV−I * Phoneme/u/ 0.074 0.133 0.559 0.576

Random effects Variance Standard deviation

Participant 1.225 1.107

Speaker 0.159 0.399

Item 0.245 0.495

The intercept represents the following combination of variable levels: Testing Moment = Pretest, Gesture Condition = AV, Phoneme = /θ/. Asterisks (∗) represent
interactions, subscript signals the level of a categorical variable. Significant p-values are printed in bold. The model used in this analysis can be described as: Rating ∼
Testing Moment × Gesture Condition × Phoneme + (1| Participant) + (1 | Speaker) + (1 | Item).

TABLE 6 | Estimated effects and coefficients for comprehensibility ratings.

Predictor β estimate Std. error z value p value

Testing MomentPOSTTEST −0.098 0.066 −1.480 0.139

Gesture ConditionAV−P 0.093 0.215 0.434 0.664

Gesture ConditionAV−I −0.070 0.216 −0.324 0.746

Phoneme/u/ −0.012 0.363 −0.034 0.973

Testing MomentPOSTTEST * Gesture ConditionAV−P 0.264 0.094 2.802 0.005

Testing MomentPOSTTEST * Gesture ConditionAV−I −0.031 0.094 −0.331 0.740

Testing MomentPOSTTEST * Phoneme/u/ 0.262 0.094 2.783 0.005

Gesture ConditionAV−P * Phoneme/u/ 0.216 0.094 2.305 0.021

Gesture ConditionAV−I * Phoneme/u/ −0.004 0.094 −0.046 0.963

Testing MomentPOSTTEST * Gesture ConditionAV−P * Phoneme/u/ −0.313 0.134 −2.335 0.020

Testing MomentPOSTTEST * Gesture ConditionAV−I * Phoneme/u/ 0.128 0.133 0.962 0.336

Random effects Variance Standard deviation

Participant 1.756 1.325

Speaker 0.147 0.383

Item 0.255 0.505

The intercept represents the following combination of variable levels: Testing Moment = Pretest, Gesture Condition = AV, Phoneme = /θ/. Asterisks (∗) represent
interactions, subscript signals the level of a categorical variable. Significant p-values are printed in bold. The model used in this analysis can be described as: Rating ∼
Testing Moment × Gesture Condition × Phoneme + (1| Participant) + (1| Speaker) + (1| Item).

ordinal regression analyses, one on items containing /u/ and one
on items containing /θ/. These analyses show that the above-
mentioned interaction between Testing MomentPOSTTEST and
Gesture ConditionAV−P was significant for the items containing
/θ/ (β = 0.434, SE = 0.094, z = 4.628, p < 0.001), but not
significant for the items containing /u/ (β = −0.062, SE = 0.094,
z = −0.660, p = 0.509). For items containing /θ/, there was a
bigger difference between the ratings at Pretest and Posttest in the
AV-P condition (Pretest: M = 3.63, SD = 1.69; Posttest: M = 3.95,
SD = 1.83; M1 = 0.32) than in the AV condition (Pretest:
M = 3.58, SD = 1.74; Posttest: M = 3.53, SD = 1.75; M1 =−0.05).

For items containing /u/, there was no difference between the
ratings at Pretest and Posttest in the AV-P condition (Pretest:
M = 3.72, SD = 1.81; Posttest: M = 3.84, SD = 1.78; M1 = 0.12)
and the AV condition (Pretest: M = 3.39, SD = 1.81; Posttest:
M = 3.58, SD = 1.88; M1 = 0.19). In addition, the analysis
on the items containing /u/ revealed a trend for the interaction
between Testing MomentPOSTTEST and Gesture ConditionAV−I
(β = 0.176, SE = 0.095, z = 1.856, p = 0.063) in which there was
a bigger difference between the ratings at Pretest and Posttest
in the AV-I condition (Pretest: M = 3.48, SD = 1.76; Posttest:
M = 3.82, SD = 1.89; M1 = 0.34) than in the AV condition
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(Pretest: M = 3.39, SD = 1.81; Posttest: M = 3.58, SD = 1.88;
M1 = 0.19). Finally, the analysis on the items containing /u/ also
revealed a significant main effect of Testing Moment, with higher
ratings at Posttest (M = 3.75, SD = 1.85) than at Pretest (M = 3.53,
SD = 1.80), irrespective of Gesture Condition.

Comprehensibility
For comprehensibility, the ordinal regression analysis also
revealed no significant main effects, but several significant
interactions between the fixed factors were found. The analysis
revealed a significant interaction effect between Testing Moment
and Gesture Condition, with a bigger difference between the
ratings at Pretest and Posttest in the AV-P condition (Pretest:
M = 4.67, SD = 1.72; Posttest: M = 4.76, SD = 1.77; M1 = 0.09)
than in the AV condition (Pretest: M = 4.49, SD = 1.79; Posttest:
M = 4.52, SD = 1.79; M1 = 0.03). In addition, a significant
interaction was found between Testing Moment and Phoneme,
with a bigger difference between the ratings at Pretest and Posttest
for the items containing /u/ (Pretest: M = 4.53, SD = 1.79; Posttest:
M = 4.68, SD = 1.78; M1 = 0.15) than for those containing /θ/
(Pretest: M = 4.53, SD = 1.74; Posttest: M = 4.50, SD = 1.82;
M1 =−0.03). The analysis also revealed a significant interaction
effect between Gesture Condition and Phoneme, with a bigger
difference between the AV and AV-P conditions for the items
containing /u/ (AV: M = 4.50, SD = 1.81; AV-P: M = 4.73,
SD = 1.76; M1 = 0.23) than for those containing /θ/ (AV:
M = 4.51, SD = 1.76; AV-P: M = 4.71, SD = 1.74; M1 = 0.20).

Finally, the model revealed a three-way interaction between
Testing Moment, Phoneme, and Gesture condition. In order
to interpret this interaction, we performed two separate mixed
ordinal regression analyses, one on items containing /u/ and
one on items containing /θ/. These analyses show that the
above-mentioned interaction between Testing MomentPOSTTEST

and Gesture ConditionAV−P was significant for the items
containing /θ/ (β = 0.268, SE = 0.094, z = 2.843, p < 0.01)
but not significant for the items containing /u/ (β = −0.037,
SE = 0.095, z = −0.384, p = 0.701). For items containing
/θ/, there was a bigger difference between the ratings at
Pretest and Posttest in the AV-P condition (Pretest: M = 4.66,
SD = 1.68; Posttest: M = 4.75, SD = 1.80; M1 = 0.09)
than in the AV condition (Pretest: M = 4.54, SD = 1.76;
Posttest: M = 4.47, SD = 1.77; M1 = −0.07). For items
containing /u/, there was no difference between the ratings at
Pretest and Posttest in the AV-P condition (Pretest: M = 4.68,
SD = 1.77; Posttest: M = 4.78, SD = 1.74; M1 = 0.10) and
in the AV condition (Pretest: M = 4.44, SD = 1.81; Posttest:
M = 4.56, SD = 1.81; M1 = 0.12). In addition, the analysis
on the items containing /u/ revealed a significant main effect
of Testing Moment, with higher ratings at Posttest (M = 4.68,
SD = 1.78) than at Pretest (M = 4.53, SD = 1.79), irrespective of
Gesture Condition.

Interim Discussion
In summary, Study II showed that the findings of Study I, in
which the more complex iconic gesture facilitated the production
of the less complex phoneme /u/ but not the production of
the more complex phoneme /θ/, and the less complex pointing

gesture facilitated the production of the more complex phoneme
/θ/ but less so for the production of the less complex phoneme
/u/, were confirmed. When a pointing gesture was included in
the training, this was particularly helpful for items containing
/θ/, but not for items containing /u/, resulting in less foreign-
accentedness and higher perceived comprehensibility for /θ/
items. For items containing /u/, seeing an iconic gesture during
training lead to speech being judged as less foreign-accented but
equally comprehensible. Also, again in line with the findings
from Study I, Study II showed that /u/ was easier and /θ/ was
harder to acquire; scores on foreign-accentedness and perceived
comprehensibility differed more between the pretest and posttest
for /u/ than for /θ/. Although these results show that the
interaction between type of gesture and type of phoneme during
training affects perceived accentedness and comprehensibility,
we should realize that the effects were relatively small; the
differences in scores between pretest and posttest were generally
less than one point on a 7-point scale. Finally, we found that
the ratings for accentedness were lower than the ratings for
comprehensibility. As found in previous work, it appears that
although native listeners are sensitive to hearing deviations from
native pronunciation, this does not necessarily result in a lower
comprehensibility score (Derwing and Munro, 1997; Munro and
Derwing, 1999; Van Maastricht et al., 2016, 2020).

GENERAL DISCUSSION

The goal of this study was to investigate if gestures can facilitate
L2 phoneme acquisition, and, more specifically, in what way the
complexity of the gesture and the complexity of the phoneme
play a role in this process. We focused on the acquisition of two
Spanish phonemes which are typically hard for native speakers
of Dutch: /u/ and /θ/. We expected /u/ to be easier to acquire
because, although the grapheme it is typically associated with in
Dutch differs from the grapheme typically used in Spanish, the
phoneme /u/ does also occur in the Dutch phoneme inventory.
We expected /θ/ to be harder to acquire because, in addition
to the Spanish grapheme associated with this phoneme being
pronounced differently in Dutch, the phoneme is not part of the
Dutch phoneme inventory. We hypothesized that adding audio-
visual information to the phoneme training that Dutch learners
of Spanish received would facilitate phoneme acquisition, as
compared to providing only audio information. In addition,
we expected that including gestures in the phoneme training
would be most beneficial for phonemes that are less cognitively
demanding, in this case /u/, rather than /θ/. Phoneme training
took place in one of four conditions: audio-only, audio-visual,
audio-visual with a pointing gesture, or audio-visual with an
iconic gesture. Given the lack of previous studies comparing
the effect of different types of gestures on phoneme acquisition,
we did not have clear predictions concerning which type of
gesture would work best. Based on the idea that processing a
pointing gesture is less cognitively demanding than processing
an iconic gesture, we speculated that a pointing gesture might
be more helpful than an iconic gesture during phoneme
acquisition because processing a cognitively less demanding
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pointing gesture would leave more processing resources available
for the perception and acquisition of the new phoneme, as
compared to processing a cognitively more demanding iconic
gesture. We conducted two studies to investigate these issues:
Study I, in which native speakers of Dutch received training
in one of the four conditions and produced the Spanish target
phonemes in a pretest and posttest, and Study II, in which
native speakers of Spanish listened to the words containing the
target phonemes as produced by the Dutch learners of Spanish
before and after training and scored these on accentedness and
comprehensibility.

The results of both studies showed that, in general, adding
audio-visual information to phoneme pronunciation training
facilitates target-like production. However, it matters which
gesture is added to the training of which phoneme, as the specific
gesture-phoneme combination can result in more, or less, target-
like production, accentedness, and perceived comprehensibility.
Also, the results of both studies complement each other in the
sense that the improvements in phoneme production in certain
experimental conditions in Study I were generally reflected in
less foreign-accentedness and higher comprehensibility ratings
for items from these same conditions in Study II.

Returning to our hypotheses, we find that our data confirm
our first prediction, namely that /u/ would be easier to acquire
than /θ/ for Dutch learners of Spanish. Study I showed that /u/
was often already produced in a target-like manner during the
pretest, whereas /θ/ was often never produced in a target-like
manner, regardless of training condition. Study II also showed
that between the pretest and posttest items containing /u/ were
rated as less foreign-accented and more comprehensible, which
was not the case for items containing /θ/. These findings suggest
that if /u/ had not already been acquired before training, it can be
acquired during training, but that in many cases, a single training
session is not sufficient to benefit the acquisition of /θ/.

With respect to our second hypothesis, we find partial
corroboration of earlier work (Hardison, 2003; Hazan et al.,
2005) in our results. Study I revealed that adding audio-visual
information to training that includes an iconic gesture affects
target-like production, as compared to providing audio-only
information. Whether this effect on target-like production is
positive or negative depends on the phoneme in question: If
the phoneme being acquired was /u/, seeing an iconic gesture
during training led to more cases of learning. However, if the
phoneme being acquired was /θ/, seeing an iconic gesture during
training was detrimental, leading to fewer cases of learning than
in all other conditions. In other words, seeing a complex gesture
during training facilitated the target-like production of the easy
phoneme, whereas seeing a complex gesture during training
harmed the target-like production of the complex phoneme. The
importance of the phoneme-gesture combination is also reflected
in the results of Study II: The specific gesture being used during
training could result in less foreign-accentedness and higher
comprehensibility, but this depended on which phoneme was
being produced. Seeing a less complex pointing gesture during
training lead to productions of words with /θ/ that were perceived
as less foreign-accented and more comprehensible. Seeing a more
complex iconic gesture during training lead to productions of

words with /u/ that were perceived as less foreign-accented.
This means that our speculation, based on findings by Kelly
et al. (2017), that the less cognitively demanding pointing gesture
would facilitate acquisition most, was not supported by all the
data: The facilitative effect of the pointing gesture depended on
which phoneme was being acquired: pointing gestures worked
best for the complex phoneme /θ/, but not for the easy phoneme
/u/. The more complex iconic gesture helped in the acquisition of
the easier phoneme /u/, but hindered acquisition of /θ/.

These results mean that the complexity of both the gesture
and the phoneme matters when using gesture in L2 phoneme
acquisition. It appears that a complex phoneme is best combined
with a simple gesture, and the other way around. Most previous
studies did not take the complexity of the target phoneme or
gesture into account, and this may help to explain some of the
contradictory prior findings. For instance, Kelly et al. (2014)
investigated the effect of metaphoric gestures in the context
of Japanese vowel length contrasts as perceived by American
learners. While their study mainly revealed no differences
between the learners that had seen or seen and produced
gestures during training, they reported one case in which there
was a significant difference between their experimental groups.
While half of their participants were trained on metaphoric
gestures representing the vowel length as a syllable, the other
half was trained on gestures representing the vowel length as
a mora. Reaction times of participants from the latter group
were significantly longer than those of participants in the former
group during an auditory identification test, which implies that
American learners needed more time to process the gesture
related to the mora category, which is non-native to them, than
the gesture related to the syllable category, which is native to
them. This is in line with the findings of the current study,
because a gesture representing an unfamiliar phonemic element
(mora) is arguably more complex for L2 learners than a gesture
representing a familiar phonemic element (syllable).

Moreover, the current results are in line with the idea proposed
by Kelly and Lee (2012) that gesture may only help when the
task demands are not too high. In their work, they focused on
L2 vocabulary learning and distinguished between phonetically
easy and phonetically hard word pairs. Their results showed that
(iconic) gestures helped for the easy word pairs, but actually
hindered the vocabulary acquisition for the hard word pairs.
Importantly, in their work, they did not distinguish between
types of gestures but only used iconic gestures, and with the
results they found they wonder whether it may be the case that
gestures that convey less or no semantic meaning, as compared
to iconic gestures, would also hinder acquisition, or whether
the fact that iconic gestures carry semantic information is a
reason for the fact that they do not always help, and may even
hinder the learner. The pointing gesture used in our current
study is an example of such a gesture that conveys less semantic
information. After all, a pointing gesture mainly serves as a
manual highlighter and, at least in the current study, does not
provide any information about the speech it accompanies. If we
contrast this with the iconic gestures used in our study we can see
that those contained quite a bit of semantic information, more
specifically, the gestures visualized what the relevant articulators
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were of the specific phoneme, and how these articulators should
be used to produce the phoneme. This suggests that seeing
the iconic gesture cost a fair amount of processing energy, as
compared to seeing the pointing gesture. This processing energy
may come at a cost to the resources that are left for focusing
on listening to the sound of the phoneme and watching the
actual articulators needed for phoneme production. If more
cognitive energy is needed because the phoneme in question
does not exist in the native language phoneme inventory, this
may result in less, rather than more, acquisition taking place.
Likewise, if the processing of the phoneme takes less cognitive
effort, for example, because the phoneme is already familiar,
there is more processing space left to take the gesture that is
being produced into account. Again, this is in line with the
suggestion given by Kelly and Lee (2012) that gesture may only
facilitate the processing of sounds that are familiar in someone’s
native language.

Naturally, our findings can be expanded on in several ways.
More studies are needed to further determine which elements of
a gesture or phoneme contribute to its complexity. Specifically,
it would be interesting to compare different types of gestures
on only one dimension. The complex gestures used for the two
phonemes in our study were both iconic in nature, but the one
visualizing the articulator needed to produce /u/ highlighted
the lips, whereas the one representing the articulator involved
in the production of /θ/ highlighted the tongue. Comparing
two phonemes that are more similar in their articulation but
different with respect to their presence in the L1 inventory,
such as /a/ and /A/ for a native speaker of Spanish, would
enable a comparison of two iconic gestures that represent the
same articulators and that thus are more similar in form. Of
course, this also generates a challenge: if the articulation of
two phonemes is very similar, can the two gestures reflect the
relevant information and remain sufficiently different to be
useful? In the same vein, more different types of (less complex)
gestures should be compared, for instance, beats versus pointing
gestures. It might well be the case that gesture complexity
is not so much a dichotomous concept, but rather one that
spans a continuum.

Similarly, we have defined phoneme complexity in our study
as the extent to which our participants were familiar with
the used phonemes in their L1, but it seems reasonable to
assume that other factors contribute to a phoneme’s complexity.
A comparison of two phonemes that are both not included in
the participants’ L1 inventory, but that differ in the necessary
articulators, might generate more insight in whether phoneme
complexity, like gesture complexity, is a continuum on which
“presence in the L1 inventory” might be of more importance
than “familiarity with the articulators.” For instance, one could
compare the uvular /χ/ and glottal /H/, both of which are
typical of Dutch but do not occur in the French phoneme
inventory. While the French phoneme inventory does contain
another uvular phoneme, /K/, there are no other glottals in
the system, which might make /H/ a more difficult sound to
acquire for French natives than /χ/. In addition, the effect
of gesture and sound complexity might not only hold for
segmental sounds but could also apply to suprasegmentals,

as implied by the results of Kelly et al. (2017). Finally, the
relative weight of certain segments in communication between
L1 and L2 speakers may also be of consideration in this
respect. As shown for English by Suzukida and Saito (2019),
the Functional Load principle (as applied to L2 pronunciation
teaching by Brown, 1988) can be used as a tool to determine
which segments are crucial for successful understanding in
L1-L2 communication.

A potential limitation to the current study is that participants
in Study I received only one short training, and were tested
almost immediately after this training. This means that we
do not know to what extent the current results also apply
to long term learning and whether repeated training yields
different results. Results obtained by Zhen et al. (2019) and Li
et al. (2020), which had similarly, short training sessions (of
seven and two and a half minutes, respectively), imply that
it is possible to obtain effects from only one short training,
even long term. The fact that we found effects of gesture
and phoneme complexity on the acquisition of L2 phonemes
after only one short training corroborate their findings and are
promising in the sense that we expect more or longer training
to strengthen our results. Another potential limitation is that
Study I took place in a laboratory setting, in which participants
took part individually in a soundproof booth. Although this
meant that we were able to control the experimental conditions
and receive high-quality sound recordings, it also means
that the external validity of this study is restricted, in the
sense that the laboratory setting was not representative of a
classroom setting in which pronunciation training may normally
take place.

In conclusion, more research is needed in the context of
the possibly beneficial role of gestures in foreign language
acquisition and the role of complexity in this context. Prior,
present, and future results in this context do not only
further inform the theory regarding the nature of multimodal
communication and (foreign) language learning, but are also
directly relevant in practice. In (foreign) language acquisition,
but also in many other fields, knowing which gesture works
in which context is crucial. For example, an educational
method that is currently popular in primary schools in the
Netherlands encourages teachers and pupils to use gestures
to facilitate the coupling of segments and graphemes in
reading development. While it might well be the case that
gestures can be helpful in this context, the types of gestures
used range from iconic to metaphoric and even enactment
gestures, which might influence their efficacy. In learning
more about how gesture and phoneme complexity influence
the efficacy of gestures in the context of L2 phoneme
acquisition, we have made a start in discovering just how handy
gestures can be.
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Pantomime has long been considered distinct from co-speech gesture. It has therefore 
been argued that pantomime cannot be part of gesture-speech integration. We examine 
pantomime as distinct from silent gesture, focusing on non-co-speech gestures that occur 
in the midst of children’s spoken narratives. We propose that gestures with features of 
pantomime are an infrequent but meaningful component of a multimodal communicative 
strategy. We examined spontaneous non-co-speech representational gesture production 
in the narratives of 30 monolingual English-speaking children between the ages of 8- and 
11-years. We compared the use of co-speech and non-co-speech gestures in both 
autobiographical and fictional narratives and examined viewpoint and the use of non-manual 
articulators, as well as the length of responses and narrative quality. The use of non-co-
speech gestures was associated with longer narratives of equal or higher quality than 
those using only co-speech gestures. Non-co-speech gestures were most likely to adopt 
character-viewpoint and use non-manual articulators. The present study supports a deeper 
understanding of the term pantomime and its multimodal use by children in the integration 
of speech and gesture.

Keywords: pantomime, co-speech gesture, non-co-speech gesture, multimodal communication, narrative, 
children, silent gesture, gesture-speech integration

INTRODUCTION

Both pantomime and co-speech gesture refer to bodily movements used in communication 
(McNeill, 1992). However, pantomime has long been considered distinct from co-speech gesture. 
In this study, we  examine representational gesture produced with and without speech in the 
narratives of 8–11-year-old children. We use these data to question whether there are distributional 
differences between spontaneously produced co-speech and non-co-speech gestures. In this 
paper, we argue for a distinction between two types of non-co-speech gesture: (a) silent gesture, 
which arises from tasks requiring communication without speech, and (b) pantomime, which, 
like co-speech gesture, forms a natural part of multimodal communication. In this paper, 
we  use the term non-co-speech gesture to include all gestures produced without simultaneous 
speech. The terms pantomime and non-co-speech are used as they are employed by researchers 
when reviewing the literature. In the discussion, we  address whether or not pantomime as a 
term can be  extended to the non-co-speech gestures of the children in the present study.
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The traditional definition of pantomime is variable: the 
central features include the absence of speech and mimetic 
qualities, such as the use of the whole body, and/or the adoption 
of a character viewpoint to enact a character’s part in a narrative 
(McNeill, 1992; Gullberg, 1998). Pantomime as so defined is 
thought to contrast with co-speech gesture, which relies on 
its temporal links to speech for contextually specific meaning 
(McNeill, 1992). For example, a speaker might move the 
fingertips of her flattened hand upward while saying, “The jet 
shot up into the air.”

McNeill (1992, 2016) and Levy and McNeill (2015) excluded 
pantomime from the gesture-language analyses, arguing that 
the production of pantomime by preschool children is a 
pragmatic attempt to facilitate an outcome rather than part 
of discourse. By the age of 4  years, children begin to acquire 
the linguistic skill and synchrony necessary for effective gesture-
speech integration. By age 6, “symbolization is all in the hands” 
(McNeill, 2016, p.  147). By adulthood, anything that breaks 
this flow, such as gesture that is not aligned with speech, is 
“merely slovenly and not meaningful” (McNeill, 2016, p.  10).

There is reason to believe that one type of non-co-speech 
gesture, increasingly called “silent gesture,” differs from co-speech 
gesture. Silent gesture occurs when participants are tasked with 
describing something without speaking. Adults asked to describe 
motion events using their hands without speech produced 
segmented gesture strings with consistent ordering rather than 
the holistic forms linked to language that are typically observed 
in co-speech gesture (Goldin-Meadow et  al., 1996). Bilinguals 
asked to describe similar motion events produced different 
co-speech gestures depending on the language spoken: while 
speaking English, participants conflated manner and path 
gestures more often than they did while speaking Turkish 
(Özçalişkan, 2016; Özçalişkan et  al., 2016, 2018). Critically, 
monolingual speakers of both languages produced conflated 
forms equally often in silent gesture.

There are, however, instances of similarity between silent 
gesture and co-speech gesture. A striking systematicity occurs 
in the manual representation of agentive actions compared to 
descriptions of objects. In comparing these representations 
across silent gesture and signed languages, Brentari et al. (2015) 
argue that these similarities arise from shared cognitive strategies 
aligning modes of representation with semantic categories. In 
particular, signers choose specific handshapes to represent the 
use of a tool (an agentive action) with descriptions of the 
tool itself (Hwang et  al., 2017). Hearing non-signers using 
silent gesture do not demonstrate the linguistic specificity of 
the signers (their handshapes are not as selective), but they 
nevertheless mark the difference between actor and object 
(Brentari et  al., 2015; see also Ortega and Özyürek, 2019). 
This comparison between actor and object has been extended 
to co-speech gesture through the analysis of gestural viewpoint 
(Quinto-Pozos and Parrill, 2015). ASL signers used constructed 
action (a linguistically embedded form of enactment) to depict 
the action or emotional response of characters and classifiers 
to depict the size, shape, or category of an object. English-
speaking non-signers marked the same distinction using 
character-viewpoint to mark the action or emotional response 

of an actor and object viewpoint to mark size and shape or 
movement of objects (see also Gullberg, 1998, who describes 
the use of character viewpoint gestures as more “mimetic” 
than other gestures). According to Quinto-Pozos and Parrill 
(2015), the similarities between signers and speakers imply 
that this type of representation is a cognitive universal.

These findings suggest that while non-co-speech gestures 
may take a quasi-linguistic structure when it occurs as silent 
gesture in place of language, its mode of representation using 
viewpoints to distinguish actions with objects vs. the objects 
themselves may be  stable regardless of accompanying speech. 
It is the second representational mode that may play a specific 
part in the non-co-speech observed in multimodal 
communication. In this study, we  explore this representational 
mode in the narratives of older children.

Although we  can find no explicit research on the use of 
non-co-speech gesture in children, children older than 6-years 
do use multimodal strategies in their narratives. Colletta 
(2009) incorporated children’s use of gesture and voice in 
a holistic analysis of narrative development (see also Colletta 
et  al., 2010, 2014 for a cross-cultural analysis). Alibali et  al. 
(2009) found that, in contrast with adults, school-aged children 
produced more non-redundant speech-gesture combinations, 
with the gesture conveying somewhat different meaning than 
the co-occurring speech. This result suggests that the alignment 
between gesture and speech takes time to develop. Demir 
et al. (2015) report that children’s use of character-viewpoint 
in gesture at age 5 predicted the production of more structured 
spoken narratives later in their development (up to age 8). 
Although they discuss the presence of whole-body vs. manual-
only gestures, there is no mention of whether any of these 
character-viewpoint gestures occurred without simultaneous 
speech. It is worth noting that character-viewpoint gestures 
were relatively rare in the Demir et al. (2015) dataset. Capirci 
et  al. (2011) explicitly coded the use of “mime” in their 
analysis of representational gestures in the narratives of 
4–10-year old Italian children. These gestures, accounting 
for between 20 and 30% of the gestures, were defined as 
using the whole body from a character perspective, but 
again, there is no indication of whether these were 
co-speech or not.

In this study, we examine children’s narratives to determine 
whether the distribution of non-co-speech gesture is distinct 
from that observed with co-speech gestures. We  examined 
both autobiographical and fictional narratives of 8–11-year-
old children. Following McNeill, we  reasoned that gesture-
speech integration should be  adequate by this age to render 
the use of non-co-speech gesture unnecessary. We  further 
examined two types of narratives to ensure we  provided 
opportunities for distinct character-viewpoint gestures. 
We  thought that children might be  inclined to use more 
character-viewpoint gestures when retelling an autobiographical 
narrative, as these were representations of the child’s 
own experience.

In order to determine whether there are distributional 
differences in children’s use of non-co-speech and co-speech 
gesture, we  pose the following questions.
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 • Are there differences in narrative length and quality for 
responses that occur with exclusively co-speech gesture, with 
any instance of non-co-speech gesture, or without the use of 
gesture at all?

 • Are there differences in the features of co-speech and non-co-
speech gestures? Are non-co-speech gestures more mimetic, 
that is, more likely to adopt a character-viewpoint or to 
be embodied?

 • As a minor point, which type of narrative, autobiographical 
or fictional, is associated with the greater production of 
gestures with mimetic features such as embodiment or 
character viewpoint? We predicted that gestures in personal 
narratives were more likely to be  produced using 
character-viewpoint.

MATERIALS AND METHODS

Participants
Thirty monolingual, English-speaking children (14 female) 
participated in this study. The children ranged in age from 
8- to 11-years old (M  =  9.7, SD  =  12.6  months). Participants 
were primarily white and middle class, reflecting the 
demographics of the town of recruitment. Families were recruited 
through local posters and Facebook postings. Consent was 
received from parents/guardians; children provided video-
recorded verbal assent for participation in this study.

Materials and Procedures
Fictional responses were elicited using two 4-min sections from 
Pink Panther nonverbal cartoons: In The Pink Of The Night 
(a cartoon about a cuckoo clock that bothers the Pink Panther) 
and Jet Pink (a cartoon about the Pink Panther’s unskilled 
attempts to fly a jet plane; DePatie and Freleng, 1969-1970). 
The first cartoon was watched by the child and then retold 
to parents who had not seen the video. This process was 
repeated with the second cartoon. Autobiographical narratives 
were elicited using eight cues (see Supplementary Table S.1). 
Questions were asked in a fixed order; participants were 
instructed that they could pass on questions if they did not 
wish to answer or could not think of a response. As a result, 
few children responded to all autobiographical cues. This trend 
was apparent in pilot testing and we, therefore, used eight 
autobiographical cues but only two fictional cues. Children 
told autobiographical narratives to the researchers, who, unlike 
the parents, would not be  familiar with the child’s experiences. 
We  chose different listeners for the stories, as we  thought it 
likely that children would try to tell a more complete narrative 
to a naïve listener.

Measures and Coding
The responses were coded for length and use of representational 
gestures. We  removed all filled pauses (e.g., “uh,” “hmm,” or 
“um”) and false starts or other repeated words (McCabe et  al., 
2008). Remarks that did not directly relate to the narrative, 
such as a response to an interruption, were also removed 

from the count. Words that could not be  transcribed (i.e., 
inaudible and uninterpretable) were not included in the word 
count (McCabe et  al., 2008).

Manual iconic gestures were identified as actions with 
distinct strokes (McNeill, 1992) that represented information 
about actions, characters, objects, or events in the narratives. 
Embodied gestures included the use of the torso or head. 
Embodied gestures and iconic gestures were mutually exclusive 
categories. Other gestures, including deictic gestures, 
conventional gestures,1 and gestures whose representational 
status was uncertain, were coded but are not included in this 
analysis. The majority of gestures produced were iconic (71%, 
859 of 1,208 gestures coded).

Each representational gesture was coded for whether or not 
the child was speaking or silent while the stroke was produced. 
Recall that all gestures occur in the context of a spoken 
narrative, so any cessation of speech is a temporary phenomenon 
in this context. Sounds produced by the children were counted 
as onomatopoeia rather than speech as they are context-bound 
and depictive, rather like verbal gestures (Clark, 2016; Sasamoto 
and Jackson, 2016; Dingemanse, 2018). Examples are included 
in Supplementary Table S.2.

Embodied gestures included those gestures that engaged other 
parts of the body such as the head, legs, or torso. Manual 
gestures were limited to those produced using the hands 
and arms.

Viewpoint was marked for each representational gesture 
(McNeill, 1992; Parrill, 2010). Observer-viewpoint gestures use 
the hands to represent an object or scene. Character-viewpoint 
gestures use the hands, and sometimes the body of the 
storyteller to represent the hands and/or body of character 
in the narrative. It is possible for signers and speakers to 
produce a blended perspective (Dudis, 2004; Parrill, 2009). 
This could mean that each hand adopted a different perspective 
(e.g., one hand represented the cuckoo and the other the 
platform on which it is sitting) or that the body enacted the 
character while the hands depict an observer perspective (e.g., 
right hand representing a wall, the body representing the 
Pink Panther staring at it). These were coded as blends, but, 
as they were rare (n = 10), were analyzed as character-viewpoint 
in this study.

A simplified version of Stein and Albro’s (1997) story 
grammar was used to code narrative quality. Stein and Albro 
(1997) identified temporal structure, causal links, goal-driven 
action, and the overcoming of an obstacle as components 
of children’s narratives that indicate increasing complexity. 
We  coded narratives into four categories. Some responses 
were simply answers to the question, not a story at all. 
Responses in this category did not include temporal or causal 
sequences. Occasionally children included a goal or outcome; 

1 Conventional gestures that were the child’s commentary on the narrative (“I 
do not know <palms up, open hand>”) were not included. Those “reported” 
as something the character did were included. One example was the Pink 
Panther patting the cuckoo bird on the head. This gestures occurred in the 
cartoon. Children did generate a few reported gestures such as “I do not know 
<palms up, open hand>” from a character’s viewpoint; these were included in 
the analysis.
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if there were no temporal or causal sequences, this was 
considered an answer. The inclusion of a sequence of events 
with temporal order, and sometimes causal links, was the 
most basic form of narrative. These responses did not include 
a goal or outcome. More complex narratives contained both 
temporal and causal sequences as well as a goal, giving 
focus to the narrative. Finally, complete narratives, called 
full stories, contained temporal and causal structure, goals, 
and a specified obstacle with an attempt made to overcome 
it. Examples of responses in each type are found in 
Supplementary Table S.3.

Analysis
The data for both variables of word length of narrative and 
gesture counts were highly skewed (see Figure 1). As a result, 
the analyses reported below are non-parametric. The order 
of telling autobiographical or fictional narratives was 
counterbalanced, but this did not result in any significant 
differences in response length, Mann-Whitney U  =  3473.5, 
p  =  0.76, or gesture counts between groups U  =  3413.5, 
p  =  0.61. As a result, data were collapsed across order 
for analyses.

Fictional stories were longer and accompanied by more 
gesture than autobiographical responses, but individual cues 
did not differ from each other in length or gesture count. A 
Kruskal-Wallis test shows that fictional responses showed higher 
word counts than autobiographical responses, H(9)  =  66.18, 
p < 0.001. Dunn’s post hoc tests showed that fictional responses 
did not differ between the two cartoons, pbonf  =  1.00; 
autobiographical responses did not differ across specific cues, 
pbonf  =  1.00 (except two values at 0.59 and 0.96, which are 
still insignificant). A Kruskal-Wallis test shows that fictional 
responses showed higher gesture counts than autobiographical 
responses, H(9) = 32.82, p < 0.001. Dunn’s post hoc tests showed 
that fictional responses did not differ between the two cartoons, 
pbonf  =  1.00; autobiographical responses did not differ across 
specific cues, pbonf  =  1.00.

Reliability
Reliability was calculated for gesture identification. All 
responses were independently coded by two coders (the 
first and third authors). We  calculated reliability for gesture 
by clause in two passes. For the first pass, we  calculated 
linear-weighted kappa according to the following categories 
occurring in each entry (an entry included a full clause; a 
non-clause utterance, for example, “well, uh, yeah…”; or 
the production of the second or third gesture in a sequence): 
representational gesture, other gesture, and no gesture, 
κw  =  0.77 (n  =  4,217 entries). In this first pass, we  agreed 
on 750 representational gestures. An additional 280 possible 
representational gestures were disputed. For the second pass, 
we  independently re-coded (without discussion) these 280 
disputed gestures, agreeing on a further 109. The final dataset 
includes a total of 859 gestures: the original 750, plus the 
additional 109 later-agreed gestures. A final kappa was 
calculated based on the categories of representational gesture 
and other, κw  =  0.89.

All viewpoint decisions were coded twice (92.7% agreement). 
Disagreements about the viewpoint of gestures in the final 
dataset were discussed, with unresolved disagreements assessed 
as O-VPT (a more conservative code given our hypotheses).

RESULTS

Narrative Length
Children provided a total of 170 responses to fictional and 
autobiographical cues and produced a total of 859 gestures 
across 97 responses. See Table  1 for the length of narratives 
and gesture production organized by whether a narrative 
included (i) co-speech gesture only, (ii) at least one example 
of non-co-speech gesture, regardless of how many co-speech 
gestures were produced, or (iii) no use of gesture. Note that 
the gesture category of responses that included one or more 
non-co-speech gestures also includes all of the co-speech gestures 

A B

FIGURE 1 | Box plot of data counts across gesture categories including: no gesture, at least one example of non-co-speech gesture (regardless of number of 
co-speech gestures), or only co-speech gesture. (A) Reports the distribution of word count by gesture category. (B) Reports the distribution of gestures by gesture 
category. The plot is divided into quartiles: Q1 is represented by the bottom whisker, Q2 is the bottom of box to heavy line (median), Q3 is median to top of box, and 
Q4 is upper whisker = Q4. The dots mark outliers. The variability and outliers observed in the box plots demonstrate the non-normal distribution of data, particularly 
for responses that included non-co-speech gesture.
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made in that response. This is because narrative length is a 
property of the narrative, not of individual elements of the 
response (such as gesture production). Most individual children 
produced responses using co-speech gesture and responses 
using no-gesture. Half of the children in the study produced 
a response that included at least one non-co-speech gesture.

We tested whether gesture use was associated with response 
length. As response length was right skewed (a few children 
told very long narratives in each category, see Figure  1A), a 
non-parametric rank-based ANOVA was used. Narrative length 
was significantly linked with gesture category, H(2)  =  65.5, 
p  <  0.001. Dunn’s post hoc comparisons showed that the use 
of either type of gesture use is associated with narratives that 
are significantly longer than not using gesture at all, p < 0.001. 
Narratives with non-co-speech gesture were marginally longer 
than stories with co-speech gesture, p  =  0.04.

Narrative Quality
We tested whether the production of non-co-speech gesture 
was associated with narrative quality (see Table 2). Responses 
that included any non-co-speech gestures were most likely 
to be  full stories (15/28, 53.6%), compared to responses 
limited to only co-speech (24/69, 34.8%) and stories with 
no gesture (10/73, 13.7%), χ2 (6, N = 170) = 39.1, p < 0.0001, 
Cramer’s V  =  0.34, a medium effect (see Table  2). Stories 
with non-co-speech gestures were equal to or of better 
quality than either those with co-speech gesture or no 
gesture at all.

Disentangling the relationship between narrative quality 
and gesture category requires consideration of the influence 
of narrative length (e.g., Colletta et al., 2010). This is challenging 
given the nominal data, non-normal distribution, and the 
relative rarity of non-co-speech gestures. To further explore 
this link, we, therefore, defined a long response as greater 
than or equal to the third quartile for word count in each 
gesture category. In Table  3, the counts of long responses 
that are full stories are presented as well as the counts of 
full stories that are long responses. The link between response 
length and narrative complexity differs by direction of effect 
and gesture category. In summary, for responses that included 
non-co-speech gesture, if the response was long, it was a 
full story, but not all full stories were long. The opposite 
trend was observed for responses that did not include gesture: 
Most full stories were long, but not all long responses were 
full stories. Responses using co-speech gesture pattern like 
responses with non-co-speech gesture but were somewhat 
less marked.

Gesture Features
Table 4 shows the distribution of co-speech and non-co-speech 
gestures and narrative type across articulation and viewpoint. 
Non-co-speech gestures (64/859, 7.4%) were less likely to occur 
than co-speech gestures (795/859, 92.6%). Character-viewpoint 
gestures (293/859, 34.1%) were less frequent than observer-
viewpoint gestures (566/859, 65.9%). Embodied gestures (126/859, 
14.7%) were less likely to occur than manual gestures 
(733/859, 85.3%).

Co-speech and non-co-speech gestures occurred 
proportionately across autobiographical and fictional narratives, 
χ2 (1, N = 859) = 0.01, p = 0.92. Likewise, manual and embodied 
gestures did not differ in distribution across narrative types, 
χ2 (1, N  =  859)  =  0.14, p  =  0.71. However, distribution of 
viewpoint differed significantly across narrative type: In contrast 
to our expectations, character-viewpoint gestures constituted 
58.2% of gestures in fictional stories but constituted only 26.5% 
of gestures in autobiographical stories, χ2 (1, N  =  859)  =  7.85, 
p  =  0.006, Cramer’s V  =  0.09, a small effect.

Gestures with mimetic features did cluster. That is, non-co-
speech gestures were far more likely to be character-viewpoint 
and embodied (33/48, 69%), χ2 (1, N = 64) = 22.71, p < 0.0001, 

TABLE 1 | Distribution of words and gestures across narratives with differing 
gesture use.

Total Narratives 
with only  

co-speech 
gesture

Narratives 
with non- 
co-speech 
gesture(s)

Narratives 
with no 
gesture

Narrative frequency
Total narratives 170 69 28 73
Autobiographical 116 45 11 60
Fictional 54 24 17 13
Number of children 
producing narratives

30 28 15a 25b

Narrative length
Mean length in words 
(standard deviation)

143.1 (73.8) 267.0 (203.5) 59.9 (45.3)

Median word length 138 228 48
Word range 26–360 18–829 11–256
Gesture
Total gesture count 859 521 338c 0
Mean gesture  
count/narrative 
(standard deviation)

4.9 (4.2) 18.6 (22.6) 0

Median gesture  
count/narrative

4 11.5 0

Gesture range 1–20 1–104 0

aThere were no children who exclusively produced non-co-speech gestures.
bTwo children did not gesture in any of their narratives. Many children produced one or 
more narratives that did not include gesture.
cOf the gestures produced in non-co-speech narratives, 64 were non-co-speech 
gestures, and the remainder were co-speech gestures.

TABLE 2 | Number of narratives by story quality and gesture category.

Story quality

Gesture 
category

Answers Sequences Goals Full stories

Co-speech 14 10 21 24
Non-co-
speech

3 3 7 15

No gesture 43 11 9 10

Gesture categories are as follows: co-speech includes all narratives that included any 
co-speech gesture but no instances of non-co-speech gesture; non-co-speech 
includes narratives with any instance of non-so-speech gesture, regardless of how 
many co-speech gestures were produced; no gesture includes narratives with no 
instances of representational gesture.
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Cramer’s V  =  0.60, a large effect. Gestures with this set of 
features are most likely to be  called pantomime in the 
literature (e.g., Gullberg, 1998, p.  97). Co-speech gestures 
showed an opposite effect: they were primarily observer-
viewpoint and manual (540/795, 68%), χ2 (1, 
N = 795) = 168.65, p < 0.0001, Cramer’s V = 0.46, a medium 
to large effect. Indeed, as can be  seen in Table  4, there 
were zero non-co-speech, embodied, observer-viewpoint 
gestures. The 10 embodied observer-viewpoint gestures include 
four gestures for which there were coding disputes about 
viewpoint category. Recall that disputed viewpoints were 
coded as observer viewpoint as a more conservative decision 
(see Reliability section and Supplementary Table S.2 for a 
description of such a gesture).

DISCUSSION

Older children did produce non-co-speech gestures as a 
component of their narratives. Although non-co-speech gestures 
were infrequent, they co-occured with other features such as 
character-viewpoint and embodiment. Non-co-speech gestures 
were associated with lengthy, high-quality stories. This 
examination of non-co-speech gestures challenges aspects of 
McNeill’s position about the relationship between pantomime 
and gesticulation. The constellation of mimetic features observed 
in these narratives suggests that the use of non-co-speech 
gestures is an aspect of children’s multimodal communication. 
Further, we conclude that non-co-speech gestures might be called 
pantomime as long as we  reliably distinguish pantomime from 
silent gesture.

Pantomime vs. Gesticulation
McNeill’s distinction between pantomime and co-speech 
gesture (often labeled gesticulation) arises from his exploration 
of the “gesture continuum.” McNeill (2000) worked through 
the many features by which the types of gesture can 
be  distinguished along a continuum. Relevant here is that 
gesticulation co-occurs with speech, pantomime does not. 
Pantomime is like gesticulation; however, in that, linguistics 
properties are absent, neither is conventionalized and they 
are both global in nature. Focusing on the differences between 

the two forms of manual activity, McNeill (2016) made 
three key arguments against the consideration of pantomime 
as part of the gesture-speech complex: that pantomime cannot 
orchestrate speech, that it is pragmatic, and that it occurs 
during a developmental stage.

We agree that non-co-speech gestures are asynchronous, 
and often re-enactments of an action; however, we  disagree 
with McNeill about whether this makes these gestures pragmatic 
rather than symbolic. The children’s production of non-co-
speech gestures was integrated into a communicative act, not 
an effort to achieve a pragmatic outcome in their real world. 
We  also disagree about the developmental timing of their 
production. Our typical and monolingual 8–11-year olds 
produced frequent co-speech gesture in their stories: they were 
not limited to non-co-speech gestures because they were unable 
to produce symbolic co-speech gesticulation. Much the reverse, 
co-speech gesture was much more frequent than non-co-speech 
gesture, but both types of gesture were associated with longer 
and more complete narratives.

All of the non-co-speech gestures produced by our 
participants were directly linked to the narratives they were 
telling. Many were linked to the surrounding speech, a few 
falling more closely into the category of “language-like gestures” 
(McNeill, 1992) as they took the place of a noun or verb 
in the narrative. Ladewig (2014) challenged this tendency to 
elevate certain forms of gesture above others. Her analysis 
of adults’ spontaneous discourse indicated that co-speech 
gestures did not differ in form or function from those that 
occurred in language-slotted positions such as nouns or verbs. 
Ladewig suggested that distinctions of gesture based on their 
links to speech are not supported by an analysis of multimodal 
communication; the form and function of gestural production 
must be  analyzed in its communicative context. Mittelberg 
and Evola (2014) extend this analysis with their review of 
the many factors, such as linguistic, discourse, and sociocultural 
contexts, that can influence the interpretation of the iconicity 
found in gestures.

We argue that the mimetic non-co-speech gestures used by 
children in this study were symbolic, not pragmatic in function; 
they were representational actions (Novack and Goldin-Meadow, 
2017) serving a communicative role in the children’s narratives. 
We  turn now to an exploration of the possible role of non-co-
speech gestures in multimodal communication.

Multimodal Communication
The children in this study produced gestures to support their 
communicative effort. It is possible that they experienced the 
internal cognitive benefits of gesture production (Kita et  al., 
2017), though that cannot be  explored given our database. It 
is likely that non-co-speech gesture supported the external 
function of clearly conveying detail to the listener (de Ruiter, 
2017). Mimetic gestures appear designed for the listener; as 
de Ruiter (2017, p.  72) suggests, the function of gesture is to 
“enhance the communicative signal.”

Non-co-speech gestures may particularly occur when there 
is a notable lack of common ground (following Holler and 
Bavelas, 2017), that is, when the speaker is least certain of 

TABLE 3 | Counts (percentage) of long responses and full stories across gesture 
categories.

Gesture category Long responses that  
are full stories

Full stories that are long 
responses

Co-speech (≥176 words) 15/19 (78.9%)a 15/24 (62.5%)
Non-co-speech (≥352 
words)

7/7 (100%) 7/15 (46.7%)

No gesture (≥81 words) 7/19 (36.8%)b 7/10 (70.0%)

A long response was counted if the length of that story was ≥Q3 for that category.  
aOf four other long responses with co-speech gestures, three narratives were 
categorized as including goal, and one was a sequence.
bOf the 12 other long responses with no gesture, four narratives included a goal, five 
were sequences, and three were categorized as answers.
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the recipient being able to make sense of the narrative thread. 
Feldman (2005) argued that mimesis is a performative act 
that requires interpretation in its context. Although we expected 
that autobiographical stories, due to their familiarity, would 
lead to the most character-viewpoint gestures (and given the 
tight link to possibly more non-co-speech gestures), this was 
precisely the wrong expectation. The fictional Pink Panther 
cartoons with their outlandish acts and unexpected turns 
were associated with more character-viewpoint gestures. Given 
the richness that is inherent in these mimetic gestures, it is 
possible that these were chosen because they convey details 
about unexpected or atypical events. For example, several 
children used embodied gestures (some non-co-speech) to 
convey the unusual turn of events when the Pink Panther 
burns his tail in the jet exhaust and taps the burnt end off 
as if it were a cigarette. That is, the use of character-viewpoint, 
including non-co-speech gestures, is a multimodal approach 
that supports effective communication.

In addition, the production of character-viewpoint gestures 
could lead to longer and more complex narratives. Recalling 
an event from an “own eyes” perspective is associated with 
vividness and increased details in memories of the event 
(Akhtar et  al., 2017; St. Jacques, 2019). Perhaps a child’s 
production of character-viewpoint gestures enhances the effects 
of “own eyes” recall. This, in turn, may bring to mind details 
of the event, leading to longer and more complex narratives. 
This provides a possible explanation for why non-co-speech 
gestures, by definition vivid, were associated with detailed 
and complex narratives in the present study: perhaps the 
use of character viewpoint had the cognitive effect of 
supporting memory.

The imagistic information encoded in non-co-speech 
gestures arises directly from the communicative goal of the 
speaker. Indeed, given the correlation between response length, 
narrative quality, and the production of non-co-speech gestures 
found in the present study, we  argue that children use this 
form to support the communicative act in which they were 
engaged: telling “a good story.” The goal of telling a “good 
story” may itself be  enhanced through cognitive benefits of 
adopting a character viewpoint perspective. Categorizing all 
non-co-speech gesture as distinct from co-speech gesture 
limits our understanding of gesture-speech integration, 
particularly as pantomime is thought to be  more common 
in children than in adults. We  turn now to the problem of 
defining pantomime.

Defining Pantomime
The term pantomime incorporates many possible interpretations. 
It has recently been clarified by the introduction into the 
literature of the term “silent gesture.” Silent gesture is not a 
typical mode of communication: It is a task assigned in the 
laboratory or drama studio or by necessity in particular contexts. 
In this study, though a few non-co-speech gestures lasted for 
several seconds, children did not spontaneously tell stories 
without recourse to speech (though many children told narratives 
without recourse to gesture).

Żywiczyński et al. (2018) proposed that pantomime be defined 
as a “communication mode that is mimetic; non-conventional 
and motivated; multimodal (primarily visual); improvised; using 
the whole body rather than exclusively manual; holistic; 
communicatively complex and self-sufficient; semantically 
complex; displaced, open-ended and universal.” Żywiczyński 
et  al. (2018) argue that this definition would exclude silent 
gesture (most of which are not whole body), but it may also 
fail to include most of the non-co-speech gestures produced 
by the children in this study (most are whole-body, and most 
are not self-sufficient). The definition proposed by Żywiczyński 
et  al. (2018) is targeted to the question of language evolution. 
It would be ideal for researchers in both the language evolution 
community and the gesture community to embrace common 
definitions of terms. That will take further work and discussion.

In this paper, we  seek a term to describe non-co-speech 
gesture that demonstrates evidence of gesture-speech integration. 
These are explicitly excluded from McNeill’s definition of 
gesticulation. It is uncertain whether his use of pantomime 
includes the types of gesture described here. In discussing 
communicative dynamism, McNeill (2016) argues that what 
is valuable about a gesture is its ability to contribute less 
predictable meaning to the communicative act. From this 
perspective, it seems the most mimetic elements reported in 
this study should be  included, as they are highly unpredictable. 
The meaning of the phrase “and he  went <gesture>” is not 
interpretable without the gesture. That it is language-linked, 
by completing a verb slot, does not render the information 
less materialized or more predictable. In addition, these gestures 
are co-expressive, particularly if we  follow the definition of 
the growth point as a “minimal psychological unit.” In the 
end, we  propose that the non-co-speech gestures described 
here do indeed orchestrate speech: on some occasions by 
replacing it entirely. For now, the best term to describe these 
appears to be  pantomime.

TABLE 4 | Gesture count by articulation and viewpoint, across speech and narrative cue types.

Co-speech gestures Non-co-speech gestures

Viewpoint Articulators
Autobiographical 

cues
Fictional cues

Autobiographical 
cues

Fictional cues Total

Character
Manual 26 136 4 11 177

Embodied 19 64 10 23 116

Observer
Manual 159 381 3 13 556
Embodied 2 8 0 0 10

Total 206 589 17 47 859
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Limitations and Future Directions
The exploration of non-co-speech gesture undertaken in this 
study was extensive, involving 170 narratives produced by 30 
children. While this led to a reasonable 859 representational 
gestures, there were only 64 instances of non-co-speech gesture. 
Studying infrequent phenomena poses issues for typical methods 
of scientific analysis. The study presented here is necessarily 
exploratory and limited by the small sample size, both of 
children and, in particular, frequency of the gesture of interest. 
Given the results, predictive hypotheses about when children 
would produce non-co-speech gestures can be  tested with 
other data sets. Further data collection should consider factors 
that might influence individual variation, including personality 
and linguistic aspects. Further qualitative analysis of the 
identified gestures is possible, in particular to explore their 
pragmatic, symbolic, and communicative functions within a 
linguistic system.

The explicit inclusion of non-co-speech gestures, defined as 
pantomime in this paper, fits into theories aiming to explain 
gesture-language integration. As de Ruiter (2017) points out 
in his rationale for the Asymmetric Redundancy–Sketch model: 
the link is between gesture and the communicative intention, 
not between gesture and local lexical items.
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When faced with an ambiguous pronoun, comprehenders use both multimodal cues
(e.g., gestures) and linguistic cues to identify the antecedent. While research has
shown that gestures facilitate language comprehension, improve reference tracking, and
influence the interpretation of ambiguous pronouns, literature on reference resolution
suggests that a wide set of linguistic constraints influences the successful resolution of
ambiguous pronouns and that linguistic cues are more powerful than some multimodal
cues. To address the outstanding question of the importance of gesture as a cue in
reference resolution relative to cues in the speech signal, we have previously investigated
the comprehension of contrastive gestures that indexed abstract referents – in this
case expressions of personal preference – and found that such gestures did facilitate
the resolution of ambiguous statements of preference. In this study, we extend this
work to investigate whether the effect of gesture on resolution is diminished when the
gesture indexes a statement that is less likely to be interpreted as the correct referent.
Participants watched videos in which a speaker contrasted two ideas that were either
neutral (e.g., whether to take the train to a ballgame or drive) or moral (e.g., human
cloning is (un)acceptable). A gesture to the left or right side co-occurred with speech
expressing each position. In gesture-disambiguating trials, an ambiguous phrase (e.g.,
I agree with that, where that is ambiguous) was accompanied by a gesture to one
side or the other. In gesture non-disambiguating trials, no third gesture occurred with
the ambiguous phrase. Participants were more likely to choose the idea accompanied
by gesture as the stimulus speaker’s preference. We found no effect of scenario type.
Regardless of whether the linguistic cue expressed a view that was morally charged
or neutral, observers used gesture to understand the speaker’s opinion. This finding
contributes to our understanding of the strength and range of cues, both linguistic and
multimodal, that listeners use to resolve ambiguous references.

Keywords: cohesive gesture, co-speech gesture, reference resolution, preference, contrast, discourse,
multimodal communication, moral issues

INTRODUCTION

One only has to look around a room full of people spending time together to see that language
consists of more than words on a page or a highly patterned audio signal. In face-to-face interaction,
speakers are rarely still. Rather, in addition to the speech sounds normally associated with language,
they also move their hands, shoulders, head, and manipulate their facial expressions in ways that

Frontiers in Psychology | www.frontiersin.org 1 December 2020 | Volume 11 | Article 587129126

https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org/journals/psychology#editorial-board
https://www.frontiersin.org/journals/psychology#editorial-board
https://doi.org/10.3389/fpsyg.2020.587129
http://creativecommons.org/licenses/by/4.0/
https://doi.org/10.3389/fpsyg.2020.587129
http://crossmark.crossref.org/dialog/?doi=10.3389/fpsyg.2020.587129&domain=pdf&date_stamp=2020-12-10
https://www.frontiersin.org/articles/10.3389/fpsyg.2020.587129/full
https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org/
https://www.frontiersin.org/journals/psychology#articles


fpsyg-11-587129 March 5, 2021 Time: 16:44 # 2

Hinnell and Parrill Gesture Influences Resolution of Ambiguous Statements

are semantically and temporally aligned with their speech. Studies
of language and cognition have thus moved beyond text and
speech to include these movements as critical contributors
to linguistic meaning-making (Kita, 2000, 2003; McClave,
2000; Müller et al., 2013, 2014; Levinson and Holler, 2014;
Enfield, 2017; Feyaerts et al., 2017; Kita et al., 2017).

The manual gestures that speakers use in addition to speech
to communicate their message are known as co-speech gestures.
These gestures can be idiosyncratic and ad hoc, functioning “now
in one way, now in another” (Kendon, 2004: 225) depending on
the context. However, they are also characterized by a high degree
of regularity in features such as the gesture form (Kendon, 2004;
Müller, 2004), duration (Duncan, 2002), and timing of gesture
related to speech (Kelly et al., 2010, 2015; Church et al., 2014;
Hinnell, 2018). For example, the palm-up open-hand (PUOH)
gesture is one example of a form that exhibits a stable form-
meaning pairing across a speech community (Ladewig, 2014;
Müller, 2017). The handshape and orientation of the PUOH
are stable and iconically represent its meaning of presenting or
giving information (with the open palm held in such a way as
to potentially hold a small object). Similarly, a holding away
gesture is prototypically enacted with both palms facing forward
and raised vertically in front of the speaker; the form iconically
represents how it is used, namely “to establish a barrier, push
back, or hold back” a line of action, e.g., to reject topics of talk
(Bressem and Müller, 2014, p. 1593; see also Kendon, 2004).

Importantly for the research presented here, speakers also use
the space around their bodies in which they gesture – known as
gesture space (McNeill, 1992; Priesters and Mittelberg, 2013) –
in highly systematic ways to anchor objects, ideas, and other
discourse elements. For example, when a speaker describes a
past event and mentions that an object in the room was to
the right of her, she will most likely indicate the object using
a gesture to the right of her body. That is, speakers gesture
in the space around their bodies to locate the things they are
talking about, and, importantly, the locations of these objects
in the gesture space reflect the locations of the objects in the
real world. For example, we know that speakers gesture about
concrete referents (objects, characters, locations) in locations
in gesture space that are consistent with real locations they
recall from pictures, videos, remembered events, etc. (So et al.,
2009; Perniss and Ozyürek, 2015). In addition to assisting the
speaker in tracking referents and building coherent discourse
(McNeill, 2005; Gullberg, 2006), it’s been suggested that this
allows observers to use the spatial information contained in
gesture to track referents and also increases comprehension
(Gunter et al., 2015; Sekine and Kita, 2017).

The systematic use of gesture space also extends to abstract
referents, e.g., ideas, emotions, and discourse elements (Parrill
and Stec, 2017). A corpus study of English contrastive gestures
showed that speakers regularly produce gestures to each side of
space when contrasting two ideas (Hinnell, 2019). For example,
when speakers use fixed expressions that contrast two abstract
concepts, such as on the one hand/on the other hand or better
than/worse than, they regularly produced gestures to each side
of their body that reflect this contrastive setup, as shown in
Figure 1. Finally, the role of space in expressing contrast extends

to signed languages. For example, in American Sign Language,
signers build a spatial map to make comparisons (Winston, 1996;
Janzen, 2012). This comparative spatial mapping strategy has
both a referential function and is used to structure discourse
(Winston, 1996, p. 10).

In addition to these studies of how speakers produce gesture
in contrastive discourse, experimental work has investigated
how the use of gesture and gesture space affects a participant’s
language comprehension. Gestures that are used in establishing
locations for and then tracking references in discourse are
known as cohesive gestures (McNeill, 1992). It’s been shown
that when cohesive gestures co-occur with congruent speech,
they facilitate language comprehension (Gunter et al., 2015)
and can influence the interpretation of ambiguous pronouns
(Goodrich Smith and Hudson Kam, 2012; Nappa and Arnold,
2014). The effect of gestures that locate referents in spatial
locations extends even in the absence of the gesture. Sekine and
Kita (2017) showed that listeners build a spatial representation of
a story and that this representation remains active in subsequent
discourse. In their study, participants were presented with a
three-sentence discourse involving two protagonists. Video clips
showed gestures locating the two protagonists on either side of
the gesture space in the first two sentences. The third sentence
referred to one of the protagonists, which could be inferred by
a gendered pronoun but, importantly, did not co-occur with
gesture. The name of the protagonists appeared on the screen
and participants were asked to respond with one of two keys
to indicate which protagonist was referred to. In the condition
in which the name appeared on the side that was congruent
with the gestures, participants performed better on the stimulus-
response compatibility task. Importantly, there was no strategic
advantage to the listeners to process the cohesive gestures, as the
speech provided all information that was useful to the task (i.e.,
gender of protagonists). This finding extends previous findings
(e.g., Goodrich Smith and Hudson Kam, 2012) that cohesive
gestures allow listeners to build spatial story representations and
demonstrates that listeners can “maintain the representations in
a subsequent sentence without further gestural cues” (ibid: 94).
In sum, listeners use a speaker’s cohesive gestures to build spatial
representations of concrete entities such as people or objects.
This process occurs quickly (i.e., with each location mentioned or
gestured once to establish a referent in a location and once again
to refer back to it) and the representation remains active over the
course of subsequent discourse.

Less is known about the effect on comprehension and
reference resolution of gestures that contrast abstract ideas,
rather than entities in narrative tasks as in the comprehension
experiments described above. In previous work, Parrill and
Hinnell (in review) found that observers use gesture to resolve
an ambiguous statement of preference between two contrasting
ideas in the same way they use gesture to resolve ambiguous
references such as pronouns referring to concrete entities. That
is, we found that when a speaker accompanies a statement of
preference with a gesture to the same side of the gesture space that
the idea was originally anchored in, the listener more frequently
interprets the speaker’s preference to be that idea. This suggests
that people use gesture to build a spatial representation and
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FIGURE 1 | Contrastive use of gesture. 2015-09-24_1700_US_KABC_The_View, 191–201. Red Hen dataset http://redhenlab.org (click here or scan QR code to
view the video clip; Uhrig, 2020).

that this representation aids listeners in resolving ambiguous
references in contrastive scenarios and contributes to their
understanding of a speaker’s preference.

The robust literature on reference resolution provides
evidence that a wide set of linguistic constraints influences the
successful resolution of ambiguous pronouns. Known constraints
on a listener’s pronoun interpretation include linguistic salience,
or conceptual accessibility. An example of linguistic salience is
the subject or first-mention bias, which captures the fact that
speakers most often assume the first-mentioned reference to
be the referent of the ambiguous pronoun (e.g., Francis in the
ambiguous sentence pair, Francis went shopping with Leanne.
She bought shoes) (Gernsbacher and Hargreaves, 1988; Nappa
and Arnold, 2014). Focus constructions (Arnold, 1998; Cowles
et al., 2007) and recent mention (Arnold, 2001, 2010) are
other linguistic constraints on reference resolution (see review
in Arnold et al., 2018). Models such as Bayesian models are
also based on the notion of salience. Such models suggest that
reference resolution is based on probability estimates that a
listener calculates based on semantic knowledge (Hartshorne
et al., 2015) or from their experience of how linguistics units are
used, e.g., that speakers “tend to continue talking about recently
mentioned entities, especially subjects” (Arnold et al., 2018: 42;
see also Arnold, 2001, 2010). As the gesture literature cited above
reveals, non-verbal cues also influence pronoun interpretation;
however, studies have shown that linguistic cues trump non-
verbal cues during pronoun interpretation, e.g., Arnold et al.
(2018) provide evidence that people rely more on their prior
linguistic experience (as assessed by reading experience) than on
eye-gaze aligned with the referent of the pronoun.

In light of this evidence regarding both referent tracking in
multimodal contexts and reference resolution more generally, in
the current study we investigate the role of gesture during the
interpretation of referentially ambiguous expressions to address
the relative importance of gesture as a cue in reference resolution
relative to cues in the speech signal. We go beyond current
literature, which has examined how gesture and gesture space
are used to track concrete information (such as two entities in
narrative space), to investigate the tracking of contrastive abstract

information (such as pairs of moral statements). We assess
whether the effect of gesture on resolving ambiguous statements
is diminished when the gesture indexes a statement in speech
that is less likely to be interpreted as the correct referent (e.g., a
morally reprehensible position).

In this study, participants were presented with video scenarios
in which the stimulus speaker contrasted two ideas. The stimulus
speaker made a gesture to the left or right side that co-
occurred with speech expressing each idea. Scenarios were
either neutral (e.g., whether to take the train to a ball game
or drive) or moral (i.e., likely to evoke strong feelings, as
in human cloning is acceptable). We created two trials in
which gestures were varied in the following way: in gesture-
disambiguating trials, an ambiguous phrase (e.g., I agree with
that, where that could refer to either previously expressed idea1)
was accompanied by a gesture to one side or the other; in
gesture non-disambiguating trials, no third gesture occurred with
the ambiguous phrase. Participants were asked to identify the
stimulus speaker’s preference and were also asked to record their
own personal preference. We explore whether participants are
more likely to choose the idea accompanied by gesture as the
stimulus speaker’s preference (as found in earlier work), and
whether this pattern changes as a function of scenario type (i.e.,
whether the items being contrasted were neutral in nature or
involved questions of morality). We compare moral vs. neutral
statements to assess whether one’s own belief or that of the
speaker can compete with, and potentially override, a contrastive
statement of preference that is reinforced by gesture. Participants
are more likely to have strong views about moral statements than
about neutral statements.

This approach of considering the effect of a participant’s own
views on their resolution of ambiguous preference statements
also aligns with an interactional approach that is gaining
prominence in cognitive linguistics that considers meaning as a

1Other preference statements used personal pronouns, e.g., Shelley was saying if
we can clone humans, we can fix genetic disorders and end suffering. Alicia was
saying there’s never a good reason to go down that path. It’s tough to say, but I guess I
agree with her. Here, the third person pronoun her could refer to either of the two
underlined referents.
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coordinated process between interlocutors (Clark, 1996; Du Bois,
2007; Mondada, 2013; Brône et al., 2017; Feyaerts et al., 2017).
We therefore explore to what extent the participant’s preference
impacts the role of a co-occurring gesture on a preference
statement in a contrastive scenario.

In line with literature on the role of gesture in expressing
contrast and resolving ambiguous references, we hypothesized
that in situations where a gesture co-occurs with one element of
the contrast and then re-occurs in that place with the expression
of the speaker’s preference, participants would be more likely to
assess this element as the speaker’s preference in the scenario.
Furthermore, in assessing the impact of a participants’ moral
views on this effect, we hypothesized that in cases where the
participant disagreed strongly with the morally unacceptable
position (e.g., slavery construed positively), this effect of the
speaker’s gesture would decrease. That is, the participant’s own
views would interact with the confirming effect of the gesture on
how the participant assessed the speaker’s preference.

The findings contribute to an understanding of the degree
to which factors beyond linguistic constraints play a role in
reference resolution. As cited above, Arnold et al. (2018) found
gaze played less of a role than linguistic constraints in reference
resolution. Here, we explore whether gesture is a powerful
enough cue to resist countervailing information such as a
morally abhorrent position. As such, the study contributes to
our understanding of the range of cues, both linguistic and
multimodal, that people recruit to resolve ambiguous references.

MATERIALS AND METHODS

Design and Predictions
We carried out a within-participants study examining the
impact of two factors, scenario type (neutral, moral) and
gesture trial type (gesture disambiguating, or GD; gesture non-
disambiguating, or GND), on the frequency of choosing the
first element of the contrast (e.g., statement A, if the contrast
was A but B) for stimulus speaker preference (see Figure 2
below). For the moral scenario type, the A statement always
expressed the morally unacceptable option. In our earlier study
(Parrill and Hinnell, in review), speakers showed a clear bias to
choosing the last mentioned referent as the speaker’s preference
in a pair of concessive statements. Thus, the A statement was less
likely to be predicted as speaker’s preference. Furthermore, we

FIGURE 2 | Experimental design.

operated on the assumption that having the A statement express
the morally unacceptable position rendered the referent more
predictable, as the B statement was more likely to represent the
speaker’s intended position. We also predicted that participants
would be more likely to choose the A statement for stimulus
speaker preference when the speaker makes a disambiguating
gesture, i.e., for GD trials as compared to GND trials. If it is
the case that gesture plays less of a role when the majority
of participants disagree with the position expressed in the A
statement, then we would expect the frequency of those choosing
A to decrease for moral scenarios as compared to neutral
scenarios within the GD trials.

Materials
We created 36 scenarios, each containing the following elements:

(1) An attitude about a topic (A statement).
(2) The concessive “but.”
(3) A differing attitude about the topic (B statement).
(4) A hedge indicating uncertainty.
(5) An ambiguous statement indicating a preference for either

the A or B statement2.

For example, “My little brother’s not on Facebook because
he thinks it’s a waste of time” (A statement), “but” (concessive)
“my other brother says he can’t do job networking without it”
(B statement). “I can see what they’re getting at, but” (hedge) “I
think he’s right” (preference statement). The preference statement
is ambiguous because “he” could refer to either “little brother” or
“other brother.”

We created two types of scenarios, neutral and moral. For
neutral scenarios, we used previous research (Parrill and Hinnell,
in review) as a starting point. We selected twelve scenarios for
which participants in the previous study chose the A and B
statements at about equal rates when asked about their own
personal preference. Returning to the example given above, about
half the participants in our previous study thought Facebook
is a waste of time and about half thought Facebook is useful.
We created 24 moral scenarios based on topics selected from
Gallup’s annual Values and Beliefs poll (Jones, 2017) and a study
of divisive social issues (Simons and Green, 2018). Topics were
included if at least 70% of participants in these sources considered
one position related to the topic morally unacceptable. We
then created scenarios about these topics. Moral scenarios
always had the following form: An A statement that expressed
the morally unacceptable position, the concessive “but,” a B
statement that expressed the morally acceptable position, a hedge,
and an ambiguous preference statement. For example, 86% of
participants in the Gallup study considered human cloning
morally unacceptable, so human cloning was included as a topic.
An example scenario is: “Shelley was saying if we can clone

2While maintaining a fairly constrained template for the preference statement (see
full stimuli in Supplementary Material), 2 of the 3 preference statements we used
included a second hedge within the preference statement, e.g., HEDGE + I guess
I agree with her. Given the results of recent corpus studies (Hinnell, 2019, 2020)
and current research on “stance stacking,” which has shown that most frequently,
highly stanced elements co-occur with each other (i.e., are “stacked,” Dancygier,
2012), we incorporated this type of more natural speech in our stimuli.
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humans, we can fix genetic disorders and end suffering” (A
statement, morally unacceptable position), “but” (concessive)
“Alicia was saying there’s never a good reason to go down
that path” (B statement, morally acceptable position). “It’s tough
to say, but” (hedge) “I guess I agree with her” (preference
statement). The preference statement is ambiguous because “her”
could refer to either Shelly or Alicia.

We first recorded audio for each scenario. The first author
read each scenario as naturally as possible. For the recording of
video, a research assistant was instructed to sit in a comfortable
posture and to perform (speak and gesture) several scenarios as
naturally as possible. Scenarios were performed in two different
ways: a gesture-disambiguating version (GD) and a gesture non-
disambiguating version (GND).

Both the GD and GND versions of the video featured palm-
up open-hand gestures (see Figure 3). These were performed
with the A and B statements3. The research assistant performed
versions with the left hand first and with the right hand first.
For the GND version, the speaker sat still and did not gesture
during the preference statement. For the GD version, the speaker
performed a final palm-up open-hand gesture with the preference
statement. The final gesture always occurred in the location
where the A statement gesture had been performed. For example,
if the first gesture was on the left, the final gesture would be
performed on the left as well.

We created four types of videos: (1) right hand first, left hand
second, final gesture with right hand, (2) left hand first, right hand
second, final gesture with left hand, (3) right hand first, left hand
second, no third gesture, and (4) left hand first, right hand second,
no third gesture. Using Final Cut Pro, we matched audio clips to
these four different videos to create two stimulus lists. We used
stimulus lists to minimize the chances that specific properties of
the scenarios would impact our results.

3We refer to the two statements throughout the paper as A and B statements to
be consistent between moral and neutral trials (i.e., neutral trials have no morally
unacceptable or acceptable positions). In cases where we discuss moral scenarios
only, we will use morally unacceptable (A) and morally acceptable (B) for ease of
comprehension.

FIGURE 3 | Example stimulus.

Scenarios were assigned to GD and GND videos to create 12
moral GND trials and 12 moral GD trials. Because our previous
study indicated that we could not include more than 36 trials
without participants becoming fatigued, we created only GD
neutral trials. This design was selected to maximize our ability
to compare moral scenarios across gesture disambiguating and
non-disambiguating trials, without the study lasting so long
that participants would not be able to attend to the stimuli.
We elected to use a smaller number of neutral scenarios,
and to use only GD trials for our neutral scenarios, because
our previous work indicated that without gesture, participants
will choose the B statement as the speaker’s preference at
a rate above chance (about 70%). Moral scenarios were
counterbalanced across stimulus lists so that each occurred with
both GD and GND videos.

When adding audio to video, we aligned specific auditory
and gestural features. Gesture strokes (the effortful, meaningful
portion of a gesture: McNeill, 1992) were aligned with the subject
noun phrases (e.g., “little brother,” “other brother”). The stroke of
the final gesture for GD stimuli was aligned with the ambiguous
noun phrase (e.g., “he’s”). We used Final Cut Pro to blur the
speaker’s face and upper shoulders so that mouth movements
did not reveal the fact that audio and video had been edited,
as shown in Figure 3. We also did this masking so that facial
expressions and head movements would not affect participants’
judgments. There was some variation in intonational contours
and in the research assistant’s posture across different videos. This
was desirable, as it made the scenarios feel more natural.

In summary, the outcome of the editing was to create two
versions of each scenario, with scenarios randomly paired to GD
and GND videos for the moral scenarios, and always paired with
GD videos for the neutral scenarios. Within moral and neutral
categories, scenarios were randomly paired with videos in which
the right versus left hand was used first. Audio and video were
carefully aligned to preserve the systematicity of auditory and
gestural cues. Participants were presented with both neutral and
moral scenarios and both GD and GDN (a within-participants
study). Trials were presented in random order.

Procedure
After an informed consent/instruction screen, participants
were presented with a scenario. After viewing each scenario,
participants responded to a question asking for their judgment
about the stimulus speaker’s preference. The exact question was
matched to the preference statement, so that, for example, a
preference statement ending with “I think he’s right” would
be followed by a question asking “who does the speaker think
is right?” Participants chose between options matched to the
scenario, such as “Facebook is a waste of time” and “Facebook
is needed for networking.” Options were presented horizontally,
and their locations were random (thus, the option appearing to
the left was random for each trial so that the choice options didn’t
necessarily match the spatial location of the A and B statements).
Second, participants responded to the question “What is your
personal opinion/preference?” and were presented with the same
options as in the previous variable (e.g., “Facebook is a waste of
time,” “Facebook is needed for networking”). As with the previous
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response, the location of options was randomized with respect to
location. Responses to these two questions serve as our dependent
variables and will be referred to as “stimulus speaker preference”
and “participant preference.” After the last scenario, participants
answered demographic questions about gender (male, female,
other), race, age, fluency in a second language, political ideology
(“do you identify as more progressive/more conservative”), and
participants were asked “what do you think this study was
about?” (open entry).

Participants
Eighty participants were recruited using the online data
collection platform Amazon Mechanical Turk. Mechanical Turk
data have been shown to be comparable to data collected in
academic research studies, but the Mechanical Turk population
is more diverse in age, education, and race/ethnicity than most
typical university research populations (Burhmester et al., 2011).
Participants were required to be within the United States to take
part and were compensated with $3.50. The study took about half
an hour for participants to complete.

RESULTS

Data have been uploaded to Open Science Framework and
can be found here: https://osf.io/t3sbx/. Data were examined to
ensure no participants completed the study too quickly to have
done the task correctly. One participant was removed from the
List 1 data for this reason. Demographic details (age, gender,
race, political affiliation) are presented in the Supplementary
Appendix 1. When asked about the topic of the study, only six of
the 80 participants said that the study was about gesture or body
language (these six were not removed from the analyses). The
majority of participants said that the study was about things like
persuasion, decision making, or opinions. Data were analyzed
using R version 4.0.0 (R Core Team, 2020). Utility packages
used for data manipulation, cleaning, and analysis include dplyr
(Wickham et al., 2020), tidyr (Wickham and Henry, 2020), psych
(Revelle, 2019), car (Fox and Weisberg, 2019), lawstat (Hui et al.,
2008), and DescTools (Signorell et al., 2020).

We present the proportion of participants who chose the
A statement as their own personal preference/opinion for each
scenario in the Supplementary Appendix 2 along with the
scenario texts. In general, the scenarios patterned as expected
(neutral scenarios around 50%, moral scenarios below 30%).
There were some exceptions (to which we will return in the
discussion), but this is not problematic for our predictions.
The majority of the scenarios behaved as expected and we
examine frequency data.

Because our data are categorical and do not meet the
assumptions required for parametric tests (they are non-normal,
non-interval, and we do not have homogeneity of variance),
we used chi-square analyses to answer our research questions.
These analyses mean that we will not examine some possible
relationships (how different scenarios might pattern, variability
contributed by participants, etc.). However, these analyses were

FIGURE 4 | Proportion of participants who chose the A statement by
condition and scenario (no error bars shown because the figure shows overall
proportions).

TABLE 1 | Responses by scenario type and trial type (proportions in parentheses).

Scenario
type

Trial type Response* Stimulus speaker
preference

Participant
preference

Neutral GD A 436 (0.46) 423 (0.45)

B 512 (0.54) 525 (0.55)

Moral GND A 345 (0.36) 376 (0.40)

B 603 (0.60) 572 (0.60)

GD A 524 (0.55) 385 (0.41)

B 424 (0.45) 563 (0.59)

*For moral scenario types, A was the morally unacceptable response, B was the
morally acceptable response.

preferable to logistic regression as they require fewer assumptions
about the data and are simpler to interpret.

Figure 4 shows the proportion of participants who chose the
A statement for stimulus speaker preference. Table 1 shows an
overall picture of the data both as frequencies and proportions
according to scenario type and trial type. The key comparison
is between the proportion of participants choosing the A
statement for stimulus speaker preference. This proportion is
higher for both types of GD trials (46% and 55%) compared to
GND trials (36%).

Table 2 presents responses according to what the participant
selected for both dependent variables, by trial type and list. That
is, 117 participants chose A for both stimulus speaker preference
and participant preference for the Moral GND trials for list 1.
While this presentation of the data is not as easy to relate to
the research questions as Table 1, the contingency tables created
allow us to use a variant of the chi-square test that accounts
for multiple dimensions, called the Cochran-Mantel-Haenszel
chi-square test. This test creates a common odds ratio (OR)
across multiple contingency tables, which allows researchers to
avoid Simpson’s paradox (Simpson, 1951), wherein patterns that
appear when comparing one subset of the data disappear when
comparing another subset. ORs are a conditional estimate of
the extent to which a treatment impacts an outcome (e.g., the
odds of choosing the A statement for stimulus speaker preference
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TABLE 2 | Stimulus speaker and participant preference by trial type and list,
with odds ratios.

Stimulus speaker
preference*

Participant preference Odds ratio**

A B

Moral, GND,
List 1

A 117 72 4.52

B 77 214

Moral, GND,
List 2

A 111 58 6.17

B 80 258

Moral, GD,
List 1

A 145 126 3.66

B 50 159

Moral, GD,
List 2

A 125 128 2.52

B 60 155

Neutral, GD,
List 1

A 141 118 2.63

B 69 152

Neutral, GD,
List 2

A 136 117 2.08

B 77 138

*For moral scenario types, A was the morally unacceptable response, B was the
morally acceptable response.
**Odds ratio presents the odds of choosing B for participant preference given
person chose B for stimulus speaker preference.

given you chose A for participant preference). An OR close
to 1 indicates no impact on outcome (outcome is 1 time as
likely). Overall, these analyses test a null hypothesis that the
choice between A and B for stimulus speaker preference is not
independent of the choice for participant preference.

The CMH statistic of 228.45 (1), p < 0.0001 (pooled
OR = 3.26) indicates a significant association between one of
our variables and outcomes. This leads us to reject the null
hypothesis that the dimensions are independent. We then tested
the homogeneity of ORs using the Breslow-Day test, which tests
the null hypothesis that the ORs are all statistically the same.
R’s DescTools allows the Breslow-Day test to be calculated with
or without Tarone’s adjustment; we opted to calculate without
because we have a relatively large sample size and the need for
more accurate p-values was moot. The Breslow-Day chi-square
statistic [X2 (5, N = 2883) = 21.14, p = 0.0008] indicates that the
ORs are not the same.

Table 2 shows the individual ORs for each by-list contingency
table. In general, participants tend to choose B for both
dependent variables (that is, they “pile up” in the B/B corner of
the tables). The odds of this are particularly high when there is no
disambiguating gesture (between 4 and 6 times as likely).

To provide some statistical information about the impact of
list, we compared the two moral GD contingency tables (that
is, across list 1 and list 2). Here the Breslow-Day chi-square
statistic [X2 (1) = 1.73, p = 0.19] requires us to fail to reject the
null hypothesis that the two ORs are statistically equivalent. This
indicates that the association is not based on list for moral GD
trials. A comparison of the two moral GND contingency tables
across list also requires us to fail to reject the null hypothesis
that the two ORs are the same [X2 (1) = 1.18, p = 0.28]. This
indicates that the association is not based on list for moral GND
trials. Finally, a comparison of the two neutral GD contingency
tables (across lists) also requires us to fail to reject the null

hypothesis that the two ORs are the same [X2 (1) = 0.75,
p = 0.39]. This indicates that the association is not based on
list for neutral GD trials. Taken together, this set of analyses
indicates that the lists can be collapsed, thus we aggregated the
data across lists.

To determine the impact of trial type (with a final
disambiguating gesture, without a final gesture), we first
compared moral GND to moral GD trials. The Breslow-Day chi-
square statistic indicates that there is an association between
trial type and outcome [X2 (1) = 7.56, p = 0.006]. For moral
scenarios, participants were more likely to choose the A statement
when a gesture was produced on the “A side” with the preference
statement, compared to when there was no gesture.

To understand the impact of scenario type (moral, neutral),
we compared moral GD trials to neutral GD trials. The Breslow-
Day chi-square statistic indicates that there was no association
between scenario type and outcome [X2 (1) = 1.77, p = 0.18].
Participants were equally likely to choose the A statement for
moral GD and neutral GD trials.

Finally, we verified that gesture was used to disambiguate
preference across scenario types by comparing the moral GND
trials to the neutral GD trials. The Breslow-Day chi-square
statistic indicates that there is an association between scenario
type and outcome [X2 (1) = 17.08, p < 0.00001]. Participants
were more likely to choose the A statement when a gesture
was produced on the “A side” with the preference statement
(neutral GD trials), compared to when there was no gesture
(moral GND trials).

DISCUSSION

We predicted that when presented with scenarios in which
the speaker produced an ambiguous expression of preference,
participants would use gesture to disambiguate, if gesture was
available. That is, if the speaker produced a gesture in the
location where she had previously gestured when presenting
a position, participants would be more likely to assume
she preferred that option. This prediction was supported.
Participants were more likely to choose the A statement when a
gesture was produced in the “A location” during the preference
statement. This replicates our previous work, showing that
gesture is integrated into participants’ understanding of a
speaker’s preference. In the context of research on cohesive
gestures and reference resolution, this finding provides further
evidence that gesture is recruited by the listener to resolve
ambiguous references.

Beyond this, we extended our previous work by asking
whether gesture as a cue in reference resolution would play less
of a role when the position expressed in the A statement was an
unpopular one. That is, if the speaker appeared to indicate via
the location of her gesture that she was in favor of slavery, would
participants be more likely to ignore her gesture and assume she
preferred the more acceptable B statement position? In fact, we
found no effect of scenario type. Participants were equally likely
to choose the A statement when a gesture in the “A location”
occurred with the preference statement regardless of whether the
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scenario was a moral or a neutral one. This finding suggests that
gesture is a relatively strong referential cue, i.e., it can influence
listeners to select an intended referent even when the referent
indexes countervailing contextual information such as a morally
unacceptable position.

While the presence of gesture shifted participants’ assessment
of the speaker’s preference, participants still chose the B statement
(whatever came last) between 40 and 60% of the time. In
these cases, the linguistic cue appears to override the gestural
cue. Even though a participant was using gesture to indicate a
preference for a position that is relatively unpopular (i.e., in moral
scenarios), the pattern was the same. Further studies are needed
to explore whether gesture plays a more prominent role when the
linguistic cue is weaker.

While Arnold et al. (2018) found that people rely more
strongly on linguistic experience than on eye gaze, our findings
suggest that contextual information such as a speaker’s predicted
preference can indeed be “trumped” by gesture in the resolution
of ambiguous reference. In our study, participants relied on the
gestural cue for the morally unacceptable scenarios, despite most
of the participants indicating they were not explicitly aware of
the gestures, or at least of gesture as a point of the study. While
not necessarily at odds with the finding of Arnold et al. (2018)
given that here we examine the role of gesture rather than gaze,
which may be a weaker cue, our findings underscore the need
for further studies that include a range of linguistic, contextual,
and multimodal cues to assess their relative strengths in reference
resolution contexts.

Although the majority of our scenarios patterned the way we
expected them to (that is, were neutral or moral, according to
the way we operationalized these concepts for this project), there
were some interesting exceptions. Participants in our data were
more favorable toward human cloning, high unemployment,
vandalism, air pollution, and polygamy than predicted. It is
important to note that our scenarios justified a particular position
(e.g., human cloning is good because it can end human suffering),
whereas the research we were drawing from only presented a
topic and asked participants to align as pro or con. It is also
worth noting that 58% of our participants identified as politically
conservative and that our data were collected in June, 2020. This
was a highly atypical historical moment, as the United States
was experiencing record unemployment due to the COVID-
19 global pandemic in addition to sustained national protests
over police brutality and racial injustice. This may have had
some impact on responses to human cloning (as a means of
curing disease), high unemployment, vandalism (framed as an
act of protest in the scenario), and polygamy (framed as sharing
the burden of childcare in the scenario). There were also two
neutral scenarios where participants chose the A statement
at rates considerably below 50%. Again, because our analyses
are frequency based, these exceptions are not problematic,
but do underscore the variability in opinion that makes such
research challenging.

Another limitation of the current study was in the variability of
the stimuli. Some of the preference statements included a second
hedge within the preference statement, e.g., I don’t know, but
I guess I agree more with that, as opposed to hard to know, but
his argument makes more sense to me. Although this may have

introduced more variability, this was done to incorporate the
most natural speech possible in an experimental context; corpus
studies have shown that speakers very frequently “stack” highly
stanced elements such as hedges (Hinnell, 2019, 2020).

Another factor that impacted the naturalness of the stimuli
was the decision to obscure the face of the speaker. This was
done to remove the possibility of mouth movements revealing
the fact that audio and video had been edited. Since gaze is
frequently where interlocutors fixate when interacting with a
speaker, this frequently used stimuli design may push the listener
to pay more attention to the hands than they normally would [i.e.,
listeners tend not to attend to speakers gestures directly (Gullberg
and Kita, 2009)]. We have attempted to mitigate the impact of
this design somewhat through our debriefing process, in which
we asked participants what they thought the study was about.
Responses indicate that gesture was not very salient4. Finally,
though we collected demographic data, we have not analyzed
them in detail, planning instead to include them in future studies.
It may be that additional patterns emerge when we examine
sex, race, age, or political identification (though our measure of
this was quite gross, being only a binary choice between more
progressive and more conservative).

Several further questions remain. Firstly, in this study the
stimulus speaker gestured only with PUOH gestures. However,
the corpus studies in Hinnell (2019, 2020) suggest that speakers
also regularly use other hand forms as well as other body
articulators (e.g., head movements side to side) to indicate
contrast, particularly when the referents are abstract. The
question arises, then, whether other handshapes would affect the
comprehension of contrastive gestures of preference and whether
the effect is the same if the contrast is indicated in the head rather
than the hands. That is, do hand form and articulator influence
comprehension as well as placement in gesture space. Secondly,
participants in this study were a variety of ages (mean age 36).
Sekine and Kita (2015) have shown that children ∼5 years of age
fail to integrate spoken discourse and cohesive use of space in
gestures. We would expect that children of this age would also
fail to integrate gestures of preference as explored in this study at
that age, acquiring this ability before the age of 10 (in Sekine and
Kita’s study, 10 year-olds performed the same as adults).

In sum, in this study we explored the effect of gesture on
the observer in contrastive discourse, examining in particular
the effect of gesture when speakers were expressing preference
about neutral vs. highly moral issues. Findings suggest that
gesture disambiguates an expression of the speaker’s preference
for the observer. This contribution does not change even when
the view being expressed is contrary to the participants’ beliefs
and might be seen as socially unacceptable (e.g., the suggestion
that slavery had benefits). These findings extend the scope
of reference resolution studies beyond concrete referents in
narrative storytelling to contrastive scenarios involving abstract
referents. Furthermore, as one of few reference resolution
studies to evaluate the strength of gesture in light of contextual
cues, it points to the need to include multimodal cues in

4As one reviewer pointed out, this could be because gesture was not particularly
salient, however, this could also be because participants thought gesture was so
central to the study it did not bear mentioning. A more structured debriefing would
help us evaluate this for future studies.
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reference resolution studies and underscores the importance of
gesture in creating multimodal discourse.
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A Corrigendum on

Gesture Influences Resolution of Ambiguous Statements of Neutral and Moral Preferences

by Hinnell, J., and Parrill, F. (2020). Front. Psychol. 11:587129. doi: 10.3389/fpsyg.2020.587129

In the original article, there was a mistake in Figure 1 as published. Figure 1 contains images
reproduced from a television program that are part of the Red Hen dataset, available at
redhenlab.org. As Frontiers does not apply Fair Use, the image has been removed from the figure,
and a link has been inserted for readers to view the image on a public website. The corrected
Figure 1 appears below.

Additionally, in the original article, Uhrig (2020) was not cited. The citation has now been
inserted in Figure 1, as shown above, and the corresponding reference has been added to the
reference list.

The authors apologize for these errors and state that they do not change the scientific
conclusions of the article in any way. The original article has been updated.
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The framework of depicting put forward by Clark (2016) offers a schematic vantage point
from which to examine iconic language use. Confronting the framework with empirical
data, we consider some of its key theoretical notions. Crucially, by reconceptualizing
the typology of depictions, we identify an overlooked domain in the literature: “speech-
embedded nonverbal depictions,” namely cases where meaning is communicated
iconically, nonverbally, and without simultaneously co-occurring speech. In addition
to contextualizing the phenomenon in relation to existing research, we demonstrate,
with examples from American TV talk shows, how such depictions function in real-life
language use, offering a brief sketch of their complexities and arguing also for their
theoretical significance.

Keywords: depiction, multimodality, gesture, iconicity, embedding

INTRODUCTION

We communicate meaning to each other in different ways: by creating a physical analog, by
relating ourselves to the physical world, or by assigning a sign to the meaning (Peirce, 1932;
Clark, 1996; see also Goodman, 1968). The communication is in turn carried out in different
channels: through speech, through nonverbal channels — such as manual gesture, eye gaze, and
vocalization — or through a combination of multiple different channels. Linguists have long
focused on how meaning is communicated through speech, primarily when it comes to the use of
signs symbolically imposed on meanings, but also where the speaker makes meaning by anchoring
themselves to the environment. With the multimodal turn in linguistics, as well as the resulting
revitalization of interests in iconicity (Jakobson, 1966; Haiman, 1983; Simone, 1995; Wilcox, 2004;
Perniss et al., 2010; Mittelberg, 2014), researchers have also examined how the speaker employs
nonverbal signals alongside speech, such as co-speech iconic gestures (McNeill, 1992; Kendon,
2004; Cienki and Müller, 2008; Streeck, 2009) and pointing that accompanies verbal indices (Clark,
2003; Goodwin, 2003; Kita, 2003; Mondada, 2014; Langacker, 2016; Ruth-Hirrel and Wilcox, 2018).
The recognition of signed languages as full-fledged linguistic systems likewise prompted curiosity
about how nonverbal signals are used and coordinated to carry out the functions spoken languages
serve (e.g., Stokoe, 1960; see also Vermeerbergen, 2006; Müller, 2018). While the current state of the
art is a long way from the near-exclusive focus on symbolic signs at the onset of modern linguistics,
the puzzle is not complete. Among the missing pieces are cases where meaning is communicated
through iconic, nonverbal signals, in the absence of simultaneously co-occurring speech. Having
only been explored in a handful of studies, this topic remains largely uncharted territory in the
linguistics literature.

To contextualize, as well as better understand, phenomena that fall within this overlooked
domain, we turned to the framework of language use proposed by Clark (1996) as a starting
point. Building on Peirce’s (1932) trichotomy of signs — icons, indices, and symbols — Clark
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distinguishes three methods in which meaning is signaled
in language — depicting, indicating, and describing (as) —
contextualizing the semiotic triangle in present-day linguistics. In
a recent paper, Clark (2016) proposes the theoretical framework
of the staging theory, in which he further elaborates on
depicting as a basic method of communication. With examples
from empirical data, he shows how depictions are employed
in interaction to serve communicative functions, singles out
numerous analytical dimensions that may prove crucial for the
understanding of depictions, and, importantly, argues for the
relevance of depicting to the study of language use that is on a
par with indicating and describing.

Specifically, Clark (2016, pp. 324–325) defines depictions as
iconic physical scenes people create and display, with a single
set of actions at a single place and time, for the addressee to
use in imagining the scenes depicted. They are physical analogs
people produce, for the purpose of communicating meanings to
which the analogs bear perceptual resemblance. Given the array
of articulators the speaker is equipped with, depictions draw on
various resources across different modalities, including manual
gesture, bodily posture, head movement, facial expression, eye
gaze, onomatopoeia, vocalization (Clark, 2019), any other “visible
bodily action” (Kendon, 2004) — or even more broadly, any other
“publicly intelligible action” (Mondada, 2019).

Depiction in Interaction
Found in an episode of The Tonight Show Starring Jimmy Fallon,
the following example illustrates what a typical depiction in real-
life language use looks like. In the excerpt, Kaley Cuoco, the talk
show guest, recounts her experience of doing a “canyon swing.”1

(1) Kaley Cuoco explains what canyon swing is: “. . . and you’re
supposed to just walk off, and it’s a six-second free fall, and
(swings right arm back and forth, parallel to frontal plane)a

then you swing, for ten minutes.”2

— The Tonight Show Starring Jimmy Fallon3

1In line with Clark’s (2016) notation, nonverbal signals are described in italics.
Nonverbal signals in brackets do not co-occur with speech; those that do co-
occur with speech are in parentheses, their co-occurring speech underlined. Where
drawings are included, the superscript letters in the token description indicate the
corresponding drawings.
2Not all actions observed in the tokens are addressed in the present paper, for
theoretical reasons (see section “Speech-Embedded Nonverbal Depictions”) as well
as methodological ones: Cuoco, for instance, can be observed displaying some
facial expression at the same time the depiction in (1) is being staged. While
the facial expression may be depictive of her facial expression during (or, more
likely, around) the time of the depicted event, it is equally plausible that it is a
display of her stance toward the fact that she was tricked by her fiancé into doing
something as scary as a canyon swing, a piece of information she has revealed in
prior discourse. In this sense, the facial expression is, at best, peripheral to the
depiction of the canyon swing, if part of any depiction at all. Significant in their
own right (see e.g., Tabacaru, 2014; Janzen, 2017), such actions fall beyond the
focus of the present paper that is prototypical depictions, therefore not included in
the token description.
3The drawings included in the present paper are made by Yuga Huang
(yugagagahuang.myportfolio.com), based on screenshots taken from four TV talk
shows (see section “Methods”): The Ellen DeGeneres Show, Late Night with Seth
Meyers, Conan, and The Tonight Show Starring Jimmy Fallon.

FIGURE 1 | Depiction in (1).

In addition to verbally describing the event of swinging by
uttering you swing, Cuoco also stages a depiction simultaneously.
Specifically, she deploys and coordinates a set of actions,
consisting among others of a pendulum-like movement of her
entire right arm. In a highly schematic fashion, the actions
abstract from the depicted event of the actual canyon swing
as she experienced it, to which the actions are iconic, with
Cuoco’s right arm being mapped onto the string of the canyon
swing, and her right hand modeling her own body on the
canyon swing.4 The result is a depiction which, within the
interpretive framework (see e.g., Bloom, 2010) that is the local
context of language use in the exchange between Cuoco and
Fallon, manifests physical resemblance to the depicted scene of
the canyon swing.

By creating and displaying the depiction, Cuoco provides her
audience — in this case Fallon, the audience in the recording
studio, and the audience of the show as broadcast — with rich
semiotic resources with which to imagine and comprehend the
canyon swing scene, in a way that is concrete and perceptually
tangible: Normally, with the descriptive verbal phrase you swing
alone, the audience imagines the swinging based primarily on
the symbolic (and therefore largely arbitrary) form-meaning
relation associated with the verbal phrase. With the aid of
the depiction, the audience is afforded additional semiotic
resources with which to imagine and therefore understand the
swinging — including the manner, direction, and speed —
in a more direct, albeit highly schematic, manner, as the
link between the form of the depiction and its meaning is
iconically motivated.

A Schematic Vantage Point
Essentially, depictions, as defined by Clark within the staging
theory, make up cases of language use where the relation between
the semiotic signal and its denotation is iconic, contrasting with

4As is the case for any depiction, the iconic relation between Cuoco’s actions
and the canyon swing scene is a complicated one, involving not only physical
resemblance between the articulators and the depicted scene, but also contextual
information, the embodied encyclopedic knowledge of Cuoco and her audience,
and, importantly, an array of complex metonymic mappings (see Arnheim, 1969;
Mittelberg and Waugh, 2014). Given the focus of the present paper, the detailed
mechanisms of metonymy in the examples are discussed concisely and selectively.
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descriptions — whose form-function relation is symbolic —
and indications — whose form-function relation is indexical
(Peirce, 1932; Clark, 1996, 2016). Importantly, the three ways in
which meaning can be signaled are not mutually exclusive. It is
possible, and indeed often the case, for a communicative form to
signal meaning in more than one way: A depiction of someone
finger-pointing at something, for example, is both depictive and
indicative; conventionalized ideophones such as meow and whack
are descriptive as well as depictive (Dingemanse, 2017a); likewise,
depicting constructions in signed languages exhibit properties
associated with both descriptions and depictions (Ferrara and
Hodge, 2018). Depicting, indicating, and describing are therefore
better considered, not as discrete categorical notions, but as
properties or dimensions of communicative signals, a view that
finds advocates in more recent studies (McNeill, 2005; Mittelberg
and Evola, 2014). In this sense, a prototypical depiction is really
a communicative signal whose depictive property is more salient
than its indicative and descriptive properties.

While Clark’s approach to depictions may be new to the field,
the notion of depicting itself is not, and neither are the plethora
of phenomena that fall within Clark’s definition of depicting
(though many of these have been marginalized in the literature,
see subsection “An imbalance in the Literature” and Dingemanse,
2017b). The very term of depicting has been used by a great
number of researchers — some in more clearly delimited senses
than others — to refer to various different subsets of iconic,
nonverbal strategies of communication. Examples of a more
systematic use of the term depicting can be found in the research
of Müller and Streeck. Drawing on an analogy to the techniques
employed by visual artists, Müller (1998b) identifies four basic
techniques of gestural depiction: acting, molding, drawing, and
representing, later breaking them down into two: acting and
representing (Müller, 2014). Observing how a single object can be
depicted by the hand in multiple different ways, she explores the
interplay between gestural representation and conceptualization.
Streeck (2009), on the other hand, views gestures as organic
products of humans acting in the material world as well as
in interaction with each other. Examining empirical data in
a “micro-ethnographic” fashion, he identifies, heuristically, a
dozen depiction methods, positing that “to depict a phenomenon
means to analyze and represent it in the terms that the given
medium, communicative modality, or symbol system provides”
(Streeck, 2008, p. 286).

Also covered by Clark’s notion of depicting are manual
gestures with an iconic form-meaning relation, a topic that
has been explored by a great number of researchers, though
not necessarily using the term depicting (e.g., Calbris, 1990;
McNeill, 1992, 2005; Gullberg, 1998; Kendon, 2004; Sowa, 2006;
Cienki and Müller, 2008). Depending whether the denotation is
something concrete in the material world, these gestures are often
divided into two separate groups: “iconic” (or “representational,”
“referential,” “imagistic”) and “metaphoric” (or “conceptual,”
“ceiving”) (see the reviews in Kendon, 2004; Streeck, 2008;
Mittelberg and Evola, 2014). On a more schematic level, Clark’s
notion of depicting covers also phenomena which are often
approached separately and independently, but which share the
same defining property of iconicity. These include topics such

as quotation, demonstration, enactment, pantomime, mimesis,
facial gesture, ideophone, constructed action, and depicting
construction (e.g., Mandel, 1977; Clark and Gerrig, 1990; Chovil,
1991; McNeill, 1992; Wade and Clark, 1993; Kita, 1997; Gullberg,
1998; Liddell, 2003; Kendon, 2004; Zlatev, 2005; Taylor, 2007;
Cienki and Müller, 2008; Vandelanotte, 2009; Cormier et al.,
2012; Dingemanse, 2013; Cormier et al., 2016; Gärdenfors, 2017).
Furthermore, depictive semiotic signals are ubiquitous not just
across said topics, but are prevalent across modalities, and
observed across communicative ecologies (such as hearing to
hearing, and deaf to deaf; see Ferrara and Hodge, 2018).

As the above overview shows, phenomena in language use that
pertain to iconicity have been explored by many, from various
perspectives and in different theoretical frameworks. For the
present study, Clark’s (2016) account of depicting was chosen as
the starting point through which to explore the aforementioned
oversight in the literature, for the reason that Clark’s definition
of depicting is a well delimited one, but more importantly,
because it provides a schematic vantage point from which to
approach iconicity. Rather than a mere change of terminology,
the framework situates existing research in a bigger picture,
uniting and consolidating numerous research traditions. This
affords the researcher the possibility of observing iconic language
use on a more schematic level, and, in turn, the potential to
identify patterns that have hitherto eluded scholarly attention.
Indeed, some early findings using Clark’s framework of depicting
have already been reported, for both spoken and signed language
interactions (e.g., Ferrara and Hodge, 2018; Hodge et al., 2019;
Hsu et al., to appear). Given that this framework was put forward
only fairly recently, it is reasonable to expect more fine-grained
analyses in the near future.

The Present Study
In the following sections, we start from one of the central
theoretical distinctions in Clark’s framework, namely the
four-way typology of depictions (section “Clark’s Typology
of Depictions”). A closer examination reveals potential
insufficiencies of the typology, leading to problems in
categorization. In light of this, we tap into a corpus of
American TV talk shows that we constructed specifically
for this purpose (section “Methods”). Through systematic
data annotation and operationalization of relevant theoretical
notions in Clark’s framework, we establish a methodology
for researching depictions that is both empirically grounded
and theoretically valid. Confronting Clark’s proposed typology
with real-life usage events taken from the corpus (section
“Depiction Type Attribution”), we zero in on the issues
encountered in depiction type attribution, pinpointing
underspecification and form-function conflation as the major
underlying causes. This critical examination further leads to
an alternative, gradient conceptualization of Clark’s original
typology. Crucially, this alternative conceptualization brings
the aforementioned overlooked domain to the fore, namely
cases where meaning is communicated iconically, nonverbally,
and without simultaneously co-occurring speech. A review of
existing studies then reveals a curious imbalance in the literature,
between gesture employed with and without co-occurring
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speech: Ubiquitous in language use, cases of gesture without
temporally overlapping speech have been widely acknowledged
by researchers, but unlike those with cotemporal speech, they
have not received proportionate scholarly attention.

In view of this, we zoom in on a subset of phenomena
within this marginalized domain: “speech-embedded nonverbal
depictions” — which we define in more technical terms as
“depictions that are embedded in speech, but that are not
depictions of non-depictive speech” (section “Speech-Embedded
Nonverbal Depictions”). This definition excludes depictions of
descriptive and indicative speech (e.g., canonical quotations), but
takes into account cases of depictive speech (e.g., ideophones),
allowing us to focus on depictions that have until recently
been largely overlooked. Taking embedding in a strictly formal
sense — in terms of temporal overlap — this approach also steers
clears of the problems of Clark’s original typology. Following a
delimitation of speech-embedded nonverbal depictions, a brief
sketch is offered of how such depictions function in naturally
occurring discourse. With examples from the TV talk show
corpus, we demonstrate the theoretical significance of speech-
embedded nonverbal depictions in relation to current topics in
the literature of relevant fields of inquiry, calling for further
research on this marginalized topic along various dimensions.

Essentially, the aim of the present paper is first and foremost
to establish a case for speech-embedded nonverbal depictions, by
demonstrating their theoretical significance, but also by laying
out the methodological groundwork for systematic empirical
investigations. The findings — methodological, theoretical,
and empirical — of the present study are therefore reported
throughout sections “Methods,” “Depiction Type Attribution,”
and “Speech-Embedded Nonverbal Depictions,” although the
more technical discussions of empirical tokens are concentrated
in section “Speech-Embedded Nonverbal Depictions.”

As the term “speech-embedded nonverbal depiction” suggests,
the main argument of the present study builds in part on
distinctions such as “verbal vs. nonverbal.” The use of such
dichotomous terms calls for clarification. On the technical level,
modality and signaling method need to be teased apart. Like other
modalities, speech can be depictive, indicative, descriptive, or any
combination thereof. Since the focus here is on depicting, unless
otherwise specified, we use “speech,” as well as related terms and
modifiers such as “verbal” and “utterance,” as a shorthand term
for non-depictive speech, that is descriptive or indicative speech,
where speech is understood in a modality-agnostic (Dingemanse,
2019) sense compatible with both spoken and signed languages.
The distinction is therefore really between different combinations
of signaling method and modality (e.g., “non-depictive speech
vs. depictive signals”), and not between different modalities.
The specific use of the terms serves the purpose of naming,
and therefore tackling, the specific phenomena in question,
rather than asserting rigid categorical boundaries based on a
dichotomy between “language proper” and “paralinguistic noise”
such as gesture. In line with most researchers in relevant fields
of inquiry, we view all communicative behavior that is deemed
(intentionally) meaningful (see Kendon, 2004) as integral to talk,
to speaking, and to language use. It follows that the seemingly
discrete categorical notions are really heuristics that guide the

recognition of phenomena along the messy and overlapping
continua that constitute language use. As Streeck (2009, p. 11)
also acknowledges, categorization “helps us organize our analysis,
[. . .] reminds us of the wide range of different uses to which
gesture is put, and thus keeps us from drawing overly broad
generalizations from a narrow data-set.”

CLARK’S TYPOLOGY OF DEPICTIONS

Based on the functional relations between depictions and their
adjacent or accompanying (non-depictive) speech, Clark (2016)
puts forward a typology consisting of four types of depictions:
adjunct (where the depiction, acting like a nonrestrictive
modifier, co-occurs with and illustrates descriptive speech),
indexed (where the depiction is indexed by an indexical device
in speech), embedded (where the depiction takes up a syntactic
slot in a descriptive verbal utterance), and independent (where
the depiction stands alone). Cuoco’s depiction in (1), repeated in
(2), is an example of an adjunct depiction, as her depiction co-
occurs with, and illustrates, the descriptive verbal phrase then you
swing, thereby adding to it iconic imagistic details of the event,
such as the physical configuration of the swing, and the manner
and directionality of the movement, though only schematically.
The depictions in (3)–(5), which are manipulated variations
based on (2), illustrate the other three types of depictions in
Clark’s typology.

(2) Adjunct depiction: “. . . and you’re supposed to just walk off,
and it’s a six-second free fall, and (swings right arm back
and forth, parallel to frontal plane) then you swing, for ten
minutes.”

(3) Indexed depiction: “. . . and you’re supposed to just walk off,
and it’s a six-second free fall, and then you swing like (swings
right arm back and forth, parallel to frontal plane) this, for
ten minutes.”

(4) Embedded depiction: “. . . and you’re supposed to just walk
off, and it’s a six-second free fall, and then you [swings
right arm back and forth, parallel to frontal plane], for ten
minutes.”

(5) Independent depiction: Jimmy Fallon: “How does a canyon
swing work?” Kaley Cuoco: “[swings right arm back and
forth, parallel to frontal plane]”

As the depiction in (3) is connected to the rest of the utterance
by the verbal demonstrative this, it is categorized as an indexed
depiction (but see subsection “Embedding”). Importantly,
indexed depictions differ from most deictic expressions, in
that the referent of the indexical device is not something
that already exists (either physically or conceptually), but the
depiction created by the speaker for local purposes. In (4), the
depiction is embedded in speech, in the sense that it fills the
syntactic slot where a verbal phrase (e.g., swing in the canyon)
otherwise would; it is therefore an embedded depiction. In (5),
Cuoco answers Fallon’s question not with descriptive speech,
but with a set of nonverbal, depictive actions, which stands
alone and contributes to the discourse independently, hence an
independent depiction.
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The categorization might, at first sight, appear to nicely
capture the various possible functional relations between
depictions and speech; however, it really only is the case with
tokens that are prototypical exemplifiers of the four depiction
types. Upon careful consideration, ambivalence surfaces, in gray
areas where the categories overlap. For instance, if the depiction
in (2) did not co-occur with, but followed the phrase it illustrates
(then you swing), would it still count as an adjunct depiction,
and not as an independent one? Is an embedded depiction that
takes up a syntactic slot on the clausal (or even sentential) level
still to be categorized as an embedded depiction, and not as
an independent one? Such issues only become exacerbated once
the typology is confronted with the messy, heterogeneous tokens
in empirical data.

While Clark’s typology is likely put forward, not as a definitive
assertion about discrete categories, but in a heuristic way in
which to demonstrate the diverse depiction-speech relations, it
was taken as the starting point for our empirical investigation
on depicting. In what follows, we critically scrutinize the four
depiction types as defined by Clark in a bottom-up fashion,
comparing them to the empirically attested phenomena observed
in a corpus constructed for this purpose — a process through
which previously overlooked issues can be identified and
addressed, potentially leading to an understanding of depicting
that is more well-rounded, both theoretically and empirically.

METHODS

The data examined for the present study comprise video
recordings of American TV talk shows, which were chosen
for a number of reasons: While the topics of the talk show
episodes may be predetermined, there is nonetheless a high
level of spontaneity in the way the topics are actually delivered
or discussed by the hosts and guests. Video recordings of talk
shows are plentiful, easy to collect, and come in good quality.
In addition, the unbalanced interpersonal power dynamics
found in certain settings (e.g., in contexts of instruction,
see Goldin-Meadow, 2003; Hsu et al., to appear) are to a
large extent absent. Indeed, a growing number of studies on
multimodal communication have examined television data for
similar reasons [see the studies drawing on the databases of the
Red Hen Lab (www.redhenlab.org) and the TV News Archive
(archive.org/details/tv); e.g., Steen and Turner, 2013; Winter
et al., 2013; Zima, 2017; Hinnell, 2018, 2019]. On top of all
these, TV talk shows abound in recounts of past experiences and
enactments of hypothetical scenarios, both of which contribute to
the richness of depicting.

Corpus and Annotation
To avoid generalization over individual idiosyncrasies, a corpus
of video recordings was constructed, comprising video clips
randomly retrieved from the official YouTube channels of four
American TV talk shows: The Ellen DeGeneres Show, Late
Night with Seth Meyers, Conan, and The Tonight Show Starring
Jimmy Fallon. Specifically, we examined only segments of host-
guest interaction — that is, where the host and guest(s) are
both physically present in the recording studio, and where they

interact with one another — as these segments approximate
canonical, spontaneous face-to-face interaction more so than
other types of “interaction” on TV (e.g., where the host speaks
directly into the camera, see Turner, 2017). In total, 147
video clips were examined, amounting to a total duration of
approximately 10 h 37 min.

The video data were imported into ELAN,5 where tokens
of depictions were identified and segmented (see subsection
“Unit of Analysis” for segmentation). Aware of the problems
of form-function conflation such as circularity (see e.g., Croft,
2001), a strict line was drawn between the formal and
functional properties of depictions. Given the complexity and
heterogeneity of depictions, for each of the tokens, we describe
the salient form features (features of “articulator form,” rather
than “gesture form”; see Hassemer, 2016) of the actions that
are core to the depiction (the “modality-agnostic stroke”; see
subsection “Unit of Analysis”). Specifically, McNeill’s (1992)
gesture space is referenced in the description of location. For
other parameters such as articulator shape, movement, and
orientation, the annotation is informed by Bressem’s (2013)
form-based annotation scheme for manual gestures, which also
steers clear of any functional interpretations. On top of the
description of depictions per se, our annotation also includes,
among others, depiction type (in Clark’s typology), immediately
adjacent or overlapping speech, grammatical level of embedding,
as well as parameters pertaining to depiction-speech relations.
A screenshot of our full annotation in ELAN (which includes
annotation tiers beyond the scope of the present paper) can
be found in the Appendix. In total, 217 tokens of our target
phenomenon — speech-embedded nonverbal depictions — were
identified and annotated in our corpus (see section “Speech-
Embedded Nonverbal Depictions” for a full definition of such
depictions), providing the empirical basis of the present study.

Due to the limitations of format — in the sense that it is not
possible to include dozens of video clips with sufficient length
to cover all relevant contextual information — the descriptions
of the tokens in the present paper were adapted accordingly,
to facilitate the reader’s understanding and imagination of the
actions described. In addition to overly trivial details being
omitted, functional descriptions are supplemented where a purely
form-based description would be overly lengthy and confusing.
These functional descriptions are always marked and preceded
by the phrase as if.

Unit of Analysis
The construction of our corpus, specifically our attempt at
systematic annotation, was not without challenges. Among them
is the lack of a readily operationalizable unit of depiction. In
his account of depicting, Clark (2016) does not spell out the
segmentation of depiction tokens (neither does Müller, 2014 or
Streeck, 2008), which is essential to the establishment of the
basic unit of analysis, and therefore to systematic annotation.
While clear-cut examples such as (1) do exist, more often
than not, a depiction is preceded or followed, with or without

5ELAN (Version 5.2) [Computer software]. (2018, April 04). Nijmegen: Max
Planck Institute for Psycholinguistics. Retrieved from https://tla.mpi.nl/tools/tla-
tools/elan/
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FIGURE 2 | Depictions in (6).

speech “intervening,” by another depiction, which can be either
similar or distinct in form and meaning, as illustrated in the
following examples. For clarity, they are presented with our final
segmentation, explained immediately below.

(6) Lauren Ambrose on backstage costume change on
Broadway: “I mean sometimes it’s like twenty seconds, for
like, full-on, [vocalizes whistle-like fsss sound, moves both
hands vertically, fingers spread, in opposite directions, in
front of head and torso]a — [vocalizes whistle-like ffft sound,
gazes at the front, into the distance, moves both hands along
sagittal axis away from body, fingers spread, palms away
from body]b.”

— Late Night with Seth Meyers

(7) Tracy Morgan explains what bingo wing is: “When an old
woman hits bingo, she goes, [vocalizes bingo,6 raises and
shakes both arms, elbows bent]a, and then [raises and shakes
left arm, left elbow bent; moves right hand, fingers spread,
back and forth under and perpendicular to left arm]b, bingo
wings, [raises and shakes both arms, elbows bent]c (.) [raises
and shakes both arms, elbows bent]d.”7

— Conan

6The word bingo is used in this specific case as a conventionalized ideophone,
therefore categorized not as descriptive speech, but as a depictive signal (see section
“Speech-Embedded Nonverbal Depictions”).
7Following the practice in Conversation Analysis, we use (.) to indicate a short
pause or micro-pause, shorter than 500 ms (see Mondada, 2016).

FIGURE 3 | Depictions in (7).

In (6), Ambrose recounts her experience of performing on
Broadway, specifically the backstage costume change operations
which she finds unbelievably fast. In the first set of actions,
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with her moving hands standing for the hands of the multiple
members of backstage personnel quickly working on her clothes
and makeup, and with the rest of her body portraying herself
in the depicted scene, the highly efficient change of costumes
is depicted8; in the second set, she depicts someone already
pushing her, with their hands, back to the stage. The two sets
of actions are deployed consecutively, without a pause. They
utilize the same channels of communication (mainly, vocalization
and manual movements), but the actions are distinct in form
(fsss vs. ffft, vertical movement vs. movement along the sagittal
axis). At the same time, the two sets of actions are functionally
interrelated, as they each depict a part of a larger sequence of
events. In (7), Morgan explains the (folk) etymology and concept
of “bingo wings” — the flabby triceps area that wobbles as the
arm moves — through four sets of actions, which involve him
shaking his own arm in an exaggerated manner so as to make
the triceps shake, whilst vocalizing bingo. Here, the four sets of
actions are “interrupted” by speech and a pause, but they are
very similar in both form and meaning. In fact, all except for
the second set are essentially iterations of the same actions. These
two tokens exemplify the commonly observed mismatch in terms
of sequentiality, form, and meaning — sequentially consecutive
depictions, for instance, can be distinct in form but interrelated
in meaning, while depictions that are separated by descriptive
words can be identical to each other both in form and meaning —
posing challenges to systematic segmentation.

While there is probably no universally valid definition of
a unit of depiction, to ensure consistency in annotation, we
adapted and operationalized the notion of the gesture phrase as
the basic unit of depiction for the present study. The gesture
phrase, as defined by Kendon (1972, 1980) primarily for the
study of manual gesture, consists of the preparation phase, the
stroke, and any subsequent sustained position. Given the fact
that depictions often make use of modalities other than manual
gesture, we schematized from Kendon’s definition, making the
gesture phrase a modality-general — or, following Dingemanse
(2019), “modality-agnostic” — notion, where the stroke can
be carried out by any possible articulator, or combination of
articulators. In this sense, a unit of depiction consists of a stroke
of action (be it manual gesture, vocalization, head tilt, leg or
torso movement, etc.) as its core, with its start marked by the
onset of the preparation phase of the action, its end either by
a complete rest, or by the onset of another modality-agnostic
gesture phrase. The operationalization of the gesture phrase
as a modality-agnostic notion is in line with recent works on
comparable topics (e.g., Ferrara and Hodge, 2018; Dingemanse,
2019), but also motivated by Kendon’s (2004) view of gesture
as “visible bodily action,” as well as Mondada’s (2019) notion of
“publicly intelligible action.” Adopting a broader sense of the
term “gesture” that is not limited to manual actions, we take
into consideration all nonverbal signals that contribute to the
meaningfulness of the depictions in question, including visual but
also auditory ones.

It is in this way that the depictions in (6) and (7) were
segmented, as indicated by the brackets above. Despite the

8With the speaker taking up the roles of multiple actors, these actions also
instantiate what Clark (2016) identifies as an actor-actor hybrid depiction.

two depictions in (6) being staged back to back, and despite
their shared semantic thread, they exhibit two distinct sets of
actions, with two distinct strokes of actions (both of which with
simultaneous utilization of vocalization and manual gesture),
rendering them not one but two units of depiction. In (7), the
four sets of actions share many common features, with the fourth
being a reiteration of the third. However, since each of them
is followed by either a complete rest or another gesture phrase,
they make up four gesture phrases, and therefore four units of
depiction in our annotation. All other tokens in our corpus were
segmented following the same principle.

DEPICTION TYPE ATTRIBUTION

Confronted with our TV talk show data, Clark’s staging theory
indeed captures much of the complexities of depictions rather
intuitively and coherently, especially in the identification of
depictive properties in communicative signals. At the same time,
however, this process also revealed potential insufficiencies. In
addition to methodological issues such as segmentation, also
foregrounded are problems on a more theoretical level, including
the aforementioned issue of depiction type attribution.

As mentioned in section “Clark’s Typology of Depictions,”
Clark’s (2016) definition of depiction types leaves gray areas
for non-prototypical cases. This is confirmed by our attempt at
imposing the typology on our corpus data. Some of the frequently
encountered challenges are illustrated by the following example.

(8) Tracy Morgan on the quality of his facial muscles: “Yeah,
I’m your rubber-band man, [vocalizes brbrbrbr sound,9

shakes head sideways quickly, causing facial muscles to
vibrate accordingly]a.”10

— Conan

9The brbrbrbr sound is an ideophone, albeit a non-conventional one. Depictive
rather than descriptive (see section “Speech-Embedded Nonverbal Depictions”), it
is a part of the depiction.
10If the reader finds the Tracy Morgan quote confusing, that is because it is
meant to be confusing, as evidenced by what the host, Conan O’Brien, remarks
immediately after, “it’s the most sense you’ve made all night.”

FIGURE 4 | Depiction in (8).
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Following the verbal phrase rubber-band man, Morgan depicts
the elastic, rubber-like quality of his skin, by shaking his
head violently so that the cheeks wobble, thereby illustrating,
metonymically, the verbal phrase.

As defined by Clark (2016, p. 326), adjunct depictions are the
ones that are “timed to overlap with” their verbal affiliates to
which they are adjoined, so as to elaborate on them “as if they
were non-restrictive relative clauses” or nonrestrictive modifiers.
In (8), as the brackets indicate, there is no temporal overlap
between the speech and the depiction, although at the same
time, the depiction elaborates on its verbal affiliate rubber-band
man, albeit metonymically, rendering it unclear whether it is
an adjunct depiction. If, for the sake of discussion, we do not
categorize it as an adjunct depiction, for the reason that it does
not share all the properties of a prototypical adjunct depiction,
further issues arise: Does it belong to embedded depictions, which
“function as parts of utterances — as if they were words, phrases,
or other segments,” or to independent depictions, which make
“independent contributions to the discourse” (Clark, 2016, pp.
325–326)? In other words, is the depiction embedded in the
verbal sentence as if it were an apposition, therefore a part of
the utterance, or does it make a contribution that is independent
of the preceding utterance (but see subsection “Embedding” for
the issue of independence; see also Lehmann, 1988; Hodge and
Johnston, 2014 on comparable phenomena observed in other
communicative ecologies)? On top of that, how “independent”
is “independent” enough? What kind of independence is at
issue: syntactic, semantic, or something else? These questions
suggest calibration may be needed before the typology can be
applied empirically.

Indeed, a critical review of the typology brings to light
two major causes of confusion: underspecification and form-
function conflation. Underspecification is most manifest where
independent and embedded depictions are concerned — it is
unclear what level, and what kind, of independence is sufficient
for a depiction to be categorized as “independent.” Similarly,
for indexed depictions, it is not specified whether they include
only depictions indexed by indexical pronouns (e.g., this in I’d
do it like this), or also those indexed by indexical modifiers
(e.g., that in they chose that color), despite the fact that indexical

pronouns and indexical modifiers are indexical in distinct ways
(see subsection “Embedding”).

Form-function conflation, on the other hand, is a problem
that is inherent in the typology itself. Although the four types
of depictions are, as Clark puts explicitly, defined in terms of
their discourse functions, both formal and functional criteria
are present in their definition. Take the aforementioned case
of adjunct depictions. While it is indeed a functional definition
that an adjunct depiction elaborates on its verbal affiliate in
a way that is similar to a non-restrictive relative clause, the
criterion that an adjunct depiction is “timed to overlap with”
(Clark, 2016, p. 326) its affiliate is unequivocally a formal one.
Conflation is also found among different functional notions. For
example, as indexation and embedding are not two mutually
exclusive functional concepts, ambiguity often surfaces where an
indexed depiction is itself part of an embedded depiction. In
fact, mutual inclusion can, strictly speaking, be found among all
of the canonical functions associated with each of the depiction
types — elaboration, indexation, embedding, and independent
meaning contribution. Issues such as these call for thorough
reconsideration of depiction categorization in relation to speech.

Typology of Depictions
Reconceptualized
Serving as the starting point for the present study, the
critical examination of Clark’s (2016) typology presents,
more importantly, an analytical process toward a better
understanding of depictions. Among the results of this process
is a reconceptualization of the depiction types, which in fact
foregrounds some of the implicit insights of Clark’s original
typology. In this subsection and the next, we consider the
theoretical implications of this reconceptualization, visualized in
Figure 5, before tackling the issues of the typology raised above.

The four depiction types are placed along a continuum,
with varying levels of information contribution from two
different combinations of modality and signaling method: non-
depictive speech (i.e., indicative and descriptive speech) and
depictive signals (e.g., depictive manual gesture, depictive bodily
movement, depictive speech), where speech is understood in

FIGURE 5 | Continuum of information contribution from non-depictive speech and depictive signals.
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the above-mentioned modality-agnostic sense.11 On the left
half of the continuum are cases where more information
is communicated through non-depictive speech, and where
relatively less information comes from depictive signals. Here
we find adjunct and indexed depictions: As adjunct depictions
illustrate what is said in the descriptive speech they co-occur
with, part of the composite meaning is conveyed through their
co-occurring speech [cf. “composite utterance” (Enfield, 2009)
and “multimodal attribution” (Fricke, 2008, cited in Bressem,
2014; Ladewig, 2020)]. In the case of indexed depictions,
indicative speech provides essential deictic information, directing
the addressee’s attention toward the depiction, through which
meaning is conveyed. With depictive signals communicating
meaning that is relatively complementary to the non-depictive
speech they accompany, this half of the continuum largely
coincides with the scope of the research program on co-
speech gesture.

For cases closer to the right half of the continuum, relatively
more information is communicated through depictive signals,
and relatively less information comes from non-depictive speech.
Embedded and independent depictions are located on this side of
the continuum: Embedded depictions (more precisely, the stroke
phase thereof, see subsection “Embedding”) convey meaning
without the accompaniment of temporally co-occurring non-
depictive speech, but are formally and functionally framed by
the non-depictive speech surrounding the syntactic slot that
they fill. Independent depictions also convey meaning without
simultaneous non-depictive speech, and do so, according to
Clark’s (2016) definition, independently of preceding or following
speech. Without temporally overlapping non-depictive speech,
depictive signals on this half of the continuum often contribute to
the discourse essential information that is absent in the adjacent
speech. In the sense that these are cases where depictive signals
fill in temporal slots in the discourse, they are, in more general
terms, cases of iconic gesture without co-occurring speech.

Thus conceptualized, the four depiction types as defined
by Clark, of which the prototypical cases can be located as
four points along the continuum, really capture the different
levels of “division of labor” between non-depictive speech and
depictive signals — or more generally speaking, between speech
and depictions. In some cases, speech takes up more of the
“load” of meaning communication; in others, the depiction
“takes over,” showing meaning in iconically motivated ways.
Importantly, the reconceptualization is not meant as a solution
to the issues of the original typology. As the choice of term
“continuum” suggests, it presupposes gradience rather than
categoriality. Given the challenge of quantifying the amount
of information communicated through speech as compared to
depictions, the continuum is not one with strictly defined criteria

11Incidentally, Figure 5 bears resemblance to figures presented in Dingemanse
(2017a) and Ferrara and Halvorsen (2017), which capture the continuum along
which the dual semiotic properties — of being both depictive and descriptive — of
ideophones and iconic lexical signs can be exploited. The resemblance is however
only on the level of visualization: What Figure 5 presents is not the interplay
between the different semiotic properties within individual signals, but how
depictive signals (signals whose semiotic properties are predominantly depictive)
relate to non-depictive speech in the four types of depictions identified by
Clark (2016).

either. Rather, it serves as a heuristic for identifying the varying
levels of “trade-off” in terms of meaning contribution between
non-depictive speech and depictive signals — not as dichotomous
oppositions, but as two of the many sets of communicative
resources available to the speaker in language use. It shows how,
in staging different types of depictions, the speaker “packages”
information in different ways, “distributing” it over speech and
depictions, be they co-expressive, with or without “redundancy.”

An Imbalance in the Literature
In addition to providing an alternative vantage point from which
to consider the speech-depiction relations in the four depiction
types identified by Clark (2016), the reconceptualization of the
typology bears further theoretical relevance. Among other things,
it brings to the fore an imbalance in the literature between studies
on iconic gestures with and without co-occurring speech.

Largely coinciding with the left half of the continuum, where
speech plays a relatively dominant role, and where adjunct and
indexed depictions are located, the topic of iconic co-speech
gesture has been core to modern gesture studies, with an extended
body of dedicated research. Some scholars, for instance, have
explored how gestures complement or supplement the semantics
of their co-occurring speech (see the pioneering research by
McNeill, 1992; Kendon, 2004); others have investigated how
gesture and co-occurring speech package meaning in different
ways (“imagistic” versus “linguistic”), debating how the two
processes relate to each other (e.g., de Ruiter, 2000; Kita, 2000;
McNeill and Duncan, 2000); still others have investigated the
“deeper” link between gesture and co-occurring speech, as well as
its implications in psychology and evolution (e.g., Stokoe, 2001;
Arbib, 2005; Tomasello, 2008; McNeill, 2013a; Kita et al., 2017).
Despite the late revival of the topic, formidable groundwork
has been laid for the understanding of the workings of iconic
co-speech gesture.

In contrast, phenomena that fall closer to the other end of
the continuum — cases where iconic gesture communicates
meaning without co-occurring speech, such as embedded and
independent depictions — have not received equal attention.
McNeill (2005, p. 5), for instance, identifies gestures that “occupy
a grammatical slot in a sentence” as “speech-framed” or “speech-
linked” gestures on Kendon’s Continuum (see also Kendon,
1988a; McNeill, 1992), but does not include them in further
discussion. This is echoed by the general trend in gesture studies.
Iconic representational gestures, for instance, have been explored
by many, but with most of the studies focusing primarily on
those co-occurring with speech (e.g., Müller, 1998a; McNeill,
1992; Kendon, 2004; Cienki and Müller, 2008; Enfield, 2009;
Streeck, 2009). Fricke (2012, 2013) in her research delves into
what she calls multimodal attribution, where gestures provide
supplementary and sometimes essential information, but with
the presence of co-occurring speech (see also Bressem, 2014).
Similarly, Mittelberg and Evola (2014, p. 1734) observe that
“iconic gestures can be produced to fill a semantic gap in speech,
especially when representing spatial imagery like size, shape,
motion, or other schematic, partial images which take advantage
of the affordances of gestures versus speech,” but keep their
focus on gesture-speech co-occurrence. Indeed, as Fricke points
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out, research in gesture studies has not yet moved beyond “the
assumption that [. . .] gestures can fill syntactic gaps in linear
verbal constituent structures” (Fricke, 2013, p. 748; emphasis
ours). As the continuum in Figure 5 shows, however, to focus
only on gestures with co-occurring speech is to miss out on the
other half of the picture.

To date, only a relatively small number of researchers have
tapped into iconic gesture without co-occurring speech in
naturalistic language use (but see reports from experimental
settings, e.g., Sambre et al., 2019). Fricke (2012, cited in
Müller et al., 2013, p. 65), for instance, identifies two types
of gesture-speech integration, arguing that “gestures may be
integrated by positioning, that is either through occupying a
syntactic gap or through temporal overlap; or they might be
integrated cataphorically, that is by using deictic expressions.”
Though proposed for gestures in general, this distinction shares
commonalities with Clark’s typology of depictions: Indexed
depictions would be instantiations of cataphoric integration; the
first kind of integration by positioning (“through occupying
a syntactic gap”) would cover embedded and independent
depictions; the second kind of integration by positioning
(“through temporal overlap”) would include adjunct depictions.

Ladewig (2020) goes a step further and looks into “interrupted
utterances,” that is utterances with an empty slot at the utterance-
final position. With experiments, she shows that manual gestures
can, much like canonical verbal constituents, be used to fill
the empty slots in interrupted utterances and become an
integrated part thereof, both syntactically and semantically.
Coming from a different tradition but equally notable is the
research conducted by Keevallik (2010, 2015, 2017, 2018, 2020),
who systematically explores “bodily quoting,” a phenomenon in
the context of dance instruction where the instructor employs
bodily movements where a verbal quotation would normally
be, in order to demonstrate the contrast between correct and
incorrect performances to the students. Focusing on sequential
temporality and drawing on data of multimodal interaction
in multiple languages, she further demonstrates how verbal
elements and bodily actions are mutually adapted in real time to
create emergent multimodal patterns.

Analogous findings have also been reported from interactions
in communicative ecologies other than those between hearing
speakers of spoken languages. In the field of sign linguistics,
for instance, Ferrara, Hodge, and Johnston have observed that
enactments can be sequentially integrated into Auslan (Australian
Sign Language), where the enactments can function in place of
fully lexicalized manual signs, filling syntactic gaps as well as
inferring or expressing semantic relations (Ferrara and Johnston,
2014; Hodge and Johnston, 2014). Based on her fieldwork
on the alternate sign languages (see Kendon, 1988b) in the
Arandic speaking communities of Central Australia, Green (2014)
investigates how manual signs can be employed in discourse, with
or without co-occurring speech, depending on the social protocols
applicable to the current discourse. Specifically, she shows that
signs can, in the absence of simultaneous speech, replace spoken
lexical items in utterances, in some instances creating multimodal
composite utterances with semantic contributions from both
speech and sign (see also Green and Wilkins, 2014).

Finally, recent years have seen attempts at incorporating
gesture into the theoretical framework of linguistic analysis,
coming from various theoretical orientations and with different
approaches [e.g., “integrated message model” (Bavelas and
Chovil, 2000); “composite signal” (Clark, 1996); “composite
utterance” (Enfield, 2009); “multimodal grammar” (Fricke, 2012);
multimodal negation (Harrison, 2018); incorporation of gesture
into Cognitive Grammar (Kok and Cienki, 2016); “mixed syntax”
(Slama-Cazacu, 1976)]. Construction Grammar, in particular,
sees a recent debate on Multimodal Construction Grammar
(e.g., Steen and Turner, 2013; Schoonjans et al., 2015; Cienki,
2017; Hoffmann, 2017; Schoonjans, 2017; Ziem, 2017; Zima and
Bergs, 2017). Arguing for nonverbal signals being as integral to
language as canonical speech, these studies touch upon cases
of gestures without simultaneous speech, acknowledging their
crucial role in language use, but the primary focus remains on
gesture-speech co-occurrence.

Essentially, phenomena on the right half of the continuum
exemplify prototypical cases of “marginalia,” which, as
Dingemanse (2017b, p. 195) identifies, are “typologically
unexceptional phenomena that many linguists think can be
ignored without harm to linguistic inquiry” — though not rare,
“linguistic practice assigns them to the margin by consensus.”
The handful of existing studies above only provide a first glance
at, or around, the largely overlooked domain that is iconic
gestures without co-occurring speech, revealing how limited our
current understanding still is. Indeed, while certain subgroups
of such cases have been studied, there has yet to be a general,
systematic survey of the phenomenon itself — one that delimits
it, explores its relations to speech, and examines how such
gestures contribute to the resulting multimodal discourse —
not least in spoken language interactions. In the following, we
take a first step in this direction, within Clark’s framework of
depicting, as it offers a schematic perspective on iconic meaning
communication in general.

SPEECH-EMBEDDED NONVERBAL
DEPICTIONS

Up to this point, we have been arguing for the relevance of the
overlooked domain from the theoretical side, contextualizing it
against relevant research. In this section, we turn our attention
to the empirical side of the phenomenon, which we now
zoom in and elaborate on as “speech-embedded nonverbal
depictions.” In addition to a detailed delimitation of the
phenomenon based on real-life examples from our corpus, we
also present a preliminary sketch of the complexity exhibited by
such depictions.

While “speech-embedded nonverbal depictions” is not
an opaque term, in order to properly identify our target
phenomenon in relation to existing studies bordering the
overlooked domain in the literature, we further define such
depictions in more technical terms, as

— depictions that are embedded in speech, but that are not
depictions of non-depictive speech,
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FIGURE 6 | Depictions in (9).

where depictions are understood in the sense defined in
Clark’s (2016) staging theory. The following excerpts present
prototypical cases of such depictions.

(9) Bob Newhart on getting feedback from the audience when
performing in the rain: “This one umbrella starts to [stacks
right fist on top of left fist in center-center, as if holding
an umbrella, lightly shaking both arms vertically]a, starts
to [stacks right fist on top of left fist in center-center, as if
holding an umbrella, lightly shaking both arms vertically]b,
starts to jiggle.”

— Conan

(10) Zooey Deschanel on being refused priority boarding when
traveling with her baby daughter: “and I was like, but [moves
both arms back and forth parallel to frontal plane, elbows
bent, both palms up, left palm placed on top of right palm]a.
She needs to go on the plane.”

— The Ellen DeGeneres Show

In (9), Newhart recounts his experience of doing stand-up
comedy in open air, where some of the audience were holding
an umbrella because of the rain, and where, at some point,
one umbrella started to jiggle because the person holding it
was laughing. In the temporal “gaps” in his speech, he depicts,
using mainly movements of the hands, arms, and shoulders, the
jiggling of one of the umbrellas, thereby communicating the
original scene of the event in an iconic way, with fine-grained

FIGURE 7 | Depiction in (10).

motoric details. Sharing her experience of being denied priority
boarding even though she was traveling with her baby daughter,
Deschanel depicts in (10), after the word but, her reaction
upon being so told, displaying actions typically associated with
holding and rocking an infant, thereby enacting the scene, with
imagistic details, to the audience of the talk show. In both (9)
and (10), the nonverbal depictions are embedded in speech,
filling the temporal “gap” therein. Employed to communicate
meaning without the support of temporally overlapping speech,
they exemplify the canonical use of speech-embedded nonverbal
depictions in interaction.

It needs to be reiterated that speech itself can be depictive,
descriptive, and indicative, and that cases of depictive speech fall
under the category of depiction as well. For instance, the words in
(11), which directly precede (10), are depictive of words uttered
in the past, therefore a depiction.

(11) Zooey Deschanel on being refused priority boarding when
traveling with her baby daughter: “and they were like, no,
like, the people who get on first pay a lot of money for this
privilege.”

— The Ellen DeGeneres Show

Quoting the ground crew member who denied her priority
boarding, Deschanel is effectively staging a depiction of a past
event, except that the past event is one where descriptive
speech is uttered.

Ubiquitous and complex in their own right, depictions of
descriptive speech — that is, canonical quotations — have long
intrigued linguists and have a rich and extensive literature (e.g.,
McGregor, 1997; Tannen, 2007; Vandelanotte, 2009; Buchstaller,
2014; Spronck and Nikitina, 2019; see also Hodge and Cormier,
2019 for discussion in relation to depicting). Though indeed
frequently observed in our corpus, such tokens are not included
in our analysis, where the aim is to draw attention to overlooked
phenomena in the literature. While eventually consolidating
depictions across all modalities and signaling methods would
be optimal, at the current stage, excluding canonical quotations
allows us to prioritize focus on depictions that have hitherto
eluded the attention of researchers — that is, depictions that
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are really marginalia (Dingemanse, 2017b) in the literature.
This is reflected in our technical definition of speech-embedded
nonverbal depictions presented above, where depictions of non-
depictive speech are excluded, allowing us to focus on the core
cases of iconic meaning communication.

Importantly, the exclusion of descriptive and indicative
speech does not rule out cases of depictive speech from our
analysis. A broad concept itself, depictive speech subsumes
a number of phenomena and has been given various labels,
such as multimodal quotation, sound symbolism, interjection,
onomatopoeia, and ideophone (see e.g., Kita, 1997; Dingemanse,
2013, 2015), many of which have only recently been picked
up in the cognitive-functional linguistics literature. Not only
do they call for fuller exploration, they are also curious from
the perspective of depicting and multimodality, as creative
multimodal strategies are usually needed to establish iconic
mappings between depictive speech and its depicted scene.
Indeed, building on Dingemanse’s (2013) study, Clark (2019)
identifies ideophones as depictions in the verbal modality,
distinguishing between “free” and “codified” depictions, which
can be illustrated, respectively, by the following examples, taken
from our corpus.

(12) Jennifer Garner on accidentally kayaking into a busy
harbor: “There were like [vocalizes brrr sound; moves
both hands slowly from left to right, palms facing each
other, fingers spread, distance between palms constant]a, like
big boats.”

— The Tonight Show Starring Jimmy Fallon

(13) Chris Evans on bullying his brother (Scott Evans, seated to
his left), in childhood: “And I just had the book, and just,
[vocalizes whack, moves left hand in a curve, from lower
right periphery to upper left extreme periphery, close to where
Scott’s head is]a, and I hit him.”

— Late Night with Seth Meyers

In (12), where Garner recalls encountering big boats as she
accidentally kayaked into a busy harbor, the big boats are referred
to iconically. This is done, not just by her highly metonymic
“bounding” (Streeck, 2008) manual gesture — where, drawing

FIGURE 8 | Depiction in (12).

FIGURE 9 | Depiction in (13).

on the contiguity relation between her hands and the depicted
object (Mittelberg and Waugh, 2014), the empty space between
her hands is mapped onto some generic big boat — but also
by the low-frequency brrr sound, depictive of the sound of boat
horn. “Created de novo” (Clark, 2019, p. 235), brrr instantiates a
free depiction. In (13), Chris Evans recounts hitting his brother
with a thick book, depicting the scene by deploying a set
of manual gestures, and, on top of that, whack, which is an
ideophone codified in the English vocabulary for the sound of
heavy strikes, and which is thus a codified depiction. Importantly,
in both of the cases, the speaker establishes physical, specifically
auditory, resemblance between the depictive speech and the
depicted sound creatively, as it is humanly impossible to literally
reproduce the latter.

It is following the definition spelled out in the present
section, and with the modality-agnostic gesture phrase as the
basic depiction unit, that the 217 tokens of speech-embedded
nonverbal depictions were identified in our American TV talk
show corpus. In what follows, we present further theoretical
and methodological considerations — pertaining to the issue of
embedding in particular — resulting from a closer examination
of the 217 target tokens, as well as some observations regarding
the internal complexities of the depictions.

Embedding
In addition to distinguishing speech with different semiotic
functions, another key notion that needs clear delimitation is
embedding. It is a term that is particularly tricky because it can
be understood either in terms of function or form, which are
often conflated.

Clark (2016, pp. 325–326), in his typology, makes the
functional distinction between embedded and independent
depictions, with the former functioning as “parts of utterances”
and the latter making “independent contributions to the
discourse.” Empirically, this distinction is easily blurred.
Consider the depiction in (14).

(14) Conan O’Brien: “How do you do that, do that again?”
Kristin Chenoweth: “[sings syllables aye-ah in high pitches]”

— Conan
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With the guest having just demonstrated some high-pitched
singing, the host, impressed, asks the guest how that is
done and requests that she do it again. In response to
this, Chenoweth simply depicts her own singing, rather than
verbally describe her singing technique. Contributing to the
discourse without adjacent or co-occurring speech, Chenoweth’s
depiction exemplifies what Clark (2016) identifies as an
independent depiction.

Viewed on a more schematic level, the category boundary
becomes less clear-cut. Among other things, the guest’s depiction
only makes sense with the preceding discourse considered; it
is co-dependent with the host’s question in carrying out their
global function as a question-and-answer pair. As is the case
for any signal in language use, the contributions made by
independent depictions to the discourse are seldom, if ever, truly
independent, a fact that undermines the functional basis of the
embedded-independent distinction. In this sense, independent
depictions are really as embedded as embedded depictions,
except not on the level of the word or phrase, but on the
level of the sequential organization of the interaction. Both
types of depictions function as if they were verbal constituents,
contributing meaning iconically without simultaneously co-
occurring speech.

From a form-based perspective, embedding can be understood
in temporal terms, that is the temporal overlap between a
depiction and its adjacent speech. In discussing the temporal
placement of depictions, Clark (2019, p. 241) points out that
both embedded and independent depictions are “slotted” into
utterances “without breaks or overlap,”12 filling temporal gaps in
utterances. That is, embedded and independent depictions do not
differ in this regard. While there might be operationalizable ways
to systematically untangle the overlap between embedded and
independent depictions in function [see e.g., Lehmann’s (1988)
gradient approach to clause linkage along multiple continua;
and Hodge (2014) on clause-like units in signed language],
they simply exhibit no difference in form as far as temporal
overlap is concerned.

In accordance with our annotation, we adopt a form-based
definition of embedding, in temporal terms, which effectively
dissolves the categorical distinction between embedded and
independent depictions in Clark’s typology, rendering both as
instantiations of embedded depictions in our corpus. Specifically,
we define an embedded depiction as one whose stroke phase
does not overlap with temporally co-occurring speech — as
per our definition of the depiction unit, the stroke phase
of a depiction is to be understood in the broad, modality-
agnostic sense, as a schematization from the stroke phase
of a manual gesture, and refers to the central, meaningful
part of the movement of a depiction. In addition to allowing
us to focus on the core component of depictions, this
criterion also yields a more accurate picture of depiction
embedding: As is the case for manual gestures, speakers in our
corpus, in employing embedded depictions, are often observed
preparing themselves ahead of the slot, timing the stroke of

12The criterion “without breaks or overlap” also proves problematic empirically.
See discussion on temporal overlap immediately below.

the depiction to be executed within the precise time frame
of the slot.13

Reconsider example (13), repeated here as (15).

(15) Chris Evans on bullying his brother (Scott Evans, seated to
his left), in childhood: “And I just had the book, and just,
[vocalizes whack, moves left hand in a curve, from lower
right periphery to upper left extreme periphery, close to where
Scott’s head is], and I hit him.”

— Late Night with Seth Meyers

Recalling how he left a scar on the forehead of his brother by
hitting him with a thick paperback book, Chris Evans stages a
depiction after the second just, utilizing both his entire left arm
and the codified ideophone whack. To demonstrate the full extent
of the whacking, the speaker can be seen already retracting his left
arm to his right at the second just, and retaining a gesture hold
until after the word him. The gesture phrase therefore spans from
just to after him. Despite the temporal overlap between speech
and some of the depiction phases, we view the depiction in (15)
as embedded, since its stroke is timed to fill the empty “slot” in
the speech, in a sequential and not simultaneous manner, without
temporal overlap.

Likewise, reconsider the jiggling example in (9),
repeated here as (16).

(16) Bob Newhart on getting feedback from the audience when
performing in the rain: “This one umbrella starts to [stacks
right fist on top of left fist in center-center, as if holding
an umbrella, lightly shaking both arms vertically], starts to
[stacks right fist on top of left fist in center-center, as if
holding an umbrella, lightly shaking both arms vertically],
starts to jiggle.”

— Conan

Following the segmentation established above, this excerpt
contains two depiction phrases, therefore two tokens of
depictions. In addition to the preparation before the first
depiction and the hold after the second, a “depiction hold” is
also observed between the two depictions. In fact, all of the
words included in the excerpt overlap temporally with some
depiction phase. The two depictions are nevertheless embedded
depictions, as their stroke phase does not temporally coincide
with speech, but takes up a temporal gap in the sequence of the
embedding speech.

In addition to preventing form-function conflation, defining
embedding in temporal terms also helps to avoid some of
the problems resulting from underspecification, such as those
enumerated about (8), which lies on the boundaries of adjunct,
embedded, and independent depictions in Clark’s typology. It is
repeated here as (17).

(17) Tracy Morgan on the quality of his facial muscles: “Yeah,
I’m your rubber-band man, [vocalizes brbrbrbr sound,

13Clark in his (2016, p. 340) paper touches upon what he calls “phases of discourse”
and “discourse timing,” but does not explicitly elaborate on the different ways in
which these notions relate to one another in the four depiction types he identifies.
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shakes head sideways quickly, causing facial muscles to
vibrate accordingly].”

— Conan

Despite the functional affiliation between the depiction and
rubber-band man, since the stroke of the depiction takes place
only after man, it is annotated as an embedded depiction
in our corpus. Indeed, while there is no definitive way of
determining whether the depiction functions more like an
adjunct or a separate utterance, it is objectively, temporally
embedded in the discourse.

One final implication of defining embedding in temporal
terms pertains to the intersection between depictions and verbal
indices. As mentioned, Clark’s (2016) definition of indexed
depictions — as those that are indexed by indexical expressions
in speech, such as this and there — does not explicitly address the
fact that there exist two distinct kinds of verbal indices. Consider
the indexical devices in (18), where the host claims he is not
quick-witted enough to be on a game show, and (19), where the
guest demonstrates her peculiar way of nodding.

(18) Conan O’Brien on his lack of quick wit: “I don’t have that,
quick, [snaps fingers of left hand thrice]a.”

— Conan

(19) Emily Blunt on her impassive backchannels: “I just go
like this [nods head repetitively, quickly, but with little
movement; maintains gaze at Seth Meyers, seated to
her left]a.”

— Late Night with Seth Meyers

Although verbal indices are present in both excerpts, they
function in distinct manners. In (18) — where Conan depicts
quick wit with finger snapping, which is associated with moments
of epiphany, and therefore, metonymically, with people adept at
witty comebacks — the verbal demonstrative that modifies what
follows it, making it an indexical modifier. Accordingly, it is not
that that indexes quick, [snaps fingers], but that that, quick, [snaps
fingers], as a whole, indexes the kind of quick wit the host is
referring to. In contrast, the indexical this in (19) — where Blunt

FIGURE 10 | Depiction in (18).

FIGURE 11 | Depiction in (19).

simply depicts her own nodding — is a pronoun with indexical
functions. As such, this by itself directly indexes the speaker’s
peculiar head nod. In other words, where a depiction is employed
in connection to an indexical modifier, what is indexed is not
the depiction; where an indexical pronoun is used in conjunction
with a depiction, it is the depiction that is indexed. Consequently,
if indexed depictions are those that are indexed by indexical
speech, they should only include cases of indexical pronouns, as
in (19), and not cases of indexical modifiers, such as (18) — since
in the latter, it is not the depiction, but the combination of the
verbal index and the depiction, that is indexical.

Importantly, while the distinction between indexical modifiers
and pronouns is crucial, the relations between verbal indices
and depictions — specifically whether a depiction is indexed
by a verbal index — are a functional concern. In other words,
indexation is an issue on a dimension independent of our form-
based definition of temporal embedding: A depiction can be
indexed, embedded, neither, or both. Since both of the depictions
in (18) and (19) occupy a temporal gap in speech without their
stroke overlapping with speech, they are categorized as embedded
depictions in our corpus, regardless of the fact that one of them
is also verbally indexed and the other not. Though crucial to the
understanding of depictions in general, a full-fledged exploration
of the relations between depictions and verbal indices is left for
further research.

Complexities of Speech-Embedded
Nonverbal Depictions
In addition to the issues concerning embedding alone, the tokens
of speech-embedded nonverbal depictions in our corpus also
exhibit complexities in other regards, of which we now offer
a brief sketch. While the primary aim of the present paper
is to draw attention to the phenomenon of speech-embedded
nonverbal depictions, rather than to present an in-depth analysis,
the following offers a glimpse into their theoretical and empirical
potential, which further underscores the need for research on this
overlooked topic.

Consider the depictions in (20), where Mulaney recalls
stumbling wearing high heels, and where the depiction is
preceded by like.
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FIGURE 12 | Depiction in (20).

(20) John Mulaney on walking on heels: “It’s like, it was like,
[stretches out both arms sideways, tilts torso in different
directions, as if trying to find balance]a, when a, when a
cow’s born.”

— Late Night with Seth Meyers

Perhaps unsurprisingly, tokens preceded by like are frequently
observed (see Golato, 2000; Streeck, 2002), due to like’s function
as a quotative (see e.g., Tagliamonte and Hudson, 1999; Macaulay,
2001; Vandelanotte and Davidse, 2009), which indexes many of
the functions depictions serve, such as quotation, enactment,
demonstration, and pantomime (see Hodge and Cormier, 2019).
What makes things less straightforward, however, is that like
also often functions as a marker signaling hesitation or hedging,
among many other things (see Miller and Weinert, 1995; D’Arcy,
2017). It further complicates the picture that, in cases like (20),
the depiction is sometimes followed by verbal elements whose
meaning overlaps with that of the depiction.14

With the stumbling depiction preceding when a cow’s born, it
is plausible the depiction in (20) is the physical manifestation of
the speaker’s thought process, specifically the mental simulation
of the action he is trying to verbalize, which eventually results in
when a cow’s born (e.g., de Ruiter, 2000; Hostetter and Alibali,
2008; see also Streeck, 2009 on “ceiving”). At the same time,
it is also not unreasonable to suspect the depiction serves as
a filler, one that fills the uncomfortable pause resulting from
the speaker’s word search (see Goodwin and Goodwin, 1986;
Gullberg, 1998; Hadar and Butterworth, 1997; Navarretta, 2015),
before the speaker is able to “find their words.”

However, we also repeatedly come across cases like (21).

(21) Tina Fey on doing serious choreography: “If I had to be on
Dancing with the Stars, I would be so shark-eyes,15 I would
be like [gazes at the front, into the distance; moves both arms
in parallel, elbows bent, as if rowing a boat]a, I would so
panic all the time.”

— The Ellen DeGeneres Show

14The observations made in this paragraph about like are also largely applicable to
just, as in (15) and (22).
15If someone has shark eyes, it means the person’s gaze is empty and absent.

FIGURE 13 | Depiction in (21).

Here Fey depicts how awkward and uncoordinated her
movements would be if she were ever to go on a dance show.
Like (20), the depiction in (21) is also preceded by like. Unlike
(20), the depiction in (21) does not precede, but rather follows,
shark-eyes, the verbal element whose meaning is similar to that of
the depiction. In other words, the speaker first communicates the
meaning verbally, saying shark-eyes, before staging a nonverbal
depiction with highly similar semantics. The fact that the speaker
first communicates her idea verbally, and then still proceeds to
stage a depiction that is semantically “repetitive” — with the
identical speech frame of I would be no less — shows that
such nonverbal depictions cannot be conveniently dismissed as
word-search fillers.

Indeed, cases of “multimodal iteration” (Hsu et al., to appear;
cf. Johnston, 1996 on the “spiral” manner in which signing can
unfold in Auslan), that is the phenomenon where the speaker
communicates meaning in multiple combinations of modality
and signaling method — specifically, in (20) and (21), verbal
description and gestural depiction — may point to nonverbal
depictions having different communicative potentials than
descriptive speech (see Mittelberg, 2014 on “mediality effects”).
In addition to exhibiting cross-modal dialogic resonance (see Du
Bois, 2014), such tokens also showcase the reciprocal framing
across modalities, whereby verbal and nonverbal elements profile
certain aspects of one another (Kendon, 2004; Ferrara and Hodge,
2018). The mechanisms at work here may in turn contribute
to the long-lasting debate whether gesture and speech are two
separate processes, or manifestations of one single process (e.g.,
McNeill, 1992, 2013b; de Ruiter, 2000; Kita, 2000; Kendon, 2004),
further adding to the reasons why speech-embedded nonverbal
depictions deserve more attention.

Also strengthening the case for speech-embedded nonverbal
depictions is the fact that they are observed embedded across
different syntactic levels, from the level of the word (e.g., Example
9), phrase (e.g., Example 12), clause (e.g., Example 20), all the
way to the level of the discourse (e.g., Example 14). The following
depictions further exemplify this versatility.

(22) Lil Rel Howery on texting without looking at the screen:
“People are just that good where they can just [gazes at the
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FIGURE 14 | Depiction in (22).

front, into the distance; places both fists above lap, at lower
center, flipping both thumbs up and down quickly, as if typing
on a phone]a.”

— The Tonight Show Starring Jimmy Fallon

(23) Cardi B on being mischievous as a kid: “I was like, ok
I know, [points with right index finger stretched, fingertip
moving from center-center to right extreme periphery along
a straight line]a, go to the principal’s office.”

— The Ellen DeGeneres Show

In (22), Howery expresses his frustration with people who type
on their phone without looking at the screen. In this case, the
depiction is embedded on the level where a complex verbal
phrase would otherwise be embedded. In (23), Cardi B stages
how, after some mischief, her teacher asked her to go to the
principal’s office. Here the embedding takes place on the level
of the sentence, the depiction functioning like an imperative
sentence otherwise would.

Though further research is needed, the versatility in
syntagmatic depiction-speech integration already suggests the
capability of nonverbal signals in “substituting” for structurally
diverse verbal constituents, both in form and function. This
echoes Ladewig’s (2020) recent findings, potentially also lending
support to the view that nonverbal depictions as form-function

FIGURE 15 | Depiction in (23).

pairings are not unlike verbal constituents — at least in the sense
of Construction Grammar (Croft, 2001) and Cognitive Grammar
(Langacker, 2008). This, of course, warrants a separate discussion
that is beyond the scope of the present paper (see Ferrara, 2012;
Hodge, 2014; Kok and Cienki, 2016; Wilcox and Occhino, 2016;
Ruth-Hirrel and Wilcox, 2018; Ladewig, 2020).

The complexity and full potential of speech-embedded
nonverbal depictions are also evident paradigmatically.
For instance, reconsider once again the depictions in (9),
repeated here as (24).

(24) Bob Newhart on getting feedback from the audience when
performing in the rain: “This one umbrella starts to [stacks
right fist on top of left fist in center-center, as if holding
an umbrella, lightly shaking both arms vertically], starts to
[stacks right fist on top of left fist in center-center, as if
holding an umbrella, lightly shaking both arms vertically],
starts to jiggle.”

— Conan

Here Newhart says an umbrella starts to jiggle, but what he
depicts in the two embedded depictions is in fact not the jiggling
of the umbrella per se, but the cause of the jiggling, namely
the person laughing whilst holding the umbrella, who is in turn
represented by Newhart’s fists. Despite the “mismatch,” Newhart
is able to get his message across because of the metonymic
relations that are at play here: part for whole (the fists for the
umbrella holder), and cause for effect (the umbrella holder’s
action for the umbrella’s movement). Furthermore, the phrase
this one umbrella starts to jiggle (whether the notion of jiggle
is communicated through the depiction or the word jiggle) is
itself a metonymic way of saying a member of the audience
starts to laugh (effect for cause: the umbrella’s movement for the
person’s action).

Paradigmatic complexities are also manifest in the observation
that speech-embedded nonverbal depictions are sometimes
employed back to back, such as in (25), in which the host
demonstrates how he would not be able to refrain from actually
eating if he were to play a role that requires eating on scene.

(25) Conan O’Brien on being unable to refrain from savoring
the food if required to eat on scene: “I’d be, even in a
drama, they’d be like, Conan’s the murderer, [vocalizes
kahm-ahm, moves mouth as if biting and chewing; moves
hands in parallel, from lower center toward upper center near
own mouth, fingers touching on both hands, as if holding a
hamburger]a — [vocalizes hum-um, sucks own fingers]b —
[stretches out right index finger in upper right periphery, as if
signaling some imaginary addressee to wait until he is done
eating; moves mouth as if chewing]c.”

— Conan

In the first set of actions, Conan depicts himself ferociously
munching on some burger type of food item; the second
depiction includes the finger sucking action typically associated
with someone enjoying fast food; in the third and final set of
actions, Conan depicts how he would prioritize actually eating
over acting. Notably, in all three of the depictions, which are
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FIGURE 16 | Depictions in (25).

staged consecutively without speech “intervening,” Conan can
be observed maintaining the same bodily posture, consisting
primarily of raised shoulders and upper arms.

What really sets this example apart is the fact that
the understanding of the later depictions hinges on the
understanding of the earlier ones. Without the first depiction,
the finger-sucking gesture in the second depiction would be a lot
harder to make sense of. Likewise, were the first two depictions
absent, the third depiction would hardly be decipherable on its
own. In other words, the later depictions build and elaborate
on prior depictions, along the same storyline. Together, the co-
dependent depictions, bound together by the common thread
that is Conan’s sustained posture, contribute to a composite
structure with a complex meaning.

On a more theoretical level, complex composite depictions
(Hsu, 2019) like (25) are significant to the discussion on the role

of nonverbal signals in language, and therefore also to the above-
mentioned Multimodal Construction Grammar debate, as they
demonstrate that even singular actions (Müller, 2010, cited in
Ladewig, 2014) — that is, actions created and assembled ad hoc
(see Brône and Zima, 2014), for highly local purposes — can be
combined to create larger structures, undermining the argument
that gestures are not “linguistic” simply because of their lack
of recurrence and low frequencies (see Schoonjans, 2017). The
observation that the component depictions in the composite
series share a common posture as their “base” (Hsu, 2019), also
echoes comparable phenomena that have been identified in the
literature, such as “locution cluster” (Kendon, 1972), “catchment”
(McNeill, 2005), and “frame hold” (Sowa, 2006).

Cases of composite depictions can be further complicated by
viewpoint changes. Consider again the depiction sequence in (6),
repeated here as (26).

(26) Lauren Ambrose on backstage costume change on
Broadway: “I mean sometimes it’s like twenty seconds, for
like, full-on, [vocalizes whistle-like fsss sound, moves both
hands vertically, fingers spread, in opposite directions, in
front of head and torso] — [vocalizes whistle-like ffft sound,
gazes at the front, into the distance, moves both hands along
sagittal axis away from body, fingers spread, palms away
from body].”

— Late Night with Seth Meyers

Similar to (25), the two depictions in (26) depict two subevents
unfolding in sequence which are part of a larger event: The
backstage staff on Broadway first changed Ambrose’s makeup
and costume, and, after that, pushed her back to the stage. In
addition to the composite structure, a striking viewpoint shift
is observed between the two depictions. In the first depiction,
the speaker takes on her own viewpoint in the depicted event
(one can also argue that, since her hands depict the staff
members’ hands, she also takes on the staff members’ perspective
simultaneously; see e.g., McNeill, 1992; Parrill, 2009; Dancygier
and Sweetser, 2012 on dual viewpoint). In the second, she takes
on the perspective of the backstage staff member who pushed
her back to the stage. Remarkably, the only overt cue signaling
this shift in perspective is her gaze behavior: During the first
depiction, the speaker appears to be looking at the host; during
the second, her gaze is averted, focused instead on something
in the distance. Tokens such as this echo findings in recent
studies (e.g., Sidnell, 2006; Sweetser and Stec, 2016), which
situate speech-embedded nonverbal depictions at the intersection
between gesture, viewpoint, and gaze (see also Stec et al., 2016;
Janzen, 2017).

The communicative potential of speech-embedded nonverbal
depictions can also be exploited jointly across multiple speakers,
as is the case in (27), an extended excerpt of which (13) is a part.
As Chris Evans recounts hitting Scott Evans, his brother, with a
thick book, Scott, seated to Chris’s left, joins in the storytelling,
using not words, but depictions.16

16Given the complexity resulting from the temporal overlap between the two
speakers, and informed by the conventions of Conversation Analysis, we employ
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FIGURE 17 | Depictions in (27).

(27) Chris Evans (A) on bullying his brother, Scott Evans (B),
who is seated to his left, in childhood:

A: And I just had the book,
and just, ∗[D1]∗, and I hit him,

B: ∗[D2]∗
A: and as ∗soon as I∗ hit him, [D4]
B: ∗[D3] ∗

asterisks (rather than brackets, which in the present paper already indicate
nonverbal signals without co-occurring speech) to mark the beginning and end of
simultaneous events (cf. Mondada, 2016). To facilitate readability, the depictions
are dubbed “Dn” and described after the text excerpt.

D1: Vocalizes whack; moves left hand in a curve,
from lower right periphery to upper left extreme
periphery, close to where B’s head is.

D2: Tilts head away from A.
D3: Traces scar on left forehead with left index.
D4: Vocalizes brrr; touches forehead with fingertips

of left hand, fingers touching, moves left hand
toward upper left extreme periphery, spreading
fingers along movement.

— Late Night with Seth Meyers

Almost as soon as Chris stages the whack depiction, Scott is
seen staging the second depiction, which is an enactment of his
response to being hit by Chris. When Chris is at soon as I, Scott
again contributes to the story, depicting the scar by locating and
finger-tracing its shape on his forehead, before Chris stages the
fourth depiction, which demonstrates, in an exaggerated manner,
the spurting of the blood that came out of Scott’s forehead.
The series of depictions, from both parties, goes on beyond the
excerpt. As in (25) and (26), the depictions are co-dependent
in meaning. Unlike in (25) and (26), the depictions in (27) are
not all staged by one single speaker, but are staged jointly by
two speakers, with causation between the depictions, bringing
in the complexities of an additional, interactional dimension
to the analysis.

The above is a very brief sketch of some of the complexities
of speech-embedded nonverbal depictions, based only on tokens
taken from our American TV talk show corpus, where the
annotated data still await in-depth analysis. The rich and
challenging cases this alone has already provided us with,
nonetheless hint at the fact that speech-embedded depictions are
not merely theoretically significant, but abundant in curiosities of
language use and interaction as well.

CONCLUDING REMARKS

Drawn to nonverbal iconic language use, and informed by
Clark’s recent account of depicting in everyday interaction,
we turned to video recordings of American TV talk shows, a
context rich in depictions. The annotation of the data proved
less straightforward than expected, an issue that underlines
our limited understanding of this domain of research. In
addition to operationalizing relevant theoretical notions, a critical
reconsideration of depiction-speech relations, on the basis of
Clark’s typology of depictions, was carried out, resulting in a
gradient reconceptualization of depictions in terms of meaning
contribution from non-depictive speech and depictive signals.
This led to the identification of a largely overlooked domain —
cases where meaning is communicated through iconic nonverbal
signals, without temporally co-occurring speech — which we
zoomed in on as “speech-embedded nonverbal depictions.”
Taking into consideration existing literature as well as the
variety of tokens in our corpus, we arrived at a carefully
delimited definition of such depictions, in turn bringing to
the fore numerous observations, many of which pertain to
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current discussions in cognitive linguistics, gesture studies, and
multimodal communication.

As an initial step into the largely uncharted territory, it goes
without saying the present study is limited in several ways.
Among them is the type of data examined. The majority of the
speakers in our corpus are professional actors or comedians, a
fact that likely has an effect on the frequency, elaborateness, and
spontaneity of the depictions they stage. Nonetheless, while true
spontaneity is hardly attainable, it is undeniable that American
TV talk shows, which are themselves a specialized context,
contain unscripted elements. In addition, as the staging theory
(Clark, 2016) suggests, performativeness is an inherent aspect of
depicting (as has also been reported for Auslan; see Hodge and
Ferrara, 2014), that is the signaling of meaning through showing.
Dramatizations and exaggerations have also been reported to be
common in narratives in general (see e.g., Bavelas et al., 2014;
Stec et al., 2015). On a more schematic level, the present paper
is focused primarily on spoken language interactions, due in part
to the fact that the topic of the current study is particularly
marginalized in spoken language linguistics. This is in contrast
with signed language linguistics, which sees many relevant
phenomena being more established topics in its literature (see
among many others the above-mentioned Liddell, 2003; Wilcox
and Occhino, 2016; Ferrara and Hodge, 2018). Future studies on
the topic will benefit from larger datasets that are more diverse
in terms of communicative ecologies (see Beukeleers and Hsu,
2019 for an initial attempt), which will also facilitate quantitative
analysis, potentially bringing in insights from a different angle.

The scope of the data notwithstanding, the tokens in
our corpus already shed light on some of the natural next
steps for depiction researchers to embark on. Among them
are depiction-speech relations, multimodal iteration, complex
composite depictions, viewpoint in multimodal interaction, as
well as jointly staged depictions and the causation therein. These
are the tracks along which we are currently carrying out analysis
of the tokens. Though not explicitly touched upon in the present
paper, the tokens also point to a number of other directions in
which future studies can proceed, such as issues pertaining to
intersubjectivity, the performative aspect of depictions, depicting
and language acquisition, and motivations for employing speech-
embedded nonverbal depictions.

Speech-embedded nonverbal depictions are situated, not only
at the crossroads of numerous research traditions, but also among
intertwined modalities and signaling methods, which prove
tricky to untangle. Nonetheless, as showcased by the versatile and
complex ways in which speech-embedded nonverbal depictions
are employed in real-life interaction, a full picture of language
use will not be complete without a systematic account of
such depictions.
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APPENDIX

APPENDIX | Screenshot of annotation in ELAN (of Example 27).
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Children learn and use various strategies to solve math problems. One way children’s

math learning can be supported is through their use of and exposure to hand gestures.

Children’s self-produced gestures can reveal unique, math-relevant knowledge that is not

contained in their speech. Additionally, these gestures can assist with their math learning

and problem solving by supporting their cognitive processes, such as executive function.

The gestures that children observe during math instructions are also linked to supporting

cognition. Specifically, children are better able to learn, retain, and generalize knowledge

about math when that information is presented within the gestures that accompany an

instructor’s speech. To date, no conceptual model provides an outline regarding how

these gestures and the math environment are connected, nor how they may interact with

children’s underlying cognitive capacities such as their executive function. In this review,

we propose a newmodel based on an integration of the information processing approach

and theory of embodied cognition. We provide an in-depth review of the related literature

and consider how prior research aligns with each link within the proposed model. Finally,

we discuss the utility of the proposed model as it pertains to future research endeavors.

Keywords: gesture, math, executive function, children, learning

INTRODUCTION

Hand gestures are used in a variety of mathematical contexts by children and adults alike. These
gestures include both directed, meaningful movements intended to convey information, as well
as less formal shifting of the hands that occurs naturally alongside conversation. Children use
gestures to represent information, enhance conversation, and even support their own cognition
(for a review, see Goldin-Meadow, 2009). Children’s self-produced gestures (e.g., Broaders et al.,
2007; Cook et al., 2008) as well as the gestures they see teachers use during instruction (e.g., Singer
and Goldin-Meadow, 2005) have been shown to support their math learning. Given that children’s
early math knowledge has been consistently linked with their later math achievement (Claesens
and Engel, 2013; Geary et al., 2013; Watts et al., 2014; Geary and Vanmarle, 2016), factors related to
children’s math understanding, like gesture, are important to understand.
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One way that gestures can support mathematical learning
is through their ability to aid children’s cognition (Goldin-
Meadow et al., 2001; Cook et al., 2012). Specifically, gesture can
be linked to different components of domain-general abilities,
such as executive function (EF). EF refers to the cognitive
control processes that coordinate sub-processes such as attention
shifting, working memory, and inhibitory control (e.g., Bull and
Lee, 2014). Given the association between children’s EF and math
abilities (see Clements et al., 2016 for a review), as well as gestures
supporting math through EF, we propose that it is important to
study these factors together.

In this review, we discuss how children’s use of and exposure
to hand gestures during math contexts can shape their learning.
Within the first section, we provide background information
on two prevalent, but separate theories; information processing
approach and theory of embodied cognition. We assert that
combining these theories allows for a better understanding of
the dynamic relations of gesture, EF, and children’s mathematical
learning. Thus, we propose a new model based on a combination
of central tenets from these two theories. Next, we review relevant
literature, and discuss how these results may be interpreted
within the proposed model. In the final sections, we present
opportunities for future empirical work. This paper serves as
a unique examination of prior research through the lens of a
unified model.

Overview of Gestures and Gesture
Theories
Gestures are dynamic hand and body movements which
accompany language. They can occur spontaneously
or intentionally, and oftentimes provide different yet
complementary information to a person’s speech (Church
and Goldin-Meadow, 1986; McNeill, 1992; Church, 1999).
A speaker’s gestures can facilitate listener’s comprehension
(for a meta-analysis, see Hostetter, 2011) and improve overall
communication compared to speech alone (Church et al., 2000).
Therefore, information provided by speakers’ gestures are useful
to those who see them.

Self-produced gestures can serve an important, internal
purpose for the user as well. Hand gestures allow a speaker
to simultaneously process their thoughts and put them into
communicative form (McNeill, 1992; Krauss, 1998). People
continue to gesture even when no one is watching (Krauss et al.,
1995; Alibali et al., 2001). Research has shown that congenitally
blind speakers use gestures even when they are communicating
with a blind listener (Iverson and Goldin-Meadow, 1998),
suggesting even those who have never seen gestures modeled
in communication will use them too. Thus, gestures appear to
support internal mechanisms of communication and cognition.

Due to the prevalence of gestures across ages, contexts,
and domains, numerous theoretical models have been created
to account for their communicative and cognitive functions.
Each theory understandably overlaps in part with another;
however, each one also provides complementary information
explaining new contexts, factors, and functions. For example,
frameworks that focus on what we can uncover about the speaker

(Goldin-Meadow, 2003), or where these gestures emerge from
(Gesture as Simulated Action framework, GSA; Hostetter and
Alibali, 2008) both provide insight into how gestures relate
to and shape underlying cognitive processes. Furthermore, the
GSA framework builds upon another foundational idea that
these cognitive processes are rooted within the environment
(Embodied cognition, Barsalou, 1999). Gestures have also
previously been considered under theories of cognition, such as
Cognitive Load Theory (Sweller, 1988). This framework provides
an explanation that self-produced gestures reduce “cognitive
load,” a mechanism that is often considered as one of the main
roles of gestures. Each of these, as well as other gesture-related
frameworks, provide unique and compelling explanations of the
distinctive roles of gestures as they relate to a particular set
of circumstances. However, these models do not consider the
specific role of gestures in mathematical contexts. Our goal was
to create a model based on the growing literature regarding the
benefits of gestures, both produced and seen by children, during
math environments.

A New Model of Gesture for Math Learning
We propose that the literature is best supported by a model
that integrates two previously established frameworks. First is
the information processing approach, commonly used within
math research to represent how information moves through
each component of human cognition during problem solving
and learning. Second is the theory of embodied cognition, the
basis of many gesture theories. This framework provides our
model’s infrastructure, as it articulates the importance of human-
cognition being situated within a body, further encompassed in
an active, stimuli-ridden environment.

Information Processing Approach
One way to conceptualize how children solve math problems
and learn math related content is the Information Processing
Approach (IP; e.g. Pellegrino and Goldman, 1987). This is not
a single theory, rather an umbrella term for approaches which
explains human cognition as a system that processes stimuli input
from the environment and delivers a variety of outputs. The IP
model suggests that learning occurs via a flow of information
through a series of memory stores and processes. These
distinctive elements in the IP approach can be conceptualized
as the subcomponents of EF (adapted from Lutz and Huitt,
2003). Input is received from stimuli in the environment by
way of the sensory registry. Attention is directed to fixate on
relevant information, which progresses to working memory, a
short-term store where information is held and processed for use
in further cognitive tasks (Gathercole, 1998). Working memory
is responsible for determining what information is important,
choosing and enacting problem-solving strategies, and coming
to a solution. Ultimately, information will be either be forgotten
or encoded and stored in long-term memory for retrieval at a
later time.

Although the IP framework can be broadly applied to
represent children’s math problem solving and learning, there are
ways in which it could be further specified. First, a framework
that focuses on both visual and auditory math-specific input
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could help to better understand how this input is relevant for
children’s math abilities and learning. Second, when investigating
the role of gesture for children’s earlymathematics, it is important
for a framework to include the body itself. While the IP
model describes the cognitive processes, it does not explain any
co-occurring physical behaviors. Thus, this framework cannot
adequately account for the gesture-specific benefits that may
occur within a math-related context. The question remains
open as to how to model the role the learner’s body, and the
different types of math stimuli (words and gestures) within
the environment.

Embodied Cognition
One theory that provides insight into these two components is
embodied cognition (EC). While EC has been conceptualized
in various ways, each adaptation generally emphasizes the body
and stimuli within the surrounding environment as important
to cognition (e.g., Barsalou, 1999; Clark, 1999; Shapiro, 2019).
Here, we outline Wilson’s (2002) presentation of EC. Specifically,
she conveys six central claims of EC, three of which outline the
importance of considering cognition as a situated process, and
the other three focus on the importance of the body as a tool
for cognition.

The first claim stipulates that cognition is situated. In other
words, cognitive processing occurs in parallel with the task-
relevant inputs and outputs from the environment. Thus,
cognition cannot be separated from interplay between perception
of the environment and subsequent actions taken. The second
claim is that cognition is “time pressured,” where cognitive
processing requires real-time responses to the stimuli in their
environment. Lastly, Wilson’s fourth claim states that the
environment is an important part of the cognitive system.
Though similar to the first claim, Wilson outlines that since
the reception of stimuli, cognitive processes, and behavioral
responses are cyclical in nature, each of these components cannot
be considered alone.

Wilson’s claims three, five, and six all focus on the role of
the individual’s body in cognition. Claim three emphasizes that
humans tend to off-load cognitive work externally in strategic
ways. Wilson provides finger counting as an example, indicating
this gesture can be used as a representation of relevant numeric
information (e.g., linking number words to objects to keep track
of quantity). Thus, offloading is a critical cognitive function
that helps the speaker reason and express thoughts. The fifth
claim states that cognition’s primary function is for action.
Meaning, a person’s perception of the world as well as their
concepts and memory are both “for” and “formulated by”
their behaviors. Lastly, claim six says that off-line cognition is
“body-based.” Wilson’s conceptualization of off-line cognitive
processes involves any that are separable from the time-sensitive
environment. Importantly, though they are distinct from the
environment itself, the processes within the mind are inevitably
tied to cognitive mechanisms that were originally designed for
external behaviors, such as sensory processing andmotor control.

The critical takeaway from Wilson’s presentation of EC is
that both the body and environment are integral to cognition.
Her representation of EC underscores how embodied practices

can result in an offloading of cognitive load. Based on how
EC provides the important contribution of the body and the
environment, and a focus on how cognition may be offloaded, we
propose a model combining central tenets from both IP and EC.

The Proposed Model
The proposed model contains aspects from EC and IP, and
specific contextual elements of gestures within the mathematical
environment (Figure 1).

The proposed model is unique in its applicability to different
math domains. For example, during a lesson on addition, math
input could include a teacher’s speech and gestures in reference
to an equation on the chalkboard, while the output could be
children’s verbal and gestural response and explanations. In
another context where a younger child is counting a set of objects,
theirmath-input could be instructions and countable objects, and
their output may include them pointing and counting out loud.
Thus, there are numerous opportunities for applying the model
for research by specifying the components (learner, input, and
output) within a math environment.

Notably, our model also does not differentiate between
perceived speech and gestures. Instead, it includes a unified
representation of math-input. We base this combined
representation on research showing that simultaneous
presentation of these two observed modalities can be beneficial
for children (Congdon et al., 2017). However, children’s math-
output is differentiated in the model because the literature
(reviewed in subsequent sections) suggests children’s gesture and
speech often contain different but complementary information.
For example, recent work supports separation of math output
by modality, given that temporal-synchrony of self-produced
gestures and speech does not relate to learning and retention for
children in the same way that observed gestures do (Wakefield
et al., 2021).

Incorporating gesture as input and output separately allows
the model to be adapted in two critical ways. First, it can
be applied to different mathematical domains (e.g., cardinality,
algebra, fractions, etc.), such that the input and output can vary
by content. Second, the model can be used to understand a broad
range of differences in children’s general EF abilities and math
knowledge specifically. This is of particular importance given
children are found to be adaptive in their responses to math
problems (Siegler et al., 1996), and that the strategies children
display may differ between their speech and gesture (Goldin-
Meadow et al., 1993b).

Consider the example of a child solving the problem 3+2; if
they have the answer memorized, they may quickly answer “5!”
using a direct retrieval strategy of relevant math knowledge. A
second child, who has only learned about addition principles
generally, would likely respond differently to the same problem.
They may use a backup strategy (i.e., any method other than
retrieval), such as holding up three fingers then extending two
more while counting on “4. . . 5! The answer is 5!.” The proposed
model highlights how these children’s individual differences
in math knowledge could impact their use of self-produced
gestures, and would allow researchers to explore the theoretical
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FIGURE 1 | Combined model of information processing and embodied cognition.

implications of how these strategies connect to their subsequent
math abilities and later learning.

In addition to understanding the connection to math
knowledge, an additional goal of the proposedmodel is to explain
how gestures may be beneficial for EF and its subcomponents.
EF includes three separate, but interrelated processes; attention
shifting, inhibitory control, and working memory (Miyake et al.,
2000). While EF is often discussed as a multidimensional
construct, there is also evidence of unidimensionality in early
childhood (Wiebe et al., 2008; Hughes et al., 2010). This makes
it difficult to determine empirically whether the benefits of
gesture for children relate to EF broadly, or to one specific
sub-component. For example, it is common within the gesture
literature to discuss gestures as providing a reduction in
“cognitive load” (Goldin-Meadow et al., 2001) or linking them
to executive function (EF) broadly (O’Neill and Miller, 2013). As
such, connections between sub-components of EF and gesture
are represented in the current review based on how they are
discussed within their respective studies. The implications of this
approach are reviewed in the discussion.

In sum, when studying the role of gesture in math
environments, we propose a combined model of the IP

approach and theory of EC. By establishing the pattern of
information flow from the IP model within specific embodied
locales and conventions of EC, this new model provides a
dynamic representation of the cognitive impact of gestures in a
mathematical environment. The connections between children’s
domain-specific knowledge (stored in long-term memory) to
their self-produced gestures are illustrated within themodel itself,
as is an additional pathway between math-input and children’s
EF. Thus, both types of gestures are connected with children’s
cognition. Each of these connections will be considered through
a review of the current literature.

Goals of the Current Review
There are two primary goals of the current review. First, we
will review empirical work on the relations between children’s
mathematics ability and EF; mathematics ability and gesture
use; as well as their gesture use and EF. Each of these will
be discussed in terms of how this research fits within the
proposed model. The second goal is to address any remaining
gaps within the literature in order to demonstrate how the
proposed model lays the foundation for future research to
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examine the mechanistic role that gesture may play in children’s
math learning.

Search Methodology
The present review is focused on connecting three separate,
but related, bodies of literature: the gestures which children see
and use, their EF abilities, and their mathematics knowledge. In
the present review, less time is spent on connections between
children’s mathematics and EF abilities, given the numerous
reviews of this topic that are readily available (for reviews,
see Bull and Espy, 2006; Bull and Lee, 2014; and Cragg and
Gilmore, 2014). Each of the subsequent components (gesture
and math, gesture and EF) were investigated in a review
conducted with APA PsycInfo database and Google Scholar
in February through March of 2020. Follow-up searches were
conducted in June-July of 2020. Relevant articles that came to
our attention after our two initial searches were also included.
In order to be included, studies must have been (1) published
in English; (2) reports of original research, conceptualization
of theory, or related reviews of literature published in peer-
reviewed journals; (3) focused primarily on outcomes with
children. Each search was conducted with separate keyword
searches. Math and executive function were searched along with
keyword combinations including but not limited to children,
learning, and review. Math and gesture were searched along with
keyword combinations including but not limited to children,
learning, education, instruction, teacher, and review. Lastly,
gesture and executive function were searched along with keyword
combinations including but not limited to children, individual
differences, working memory, attention, inhibition, childhood,
and review.

MATH AND EXECUTIVE FUNCTION

Numerous studies have demonstrated a relation between
children’s mathematics ability and their EF (for reviews, see
Bull and Espy, 2006; Bull and Lee, 2014; Cragg and Gilmore,
2014; Jacob and Parkinson, 2015; Peng et al., 2016). Broadly,
this relation is consistent across different mathematical areas,
including early numerical tasks, arithmetic problems, word
problems, and standardized math measures (e.g., Lee et al.,
2009, Bull et al., 2011; Van der Ven et al., 2012). It is critical
to note that in both empirical and applied settings, EF has
been conceptualized in numerous ways with researchers using a
variety of assessment measures. As a result, empirical work on
relations between math and EF are extensive and this literature
has been previously reviewed as noted. Therefore, the focus of
this section is to briefly summarize this research to demonstrate
how representation of EF within the proposed model provides
a specific operational system that is firmly connected to math
contexts throughout childhood.

Cross-sectional correlational research has shown that different
sub-components of EF are related to children’s mathematical
performance. For example, research indicates that working
memory abilities are related to a range of mathematical tasks,
such as early numeracy abilities (Kroesbergen et al., 2009),
arithmetic achievement (Navarro et al., 2011), problem solving

more broadly (Swanson, 2004), written and verbal calculation
(Andersson, 2008), as well as mathematical word problem
accuracy (Andersson, 2007; Zheng et al., 2011). Similar findings
have shown connections between children’s inhibitory control
abilities and their math performance and achievement (Espy
et al., 2004; Brock et al., 2009; Gilmore et al., 2013). There is
additional evidence that inhibitory control, attention shifting,
and working memory independently account for separate
variance in children’smath ability (Bull and Scerif, 2001). Further,
when different sub-components of EF were examined in parallel,
unique contributions of each on children’s math ability were
still prevalent (e.g., Bull and Scerif, 2001; St Clair-Thompson
and Gathercole, 2006; Kroesbergen et al., 2009). Thus, evidence
demonstrates relations between all three sub-components of EF
and mathematics in children, lending support to including these
factors within our model.

As children’s mathematical knowledge develops, the impact of
EF ability on their learning and performance differs. For children,
it appears that working memory is of particular importance.
Specifically, both children’s symbolic (Caviola et al., 2012)
and non-symbolic math abilities (Xenidou-Dervou et al., 2013)
are positively related to their working memory. Importantly,
children appear to rely more on their working memory than
adults while solving math problems (Cragg et al., 2017). This
may be due in part to how children’s enactment of strategies is a
more active and less efficient process and so their ability to enact
a problem-solving strategy may be more of a direct result of their
EF abilities compared to adults. Further, different EF abilities
may allow an individual to enact differentmathematical strategies
(Imbo and Vandierendonck, 2007). For example, first grade
children with higher working memory abilities were found to use
more correct and sophisticated strategies on arithmetic problems
compared to children with lower working memory capacity
(Geary et al., 2012). These findings suggest that the relevance,
contribution, and demand of working memory and broader EF
abilities may shift depending on both the mathematical content
and children’s task knowledge, which can impact overall task
performance. Thus, individual variation in EF abilities is a critical
component to include in a model of children’s math performance
and learning, which is reflected in the centralized location of the
proposed model.

Lastly, longitudinal studies have shown that children’s EF is
not only predictive of later mathematics performance (Alloway
and Alloway, 2010; Monette et al., 2011), but also of their
growth in mathematical abilities (Geary, 2011; Clark et al.,
2013; LeFevre et al., 2013). For example, in a study following
children from kindergarten to third grade, working memory
related to children’s early and later number competencies, which
contributed to their math achievement (Krajewski and Schneider,
2009). However, training studies have shown mixed results.
Some studies have found that EF training can improve children’s
numerical knowledge (Holmes et al., 2009; St Clair-Thompson
et al., 2010; Holmes and Gathercole, 2014; Ramani et al.,
2017, 2019). For example, training WM improved kindergarten
children’s counting skills, and WM games that included both
numerical and non-numerical information improved children’s
counting and numerical comparison skills (Kroesbergen et al.,
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2014). However, others have found that providing children with
EF training does not necessarily improve their mathematical
knowledge (Jaeggi et al., 2012; Shipstead et al., 2012; Karbach
et al., 2015). These findings suggest varying levels of efficacy
in EF training on improvements in mathematics and provide
the first window of opportunity for future research using the
proposed model.

Overall, there is consistent cross-sectional and longitudinal
evidence of relations between EF and mathematical achievement
in children. These connections are found in a variety of
mathematics domains, and the individual differences in EF
abilities can influence children’s mathematical performance.
However, experimental evidence demonstrating that training
EF can improve children’s mathematical knowledge is
less consistent, although numerous studies have shown
promising results.

GESTURE AND MATH

In this section, we review literature on two types of gestures
included in our model. First, we outline literature pertaining to
gestures used by other people, such as a teacher or experimenter,
to explain or teach math concepts; included in the model’s
“Math Input” section. Second, literature regarding children’s self-
produced gestures is reviewed; included in the model’s “Math
Output” section. Studies in these areas establish two critical
functions (represented by connected arrows in Figure 1). One
function highlights how children’s self-produced gestures may
convey math information (stored within their memory), which
assists with their cognitive processing (EF). A second connection
between children’s gesture math-output connects back to their
math input, which allows for the possibility that children’s
gestures elicit math information from their environment. Each
of these are functions are reviewed and discussed.

Math Input: Observing Other People’s
Gestures
Individuals who observe a speaker’s gestures during a
mathematical context can extract useful information (Goldin-
Meadow et al., 1992; Alibali et al., 1997; Kelly and Church, 1998).
No training is required to gather this information, as children are
readily able to attend to information found uniquely in gesture
(Kelly and Church, 1997). Therefore, gestures that occur within
math environments are straightforward in their presentation yet
are critical to understand.

Experimental studies have shown that watching gestures
can support learning and generalization of math concepts.
For example, Graham (1999) had 2–4-year-old children (n
= 85) watch a puppet point while counting objects. When
asked about the puppet’s performance, children spoke about the
puppet’s gestures suggesting that from a young age, children
are explicitly able to recognize gesture strategies (pointing) in a
math environment. Alibali and DiRusso (1999) used a similar
paradigm with preschoolers (n = 20; M age = 4.67), where
a subset of children was asked to count aloud while watching
a puppet gesture to keep track of the objects. These children
made fewer counting errors compared to children who had no

gesture supports (either their own, or the puppets). These studies
illustrate how young children can benefit from receiving gestures
as part of their math input.

Research has also examined how gesture input could benefit
other domains of math. Valenzeno et al. (2003) worked with
25 preschool-age children (M age = 4.5 years) who watched
videos of teachers providing instruction on symmetry in a speech
alone, or in gesture plus speech. Children who saw the gesture
plus speech instructions had higher posttest scores for this
math-concept, compared to children who received instruction
in speech alone. Thus, children who received math-input
with gesture showed greater improvement in math knowledge
compared to their peers who received speech alone.

Additionally, children are also able to detect information
that is uniquely communicated through gestural math-input.
Specifically, Goldin-Meadow et al. (1999) asked a group of
teachers to give children (n = 49, M age = 9.83 years) lessons
on mathematical equivalence1. Teachers were not specifically
told to gesture, though they did gesture spontaneously during
instruction. These gestures contained relevant problem-solving
strategies, such as a v-handshape to group two numbers together
visually that should be summed, or gesticulating a flat palm
under one side of a problem and then the other to indicate
equality. These gestures either reinforced the information in the
teacher’s speech (gesture-speech match) or contained different,
but complementary information (gesture-speech mismatch).
Overall, children were more likely to reiterate their teacher’s
speech if it was accompanied by a gesture. Critically, children
were also found to be able to recognize information that was
solely presented within a teacher’s gesture. This suggests that
children both notice and process the mathematical information
presented uniquely by gestures.

Children’s ability to perceive information from gesture
is further supported by evidence from a bilingual sample
(Church et al., 2004). In this study, 51 Spanish-speaking first
grade students (M age = 7.0 years) were assigned either to
a Spanish-speaking classroom in school, or to an English-
speaking classroom. Students watched a video of an English-
speaking teacher providing instructions either with or without
gestures. These gestures were gesture-speech mismatches, such
that they contained unique but complementary information to
speech. Overall, children in both classrooms benefited from the
inclusion of gesture during instruction, and Spanish-speaking
children’s learning in particular increased from 0 to 50%. This
suggests an additional benefit of including gestures as math-
input. Specifically, gestures may be a more universally accessible
representation of math information, as its manual format is not
tied to a language.

Singer and Goldin-Meadow (2005) continued to build off this
line of inquiry using the mathematical equivalence paradigm.
Specifically, 3rd and 4th grade children (n = 160) were taught
problem-solving strategies either with no gesture, gesture-
speech matches, or gesture-speech mismatches. Children were

1An example of a problem involving the concept of math equivalence: in the
problem 4+ 5+ 6= _+ 6, children must recognize that the equals sign represents
that one side should be equal to the other side, and that the problem requires them
to solve for the blank within the equation.
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more likely to learn when their teacher’s math-input contained
one problem-solving strategy in speech, while simultaneously
presenting a different strategy in gesture. This finding extends
previous work by suggesting that the addition of gesture to
speech is unique in its ability to present two math concepts
simultaneously (one in each modality), which in turn facilitates
learning. Therefore, the inclusion of gestures as an accessible,
beneficial form of math-input is cemented in the model.

It is additionally important to review research on how gesture
input may impact children’s math knowledge. Cook et al. (2013)
asked 7–10-year-old children (n = 184) to watch a video where
an instructor provided a lesson on math equivalence either with
or without gestures. Children completed both an immediate
and delayed posttest to test for general learning and transfer.
Compared to children who received instruction in speech alone,
children who received gestural math-input performed better on
both the immediate and later posttests, including a transfer
of knowledge to new problems. Thus, children appear to gain
knowledge quicker and to generalize knowledge better when that
information is provided with supporting gestures, as opposed
to speech alone. These findings provide insight into how the
inclusion of gestural math-input could impact children’s own
math-output, such as their response to a later math test.

Additional work expanded on these results with a
computerized avatar (Cook et al., 2017). Sixty-five children (M
age= 9.0) watched as a computer avatar provided instruction on
mathematical equivalence, either with or without accompanying
gestures. Children who saw the gesturing avatar learned more,
solved problems quicker, and were more likely to generalize
their knowledge. Thus, children benefited from the addition of
gesture regardless of whether their instructor was human or a
computer avatar. These results reveal how gestural math-input
can be expanded to include technology-based instruction to
advance children’s learning and generalization of knowledge.
This emphasizes the connections within the proposed model
regarding math-input to children’s overall math understanding.

Together, these findings suggest that children notice, and
process mathematical information provided in instructor’s
gesture. These gestures are found to enhance children’s learning
and support broader understanding through concept transfer
and generalization. This literature is consistent with the proposed
model; children receive math input from their instructor’s
gestures and speech, which supports their problem solving and
later learning in the form of math-output.

However, it is also critical to understand the mechanisms by
which gestures provide these supports. One study assessed this
issue by manipulating whether task-objects were in view, and
thus referenceable, by their subjects (Ping and Goldin-Meadow,
2008). Specifically, kindergarten and first-grade students (n =

61, 5–7 years old) participated in Piagetian conservation tasks
where they were shown two objects (e.g., two glasses with equal
liquid) and were asked if they were equal. One of the objects
was manipulated, (e.g., poured into a shorter glass), such that
children’s understanding of conservation could be assessed when
asked to explain if they were equal now. Children then received
instruction on conservation, either in speech alone or gesture-
plus-speech, as well as either with or without the objects present.

On average, children were more likely to learn from instruction
that contained gesture-plus-speech, even when the objects
themselves were not present. In other words, gestural math-input
was helpful beyond the scope of referencing specific, concrete
objects within children’s environment. Thus, the function of
gesture as math-input goes beyond simple attention direction or
grounding of speech in the physical environment and has broader
implications for children’s learning.

Overall, the literature suggests that the gestures which
children observe as math-input can directly support their math
learning, which reinforces these connections in the proposed
model. Children are better able to learn, retain, and generalize
new information about math when their instructor uses both
gestures and speech, compared to speech alone. When children
cannot access math-information in their teacher’s speech,
gestures become even more important. These benefits extend
beyond a simple direction of attention, as gestures continue to
be beneficial even when the relevant items are not present.

Math Output: Children’s Self-Produced
Gestures
In the following section, we review literature on the self-produced
gestures children use in math contexts to scaffold their own
knowledge and learning. These gestures occur spontaneously
(e.g., Crowder and Newman, 1993) or as resulting from explicit
instruction (e.g., Alibali and Goldin-Meadow, 1993). In the
proposed model, children’s own gestures are linked to supporting
their ongoing cognitive functions, while also producing a form
of math output. This output can then be observed by teachers
to continue to inform the child’s math environment (e.g. Gibson
et al., 2019). Each of these functions of children’s self-produced
gestures are examined in turn.

Self-produced gestures have been shown to reduce cognitive
load during math contexts. This benefit of gesture was examined
by Goldin-Meadow et al. (2001), who asked participants to
solve and explain age-appropriate math problem (e.g., math
equivalence problems for children, harder problems for adults).
They were also asked to remember a string of letters or words
while providing the explanation for their solution. Gesture
was manipulated directly, such that participants were given
instruction regarding whether gestures were permitted, or if they
should keep their hands on the table. Both adults and children
were able to remember significantly more of their list when
they used gestures during their math explanations. This finding
supports the inclusion of children’s self-produced gestures within
the model. Furthermore, the authors suggest that the observed
cognitive benefit may be due in part to gestures’ utility in
reducing memory demands, which may additionally link self-
produced gestures to the memory processes in children’s minds.
Thus, this study is discussed briefly a second time in relation to
working memory.

Another study investigated how self-produced gestures
may further support children’s performance on a math task.
Specifically, Gordon et al. (2019) investigated how preschool
children’s own gestures may support their knowledge and
performance on a cardinality task. Results indicated that
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children’s cardinality knowledge was positively related to their
spontaneous gesture use, even while controlling for age. This
relation was not just driven by children who had mastered
cardinality; indeed, the same positive relation between gesture
and cardinality knowledge existed for the subsample of children
who were still learning principles of cardinality. Children were
also found to gesture the most during parts of the task that
were most difficult for them, subjectively, based on their current
cardinality knowledge. This emphasizes the connection in the
model between children’s own gestures, their math knowledge
in long-term memory, facilitated by the problem-solving abilities
within other components of EF.

Based on the advantages of self-produced gestures, additional
work considers how providing explicit gesture instruction or
encouragement to children to may impact their performance or
learning in math environments. Broaders et al. (2007) examined
this phenomenon in two studies with 3rd and 4th grade children
who were asked to solve math equivalence problems. In the
first study, children were asked to explain their solutions to
these problems either using specifically with gesture, specifically
without any gesture, or heard no mention of gesture. Children
who were told to gesture conveyed different information in
this modality (i.e., gesture-speech mismatch), such that their
math-output contained new and relevant information. Therefore,
instructing the use of gesture can lead children to express
math knowledge with their hands that may not otherwise be
communicated with their speech. The authors also sought to
address whether children who received this instruction would be
more receptive to learning by testing a new set of 3rd and 4th
graders using a similar protocol for their second study. Results
indicated that instructing children to use gesture not only taps
into their implicit math-knowledge, but also makes them more
likely to learn. Taken together, these results highlight how a
combination of direct instruction (math-input) and the resulting
self-produced gesture (math-output) could impact later math
learning; the overall goal of the proposed model.

To further parse apart the benefits of instructed gestures,
Goldin-Meadow et al. (2009) investigated whether specific types
of gestures were more advantageous than others. Third and
fourth graders completed math equivalence problems and were
assigned to one of three training groups: no-gesture, correct-
gesture, or partially correct gesture2. Overall, children learned
more when any gesture was used, regardless of whether the
information it contained was mathematically correct. However,
children who received correct-gesture training solved more
problems correctly compared to the partially correct gesture
group. This suggests that gestures which contain specific,
correct math information are superior to other gestural types.
Furthermore, children were able to verbalize the grouping
strategy used in gesture without any direct instruction, indicating
that children learned a strategy from their own gestures.

2Children in the no-gesture group only had the opportunity to verbalize the
relevant equivalence strategy. Children in the correct gesture group learned to use
their fingers to group the two, specific numbers that should be added to get to
the correct answer. Children in the partially correct gesture condition still used a
grouping gesture but with two numbers that would not sum to the correct answer.

Taken together, these results indicate that while any gesture
may benefit children, instructing specific gestures that align
with math-concepts could allow children to extract and learn
that information. This further supports the proposed model;
children’s self-produced gestures, while labeled as a form of
“math-output,” have connections to and from the knowledge
storage and EF processes within their minds. Thus, by providing
instruction to children to self-produce a specific type of
gesture, they may be able to tap into and build on task-
relevant knowledge.

New research involving fMRI methods builds on the
mounting evidence that providing instruction to children to
use gesture improves their mathematics ability. Wakefield et al.
(2019) worked with 7–9-year-old children who had engaged
in the same mathematical equivalence training outlined in
previous research (Cook et al., 2008; Goldin-Meadow et al.,
2009). Children solved a series of these problems, then received
training to express an equalizer strategy in either speech alone or
speech plus gesture. Only children who had gotten all problems
wrong initially then successfully solved at least half the problems
after training were included in the final sample (n = 20).
A week later, this sub-sample of children completed a short
training refresher before participating in an fMRI session where
they solved new mathematical equivalence problems. Results
showed differences in neural activation during problem solving
by training condition, such that children in the speech and
gesture condition had greater activation of the motor regions
of their brains compared to speech-alone. This indicates that
training math concepts through self-produced gestures may have
lasting neural impacts, even though children were unable to use
gesture during the fMRI reading itself. Thus, the neurological
research is consistent in its support for the pathways generated
by the behavioral research for the proposed model.

However, it is essential to address whether these benefits
are unique to gesture, or if any movement or action could
render the same benefits. For example, could children use a
bodily strategy consisting solely of actions and have the same
mathematical benefits? Novack et al. (2014) explored this idea
with 3rd grade children using the math equivalence paradigm.
Children were taught to use either a physical action on objects,
a concrete gesture which mimicked that action, or an abstract
gesture while solving the problem. While each of these strategies
lead to more learning, only children who used gestures were
able to generalize their knowledge to successfully complete later
problems. Therefore, given that it is gesture rather physical action
that best assists learning and knowledge transfer, the current
model provides a unique vantage point to delve further into how
gesture confers these benefits.

Building off this line of work, Congdon et al. (2018)
investigated how individual differences in children’s math
knowledge influenced their learning from gesture or action
strategies. First grade children’s initial measurement knowledge
was assessed, after which they received one of four trainings
for a measurement task. Half of the conditions used a physical
stick above a ruler aligned with zero, the other half shifted
over to align with a different whole number. Conditions were
further split by action or gesture-based trainings; Action-based
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trainings with physical manipulatives to show children how the
ruler segments could be used to count, and gesture-based training
using a “pinching” gesture to highlight the relevant segments of
the ruler. Children who used simpler strategies incorrectly during
the initial measurement assessment benefited from the action
training, but not the gesture training. However, children who
initially used a more complex, but incorrect, strategy at pretest
learned from both the training with actions and gestures. This
finding highlights the importance of recognizing how and when
gestures could be applied, as well as how individual differences
in children’s own math knowledge may influence the benefits of
gesture. In particular, encouraging the use of gesture may help
a child who has reached the particular level of underlying math
knowledge, yet hinder another less-advanced child at the same
time. Thus, ourmodel centralizes the importance of gesture while
also highlighting the importance of not separating the utility of
the tool from its intended user.

In educational settings, it is also important to understand
how children’s self-produced gestures can provide information
to an observer, and how this observer could provide additional
math-relevant input. In their seminal work, Church and Goldin-
Meadow (1986) examined 5–8-year-old children’s speech-gesture
mismatches to investigate whether these movements indexed
their transitional knowledge. In the first study (n = 28), children
participated in a series of Piagetian conservation tasks where
an experimenter made visual transformations of two equivalent
objects. Throughout the task, children were asked if the objects
had the same amount and to provide an explanation after the
transformation. Children were categorized as a conserver (e.g.,
recognized the key concept of conservation), partial conserver, or
a non-conserver based on their explanations. Children’s speech
and gesture use were coded during their explanation to determine
if they were a match or a mismatch3. On average, children who
had more mismatches showed more complex knowledge in their
gestures than their speech. Based on this finding, the authors
conducted a second study where half of the children received
direct instruction on the concept of equivalence while the other
half were given the opportunity to physically manipulate the
objects. Children who had more speech-gesture mismatches in
their explanations were more likely to learn new information
after training and benefited from the opportunity to play and
manipulate the objects afterwards. In contrast, those children
with more matches than mismatches did not show any additional
benefits from explicit training or more informal contact with
the objects.

These findings were further expanded upon by Perry et al.
(1988), who sought to explore how spontaneous self-produced
gestures used in math contexts could index children’s “readiness”
to learn new information. In a series of studies, they asked 9–12-
year-old children to solve problems and explain their solutions
related to concepts of mathematical equivalence and Piagetian

3In the original work, when children’s speech and gesture contained different
information, it was labeled as “discordant”, and if they contained the same
information it was termed “concordant”. However, these terms are used less
commonly today, and we have replaced them to be consistent in our terminology
across reference of this concept.

conservation. In general, children’s speech and gestures were
more likely tomatch during the conceptually easier mathematical
task (conservation), but more likely to mismatch during the
more difficult mathematical task (mathematical equivalence).
Additionally, the amount and the type of mismatches produced
by children provided an index of their “readiness” to learn.
Specifically, the authors suggest that children’s math-output
(gesture and speech) provides insight into their math knowledge,
as well as whether they may be able to receive new math-
input from their environment. Indeed, children’s gesture and
speech mismatches have been linked to their zone of proximal
development (Goldin-Meadow et al., 1993a). In other words,
their gesturesmay be used by adults to specifically calibrate future
math-input to a child’s individual level of understanding.

To further understand how children’s self-produced gestures
mark their conceptual knowledge, Garber et al. (1998) assessed
the speech gesture mismatches produced by 4th grade children
in their explanations of mathematical equivalence problems.
Children subsequently were asked to judge the acceptability of
a variety of other commonly used problem-solving strategies,
some of which were incorrect. Overall, children gave the highest
rating to strategies which contained conceptual elements that
they had only indicated in their gestures during their initial
explanations of how to solve equivalence problems. Thus, these
children not only expressed knowledge uniquely in their gestures,
but this knowledge was accessible when presented to them later
as additional mathematical input. Therefore, by watching the
gestures that children produce as a type of mathematical output,
it is possible to map out what math concepts they may already
have some knowledge of implicitly. Taken together, these studies
findings are consistent with the proposedmodel; that the gestures
which children produce as a form ofmath output are linked to the
knowledge stored within their long-term memory.

These markers of conceptual knowledge are found for other
domains of math knowledge too. Specifically, Gunderson et al.
(2015) studied 3–5-year-old children’s mismatches in the context
of cardinality, an early math concept which involves an extended
learning process. Children who were still in the process of
learning about this concept were more than twice as accurate
in their gesture responses compared to their speech. Moreover,
the gestures children produced were more accurate when the
information in their gestures was a mismatch with their speech.
Therefore, even young children who are in the process of learning
a basic numerical concept provide unique information in their
gestures that is not otherwise found in their speech. This finding
supports that the current model may be extended to consider
mathematics more broadly, as the patterns and information in
gestural mismatches appear in the form of gestural math-output
with younger children as well.

There is also evidence of this phenomenon in manual
languages, such as American Sign Language (ASL). Goldin-
Meadow et al. (2012) examined how the gestures produced
by ASL-signing deaf children (n = 40) in the previously
explainedmathematical equivalence paradigm predicted whether
they would benefit from explicit instruction on those problems.
In general, the children who produced more gesture-sign
mismatches were more likely to succeed after instruction than
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those who did not. This adds to the evidence by suggesting
that mismatches occur even within the same modality, and
strengthens the claim that it is critical to observe children’s
gestures as a form of math-output regardless of the modality
of their language. Additionally, this finding highlights that the
proposed integrated model may be extended for populations who
use manual languages as well, though future research is required
to further support each proposed connection.

In addition to studying whether the knowledge children
express in gesture can be made available to them, it is also
important to understand whether an external observer is able
to recognize the utility of children’s gestures. In other words,
how does the literature support the connection within the model
between children’s self-produced gestures and the math-input
they receive? One such study investigated this connection by
recruiting a set of teachers (n = 8) to work with 3rd and 4th
graders (n=38) on mathematical equivalence problems (Goldin-
Meadow and Singer, 2003). Specifically, each child completed
a pre-test of six problems, and explained their solutions to
an experimenter. The teacher watched this pretest to gain
insight on the child’s knowledge, but was given no information
or instruction regarding gestures. Each teacher then provided
instruction on a set of problems before the child completed
another, comparable posttest. Results showed that teachers were
more likely to have variation in their instructions (e.g., give
additional strategies) to children who had used more gesture-
speech mismatches during their initial explanations. Therefore,
children’s own gestures (math-output) inadvertently shaped their
own learning environment by evoking further explanation and
support from the teacher (math-input). Not only does this
happen spontaneously, but research shows that when adults
are instructed to watch children’s gestures, it can amplify the
amount of information they were able to glean from children’s
gestures (Kelly et al., 2002). Even when the instruction was
subtle, included different domains of knowledge, or different
aged children, these results held. Thus, it is both possible to pick
up on the information children possess implicitly by watching
their gestures, and respond to these gestures in ways that may
specifically scaffold the children’s knowledge. These findings
strengthen the connection within the integrated model between
children’s own math-output informing new math-input.

In sum, prior research provides evidence that self-produced
gestures may benefit children’s own learning and problem
solving. These studies support the proposed, integrated model
in several specific ways. First, they emphasize the modeled
connection between math-input in children’s environment and
the subsequent impacts the input has on their math performance
and learning. Second, literature which uniquely considers
spontaneous or instructed self-produced gestures allows for
additional insight to be added to the model, such as the
how individual differences in children’s knowledge made lead
to differences in children’s use of gestures, or differences in
the benefits of gesture use itself. The same results are not
reported with similar methods which employ physical action,
which suggests that these mechanisms are unique to gesture.
Additionally, prior research underscores the importance of
centralizing the child within the model, given that a learner’s
own math knowledge and cognitive abilities can change the

utility of gesture. Lastly, there is evidence suggesting that
children’s gestures are an indicator of their knowledge, and
that this form of math-output that can be used as a tool by
adults. This crucial collection of studies provides the connection
within our model between children’s gestures as math-output
impacting the mathematical input they receive from others.
Taken together, these studies highlight the necessity of a model
where children’s self-produced gestures in math environments
can be studied further.

GESTURE AND EXECUTIVE FUNCTION
(EF)

Given the multi-faceted role of gesture in children’s math
environments, it is critical to examine how the current literature
supports the model’s proposed connections between gestures
and children’s EF. Research outside the domain of mathematics
has linked gesture specifically to EF from an early age (e.g.,
gesture, language, and EF; Kuhn et al., 2014). As previously
discussed, individual’s gestures may show information about
implicit knowledge that is not found in their speech (Broaders
et al., 2007; Pine et al., 2007). By shifting this information outside
the mind and onto the hands, gesture is commonly proposed
as a mechanism by which the user can “lighten their cognitive
load” (Goldin-Meadow et al., 2001;Wagner et al., 2004). The idea
of cognitive load is often presented as an offloading of related
memory resources. While previous work has not drawn explicit
connections to components of EF, more recent work has begun
to delineate how gesture may be related to each subcomponents
of EF. Thus, in this section, we review the literature regarding
gesture, and their implied or direct connections made to the
subcomponents of EF presented within the integrated model.

Working Memory
Working memory is a limited capacity sub-system of EF where
information is temporarily held and processed during problem
solving. On average, children use more gestures when faced with
an explicit working memory demand (Delgado et al., 2011). The
mechanistic connections between working memory and gesture
are commonly discussed within the math and gesture literature.

For example, the aforementioned study by Goldin-Meadow
et al. (2001) examined how children’s memory could be impacted
if they used gesture during some parts of the common math-
equivalence task, but then were told to keep their hands still
during other parts. Results indicated that participants performed
better on the memory task when they were able to use gesture.
This suggests the use of gesture allowed for a reduction of
working memory load, compared when participants had to speak
without gesturing. The authors suggest the use of gesture allowed
for a reduction in working memory demands, allowing for a
greater allocation of cognitive resources for the memory task,
thereby improving performance. This same finding was found
with adults. Using an updated, age-appropriate set of math
problems to solve and explain as well as a harder set of memory
items, adults were told they were allowed to use gesture only on
some of their explanations. Similar to the children, the adults’
performance was better when they were able to use gesture
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compared to when they only used speech, suggesting that both
children and adults who use gesture while they speak would
benefit in a reduction of working memory demands (Goldin-
Meadow et al., 2001; Wagner et al., 2004). Thus, the current
model reflects the direct connection between children’s gestures
and their working memory.

Ping and Goldin-Meadow (2010) further explored the
mechanisms underlying how gestures benefit working memory.
In this study, 2nd and 3rd grade children (M age 8.75 years)
watched as an experimenter perform Piagetian conservation
transformations. Children were asked to remember a list of
words, then turned around to explain conservation to a new
experimenter at another table. The new table was either empty
or had the same conservation objects. This manipulation was
critical as it allowed the researchers to test whether the cognitive
benefits of gesture were based in its bodily capacity to link to a
specific object or location (e.g., Ballard et al., 1997; Glenberg and
Robertson, 1999). However, children who used gestures during
their conservation explanations performed better on the memory
task even when the items were absent and could not be directly
indexed by gesture. Therefore, the working memory benefits of
gesture are not tied to any specific object or spatial relation within
the external environment.

More recent research with adults emphasizes the specific
connection between gesture and working memory. For example,
adults who are asked to use gesture may experience differential
working memory benefits depending on their initial working
memory abilities (Marstaller and Burianová, 2013). Additional
studies have shown that people who have either lower
visuospatial or verbal working memory capacity tend to produce
more gestures on average (Chu et al., 2014; Gillespie et al., 2014;
Pouw et al., 2016), and those who have higher than average
visuospatial workingmemory abilities seem to be better equipped
to detect information conveyed in gesture (Wu and Coulson,
2014a,b; Özer and Göksun, 2020). Thus, the connection between
gesture and working memory are well-established.

The results of these studies are represented in the proposed
model. Specifically, the proposed model reflects the bidirectional
flow of information processing between children’s own gestures
and their working memory. This highlights the critical question
of whether individual working memory abilities change how
children receive gesture based math-input, as well as whether
an individual’s propensity to gesture could be impacted by their
working memory abilities. In other words, would a child’s initial
working memory ability explain variability in their subsequent
use of gesture within a math task?

Currently, there is not enough work available to answer
this question. However, one recent study sought to address the
related issue of whether the flow of information processing
should vary based on a child’s initial domain-general cognitive
abilities. Specifically, recent research with preschoolers (n = 81)
found that their spontaneous gestures and workingmemory were
related to their performance on an age-appropriate math task
(Gordon et al., 2021). However, children’s gestures were not
significantly related to their working memory after controlling
for age. This work leaves room for future research to investigate
this dynamic relation in further detail.

Attention
Additional work has informed the connection in our model
between gestures and attention, another sub-component of EF.
Research with infants indicates that they attend to pointing
gestures before 6-months of age (Rohlfing et al., 2012). Shortly
after 1 year, they begin to make their own attention-directing
gestures to convey and request information from other people
in their environment (Tomasello et al., 2007; Kovács et al.,
2014), suggesting at least a basic understanding of the attentional
function of gesture. Therefore, within the proposed model,
children could be expected to both use and recognize the utility
of gesture as a tool for attention.

However, the primary function of gesture is not only to drive
attention. For example, one of the previously described studies
exposed children to math gestures that contained task-relevant
information, but also that directed their attention to irrelevant
components of the math problem (Goldin-Meadow et al., 2009).
Results showed children who saw these partially-correct gestures
still learn more than children who received no gestures at all,
suggesting that even though their attention may have been
drawn to less relevant components, the gestures still helped.
Nevertheless, attention has still been added as its own separate
component within the proposed model, given that children in
this study still learned the most when they received a gesture
that contained both the task-relevant strategy information and
directed their attention to the relevant parts of the problem.
Therefore, we still believed it is important to include within our
model that gestural math-input can direct children’s attention
towards relevant information within their environment.

Recent research lends additional support to retaining
attention in some way within the proposed model. Specifically,
Wakefield et al. (2018) investigated how gestural input could
change children’s visual attention during math instruction.
Eight- to ten-year-old children (n = 50) participated in the
math equivalence paradigm and watched videos of a teacher’s
instruction in speech alone or in speech and gesture. Children’s
eye movements were captured using eye-tracking technology,
and their learning progress as well as concept transfer was
assessed. Children who received both speech and gesture
instruction spent time looking at both the problem and the
gestures. Additionally, children who received instructions with
both speech and gesture were more likely to follow along
visually4. Following along was uniquely predictive of learning for
those in the speech and gesture condition. Therefore, gesture as
math input appears to moderate the impact of visual attention
on learning and provides additional support for the inclusion
of a connection between gesture input and attention within the
proposed model.

The current model also ties children’s self-produced gestures
to their attention. There are limited empirical examples that
directly test how children’s own gestures drive their attention
in ways that impact their math output and learning. However,
Alibali and Kita (2010) assessed whether prohibiting children’s

4For example, the instructor says “one side equal to the other side” while pointing
the specific sides of the problem referenced in speech, and the child switches their
gaze to the indicated components of the problem.
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gestures would result in a shift of focus away from task-relevant
information, which provides equal insight into this part of the
model. In this study, researchers asked whether prohibiting
50 children (M age = 6 years, 5 months) from gesturing in
the standard Piagetian conservation task would cause them to
shift focus away from the perceptual-motor information which
is commonly expressed in gesture. At first, all children were
allowed to explain the conservation task with gesture, and then
half the children were prohibited from gesturing for the second
round of explanations by wearing a muff on their hands. On
average, children were more likely to focus on information that
was not perceptually present when they did not have access to
gesture. When they were allowed to gesture, their focus shifted
to the perceptually present information instead. Taken together,
the results indicate that children’s own gestures highlighted
information within their own environment, and this information
could be used in further cognitive processing related to children’s
later output. Therefore, while the main mechanism underlying
gesture is not attention, it is still an essential component of EF
that is tied to gesture. As such, the connection between gesture
and attention within the proposed model are supported.

It is important to recognize that the proposed model does not
include one connection built within the literature. Specifically,
it has been suggested that individual speakers have a threshold
for producing gestures, and that it may be possible for speakers
to take advantage of this threshold (either directly or implicitly)
to reap the cognitive benefits of gesture (Alibali and Nathan,
2012), suggesting a possible connection between attention sub-
component of EF to gesture directly. The GSA framework
provides a theoretical outlines how self-produced gestures are
a consequence of a speaker’s activation of own motor system
involved in both planning and producing speech (Hostetter and
Alibali, 2008). Based on a review of the empirical and theoretical
supports, there is not enough support within the literature to
draw a direct line from children’s ownmath gestures to their own
attention. As such, the proposed model only represents a flow of
information routed by proxy of children’s broader EF processes.

Inhibitory Control
Although inhibitory control is an important component of EF,
it is currently not included in our proposed model. This is, in
part, because less is known about how gesture may impact or
be impacted by a children’s inhibitory control. Here, we briefly
review two studies outside of the scope of the mathematics to
highlight the potential for future research.

First, O’Neill and Miller (2013) examined preschool children’s
gestures (M age = 47 months) during a Dimensional Change
Card Sort task. Children (n = 41) were asked first to sort cards
based on a given rule (e.g., sort cards by color), then midway
switched to sorting the cards by a new rule (e.g., sort by shape).
To sort successfully, children must inhibit the first rule to sort
by the new rule. In general, children who gestured more had
higher performance. Similar to math tasks, children who used
specific task-relevant gestures had higher performance compared
to children who used less relevant gestures. In particular, the
majority of differences were noted after the rule shift, which

is when children would have needed to inhibit the old rule to
implement the new rule.

Additional work with preschoolers using the same card
sort task assessed whether a direct, causal relation existed
between preschoolers’ gestures and their scores on another
version of the Dimensional Change Card Sort task (Rhoads
et al., 2018). Specifically, preschoolers received training to use
gesture as a support during the task to retain the specific
dimensions they were using to sort. On average, children who
were instructed to gesture showed improved sorting accuracy,
and these instructions appeared to be particularly beneficial for
younger children. These results suggest that instructing children
to use gesture may boost their overall EF performance, or even
lead to specific improvements in their inhibitory control abilities.

While these results occur outside of the domain of
mathematics, they suggest that children’s gestures may help to
keep new rules in mind, inhibit an old rule, or some combination
of the two. While the proposed model provides a breakdown of
EF, and the information that flows between the sub-systems of
attention shifting and workingmemory, further research needs to
be conducted to better understand how to incorporate the third
component of EF, inhibitory control, into the model.

DISCUSSION

In the current paper, we narrow our focus from the function of
gesture across learning contexts broadly (e.g. Goldin-Meadow
and Wagner, 2005) and present a new model regarding the role
of gesture in math environments. The processes involved in
math learning are well-modeled by the Information Processing
Approach, however this approach is not able to fully explain
the underlying mechanisms of gesture. Thus, we include tenets
of Wilson’s (2002) presentation of EC by modeling the mind
within the body, and by extension the surrounding environment.
This allows for a consideration of gestures as a form of math-
input from the environment, as well as a form of math-output
from children’s own bodies. After the model presentation, we
review the relevant literature on each of the model components.
First, we briefly summarize the literature between math and EF,
providing additional motivation for operationalization of IP into
the sub-components of EF. Next, we review literature pertaining
to gesture both as a form of math-input and math-output. Lastly,
we summarize studies pertaining to the cognitive benefits of
gestures, and how these relate to the sub-components of EF. Here,
we outline the strengths and weaknesses of the proposed model
and make recommendations for future research.

One strength of the proposed model is its direct expression
of the connections that have been made separately, or alluded
to, in previous literature. For example, the integrated model ties
findings from studies of EF and math to those of gestures in
a math context. In doing so, this new model presents a more
holistic representation of the connections between gesture, and
EF, and math. Specifically, given that EF and math abilities have
been robustly linked throughout childhood (e.g., Bull and Espy,
2006), new studies should account for whether differences in EF’s
subcomponents change the contribution of gesture.
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A related strength of the proposed model is its direct
attribution of benefits of gesture directly to the specific, and
separate components of EF (e.g., working memory, attention,
inhibitory control) when necessary. The benefits of gesture are
commonly described in terms of promoting conceptual change
or providing cognitive supports. For example, self-produced
gestures are often said to reduce cognitive burden, “thereby
freeing up effort that can be allocated to other tasks” (Goldin-
Meadow, 1999, p. 427). This reduction of “cognitive burden” or
influence on is still broadly used to represent the complicated,
tangle of cognitive processes that are relevant to discussing how,
when, and why gestures are beneficial (e.g., Novack and Goldin-
Meadow, 2017). While there is evidence of unidimensionality
across EF constructs in infancy and early childhood (Wiebe et al.,
2008; Hughes et al., 2010), much of the literature emphasizes
the number of distinct and separate components of EF in
later childhood and adulthood (see Baggetta and Alexander,
2016 for a review). Thus, this model is the first of its kind
to outline the connections between gestures, math, and the
potential of developing, multidimensional components of EF
for children.

Another strength of the model is its capacity to represent
how individual differences may impact the role gesture. A recent
meta-analysis investigating the role of observed and produced
gestures in comprehension found that while gestures are
generally beneficial to comprehension, they are most beneficial
when a learner produces gesture themselves (Dargue et al., 2019).
Indeed, there are even times where gestures do not promote
learning (see Goldin-Meadow, 2010 for a review). Therefore, the
proposed model is unique in that it highlights how variation
at the core of the model (e.g., the learner’s EF abilities, math-
knowledge stored in their long-term memory, and other factors
which shape these capacities) will change when and for whom
gestures will promote learning.

In addition to these strengths, there are several areas for
future research that this model helps to identify. Specifically,
the proposed model is primarily informed by gesture instruction
and gesture use during two mathematical concepts, the
mathematical-equivalence paradigm (Perry et al., 1988) and
Piagetian conservation tasks (Church and Goldin-Meadow,
1986). To date, many math-gesture researchers have chosen to
use these paradigms as they have been shown to produce natural
and relevant gestures. Therefore, our model is heavily informed
by studies which have repeatedly tested their questions within
the same specific mathematical domain. As such, our model
is limited in its scope in terms of representing gesture in a
broader array of math contexts, ages, and levels of cognition.
Future studies may examine how this model reflects gesture in
mathematics more broadly. For example, while some studies
have been conducted on early mathematical skills (counting
and cardinality), more research on the benefits of gestures for
foundational math knowledge is of particular importance given
that children’s early abilities are strongly linked to their later math
achievement (Claesens and Engel, 2013; Geary et al., 2013; Watts
et al., 2014). As such, it is imperative to understand how andwhen
to use gesture in the mathematics classroom to best maximize
academic achievement.

An additional consideration for the current model is how
well it aligns with other proposed frameworks of gesture. While
our model allows for gesture-speech mismatches produced or
witnessed by children in a math environment, we do not
center our model around them. However, we do not believe
that the decentralization of gesture-speech mismatches in the
proposed model conflicts with prior literature. For example,
literature considering self-produced speech-gesture mismatches
find that they are indicative of student’s readiness to learn
new information (Church and Goldin-Meadow, 1986). On the
other hand, watching a teacher’s mismatches may actually drive
student’s learning, compared to those who receive matching
or no gestures (Singer and Goldin-Meadow, 2005). Thus, we
argue it is not just that speech-gesture mismatches contribute
to conceptual change that is important. Instead, our model
prominently features the distinct pathways by which these
mismatches could impact children’s cognition, and how this
impact may vary depending on the source.

One gap in the current model is its ability to address the neural
underpinnings of gesture (e.g., Wakefield et al., 2013, 2019). This
line of work is imperative and may provide additional insight
regarding how each related brain region could play a role in
learning. However, the proposed model does not provide a basis
for studies considering detailed neurophysiological components.
This is not to say that the results of these studies could not
be thought of in parallel with the behavioral measures outlined
within the proposed model. Rather, it is our goal to provide an
accurate representation both in terms of the model’s primary
objective, as well as its scope. As such, while support for the
proposed model may be further strengthened by neuroscience
methods, it is possible that a more precise neural model of gesture
use may be needed.

The implications and opportunities for future research within
this domain are broad. Specifically, there are several questions
remaining to be answered: How do the individual differences
in children’s EF impact their use gestures during math tasks?
Additionally, how does children’s level ofmath knowledge impact
their EF, self-produced gesture, or the interaction between the
two? Do the types and rates of gesture vary as a function of
problem difficulty, based on these individual differences? How
does the nature of these relations change as children’s math
knowledge grows, and the specific content they are learning
changes? Although each of these questions are motivated from
the substantial research on children’s gesture, mathematics, and
executive function, key information is still missing.

As discussed previously, one gap in the literature is how
children’s inhibitory control may be linked to the mechanisms
and benefits of gestures. Math contexts are particularly useful
to study how children employ their inhibition abilities.
For example, during problems solving children can inhibit
old, ineffective, or incorrect strategies in lieu of new or
correct strategies they have learned more recently (Siegler,
1996). Thus, future research could analyze how gesture
may be used to support strategy inhibition during these
critical learning periods. Additionally, children’s spontaneous
gestures could provide insight into their inhibition. If a child
produces old, ineffective strategy knowledge in speech but
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newer strategy knowledge in gesture, this mismatch could
imply that supporting their inhibitory control abilities would
allow them to use the strategy knowledge they displayed in
their gestures.

Additional research could be conducted to better support
the proposed model’s connection between the math knowledge
stored within children’s long-term memory and their self-
produced gestures. The proposed model follows the current
literature in that math knowledge can be displayed in children’s
self-produced gestures (e.g., Garber et al., 1998), and an
assessment of this “implicit” knowledge can be used to determine
whether children are ready to learn (Broaders et al., 2007),
thereby leading to additional math-input. Thus, a unidirectional
arrow leads from the information stored in children’s long-
term memory to their gestures, but these gestures loop out
into the environment to inform their math-input. Thus, future
research could directly investigate how this information changes
depending on if children’s gestures were spontaneous or the
result of instruction. For example, while these types of gestures
may appear to display similar information, it is possible that
the underlying reason why gestures are generated in these
circumstances could vary. Additionally, a child’s propensity to
gesture could differ based on the instructions they receive, and
therefore the types and rates of self-produced gestures could also
be expected to differ.

Relatedly, future research could examine the differences
between when children receive specific instruction to use gestures
themselves, compared to when they are just broadly exposed
to gesture and mimic these movements independently. In other
words, if a child is exposed to a particular type of gesture in a
math context, what could we expect from them in later math
settings? Would the presenter of that gesture matter in terms of
whether it was a parent, teacher, or even a peer? In the event
that children are told about the specific benefits of using gesture
as a tool for math, would children use it in a way that helps
them? Or would they over-employ gesture in ways that hinders
performance? These are just a few of the many questions that

the proposed model is uniquely suited to address. In particular,
it allows future researchers to question how gesture-based math-
input may facilitate learning, while simultaneously considering
children’s EF, math knowledge, and their own gestures and
math-output.

CONCLUSION

The proposed model fuses central components of embodied
cognition and information processing theories to highlight
connections drawn in previous studies investigating gestures,
EF, and math learning. Each component of this new model is
outlined in a thorough review of the prior literature, through
a combined lens of these two theories. Although there are
several existing models of gestures and math learning, our model
offers specific, novel avenues for future research. In particular,
it provides a cohesive, theory driven representation of the role
of gestures as they pertain to children’s cognition within a
math environment. In sum the proposed model provides future
researchers with a theoretical foundation from which they may
continue to understand the relations between gestures, EF, and
children’s math learning.
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The economic principle of communication, according to which successful
communication can be reached by least effort, has been studied for verbal
communication. With respect to nonverbal behavior, it implies that forms of iconic
gestures change over the course of communication and become reduced in the sense of
less pronounced. These changes and their effects on learning are currently unexplored
in relevant literature. Addressing this research gap, we conducted a word learning study
to test the effects of changing gestures on children’s slow mapping. We applied a within-
subject design and tested 51 children, aged 6.7 years (SD = 0.4), who learned unknown
words from a story. The storyteller acted on the basis of two conditions: In one condition,
in which half of the target words were presented, the story presentation was enhanced
with progressively reduced iconic gestures (PRG); in the other condition, half of the target
words were accompanied by fully executed iconic gestures (FEG). To ensure a reliable
gesture presentation, children were exposed to a recorded person telling a story in both
conditions. We tested the slow mapping effects on children’s productive and receptive
word knowledge three minutes as well as two to three days after being presented the
story. The results suggest that children’s production of the target words, but not their
understanding thereof, was enhanced by PRG.

Keywords: word learning, child language acquisition, iconic gestures, reduction, economic principle of
communication

INTRODUCTION

Reduction in Spoken Language and Gestures
How people structure information in speech depends on various factors, including what is assumed
to be known, what kind of information is considered important, and what information the speaker
wishes to focus on (e.g., Arnold et al., 2013). In this vein, studies on speech have shown that speakers
exclude information when they tell a story for the second time to the same interlocutor and that
stories told for the second time contain fewer details and fewer words (Galati and Brennan, 2010).
Moreover, when referring to the same entity repeatedly, a speaker reduces the full lexical form by
replacing it with a pronoun or a zero anaphora (e.g., Fowler et al., 1997; Galati and Brennan, 2010).
Another form of reduction occurs when a word is produced less intelligibly (Bard et al., 2000, p. 2)
by shortening its vocalization duration (Jescheniak and Levelt, 1994; Griffin and Bock, 1998;
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Bell et al., 2009; Lam and Watson, 2010) and producing it without
pitch accent (Gregory, 2002; Watson et al., 2008). Overall, these
kinds of reductions occur during an interaction for predictable
(Haspelmath, 2008) or already known referents. The advantage
of using less information is a phenomenon already well studied
and is related to the economic principle of communication (for
an overview, see Arnold et al., 2013).

Similar to verbal behavior, gestures that encode the same
referent vary in their quantitative and qualitative aspects
to adapt to the listener’s communicational needs (Gerwing
and Bavelas, 2004; Galati and Brennan, 2014; Bohn et al.,
2019) and in the interaction progress that contributes to
emerging common knowledge (Clark, 1996). The similarity
between verbal and gestural behavior is reflected in the current
literature assuming that gesture and speech use the same
communication planning processes (McNeill, 1992; Kendon,
2004). The two modalities function as one integrated system
and are manifested in its temporal alignment (e.g., Jesse and
Johnson, 2012; Esteve-Gibert and Prieto, 2014), in similar
semantics (McNeill, 1992; Kendon, 2004), and in pragmatic
aspects (e.g., Kelly et al., 1999).

Based on the well-acknowledged view that gesture and speech
form an integrated system, in our study, we reasoned that
speakers’ gestures undergo similar changes as speech forms
(Galati and Brennan, 2010, 2014). In this vein and focusing
on iconic gestures, which are gestures that bear semantic
information about objects and actions, Galati and Brennan
(2014) showed that gestures become attenuated in size and
iconic precision when produced for a known interlocutor
compared to an unfamiliar interlocutor. Similar to lexical
forms in Galati and Brennan (2010), shared knowledge was
visible in gestures in the form of a reduction. Similarly,
Gerwing and Bavelas (2005) revealed that with increased,
mutually shared knowledge, gestures become physically more
schematic while simultaneously becoming conceptually more
complex. Whereas the dimensions of reduction are still largely
unexplored (Koke, 2019), it seems that interlocutors with a
certain degree of shared knowledge use less accurate gestures
than interlocutors without shared knowledge (Gerwing and
Bavelas, 2004). The latter type of interlocutors (without shared
knowledge) displayed more elaborated, informative and precise
gestures (Gerwing and Bavelas, 2004). Similarly, Jacobs and
Garnham (2007) demonstrated an effect on adult participants’
gestures that pertains to the interlocutors’ established common
ground: Gestures became less complex, precise, and informative
when speakers communicated about toys with which listeners
had also played. Along the same lines, Holler and Wilkin
(2011) demonstrated that interlocutors, who talked about
shapes on cards in order to sort them, mimicked each other’s
gestures during the dialog and that, as their mutually shared
understanding increased, their gestures were produced less
precisely. Overall, a reduction of gesture movements during an
interaction and the loss of particular semantic aspects could be
observed. It should be noted, however, that the reduction did not
cause a loss of information in the context of the conversation.
Instead, the relevant semantic information within the reduced
gestures was available for the listener at any time because the

listener could rely on the interaction history to link reduced
gestures to referents introduced earlier on (Holler and Wilkin,
2011; Hoetjes et al., 2015).

In sum, the reviewed literature suggests that gesture
production is adaptive to the listener’s emerging knowledge.
The body of research also supports cross-situational processing
mechanism in memory: More specifically, an aggregation of
features that seems to form an overreaching element that
is used in a contextualization process. In this process, an
ongoing event is interpreted in light of the emerging knowledge
of the interlocutors. However, direct empirical evidence for
the effects of adapted (i.e., reduced) gestures for learning is
currently lacking.

Learning With Iconic Gestures
In contrast to the advantage of adapted gestures, gestural behavior
itself is largely demonstrated to support language learning (see,
e.g., Rohlfing, 2019 for a recent review). Several studies report an
improvement in word learning for preschool children (e.g., Vogt
and Kauschke, 2017a), elementary school students (e.g., Nooijer
et al., 2014), and adults (e.g., Goodrich and Hudson Kam,
2009) in a word learning scenario in which iconic gestures
accompany target words. However, most existing studies focus on
younger children, thus, the evidence for older children is scarce
(Rohlfing, 2019).

In the literature, two explanations are provided for the
effectiveness of learning with gestures with regard to younger
children. First, iconic gestures semantically enrich the encoding
of unknown words (Capone Singleton, 2012) thus contributing to
a long-term learning effect (McGregor et al., 2009), also referred
to as slow mapping effect (e.g., Munro et al., 2012). In other
words, new information is first processed in working memory
(fast mapping) and then stored in long-term memory (slow
mapping). According to word learning studies, the transition
from working to long-term memory involves cognitive processes
during sleep (Wojcik, 2013). These consolidation processes yield
a memory trace that supports the retention of a novel word
(e.g., Munro et al., 2012) and become visible as consolidation
effect (for an overview, see Dudai, 2004; Wojcik, 2013). As
already mentioned, in word learning, the contribution of iconic
gestures was related to deeper processing: When a learner sees
gestures performed, they evoke semantic elements that are not
yet part of the word’s mental representation (Kita et al., 2017).
Consequently, binding a relation between the entity perceived
(e.g., a practical action) and its abstracted features in the form of
a gesture results in a richer internal representation that requires a
deeper level of processing (Goldstone and Son, 2005; McNeil and
Fyfe, 2012; Kita et al., 2017). In turn, a deeper level of processing
seems to leave a greater memory trace (McGregor et al., 2009; Son
et al., 2012). Other explanations for the beneficial effect of iconic
gestures focus on gestures that are used by the learner. In these
situations, the use of iconic gestures lightens the demands on the
learner’s working memory (e.g., Baddeley, 1986; Goldin-Meadow
et al., 2001; Ping and Goldin-Meadow, 2010; Cook et al., 2012).
For example, Goldin-Meadow et al. (2001) showed that children
recalled a list of words better when they were allowed to gesture
than when they were not.

Frontiers in Psychology | www.frontiersin.org 2 April 2021 | Volume 12 | Article 651725179

https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org/
https://www.frontiersin.org/journals/psychology#articles


fpsyg-12-651725 April 20, 2021 Time: 15:55 # 3

Mertens and Rohlfing Reduced Gestures Contribute to Learning

Summarizing the existing research, Rohlfing (2019) points to
the evidence that gestures support the learning of various word
classes: nouns, verbs, and prepositions. While the acquisition
of various word classes benefit from iconic gestures, the GSA
framework, which is based on the idea that gestures arise from
underlying motor or visual imagery, suggests that verbs require
“complexive” attributes (Nomikou et al., 2019, p. 9) that might
be better reflected in a multimodal way. This suggestion is
grounded in empirical evidence that shows, for example, that
children gesture more when describing a verb compared to a
noun (Hostetter and Alibali, 2008, 2019; Lavelli and Majorano,
2016). Studies that investigated children’s word acquisition
support this finding by demonstrating that when children
observe iconic gestures their verb learning benefits from this
observation (e.g., Mumford and Kita, 2014; Aussems and Kita,
2020). Mumford and Kita (2014) argue that iconic gestures guide
children’s attention towards particular features of a scene which
can enhance their semantic representation of unfamiliar verbs.
Aussems and Kita (2020) demonstrated that iconic gestures
foster the learning of locomotion verbs by preschool children.
Yet another study showed that primary school children benefit
from iconic gestures when learning locomotion verbs, but no
enhanced learning effect was observed for object manipulation
and abstract verbs (Nooijer et al., 2014). This finding indicates
that iconic gestures’ influence on verb learning varies between
verb categories.

Both explanations—to enrich the encoding semantically and
to lighten working memory—that regard the facilitative effect of
iconic gestures on word learning account for the effect that a
single gesture has during a learning experience. We now turn to
the questions of how and in what manner multiple presentations
of a gesture can enrich the encoding of words.

Learning With Variations of Gestures
To our knowledge, variation in iconic gestures has not been
considered in word learning studies to date. Although the
phenomenon of reduced gestures seems natural, it has not
been studied systematically during learning situations. When
gestures were used to support word learning in previous studies,
they remained unchanged even when presented several times.
In these studies, when the gesture consistency was an issue,
it was achieved by presenting participants with gestures of
video-recorded persons (e.g., Vogt and Kauschke, 2017a) or
programmed social robots (e.g., Vogt et al., 2017). In contrast
to gesture consistency, few studies tackled the issue of gesture
reduction. Variation in gestures can be achieved in manifold
ways and can occur in all gesture phases: preparation of the
gesture, in which the hand starts to move from a resting position,
the stroke, when a peak in movement is performed, and the
retraction phase, in which the hand(s) switch to a rest position
or to another gesture (Kendon, 1972, 1980; see for overview:
Wagner et al., 2014).

One possibility to vary a gesture is to provide different aspects
that refer to a specific referent. This is particularly relevant for
iconic gestures that convey semantic information through their
form (as in McGregor et al., 2009). For example, showing how
an object falls could be depicted in a reduced iconic gesture

by a quick hand movement that uses a downward movement.
This event could also be depicted with an even more reduced
gesture using only one finger. In contrast, the full gesture
could involve an arm movement to depict the length of the
downward movement, while the hand would additionally depict
semantic features of the object.

It has been observed that such a reduction occurs naturally
when speakers repeatedly refer to the same referent. They usually
reduce some properties of the gesture without changing or
losing the core meaning of the gesture (Gerwing and Bavelas,
2004; Holler and Wilkin, 2009, 2011; Galati and Brennan, 2014;
Hoetjes et al., 2015; Bohn et al., 2019). As already stated above,
the reduction of gestural presentation is not only a byproduct
of emerging common knowledge: When the form properties
change, the semantic information of the gesture changes as
well. In the following paragraphs, we present arguments for
why progressively reduced gestures, rather than gestures that are
presented in the same manner, might improve learning.

First, learners aggregate information across different
experiences with a novel referent and its labeling to discover the
relevant properties and features (Yu and Smith, 2007). Following
evidence provided above suggesting that gestures contribute to
the semantic encoding (McGregor et al., 2009; Capone Singleton,
2012; Vogt and Kauschke, 2017b), we assume that gestures are
part of semantic knowledge that is generated during exposure
and will be used for learning. We further reason that children’s
semantic knowledge is even more enhanced when learners
experience different versions of a gesture because different
semantic features of the referent are embodied in each version. In
addition, these semantic features become contextualized in the
process of unfolding knowledge and might become conceptually
more complex with each version (Gerwing and Bavelas, 2004).
This contextualization process might require more cognitive
effort from the learner to bind the different features in the sum
as relevant for the referent. To put it in other words, each time
the gesture is performed to supplement an unknown word, it will
provide additional, relevant information that needs to be related
to the word. This is because the gesture becomes more and more
abstracted from the referent.

We argue that this contextualization, namely, to relate the
abstracted (or reduced) content to the referent, is an effort that
fosters a deeper memory trace. In a similar vein, Son et al.
(2012) studied under what situational circumstances children
generate relational information that leads to generalization across
trials. They concluded that for a word to become generalized,
there should not be too much concrete information involved
in the labeling experience (Son et al., 2012, p. 9). When
learning instances are too specific, this experience might activate
only an immediate memory system and not generate any
relational information. This work led us to hypothesize that
the interpretation of several reduced features accumulated in
gesture results in meaningful relationships between the depicted
features and the concrete referent and, furthermore, contributes
to children’s robust word learning.

Further support for our premise comes from research that
shows that movements in the field of view have a distracting
effect and can interfere with the participants’ task performance
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(Lavie, 1995, 2005; Rees et al., 1997; Forster and Lavie, 2008).
Distractors that are unrelated to a task and only appear in the
periphery attract participants’ attention when cognitive resources
are available. More importantly, task-relevant distractors are
just as likely to interfere with task performance as irrelevant
distractors (Forster and Lavie, 2008). When applying Lavie’s
attention theory to children who observe fully executed iconic
gestures constantly, we derive the idea that these children pay
attention to such gestures (Kelly et al., 2010; Wakefield et al.,
2018a); however, seeing fully executed gestures multiple times
might have a distracting effect (Forster and Lavie, 2008). Using
our earlier example, a gesture that depicts the event of a
falling object can be performed by raising the hand above the
head and then moving the hand in a quick motion toward
the floor or by a short movement with only one finger. As
illustrated above, an interlocutor can gather the full meaning
of a reduced gesture when it is performed in context. Paying
attention to a fully executed gesture requires cognitive resources
that are not directed to the accompanying word. This assumption
is supported in studies showing that higher cognitive load
is reflected in participants observing movements and solving
linguistic tasks (Rees et al., 1997). In contrast, when observing a
reduced gesture, a child might focus more on the accompanying
word. As such, experiencing a reduced gesture depicting the
event of falling down might distribute children’s attention more
equally on the gesture as well as the word. Consequently, a
rich memory of the referent can be created because cognitive
resources are distributed more economically to build better-
balanced relational structures between the semantic features in
the gesture and the label.

In sum, our assumption that progressively reduced iconic
gestures might foster a memory trace of an unknown word is
based on the following: Their reduced movements (i) require
a contextualization that let a relational structure between the
word and the reduced features of the gestures emerge through
aggregation of semantic features and (ii) are less distracting
and can even create a processing focus on the label over time.
The first premise pertains to cognitive learning mechanisms that
appear to be activated during the observation of iconic gestures.
For the second premise, we have argued that learning becomes
enhanced due to more balanced distributed cognitive resources
when observing progressively reduced iconic gestures. Together
with the above-mentioned fact that reduction occurs in natural
communication, these premises provide a basis for our study.

The main goal in our study was to investigate whether
children are sensitive to reduced iconic gestures and whether
their long-term word learning (production and reception)
is enhanced when observing progressively reduced iconic
gestures. Whereas the existing body of research focuses on
preschool children (Rohlfing, 2019), we investigated older
children to extend an existing body of research to which we
can associate our study with respect to both advantages of
(i) gestural presentation for unknown words as well as (ii)
long-term memory. Studies have shown more potent effects
for children when tested with delay to initial exposure to a
target word (e.g., Munro et al., 2012). Furthermore, being
aware that word learning comprises the acquisition of many

word classes, our aim was to account for this diversity
in our study design, for which we used nouns and verbs
as target words.

MATERIALS AND METHODS

Participants
Fifty-one first graders, including 25 females and 26 males
from two schools in the region of Meerbusch (North-Rhine
Westphalia) in Germany, participated in this study. The
participants ranged in age from 6.0 to 7.4 years (mean = 6.7;
SD = 0.4). Socioeconomic status data were not collected from
children, but the population from which the sample was drawn
was predominantly middle to upper-middle class.

Stimuli
For our study, we used a word learning setting in which
words are embedded within a story—a previously designed
successful method for children (Nachtigäller et al., 2013; Vogt
and Kauschke, 2017a). The story, target words, pictures, and
iconic gestures were used from another word learning study
(Vogt and Kauschke, 2017a,b). In their study, Vogt and Kauschke
(2017a,b) demonstrated that preschoolers gained greater word
knowledge when a speaker accompanied words with iconic
gestures compared with attention gestures. For our study, we
modified the story in terms of the frequency and the number
of target words. In total, we embedded 4 nouns and 4 verbs
within the story, and each of them occurred three times.
Whereas the four nouns referred to animals, the verbs referred to
locomotion. The eight words were German words chosen by Vogt
and Kauschke (2017a) and identified as low-frequency words
(University of Leipzig, 1998–2013). In support of this, four- and
five-year-old German children (n = 16) were asked to name the
stimuli, and none of the children could name any of the stimuli
(Vogt and Kauschke, 2017a). We supplemented the ratings by
asking adults (n = 10) to name the stimuli. Only one of the ten
adults was able to name one word (a noun).

As in the original study, children watched a recorded person
who told the story and accompanied the target words with
gestures (Vogt and Kauschke, 2017a). Additionally, we extended
the multimodal presentation of the target words by presenting
reduced gesture versions (see Supplementary Material). To
ensure consistent word pronunciation of the target words, we
desynchronized gestures from the spoken word by performing
the gestures shortly after the spoken word. This way, the stroke
of the gesture was not synchronous with the target word. Instead,
the gesture was presented right after the word was produced.

We created two reduced gesture versions for each gesture.
With every reduction, a gesture becomes less complex and less
precise (Jacobs and Garnham, 2007) by lowering the gesture’s
level of detail and shortening its trajectory (Galati and Brennan,
2014; Hoetjes et al., 2015). Reduced gestures for nouns and verbs
were achieved by indicating the shape of an object and/or the
action movement with less accurate spatial information about
the referent’s location. For both word classes, this reduction led
to a shortened duration of the gesture phases. In Figure 1, the
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FIGURE 1 | (A) The three gesture versions of the iconic gesture for the noun “auk”. The first row depicts the fully executed gesture; the second row depicts the first
reduced gesture version; the third row depicts the second reduced gesture version. (B) The picture displays the referent “auk” (Copyright © 2013 Joy Katzmarzik
leap4joy graphics; reprinted with permission).

fully executed gesture accurately depicts the shape and location of
the auks’ beak, whereas the second reduced gesture only implies
the beaks shape and its spatial location. Similar characteristics
account for reduced gestures of locomotion verbs. For example,
the fully executed gesture for “to creep” depicts the referent’s
movements and a clear horizontal movement direction. The
reduced gesture version indicates only a horizontal direction with
the speaker performing an almost arcuate hand movement from
the left to the right. For reduced gestures of both word classes,
the stroke phase is not clearly separable from the preparation and
retraction phases.

Design and Procedure
For our investigation, we visited children at their respective
schools for two sessions. We selected five different classes from
two schools. Before starting the first session, the experimenter
visited the children in their classroom to introduce himself and
the project. The children’s parents were informed and asked
for their consent by letter. The study commenced after parents
provided written consent to their children’s participation, which
is in accordance with Paderborn University’s ethics procedures
for research with children. The procedure and consent forms
were approved by the university’s ethical committee. The
children also provided verbal consent before participating.
Additionally, they were informed that they could discontinue the
interaction at any time.

The two sessions for our investigation took place in a one-
to-one constellation with only the child and the experimenter

in the room. In both sessions, a child sat down in front of a
monitor set up on a table. The experimenter was sitting at another
table opposite the child. A plexiglass panel was placed between
the tables as a precautionary measure due to the Coronavirus
pandemic (see Figure 2). The first session lasted approximately
fifteen minutes and the second session about five minutes. The
children’s responses during the testing were videorecorded for
later analysis. The experimenter was aware of the purposes and
hypotheses of the study but blind to the gesture condition that a
child experienced.

Learning: After a short chat about how the children feel being
in first grade, the experimenter explained to the children that he
wanted to show them a video of a young adult who would tell a
story about her first-grade experience. After the child’s consent,
the experimenter started the video.

In the video, a woman told a story about animals and
actions (that served as target words). We applied a within-
subject design: To identify the effect of gesture reduction on
children’s slow mapping of novel words, half of the iconic gestures
became progressively reduced. For this, children were exposed to
three versions of gestures that appeared progressively reduced.
Furthermore, the story was designed for each target word to
occur three times in succession, without other target words being
mentioned. During this part, a picture with the referent was
shown next to the speaker (see Figure 3). Showing children an
image of a referent within the experimental setup is necessary
for testing children’s word knowledge that was administered after
the learning phase.
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FIGURE 2 | Study setup.

FIGURE 3 | Recorded storyteller performing the gesture for the German target verb “staksen” [to lift the legs alternately]. Next to her, the referent appears as an
image (Copyright © 2013 Joy Katzmarzik leap4joy graphics; reprinted with permission).

In our pilot study, when we put eight target words that
the children had to remember in one story, we obtained floor
learning effects. Our interpretation was that recalling eight target
words might have overwhelmed the children. Our attempts to
reduce the load were successful, and we found that children
performed better when they watched the story in two parts. For
this reason, we first presented one part of the story (with four
target words) and tested children’s learning performance after a
break of three minutes. After testing children’s word knowledge,
we continued with the second part of the story (with different
four target words) that was followed three minutes later by a
second test. According to this study design, children’s receptive
and productive knowledge of the target words was assessed
twice, once after each part (see Figure 4). This design raises

the issue that children might be aware of the story’s purpose
during the second part. Consequently, children might learn
target words from the second part better. To avoid this bias,
we created two story versions in which the target words
were embedded differently. The target words that occur in
the first part of the first story version were embedded in the
second part of the second story version and the target words
that occur in the second part of the first story version were
embedded in the first part of the second story version. Every
part contained four different target words (two nouns and two
verbs). Furthermore, each story version was created in two ways,
depending on whether target words were accompanied with
progressively reduced iconic gestures (PRG), or fully executed
iconic gestures (FEG). In total, we created four videos that
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FIGURE 4 | The study design: In the first session, the story was split into two parts. Each training part was followed by a posttest that was administered after a
3-minute delay. Posttest 2 took place during the second session.

differed in the order of the target words and the gesture versions
(progressively reduced or fully executed) that accompanied
the target word.

Testing: The main goal of this study was to identify the
long-term effects of reduced gestures on children’s productive
and receptive word knowledge. For this purpose, children’s slow
mapping performance was assessed three minutes after hearing
each part of the story. During the break between training and
testing, the children were asked to color a picture. A further long-
term effect on children’s receptive and productive knowledge was
tested in the second session that took place two to three days
after the first session. During the testing sessions, children were
shown pictures of the target words, similar to those shown in the
video. However, for the nouns, the pictures displayed the animals
from a different perspective, and the verb pictures featured a
girl instead of a boy. Throughout the testing, the experimenter
provided neutral feedback to the children’s answers.

As mentioned above, our testing assessed children’s
performance in word production and understanding. During the
production task, the experimenter asked the child: “Can you tell
me what kind of action the girl in the picture is performing?” or
“Can you tell me what kind of animal is shown in the picture?”

At the same time, the picture of the referent was shown on
the monitor (see Figure 5). In the case when children did
not provide an answer within five seconds after the question
was raised, the experimenter asked the children if they had
any idea. If another five seconds elapsed without an answer,
the experimenter moved on to the next picture and said “no
problem, let’s look at the next picture” or provided a similar
form of reassurance. The experimenter also continued with
the next picture when the children gave a correct or incorrect
answer or made it explicit that they did not know the answer.
In that case, the experimenter said, for example, “let’s look at the
next picture.”

Children’s performance was scored according to a coding
system. Children obtained (i) two points when both the onset
and the offset of the word were correct and they used the correct
number of syllables, (ii) one point when they produced either the
onset or the offset of the word correctly and used the correct
number of syllables, and (iii) zero points when they produced
the word onset and the offset incorrectly or when the number of
syllables was incorrect.

Fifteen percent of production responses were randomly
selected and coded by an independent research assistant. We

FIGURE 5 | Monitor screen during (A) the production task and (B) the reception task. In the example for (A), the girl is performing the action “to slide.” In the
example for (B), at the bottom right, the referent for the target word “beisa” is displayed. A distractor object that looks similar to the target referent is presented to the
left of the “beisa”. In the first row on the left, another target word, “auk,” is presented as a distractor. Next to the “auk,” a random referent is shown as an additional
distractor (Copyright © 2013 Joy Katzmarzik leap4joy graphics; reprinted with permission).
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measured interrater reliability using Cohen’s Kappa (Cohen,
1960) and obtained an agreement of k = 0.92.

In the reception task, children were presented the target
referent with three distractors; all referents formed a 2x2
arrangement (see Figure 5). The probability of choosing the
correct answer by chance was 25%. The distractors in the
arrangement included a picture similar to the target referent,
another target picture out of our study (same word type), and
a random picture. The testing started by asking the child, for
example, “Can you touch the picture where you see the beisa?”
When children did not point at the screen within five seconds
of being asked the question, the experimenter asked again if they
could point at the screen. If another five seconds elapsed without
an answer, the experimenter moved on to the next referent and
said to the child “It doesn’t matter, let’s look at the next picture”
or provided a similar form of reassurance. The experimenter also
continued to the next referent when the children pointed at the
screen or made it explicit that they did not know the answer.
The experimenter initiated this progression with words such as
“let’s look at the next picture!” After testing session 2, each child’s
performance was scored according to a coding system: Children
obtained one point for each correct answer and zero points for an
incorrect answer.

Data Analysis
We applied an omnibus 3-way analysis with the independent
variables gesture (progressively reduced iconic gestures (PRG),
fully executed iconic gestures (FEG)) and time (T1, T2) for testing
effects on nouns and verbs for both production and reception.
Greenhouse–Geisser corrections were applied where necessary.
Significant interaction effects were resolved by Bonferroni
corrected post hoc pairwise comparisons. For the production task,
we additionally conducted an item analysis. We first report on the
production task before and then turning to the reception task.

RESULTS

Word Production
Children’s performance was measured on a scale from 0 to 16 for
word learning (8 points for words accompanied by progressively
reduced gestures (PRG) and 8 points for words accompanied
by fully executed gestures (FEG)). Children achieved a mean
of 3.17 points (SD = 2.57; range: 0–10) during testing Session
1. During the testing Session 2 children achieved a mean of
3.80 points (SD = 2.58; range: 0–12). Their performance is
displayed in Table 1.

The ANOVA confirmed an intermediate significant
interaction effect gesture × time (F(1,50) = 5.55, p < 0.05,
ηp2 = 0.10), reflecting that children scored differently in the
gestural conditions and that the difference between conditions
depended on the time of retention. In post hoc analyses, multiple
pairwise comparisons revealed that children achieved higher
scores in Session 1 when words were presented with PRG
than when words were accompanied with FEG (p < 0.05).
Similarly, in Session 2, children scored higher in the PRG
than in the FEG condition (p < 0.01). These results suggest

TABLE 1 | Children’s mean production scores (SD) in the testing Session 1 (T1)
and testing Session 2 (T2).

Production

T1 T2

PR CF PR CF

Words 1.92 (1.77) 1.16 (1.47) 2.59 (1.91) 1.20 (1.48)

Nouns 1.08 (1.23) 0.75 (1.26) 1.24 (1.35) 0.67 (1.10)

Verbs 0.84 (1.22) 0.41 (.75) 1.35 (1.39) 0.33 (1.33)

The maximum word score was 8 points with 4 points for nouns and verbs each.
PRG = progressively reduced iconic gestures; FEG = full executed iconic gestures.

that children’s word production was enhanced when they
were exposed to presentation with PRG. Further analyses
revealed that in the PRG condition, children achieved a higher
score during T2 than during T1 (p < 0.05) suggesting that
the effect of PRG became more pronounced over time (see
Figure 6). For FEG, the post hoc analysis revealed no differences
between T2 and T1 (p = 0.86). The ANOVA yielded no further
significant interaction effect for gesture × word class × time
(F(1,50) = 1.56, p = 0.22, ηp2 = 0.03), word class × time
(F(1,50) = 0.67, p = 0.42, ηp2 = 0.01) or gesture × word
class (F(1,50) = 1.05, p = 0.31, ηp2 = 0.02) indicating that
nouns and verbs were produced similarly at both points in time
and under both gesture conditions.

In the next step, we applied an item analysis to assess
the item’s quality within the FEG and the PRG condition.
The item difficulty ranges from 0.06 to 0.38 indicating that
producing the target words can be considered as quite difficult
for the participating children. Table 2 shows that the frequency
distribution of item difficulty is lower for seven out of eight items
within the PRG condition. The item “fennec”, however, was an
exception, because it similarly difficult in both conditions. This
analysis confirms that most items were learned more easily within
the PRG conditions.

Reception Task
Children could score 8 points in the reception task (4 points for
words accompanied by PRG and 4 points for words accompanied
by FEG). In testing Session 1, children obtained a mean of 6.41
points (SD = 2.00; range: 0–8 points). During the testing in
Session 2, children achieved a mean of 6.70 points (SD = 1.84;
range: 2–8 points). Differentiating between word types (nouns
and verbs), children could achieve 4 points for each word type
(2 points for words accompanied by PRG and 2 points for words
accompanied by FEG). For nouns, children obtained a mean of
3.08 points (SD = 0.73 ranging from 0–4) in testing Session 1.
During testing in Session 2, children achieved a mean of 3.32
points (SD = 1.27 ranging from 0–4 points). With respect to verb
reception, children obtained a mean of 3.36 points (SD = 0.65
ranging from 0–4) in testing Session 1. During testing Session 2,
children achieved a mean of 3.42 points (SD = 0.99 ranging from
1–4). The probability to choose the correct answer by chance was
at 25% within the reception task. With children’s responses being
at 80% in testing Session 1 and 83% in testing Session 2 for words
in general but also 77 % in testing Session 1 and 83% in testing
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FIGURE 6 | Children’s word production score (SE) at the first (T1) and second (T2) testing. PRG = progressively reduced iconic gestures; FEG = fully executed
iconic gestures; children could score 8 points in both conditions, * p < 0.05, ** p < 0.01, *** p < 0.001.

TABLE 2 | Mean score, standard deviation (SD), and difficulty for each item (target word) in the PRG and FEG condition (PRG = progressively reduced iconic gestures;
FEG = fully executed iconic gestures).

Item Ralle Alk Fennek Beisa

“rail” “auk” “fennec” “beisa”

Condition FEG PRG FEG PRG FEG PRG FEG PRG

Mean (SD) 0.32 (0.73) 0.76 (0.95) 0.16 (.54) 0.48 (0.80) 0.40 (0.78) 0.44 (0.81) 0.41 (0.81) 0.85 (0.91)

Item Difficultiy 0.16 0.38 0.08 0.24 0.20 0.22 0.21 0.42

Item Staksen Retschen
Gliddern “to lift the legs Krauchen “to slide

“to slide“ alternately“ “to creep“ backwards“

Condition FEG PRG FEG PRG FEG PRG FEG PRG

Mean (SD) 0.42 (0.83) 0.64 (0.92) 0.26 (0.62) 0.62 (0.89) 0.13 (0.38) 0.37 (0.71) 0.22 (0.60) 0.48 (0.81)

Item Difficultiy 0.21 0.32 0.13 0.30 0.06 0.18 0.11 0.24

Session 2 for nouns and 84% in testing Session 1 and 86% in
testing Session 2 for verbs in specific, we can state that children
performance in word reception was well beyond the chance level.

The ANOVA revealed no significant interactions,
gesture × word class × time (F(1,50) = 1.73, p = 0.20,
ηp2 = 0.03), word class × time (F(1,50) = 0.93, p = 0.34,
ηp2 = 0.02), gesture × word class (F(1,50) < 0.01,
p = 0.93, ηp2 < 0.01), gesture × time (F(1,50) = 0.01, p = 0.92,
ηp2 < 0.01), revealing that the children’s performance in the
reception task seems robust against the gesture presentation and
time condition for nouns as well as verbs (see Table 3).

DISCUSSION

Whereas the economic principle of communication is well
studied for verbal communication, little is known about

TABLE 3 | Children’s mean reception scores (SD) in testing Session 1 (T1) and
testing Session 2 (T2).

Reception

T1 T2

PRG FEG PRG FEG

Words 3.31 (0.99) 3.10 (1.01) 3.41 (0.78) 3.29 (1.06)

Nouns 1.55 (0.64) 1.53 (0.09) 1.73 (0.57) 1.59 (0.70)

Verbs 1.75 (0.05) 1.61 (0.60) 1.73 (0.45) 1.69 (0.54)

The maximum of word score is 4 points with 2 points for nouns and verbs each.
PRG = progressively reduced iconic gestures; FEG = fully executed iconic gestures.

means and effects of economic communication in gestural
behavior. Aiming to close this gap, our study was designed to
experimentally investigate the effects of progressively reduced
iconic gestures (PRG) on children’s word learning at a mean
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age of 6.7 years (SD = .4). More specifically, we asked whether
children’s slow mapping can be enhanced by presenting PRG
in contrast to consistently fully executed iconic gestures (FEG).
This new form of gestural presentation was motivated by two
research strands: One strand includes studies demonstrating that
iconic gestures comprise reductions of the referent’s semantic
features (e.g., Kita et al., 2017). Along these lines, we reasoned
that this reduction leads to a more abstracted presentation of the
referent, which is important to induce deeper memory processing
resulting in a better learning outcome (Mumford and Kita, 2014;
Son et al., 2012). Additionally, our study was motivated by the
finding that common ground between interlocutors affects their
gesture performance in a way that their gestures become reduced,
but the reduction causes no loss of information in the context
of the conversation (e.g., Holler and Wilkin, 2011; Galati and
Brennan, 2014; Hoetjes et al., 2015). We reasoned that repeatedly
observing FEG can lead to distracting effects, whereas through
PRG, cognitive resources are distributed more economically and
thus better balanced for processing meaningful input from a
gesture and its accompanied label (Forster and Lavie, 2008; Kelly
et al., 2010). Combining these two research strands, we expected
children to retain target words accompanied by PRG better than
words accompanied by FEG.

In our study, children were presented with eight unknown
words: four nouns and four verbs. The unknown words were
embedded in a story. Applying a within-subject design, children
received four target words presented by PRG and four other
target words presented by FEG. All children participated in
both conditions. Our analysis focused primarily on long-term
effects because retaining a word for several minutes or several
days indicates that the word has been acquired robustly (e.g.,
Munro et al., 2012; Wojcik, 2013). For this reason, children’s
performance in word reception and production were assessed at
two different points in time: after a delay of three minutes and
after two to three days.

For word reception, we found no significant effect, neither
when looking at the differences between the presentations nor
when looking at what point in time the assessments occurred.
We can therefore conclude that the reception of unknown words
seems robust to our experimental manipulation. Furthermore
and because of the high scores obtained in both conditions, our
results suggest that first graders are generally strong in word
reception. The referent’s picture might have been a beneficial
(nonverbal) resource for formulating the correct answer. Thus,
it seems reasonable that older children are experienced enough
to recall a word meaning with the presentation of a picture’s
referent—even if it is displayed from a different perspective.
In contrast to our results, strong long-term effects on word
reception were reported for younger children at the age of two,
when the learning process was supported by iconic gestures
(Horst and Samuelson, 2008; McGregor et al., 2009; Munro et al.,
2012). It seems likely that the word reception test in our study
was too easy for the children, which is a limitation of our design.
In future studies, it would be more appropriate to design a testing
procedure that requires the reception to be embedded in more
demanding tasks, such as the understanding of text that contains
the target words.

Regarding word production, we found that children were able
to learn target words accompanied by PRG more successfully
than words accompanied by FEG. In accordance with previous
studies that revealed long-term effects of learning with gestures
(McGregor et al., 2009; Munro et al., 2012), we found that
the advantage of the PRG presentation was more pronounced
when tested two to three days after initial exposure. We
explain this as being a result of children’s greater sensitivity
to a word’s presentations accompanied by PRG because the
children experienced various forms of the gesture that might
have fostered rich word concepts. These concepts were then
available for the children during the assessment of their word
production performance. The concept richness might be due
to a greater variation in semantic properties in PRG, which
are all related to each other. For example, the fully extended
gesture for “to creep” contains several finger movements and
a long horizontal trajectory, while the second reduced form
contains no finger movements and only a short, almost arched
trajectory. By removing semantic aspects from an iconic gesture,
children might focus on the remaining semantic aspects from
the reduced gesture. This way, children are exposed to a
broader spectrum of semantic aspects within gestures that allows
them to build a more substantial memory trace. In this form
of gesture support, the variety of gestures includes a higher
level of multimodal information. Thus, children can build up
their semantic knowledge by continuously picking up semantic
features that are novel or incongruent with their current word
conception. This selected and contextualized exposure to various
semantic features fosters the process of elaborating an existing
representation and leads to a broader relational knowledge of the
referent event. In support of this explanation, much research has
emphasized that sematic knowledge drives the successful retrieval
of a word’s label for production (e.g., McGregor et al., 2002;
Capone and McGregor, 2005; Capone Singleton, 2012).

While variations in gesture lead to a more complete and
distinct representation in memory, it should be noted that the
presentation of PRG included consistency in the presentation
of the target word. This way, in repetitions of the presentation,
the word became the invariant element (Son et al., 2012).
Consequently, the word likely became a focus leading to a
stronger memory trace by serving as a strong link between the
semantic features within the gesture versions and the label. We
argue that this focus also accounts for the beneficial effect of
the PRG presentation that leads to stronger word production
performance in a long-term. Son et al. (2012) have demonstrated
that when cognitive effort is intensified to interpret perceptual
events in the context of a word, a stronger relation between the
label and the referent is created. The cognitive effortful processes
that include extracting, supplementing, and contextualizing
semantic features from PRG is likely to provide the semantic
link that is needed to retain and recall a word in the long-term
(Capone Singleton, 2012).

Experiencing RPG can clearly be viewed as contextualization
that is taking place with regard to the ongoing gain of knowledge
that the child is experiencing. However, it is important to note
that following this explanation, it might also be possible that
children’s learning would benefit from presenting words with
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gestures that are not reduced but are instead presented each time
differently. Further studies need to account for this alternative
explanation. In line with our argumentation highlighting
the relevance of semantic features in the facilitation process, we
hypothesize that three unrelated gestures will not have the same
beneficial effect on the production of unknown words.

As discussed above, our study demonstrates that children’s
slow mapping was enhanced when they were exposed to PRG
gestures. To identify if specific stimuli drive this finding, we
compared how well children learned each word in the PRG
and the FEG conditions. The analysis revealed that all words,
except the noun “fennec”, were easier to produce when children
observed PRG. Producing the word “fennec” appears to be
equally challenging within the PRG and the FEG conditions.
Interestingly, the gesture versions for “fennec” are executed with
no movements within the stroke phase (the phase that contains
the maximum semantic information density). All other gestures
included movements within the stroke phase. We suggest that
reducing a gesture that is void of movement in the stroke
phase generates a lower variety of semantic features and can be
interpreted effortlessly. The lower variety of semantic features,
which seems to be easily processed, does not appear to contribute
to the current internal word representation. The iconic gesture
for “fennec” depicted the large ears of the animal. While the fully
executed gesture version depicted the ears at an appropriate
position on the head, the reduced gesture versions depicted
the ears at less accurate positions. The reduced iconic gesture
versions of other referents, like the peak of the auk, were reduced
more strongly, involving a reduction of both the object (the peak)
and the spatial position (see Figure 1). However, it also stands
to reason that the item difficulty for “fennec” is similar in both
conditions because it was simply not sufficiently reduced and not
because of the missing movements within the stroke phase.

OUTLOOK

Our study indicates that PRG enhanced children’s long-term
word production in general, but no differences in learning nouns
versus verbs were found. These findings are somewhat surprising
considering that literature points out that the acquisition of verbs
requires more complexive attributes than nouns (Nomikou et al.,
2019). While nouns can be drawn from relatively established
referential frames, verbs refer to events that are complex
and less transparent to single out concrete semantic features
(e.g., Gentner, 1982; Hirsh-Pasek and Golinkoff, 2006; Heller
and Rohlfing, 2017). In this vein, other studies suggest the
possibility that the acquisition of verbs benefits from multimodal
presentations comprising additional semantic features (Goodrich
and Hudson Kam, 2009; Kita et al., 2017; Wakefield et al., 2018b).
For example, Mumford and Kita (2014) argue that extracting
relevant features is one of the key elements in verb learning. With
this in mind, it would be reasonable to expected that verbs were
better learned due to the broader variety of semantic features
within the PRG condition. While the omnibus 3-way ANOVA
does not confirm significant effects between the word classes,
a descriptive level of analysis shows that the studied children

learned verbs accompanied with PRG as well as they learned
nouns accompanied by PRG. In contrast, the children learned
only half as many verbs as nouns when both word classes were
accompanied with FEG. This descriptive analysis indicates the
possibility that with increased power, various forms of gestures
might be a method that responds better to demands in verb
acquisition. Further research is needed to investigate whether
PRG are particularly conducive to the acquisition of verbs.

Our second premise outlined in the introduction is that the
movements themselves also play a role in learning with PRG. We
have argued that children’s production of novel words becomes
enhanced with PRG because children can focus more on the
label provided. While we found enhanced word learning effects
in the long term, we did not investigate how different gesture
conditions influenced children’s attention. Future research can
thus follow up an investigate how different iconic gesture versions
affect children’s attention.

LIMITATIONS

As mentioned above, our study has some limitations. First, we
have argued that reduction in gestures can enrich children’s
semantic word knowledge by enabling a deeper encoding process
induced by the reduced movement processing. It remains an open
question whether the use of different iconic gestures would result
in a similar learning effect.

Another limitation is the fact that children performed poorly
in the production task, whereas they reached high scores
in word reception. It seems reasonable to assume that the
children’s production scores would have been higher if the target
words had been presented more frequently. However, the PRG
condition required us to reduce each gesture only twice, to
ensure the reductions between the different versions were
noticeable. Consequently, the occurrence of each target word was
limited to three times.

Finally, we decided to desynchronize the presentation of
the spoken word from its accompanying iconic gesture. This
was necessary to ensure that the presentation of the word was
the same in each repetition. Normally, words are produced
simultaneously with gestures. Consequently, as a gesture is
reduced, the accompanying word’s phonological form is also
reduced. Since this confounds the effects of word with gesture
presentation, we attempted to design our study so that it would
avoid this problem. The desynchronization of the gesture and the
word might have had an effect on children’s learning outcome, as
it seems easier for children to pay sufficient attention to a gesture
and the target word. One way to perform variations of gestures
simultaneously with the target word would be to use a social
robot as storyteller. Despite a small sample size, this concept has
shown promise in positively influencing word learning with PRG
in preschool children (Mertens, 2017).

SUMMARY AND CONCLUSION

With our study, we have demonstrated that children’s long-
term word learning becomes enhanced through exposure
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to progressively reduced iconic gestures (PRG). The novelty
of our research resides in the systematic description and
experimental investigations of gestures that vary in their form
when repeated during a word learning scenario. We have
demonstrated the effects of PRG on productive word learning
and offered thorough explanations. Our findings contribute to
the growing evidence that a key element in supporting long-
term learning processes is to reduce the learning content during
its visual presentation. In this sense, the condition, in which a
novel word was accompanied by PRG experienced reduction and
thus a progressive abstraction of semantic features related to it.
Our study also contributes novel findings to gestural research on
language learning in children since the participants were older
than previously studied (Rohlfing, 2019). Regarding nonverbal
behavior and learning, it remains a question for further research
whether reduction affects learning in other tasks similarly, for
instance, in explicit learning situations such as math.
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Iconic gesture-speech integration is a relatively recent field of investigation with
numerous researchers studying its various aspects. The results obtained are just as
diverse. The definition of iconic gestures is often overlooked in the interpretations of
results. Furthermore, while most behavioral studies have demonstrated an advantage of
bimodal presentation, brain activity studies show a diversity of results regarding the brain
regions involved in the processing of this integration. Clinical studies also yield mixed
results, some suggesting parallel processing channels, others a unique and integrated
channel. This review aims to draw attention to the methodological variations in research
on iconic gesture-speech integration and how they impact conclusions regarding the
underlying phenomena. It will also attempt to draw together the findings from other
relevant research and suggest potential areas for further investigation in order to better
understand processes at play during speech integration process.

Keywords: iconic gestures, speech-gesture integration, methodological considerations, co-network connectivity,
multisensory integration

INTRODUCTION

“Gestures” refer to dynamic movements of the hands (Novack et al., 2016), with “iconic gestures”
referring more precisely to manual movements allowing for the transmission of additional or
redundant information to the speech they accompany (Kita and Özyürek, 2003; Willems et al.,
2007). These gestures greatly contribute to the quality of the information exchange between
individuals from an early age onwards. Since the 1990s, numerous attempts have been made to
understand the mechanisms underlying the understanding of these gestures and their integration
into the associated verbal utterance. Indeed, these gestures appear to possess semantic information
that is related to the verbally conveyed message. The notion of “gesture-speech integration” is a
central concept in this field. It refers to the implicit cognitive process of combining audio-visual
information into a single representation (Green et al., 2009).

To date, studies on gesture-speech integration have employed diverse methodologies, whether in
terms of the definition for iconic gestures used, the task or even instructions given to participants.
And as suggested by Wolf et al. (2017), the interpretation of verbal and gestural information can be
modulated according to the task and/or instruction given to the participants. Our aim is, therefore,
to put into perspective the data found in the field of iconic gesture-speech integration by specifically
highlighting the methodological variations. Indeed, the diversity of results yielded in this field could
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be explained by (1) non-identical testing methods (Wolf et al.,
2017) (2) overlooking the specificities of iconic gestures or (3) a
non-integrative interpretation of results.

First, an integrated and comprehensive definition of
iconic gestures will be given to contextualize the focal
point of this review. There will then be a focus on the
different methodological variations when investigating the
links between iconic and verbal information in behavioral,
electrophysiological, brain imaging, and brain stimulation
studies. Clinical population studies will also be discussed,
as they can shed some light on the processes underlying
the integration of gestural and verbal information. The
discussion will then attempt to integrate all elements to
suggest potential avenues for future studies and improve the
understanding of the interrelation between iconic gestures and
verbal language.

CHARACTERIZING ICONIC GESTURES:
TOWARD AN INTEGRATED AND
COMPREHENSIVE DEFINITION

Iconic gestures convey meaning semantically related to
the content of the co-occurring speech (McNeill, 1992).
This definition of iconic gestures can be found in the
majority, if not all, of the studies conducted on gesture-
speech integration. On its own, it might not be sufficient to
describe the variety of iconic gestures. These gestures being
the central focus of this review, it is proposed to focus on
exactly what they represent. The literature identified an iconic
gesture as:

(a) A meaningful manual movement (Kita and Özyürek,
2003; Willems et al., 2007);
(b) Temporally aligned to the speech it accompanies
(McNeill, 1992; Willems et al., 2007; Habets et al., 2011;
Obermeier and Gunter, 2014);
(c) Conveying redundant or complementary information to
that present in the co-occurring speech (Krauss et al., 1996;
Kita and Özyürek, 2003);
(d) Semi-automatically integrated with speech (Holle and
Gunter, 2007; Kelly et al., 2010a);
(e) Providing information on actions (and is then called
kinetograph), on the shape/size of an object (called
pictograph), or on spatial relationship between two objects
(called spatial movement);
(f) Carrying intrinsic meaning but rely on speech to be
understood (Krauss et al., 1996; Hadar and Butterworth,
1997; Holle and Gunter, 2007);
(g) consisting of 3 phases (i.e., preparation-stroke-
retraction), with the stroke carrying most of the semantic
content (McNeill, 1992);

Given the variety of iconic gestures, it is essential to
know exactly what is being investigated. This will be of
a particular interest for this paper. Having these points in
mind, the next section will focus on results obtained through

various methodologies in behavioral, brain activity and brain
stimulation investigations.

INVESTIGATING THE RELATIONSHIP
BETWEEN ICONIC GESTURES AND
LANGUAGE

Historically, two visions regarding the underlying processes
involved in the comprehension and integration of iconic gestures
with speech coexist in the literature. On the one hand, Krauss
et al. (1991) considered iconic gestures as an epiphenomena of
verbal language and do not consider them to have any relevant
value in the understanding of the message. On the other hand,
most studies and authors now argue in favor of the importance
of iconic gestures in language comprehension (McNeill, 1992;
Hadar and Butterworth, 1997; Beattie and Shovelton, 2002; Holler
and Beattie, 2003; Kelly et al., 2010b), with some considering
the gesture-speech integration to be automatic (McNeill, 1992;
Kelly et al., 2004).

A recent meta-analysis (Dargue et al., 2019) investigated
the effects of co-gesture on speech comprehension. Despite
numerous studies showing an enhanced comprehension
following the presentation of co-speech gestures, Dargue et al.
(2019) highlighted only a moderate beneficial effect. The authors
attributed this effect to the diverse methodologies used in the
investigation of gesture-speech integration. However, they do not
merely consider iconic gestures (the focus of this review) but also
other types of co-speech gestures (such as deictic, metaphoric and
beat gestures). Subsequently, the authors suggest to investigate
the methodological variations within each type of co-speech
gesture (Dargue et al., 2019). This review will, therefore, attempt
to highlight these methodological aspects among iconic gestures.

First, iconic gesture-speech integration studies can be
conducted through behavioral investigations, associated or not
with a measure of brain activity or brain stimulation. Second,
various experimental designs can be used to assess gesture-
speech integration. One way is to modulate the relationship
between the iconic gesture and the co-occurring speech. Three
types of relationships may be of interest; (a) The information
conveyed through iconic gestures may be redundant to that
conveyed in speech, thereby reinforcing the message. For
example, when speaking of a large object, the arm and hand
gesture at an increasingly larger amplitude representing the width
of the object. (b) Iconic gestures can also be complementary
and thereby provide additional information to that contained
in speech. For example, when speaking of a box one can
gesture its shape. (c) The iconic gesture can also contradict the
information contained in speech (Dick et al., 2014). In this case,
the literature refers to an incongruency, most often semantic,
between the verbal and gestural information [e.g., gesturing
stirring while saying break (Willems et al., 2007)]. Manipulating
the degree of congruency allows to take into account the
semantical integration of information present in both modalities
(Holle and Gunter, 2007). According to Holle and Gunter
(2007), a decrease in performance following the presentation
of incongruent information (represented by more incorrect
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responses or longer reaction times) can be interpreted as a failed
attempt to integrate the gestural and verbal information.

Third, the task in itself can modulate the interpretation of
results. Some studies require participants to simply observe the
stimuli, whereas others require an explicit processing of the
information by either focusing their attention on the verbal
or gestural information. While observing the stimuli is an
ecologically valid approach, focusing on one or the other aspect
of the stimuli could seem less natural.

Fourth, investigating different types of iconic gestures could
yield different results. As has been mentioned above, iconic
gestures can represent actions, manner of movement or
physical attributes (McNeill, 1992). More recently, Dargue and
Sweller (2018b) also distinguished between typical and atypical
iconic gestures.

Finally, other parameters can also be manipulated, such
as the type of stimuli presented (i.e., recorded video clips of
people gesturing, cartoons, or live presentation of gestures), their
content (i.e., presenting single words, sentences, or a narrative),
the length of the presented gesture (i.e., the complete gesture or
just the stroke), or the visibility of the actor (i.e., if the face is made
visible or masked).

The following section will review the literature considering
these different parameters.

Behavioral Investigation of
Gesture-Speech Integration
One way to investigate iconic gesture-speech integration is by
varying the relationship between the iconic gesture and the co-
occurring speech. To the best of the authors’ knowledge, in
the gestural domain, Church and Goldin-Meadow (1986) were
the first to investigate discrepancies found between produced
gestural movements and spoken words. Since then, many authors
have contrasted the presentation of congruent vs. incongruent
information to investigate the degree of integration between
gestural and verbal information (Cassell et al., 1999; Kelly et al.,
2004, 2010a; Wu and Coulson, 2005; Wu and Coulson, 2007a,b;
Margiotoudi et al., 2014).

All behavioral studies manipulating gesture-speech
congruency have highlighted faster reaction times and more
correct responses when participants were in presence of
congruent pairs compared to incongruent pairs (Kelly et al.,
2010a,b; Margiotoudi et al., 2014; Wu and Coulson, 2014;
Kandana Arachchige et al., 2018; Zhao et al., 2018; Momsen
et al., 2020). These results were found when there was no
specific task required (Green et al., 2009; Drijvers and Özyürek,
2018), as well as when participants were required to perform
a task where they had to pay attention to the gesture (Kelly
et al., 2010b; Margiotoudi et al., 2014; Cohen-Maximov et al.,
2015; Nagels et al., 2019; Bohn et al., 2020; Özer and Göksun,
2020b), the speech (Ping et al., 2014; Wu and Coulson, 2014;
Drijvers and Özyürek, 2018) or an un-related aspect (Kelly
et al., 2010a; Kandana Arachchige et al., 2018; Zhao et al., 2018).
Interestingly, a study using a priming paradigm failed to observe
a congruency advantage on reaction times when participants
were asked to match a target word to a gesture video prime (Wu

and Coulson, 2007b). Here, the gesture primes were devoid of
any accompanying speech. Since iconic gestures co-occur with
a verbal utterance, an essential characteristic is missing for the
gestures to be fully considered as iconic.

Seeing that the presence of an incongruent iconic gesture
appears to hinder performance, whether it is attended to or not,
Kelly et al. (2010b) suggested the presence of an obligatory and
automatic integration between the two pieces of information.
Since then, this automaticity has been put into perspective
following data obtained through brain activity investigation. This
will be discussed in the following section.

While the investigation of semantic (in)congruency
constitutes a big part of the literature, numerous studies
have contrasted the unimodal presentation of information
(i.e., presenting gesture or speech alone) with a congruent
bimodal presentation (i.e., presenting congruent information
through both the gestural and verbal modalities) (Beattie
and Shovelton, 2001; So et al., 2013; Iani and Bucciarelli,
2017). In a free-recall task, Beattie and Shovelton (2001) and
Iani and Bucciarelli (2017) showed an increased information
uptake following the presentation of bimodal compared to
unimodal information. Yet, using a priming paradigm along
with a lexical decision task, So et al. (2013) found no such
advantage. It follows that three possible explanations for these
contradictory results can be proposed. First, in the latter, it
appears that the presented video clips were soundless. As
mentioned above, an iconic gesture occurs concurrently to
speech. The absence of speech during the video presentation
could explain the lack of extra information. Second, participants
were asked to respond to a written target. Although the
neural correlates involved in the comprehension of spoken
and visually presented words appear to overlap (Price et al.,
1999), the temporality of the processing involved diverges
(Marslen-Wilson, 1984). Third, the type of iconic gestures used
in these studies differs. Beattie and Shovelton (2001) and Holler
et al. (2009) showed that iconic gestures depicting physical
attributes such as relative position, size or shape conveyed
more information than other types. More recently, Dargue
and Sweller (2018b) distinguished between typical and atypical
iconic gestures, the former appearing to be more beneficial to
speech comprehension.

The advantage of a congruent bimodal presentation is most
noticeable with children. To understand when the ability of
integrating gestural with verbal information develops, studies
have investigated gesture-speech integration among children.
Studies show that by the age of 3, children are capable of
integrating iconic gestures representing physical attributes of
objects with speech (Stanfield et al., 2013; Macoun and Sweller,
2016; Dargue and Sweller, 2018a; Aussems and Kita, 2019). The
ability to integrate action iconic gestures appears to depend on
the type of stimuli presentation used. When presenting video
clips, Glasser et al. (2018) observed that children from the age of
4 were able to integrate the information from an action iconic
gesture with speech to select a corresponding animated clip.
Sekine et al. (2015) showed that children from the age of 3 were
able to do so when the gestures were presented face-to-face.
This real-life presentation advantage has also been observed for
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adults, particularly for iconic gestures depicting size and position
(Holler et al., 2009).

Furthermore, by the age of 5, children presented with live
action iconic gestures are able to recall more information
compared to when presented with meaningless or no gestures
(Kartalkanat and Göksun, 2020). These results were not shown
for 3 year olds (Sekine et al., 2015). The age difference between
these two studies could here be explained by the nature of the
task, children having to pick a picture in the former study (Sekine
et al., 2015) and having to produce an explicit answer in the
latter (Kartalkanat and Göksun, 2020). In addition, research has
shown that from the age of 3, children are able to understand
the meaning behind an action iconic gesture in order to open
a box in front of them (Bohn et al., 2020). This result was
found whether the gesture was presented live or through a video
clip. Miyake and Sugimura (2018) observed that the use of
directive words (i.e., words indicating in which way an action is
carried out) allowed for a better integration of information for
4 year olds. However, the absence of a “Gesture + Speech in the
absence of directive words” condition makes it difficult to draw
a definitive conclusion. Finally, among iconic gestures, just as for
adults (Dargue and Sweller, 2018b), Dargue and Sweller (2020)
highlighted that typical iconic gestures benefited comprehension
compared to atypical iconic gestures for children.

In contrast to the development of the ability to integrate
iconic gesture with speech in children, older adults appear to
rely less on gestural information (Cocks et al., 2011). Developing
on the suggestion by Thompson and Guzman (Thompson and
Guzman, 1999), Cocks et al. (2011) suggested that a weakening
of working memory capacities found in aging could explain the
difficulty to focus on two different sources of information. More
recently, Schubotz et al. (2019) found that older participants,
unlike younger ones, did not adapt their words or gestures in
a context of shared experience and conveyed less multimodal
information when communicating. The results of these studies
thus suggest an impairment in the ability to integrate iconic
gestures together with speech, which could mirror the capacities
developed during childhood (Cocks et al., 2011).

Another population that seems to benefit from a bimodal
presentation of information is non-native speakers (Dahl and
Ludvigsen, 2014). Dahl and Ludvigsen (2014) and Drijvers
et al. (2019) observed an improved understanding of scene
descriptions for non-native speakers when they were presented
with action iconic gestures depicting physical attributes. By
evaluating long-term information retrieval, Kelly et al. (2009)
demonstrated that when participants needed to recall words
in a foreign language, performances were facilitated when they
were exposed to action iconic gestures during the encoding
phase (e.g., they found that learning the word drink is easier
when accompanied by the gesture representing the act of
drinking). Other authors have also demonstrated that when
presented with degraded verbal information, action iconic
gestures improved the comprehension of verbs for non-natives
speakers (Drijvers and Özyürek, 2020).

Finally, regarding population, one aspect that has recently
started to be taken into account is individual differences.
In a recent review, Özer and Göksun (2020a) plead for an

assessment of individual differences in the field of gesture
comprehension. Indeed, individuals vary regarding their verbal
and visual-spatial abilities (Alfred and Kraemer, 2017) and iconic
gestures appear to rely on these to be processed (Wu and
Coulson, 2014). Given the on-line nature of gesture-speech
integration, Wu and Coulson (2014) sought to investigate the
involvement of working memory in gesture-speech integration.
Using a dual-task paradigm, they showed that visual-spatial, but
not verbal, working memory was involved in gesture-speech
integration with a higher load on visual-spatial working memory
affecting performances on the gesture-speech integration task
(Wu and Coulson, 2014; Momsen et al., 2020). An iconic gesture
containing semantically related information (McNeill, 1992), the
absence of verbal working memory involvement is curious. One
potential explanation would consist of not having considered
individual differences when loading the verbal working memory
span. In fact, the verbal high load condition on the secondary task
was completed by having participants remembering 4 numbers
(Wu and Coulson, 2014; Momsen et al., 2020). This was the
same across all participants, whilst working memory abilities vary
across individuals (Jarrold and Towse, 2006). Further research in
this field could assess individual differences in a preliminary task
and select an appropriate secondary task.

Overall, behavioral studies have highlighted (1) an advantage
of congruent bimodal compared to unimodal presentation of
information and (2) that iconic gestures seem to be processed in
a parallel and automatic fashion with the speech it accompanies.
While light variations in individual results can be found, these
can be explained by variations in methodological aspects or by
not taking individual differences into account.

Beyond the afore-mentioned studies, another large part of the
literature has aimed to understand gesture-speech integration
within the framework of imaging, electrophysiology and brain
stimulation research.

Investigating Brain Activity During
Gesture-Speech Integration
While behavioral studies highlight the interest of adding iconic
gestures to speech to enhance observable and quantifiable
performance, brain activity can help determine when and where
this integration of information takes place. In fact, research in
this area is vast. Electrophysiological studies can help reveal
the temporal aspects of gesture-speech integration while brain
imaging and stimulation studies can shed light on where the
integration is taking place. Additionally, just as in behavioral
investigations, studies can manipulate the relationship between
speech and gesture, use different types of iconic gestures,
investigate different populations, etc.

This section will first review electrophysiological studies
before focusing on brain imaging and brain stimulation studies.

Electrophysiological Studies
As mentioned previously, these studies allow for a temporal
approach to semantic integration. More specifically, event-related
potentials provide information on the temporal course of the
neuronal processes involved following the presentation of a
sensory stimulus (Srinivasan, 2005).
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Whilst behavioral studies contrasting a congruent and
incongruent presentation of information suggested the presence
of an automatic integration, electrophysiological studies have
highlighted different brain responses depending on whether
congruent or incongruent information was presented (Özyürek
et al., 2007; Kelly et al., 2010a; Habets et al., 2011).

Studies by Özyürek et al. (2007), Kelly et al. (2010a),
and Habets et al. (2011) have demonstrated a larger N400
component following the presentation of incongruent compared
to congruent iconic gesture-speech pairs. These studies all
investigated action iconic gestures. They did not require the
participants to direct their attention to either speech or gesture
and presented video clips of the stroke without making the
actor’s face visible. According to Holcomb (1993), the N400
component allows to measure the effort required to unify each
presented item into an integrated representation. An increase
in the N400 component amplitude would, therefore, appear as
a complication of this process. Holcomb further suggests that
the N400 component reflects a process between the recognition
and integration processes (i.e., an activation in a post-semantic
memory system). Other authors have suggested that it can
reveal a semantic violation in a given context (Luck, 2014),
index the level of difficulty to retrieve the associated conceptual
representation (Kutas et al., 2006) and arise from a series of
processes activating and integrating the target item’s meaning
into the presented context (Nieuwland et al., 2020). This
component is generally observed in language studies (Kutas and
Federmeier, 2011) but can also be elicited by non-linguistic
stimuli (Sitnikova et al., 2003).

The presence of a larger N400 component for the incongruent
pairs in gesture-speech integration studies (Özyürek et al., 2007;
Kelly et al., 2010a; Habets et al., 2011) could thus suggest a
difficulty in the semantic processing for these pairs and/or a
difficulty in integrating the activated meanings into one unified
representation. However, while two studies investigated the
incongruency on single words (Habets et al., 2011; Kelly et al.,
2010a), the third investigated the incongruency effect within a
sentence context (Özyürek et al., 2007). This methodological
variation could account for the distinct N400 component site
in the three studies. The two studies focusing on single words
elicited the largest N400 component in the centro-parietal
region, whereas the third study found the largest amplitude in
more anterior regions. Using a dual task paradigm, Momsen
et al. (2020)’s study also showed the presence of a N400
component being at its largest over anterior channels when
presenting sentences. The anterior location is compatible with
previous language research eliciting a larger N400 component
over anterior regions when in presence of a semantic violation
in a sentence context (Hald et al., 2006). This explanation
is consistent with the results from another study contrasting
ERPs elicited by speech accompanied or not by iconic gestures
in a sentence context (Wu and Coulson, 2010). This study
showed a larger N400 component over central and centroparietal
regions in the absence of iconic gestures (Wu and Coulson,
2010). While the centroparietal effect was found in a sentence
context, it was elicited by the absence of an iconic gesture, rather
than an incongruent iconic gesture (Momsen et al., 2020). The

centroparietal regions, therefore, appear to be involved at a local
integration level while anterior regions appear to deal with a
global sentence-level integration.

These results led Bernardis et al. (2008) to suggest that
the presence of an incongruency slows down the activation of
meanings. In line with Thompson and Guzman (1999) and Cocks
et al. (2011) proposed that when the presented information
was incongruent, the meanings could not be integrated into
the working memory, consequently modifying brain activity
(Bernardis et al., 2008).

An increase of the N400 component has also been observed
when an incongruency was present between a soundless gesture
clip and an unrelated word, even when the latter occurred
one second after the offset of the gesture clip (Wu and
Coulson, 2007b). This result, along with others that highlight the
presence of an increased N400 component, despite a long inter-
stimulus-interval (Kelly et al., 2004; Wu and Coulson, 2005),
appear contradictory to the study by Habets et al. (2011). This
research demonstrated that when a gesture and its corresponding
utterance were presented 360 ms apart, the incongruency effect
reflected by an increased N400 component was not present
(Habets et al., 2011). One potential explanation resides in the
nature of the stimuli. Wu and Coulson (2007b) presented stimuli
that could have been less ambiguous given that in a previous task
participants were required to explicitly judge their relatedness to
gestures. The stimuli used in Habets et al. (2011)’s study were
more ambiguous and hardly understandable without speech.

This incongruency effect was also found in subsequent
studies, eliciting a N450 component. This component is thought
to be equivalent to the N400 component but specific to a
visual/gestural stimulus (Wu and Coulson, 2005, 2007a,b). Just as
the N400, it seems to be influenced by the degree of congruency
between the iconic gestures and the context in which they are
presented (Wu and Coulson, 2005). Indeed, Wu and Coulson
(2005) observed an increase of the N450 amplitude when
iconic gesture videos (representing either actions or physical
attributes of objects) were incongruent to previously presented
cartoons. This result was then replicated in the same study
when participants were required to relate a target word to the
previously presented context (Wu and Coulson, 2005). And
in another study assessing the congruency effect between a
prime iconic gesture video and target word (Wu and Coulson,
2007b). Interestingly, the N450 component has essentially been
demonstrated in studies where the gestures were presented as
soundless video clips. This is compatible with the vision of the
N450 component as specific to visual stimuli (Wu and Coulson,
2005), as in the absence of speech, the gesture video becomes a
visual stimulus.

Furthermore, Holle and Gunter (2007) observed a larger
N400 component when an iconic gesture supporting the high
frequency homonym or a meaningless gesture followed a
low frequency verbal homonym. According to the authors,
this suggests that the iconic gesture was able to facilitate
the processing of the low frequency homonym. Therefore,
by varying the type of gesture presented, Holle and Gunter
(2007) demonstrated that iconic gestures can facilitate speech
comprehension when the latter needs to be disambiguated. In
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addition, they questioned the automaticity of gesture-speech
integration following the disturbance caused by meaningless
grooming gestures (Holle and Gunter, 2007). As attested by these
authors, should the integration really be automatic, the presence
of grooming movements should not have modified performances.
Consistent with this, Kelly et al. (2007) demonstrated that the
N400 component to incongruent stimuli could also be modulated
by the presence of knowledge on the intentional relationship
between gesture and speech. In this case, they found a larger
amplitude of the N400 component for incongruent stimuli when
participants were aware of the mismatch between the actor
uttering the sentence and the one performing the gesture.

Another discrepancy found in the literature concerns early
effects. Kelly et al. (2004) reported early sensory effects through a
fluctuation of the P1, N1, and P2 components. The P1 component
is modulated by selective attention and state of alertness (Luck
et al., 2000), the N1 component is influenced by spatial aspects
of the stimulus (Mangun, 1995; Hillyard and Anllo-Vento, 1998),
and the P2 reflects perceptual processing (Luck and Kappenman,
2011). Kelly et al. (2004) interpreted the presence of these early
effects as the creation, through gestures, of a visual-spatial context
affecting language processing. According to the authors, the
visibility of the actor’s face could have allowed these effects.
However, no early effects were found in other studies presenting
a visible actor’s face (Wu and Coulson, 2005, 2007a,b). Another
explanation could reside in the complexity of the stimuli. In their
study, Kelly et al. (2004) repeatedly used the same four simple
stimuli (i.e., tall, thin, short, and wide). This repetition could
have favored the creation of an expected visual context, thereby
eliciting early effects.

Finally, electrophysiological studies have also been conducted
on non-native speakers and, recently, children. For non-native
speakers, Drijvers and Özyürek (2018) observed a larger N400
component for incongruent stimuli pairs. This effect disappeared
in the event of degraded speech for non-natives, but remained
for native speakers (Drijvers and Özyürek, 2018). The authors
theorized that a minimum quality of the auditory stimulus
is required for the integration process to take place for non-
native listeners (Drijvers and Özyürek, 2018). A subsequent
study corroborated these results, revealing that unlike for native
speakers, non-native speakers do not benefit from visible speech
(i.e., visible phonological information) in a degraded auditory
context (Drijvers and Özyürek, 2020).

To the best of the authors’ knowledge, only one
electrophysiological study investigating gesture-speech
integration in children has been conducted. In their study,
Sekine et al. (2020) observed a larger N400 component for the
incongruent trials compared to congruent ones. In line with
data from behavioral studies on the development of gesture-
speech integration in children (Stanfield et al., 2013; Sekine
et al., 2015; Glasser et al., 2018), this study suggests that by the
age of 6, children possess a qualitatively similar processing of
gesture-speech information to adults.

In conclusion, although a late semantic effect has consistently
been elicited, the same cannot be said for early effects. Other than
for non-native speakers, results plead in favor of the existence
of a semantic link between the iconic gestures and co-occurring

verbal utterance. Electrophysiological studies thus corroborate
results from behavioral studies. The absence of consistent results
relating to early effects could be explained by the type of iconic
gesture presented. As highlighted, iconic gestures comprise a
variety of more or less complex gestural movements and can be
redundant or complementary to speech. Moreover, the presence
of late semantic effects is not exclusive to the presentation of
iconic gestures. Consequently, although this constitutes a good
first step in understanding the neural process involved in iconic
gesture-speech integration, further investigation is required to
deepen an understanding of this research area.

Brain Imaging and Brain Stimulation Studies
One way to enhance our understanding of the neural processes
involved in gesture-speech integration is by using functional
Magnetic Resonance Imaging (fMRI). This would allow to
highlight which brain regions are involved in the processing of
iconic gestures and understand their relationship to speech.

Most of the fMRI studies have been conducted with simple
observation tasks (Willems et al., 2007; Dick et al., 2009, 2012,
2014; Green et al., 2009; Holle et al., 2010; Straube et al.,
2011; Demir-Lira et al., 2018). Wolf et al. (2017) justified this
choice by highlighting the possible motor-related artifacts caused
by participants having to produce a motor response. In fact,
Willems et al. (2007) observed an involvement of typical motor
areas (such as the premotor cortex) in language processing, and
typical language areas (such as Broca’s area) in action processing.
A motor involvement has also been suggested by behavioral
studies (Ping et al., 2014; Iani and Bucciarelli, 2017). These studies
showed that hand/arm movements produced by the participants
hindered their ability to integrate gesture-speech information.
Interestingly, this interference effect was not observed when
participants were required to move their foot/leg (Ping et al.,
2014; Iani and Bucciarelli, 2017).

With regard to gesture-speech integration, three main regions
were found to be involved: the left inferior frontal gyrus (left IFG),
the middle temporal gyrus (MTG) and the posterior superior
temporal sulcus (pSTS).

An increase in the activity of the left IFG was observed during
the presentation of iconic gestures (Dick et al., 2009) when
they were incongruent to speech (Willems et al., 2007, 2009)
and when they conveyed complementarity (Holler et al., 2015)
compared to redundant information (Dick et al., 2014). But this
enhanced activity was not found when comparing the presence
and absence of iconic gestures (i.e., comparing a Gesture + Speech
condition to a Gesture + Unrelated Movement or to a Speech
Alone condition) (Holle et al., 2008; Dick et al., 2009; Green
et al., 2009; Straube et al., 2011). The involvement of the left IFG
in gesture-speech integration, therefore, appears to not merely
be restricted to combining information, but rather to detect
incompatibilities (Willems et al., 2007, 2009) and/or create a
new coherent representation from two ambiguous inputs (Dick
et al., 2014; Holler et al., 2015). This is consistent with viewing
the left IFG as a unification site (Zhu et al., 2012). The process
of unification allows for either lexically retrieved information,
or meanings extracted from non-linguistic modalities to be
integrated into one representation (Hagoort et al., 2009). Studies
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in the language domain suggest a functional separation between
anterior and posterior regions of the IFG, the former being linked
to controlled semantic retrieval and the latter to general selection
processes (Gough et al., 2005; Humphries et al., 2007; Lau et al.,
2008; Hagoort et al., 2009). Consequently, one possibility would
be to allocate the integration of complementary information
to anterior regions and the processing of incongruency to the
posterior regions.

The role of the IFG as a unification rather than an
integration site could explain why its activation is not limited
to iconic gestures. Indeed, Willems et al. (2009) highlighted an
increase of the left IFG activation following the presentation
of incongruent pantomimes. Straube et al. (2011) observed an
increased activation for congruent metaphorical but not iconic
gestures. The explanation would here reside in the higher effort
needed to comprehend metaphorical gestures as they represent
abstract concepts.

Therefore, rather than being exclusive to iconic gesture
processing, the left IFG is involved when (1) a deeper processing
of information is required, (2) and a new representation of
the information must be created and/or (3) when there is
an incompatibility between several representations that needs
to be resolved. In a recent study investigating the effects of
transcranial magnetic stimulation (TMS), Zhao et al. (2018)
caused slower reaction times on a gesture-speech integration task
after stimulating (and therefore disrupting) the left IFG and left
pMTG. TMS is a non-invasive neuro-stimulation technique that
disrupts neuronal activity by inducing a virtual lesion (Pascual-
Leone et al., 2000). This highlights the cortical areas involved
in a task and the temporality at which this contribution takes
place (Hallett, 2000) and demonstrates a causal relationship
between a neural process and the behavior observed on the
task (Rossini and Rossi, 2007). Hence, results from Zhao et al.
(2018) suggest a reduction in the integration of iconic gestural
and verbal information following a disruption of the left IFG
and pMTG. Because these effects were obtained through two
different protocols, the authors suggested that the IFG and
pMTG contribute to gesture-speech integration, respectively, to
retrieve contextual semantic information and stored semantic
information (Zhao et al., 2018).

An involvement of the MTG in gesture processing has also
been put forward by several studies (Dick et al., 2009, 2014;
Willems et al., 2009; Holler et al., 2015; Demir-Lira et al.,
2018). Still, just as for the IFG, results vary depending on the
nature of the stimuli. Dick et al. (2009) observed an increase
in bilateral MTG activity in the presence of gestures though it
did not discriminate between co-speech gestures and meaningless
gestures. A specific activity increase was highlighted by Willems
et al. (2009) for incongruent pantomimes (i.e., gestures that
can be understood in the absence of any speech) but not for
incongruent iconic gestures. However, when investigating the
effects of complementary iconic gestures (rather than redundant),
several studies have demonstrated an increased MTG activation
(Dick et al., 2014; Holler et al., 2015; Demir-Lira et al., 2018).
While Dick et al. (2014) highlighted this increased activity on
the left MTG for adults, Demir-Lira et al. (2018) observed it
on the right MTG for children. The difference of location has

been suggested to reflect the possible use of additional cues in
children compared to adults (Demir-Lira et al., 2018). Finally,
Holler et al. (2015) observed that when listeners were specifically
addressed, the presence of iconic complementary gestures elicited
an increased right MTG activation.

Wagner et al. (2001) suggested that the left MTG could
work together with the left IFG to retrieve semantic information
(Kuperberg et al., 2008). Although the IFG appears to be sensitive
to congruency (Willems et al., 2009), the MTG does not. In the
language domain, Badre et al. (2005) suggested that the MTG
was sensitive to target association but not competition. This
is consistent with an involvement of the MTG in integrating
complementary iconic information with speech.

The third main site that appears to be involved in gesture-
speech integration is the left pSTS (Holle et al., 2008; Straube
et al., 2011; Demir-Lira et al., 2018). In the field of recognition,
this region appears to be involved in the integration of
multimodal information (Beauchamp et al., 2004a,b). In language
comprehension, the STS is activated during speech presentation
(Crinion et al., 2003) with the left temporal cortex critically
involved in the storage and retrieval of linguistic information
(Hagoort, 2013). In the gesture-speech integration domain,
studies have again yielded mixed results. In some studies,
although an increased activation of the left STS was found in
the “Speech + Gestures” condition, this activation either wasn’t
sensitive to the meaning of gestures (Willems et al., 2007; Dick
et al., 2009, 2012, 2014), or was greater in the case of incongruent
pantomimes but not iconic gestures (Willems et al., 2009). These
latter results, along with the observed activation of MTG for
pantomimes, led Willems et al. (2009) to suggest that pSTS/MTG
was involved in the integration of information on a relatively
stable conceptual representation. According to the authors, the
nature of co-speech gestures (i.e., language-dependent) require
that they be integrated at a higher level, given that they involve
the creation of a novel representation.

Interestingly, this very explanation was later taken up by
Straube et al. (2011) to explain the presence of a greater
left pSTG (posterior superior temporal gyrus) activity in the
“Speech + Iconic” and “Speech + Metaphoric gestures” conditions
compared to Speech Alone. Though these authors offer the same
role of pSTS/pSTG, they seem to disagree on which co-speech
gesture it processes. Other studies have shown an involvement
of the left pSTS in iconic gesture processing. Comparing the
presence of iconic gestures to grooming movements, Holle et al.
(2008) highlighted a greater activation of the left pSTS for the
former. A different study replicated these findings by observing
a bimodal enhancement over the pSTS/STG region when in
presence of “Speech + Iconic gestures” (Holle et al., 2010). It
also observed that this augmentation was greater in the context
of degraded speech (Holle et al., 2010). Similarly, a previous
study showed an increased activation of left superior temporal
areas when the presented speech mismatched the sentence
context (Willems et al., 2007). Holle et al. (2010) purported the
existence of a sensitivity gradient within the pSTS/STG. This,
with anterior portions being sensitive to speech processing and
posterior regions (near the temporo-occipital, TO, junction)
being sensitive to gestural information (Holle et al., 2010). This is
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consistent with a study by Green et al. (2009) that demonstrated
an augmented activation at the left TO junction in the presence
of Familiar Speech + Iconic gestures.

Brain imaging studies investigating gesture-speech integration
in children are rare. When comparing the presence of iconic
gestures, metaphoric gestures and grooming movements, Dick
et al. (2012) observed an enhanced left pSTS activation for
all types of movements relative to a baseline fixation activity.
More recently, Demir-Lira et al. (2018) highlighted an increased
left pSTS activity for complementary iconic gestures compared
to redundant or no gestures. Because Dick et al. (2012) have
not detailed the type of iconic gesture used or the relationship
between the iconic gestures and speech (i.e., whether they
were redundant or complementary), a direct and definitive
comparison would be speculative. Furthermore, it is possible that
limiting their sample to 9 children did not allow to investigate
precise activation differences. Another possible explanation
resides in the presence of methodological dissimilarities (Holle
et al., 2008). More precisely, as the authors have highlighted, the
relationship between gesture and speech as well as their level
of integration could be key. It is possible that the pSTS serves
as a local integration site [i.e., when the gesture is required to
be integrated with the verbal unit (Holle et al., 2008)], and the
IFG would act as a global integration site (i.e., where integration
is required on a sentence level) (Willems et al., 2007; Dick
et al., 2009; Holle et al., 2008, 2010). This supports the presence
of a pSTS activation for complementary iconic gestures, the
integration taking place on a local unit level.

Two main conclusions can be drawn from these findings.
First, given the methodological variations (such as tasks, type
of gesture or relationship between gesture and speech), defining
one precise neural network involved in iconic gestures/speech
comprehension is laborious. Yet, this variation can be beneficial
for a more precise understanding of what is involved when,
during iconic gesture-speech integration. Second, because these
three areas (i.e., IFG, pSTS, and MTG) appear to be involved in
various degrees and at different moments, connectivity studies
could shed some light on the matter.

Hein and Knight (2008) suggested that the function of STS
varies according to the nature of the co-activated network. This
vision supports the idea that the same brain region can result
in different cognitive processes depending on the nature of
the task or stimuli involved. The existence of a task-dependent
co-activated network reconciles the numerous observations
mentioned hereinabove.

Recent studies have investigated the connectivity signature
of co-speech gesture integration (Straube et al., 2018) and the
spatial-temporal dynamics of gesture-speech integration (He
et al., 2018). While their results support the key role of pSTS
(He et al., 2018; Straube et al., 2018) and IFG (He et al., 2018) in
gesture-speech integration, the gestures they investigated “could
be comprehended even without accompanying speech” (Straube
et al., 2018). Therefore, this does not fit the criteria to be classified
as iconic gestures. Future research could attempt to explore the
connectivity signature of iconic gestures integration.

Similarly, Drijvers et al. (2018) investigated the spatiotemporal
changes in cerebral oscillations when the presence of gestures

enhances clear or degraded speech. The study of brain oscillations
has regained interest in the last decade (Wang, 2003; Ward,
2003; Weiss and Mueller, 2012; Başar, 2013) as it can provide
complementary data to those obtained via fMRI on how
brain activity relates to cognitive performances (Ward, 2003).
A suppression of alpha and beta activity is found in regions
that are engaged in a task (Jensen and Mazaheri, 2010; Quandt
et al., 2012), while an increase in gamma activity is linked to an
enhanced cognitive activity (Fitzgibbon et al., 2004; Jensen et al.,
2007). Previous research has shown differentiated alpha and beta
rhythms whether the gesture observed was iconic or deictic. This
is consistent with alpha and beta rhythms being closely linked
to the allocation of visual-spatial attention (Quandt et al., 2012)
and that iconic and deictic gestures are processed differently.
When gestures enhanced communication in a degraded speech
context, Drijvers et al. (2018) demonstrated a greater suppression
of alpha and beta activity over motor regions (hand motor
area and supplementary motor area). According to the authors,
this could suggest an attempt of imagining the action to aid
comprehension (Drijvers et al., 2018). This is in agreement with
a previous study showing alpha and beta power suppression in
the precentral gyrus regions during motor imagery (De Lange
et al., 2008). An alpha and beta suppression in frontal regions
(Momsen et al., 2021) and more specifically in the left IFG and left
pSTS/MTG, STG regions (Drijvers et al., 2018) is consistent with
their role in gesture-speech integration highlighted by imaging
studies. An increase in gamma power in the left temporal lobe was
found at the presentation of the gesture’s stroke and co-occurring
speech, suggesting an attempt to integrate both information
(Drijvers et al., 2018).

Overall, results in brain activity studies show the importance
of knowing exactly what type of gesture is involved and its
relationship to language. We have underlined that these two
variables, along with the task involved, can modulate the
interpretation given to the results and could explain apparent
discrepancies between studies. In electrophysiological studies, the
complexity of the presented task and iconic gesture can influence
whether or not early sensory components are modulated.
Mismatch paradigms consistently elicited the presence of a late
semantic component. Yet, this component varies in its timing
(N400–N450). We suggest that this variation was due to the
stimuli that were used in the tasks (e.g., soundless video clips,
audio-visual gestures). Brain imaging studies variously showed
an involvement of the left IFG, left pSTS and MTG in gesture-
speech integration. These activations appear to mainly depend on
the nature of the relationship between iconic gesture and speech
(i.e., redundant, complementary, or incongruent), as well as on
the task. These variations plead in favor of the existence of a
task-dependent co-activated network.

Investigating Gesture-Speech
Integration in Clinical Populations
The study of behavior and cognition of clinical population allows
for a better understanding of healthy cognition (Eysenck, 2014).
The presence of an impairment of gesture-speech integration
in patients could thus improve the understanding of the
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processes underlying the same integration in neurologically
intact individuals. However, seemingly inconsistent results have
also been highlighted within the same clinical population. This
section will attempt to reconcile these apparent discrepancies
by focusing on four clinical groups: aphasia, specific language
impairment, autism spectrum disorder and schizophrenia.

Aphasia is an acquired disorder that can affect both language
production and comprehension (Preisig et al., 2018). While
language and gesture production have been vastly studied,
literature on gesture comprehension is quite sparse.

In 1972, Gainotti and Ibba observed an impairment of
pantomime comprehension among aphasic patients. This result
was later replicated for aphasic patients presenting mono-
hemispheric cerebral lesions compared to healthy participants
and non-aphasic brain damaged patients (Gainotti and Lemmo,
1976). While these were among the first studies to focus on
gesture comprehension in aphasia, they do not investigate iconic
gestures, nor specify the type of aphasia involved. A couple
of years later, a new study investigating pantomime processing
showed that performances depended on the type of aphasia
(Ferro et al., 1980). Ferro et al. (1980) showed that patients
with Global, Wernicke and Transcortical aphasia presented lower
performances at the Gesture Recognition task, compared to
patients with Broca, Anomic or Conduction aphasia. The authors
associated these results with the presence of lesions in the
left posterior regions, involved in gesture identification. Since
then, to the best of the authors’ knowledge, studies have not
differentiated their results according to aphasia type.

More recently, several studies investigated co-speech gesture-
speech integration in aphasia (Eggenberger et al., 2016; Cocks
et al., 2018; Preisig et al., 2018). Preisig et al. (2018) showed
that during live conversations, co-speech gestures (of all types)
attracted the attention of aphasic patients and were more
fixated than abstract gestures. The authors suggested that these
patients may benefit from the bimodal information presentation
to compensate a verbal deficit (Preisig et al., 2018). However,
because no task was involved, it is unclear whether patients
understood and processed the meaning of these gestures. Another
study required patients to explicitly integrate the iconic gesture
meaning with the co-occurring speech by deciding whether they
were congruent or not (Eggenberger et al., 2016). Results showed
that patients performed better when presented with congruent
compared to incongruent pairs or associated with meaningless
movements. Eggenberger et al. (2016), therefore, concluded
that congruent iconic gestures could enhance comprehension
for patients with aphasia. Cocks et al. (2018) moderated this
claim by observing poorer performances in patients when
they were asked to integrate speech with complementary
iconic gestures. Although these studies did not distinguish
performances according to aphasia type, they do confirm the
need for a precise qualification of the type of iconic gesture
and its relationship to speech. Indeed, it appears that the
advantage of a bimodal presentation is only present in the case
of redundant and not complementary gestures. Eggenberger
et al. (2016) have also proposed that future studies take
individual differences into account, particularly when studying
clinical populations.

Another pathology presenting a heterogeneous profile
of language deficits, and particularly a limited verbal
comprehension, is Specific Language Impairment (SLI) (Evans
and Brown, 2016). Because this disorder is characterized by the
presence of a language impairment in the absence of non-verbal
cognitive impairments (Botting et al., 2010), it is of particular
interest for the investigation of co-speech gesture integration.
Using a Speech/Gesture Integration task [a paradigm created by
Cocks et al. (2009)], Botting et al. (2010) not only highlighted
poorer performances for SLI children, but also showed that
they made more gesture-based errors. This would suggest that
these children, although they did recognize hand movements,
were unable to either extract the meaning from the gestures,
or integrate it with the sentence context (Botting et al., 2010).
These findings were later replicated by Wray et al. (2016), even
after controlling for non-verbal cognition abilities. The difficulty
for SLI children to integrate gesture meaning into a sentence
context is consistent with language studies showing difficulties
in integrating contextual information (Botting and Adams,
2005; Ryder et al., 2008). However, using a different paradigm, a
study by Perrault et al. (2019) showed better performances when
children with language disorders were faced with iconic gestures
compared to typically developing (TD) children and children
with autism spectrum disorders (ASD). Interestingly, the gestures
in this study were devoid of sound and did not require any form
or contextual integration to be understood; co-speech gestures
used in Botting and Adams (2005) and Wray et al. (2016) studies
were complementary to speech, while Perrault et al. (2019) used
gestures in place of speech. More recently, Vogt and Kauschke
(2017) highlighted a beneficial effect of bimodal iconic gesture
presentation on word learning for SLI compared to TD children.
These apparent contradictory results can be explained by the
presentation format of the stimuli. Vogt and Kauschke (2017)
presented face-to-face gestures while the previously discussed
studies with null effects presented video clips (Botting et al.,
2010; Wray et al., 2016). As has already been highlighted in
this review, real-life gesture presentation has shown to be more
efficient in improving comprehension (Holler et al., 2009; Sekine
et al., 2015).

Perrault et al. (2019) also investigated gesture comprehension
among ASD children. These children performed worse than
TD and SLI children for co-speech gestures. The results
were partly comparable to those of Dimitrova et al. (2017).
These authors showed that compared to complementary co-
speech gestures (for which performances were indeed poorer),
redundant gestures improved performances for ASD children.
They also demonstrated that gesture comprehension was linked
to receptive language abilities.

Finally, several studies focused on the perception of gestures
in patients with schizophrenia. An older study has shown
a general impairment of gesture recognition (Berndl et al.,
1986). However, there are numerous types of gestures, none
of which are entirely processed in the same manner. In fact,
patients present an inability to understand the meanings being
metaphors or abstract concepts (Kircher et al., 2007). This is
consistent with recent studies suggesting that recognition of
metaphorical compared to iconic gestures is selectively impaired
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(Straube et al., 2013, 2014; Nagels et al., 2019). Although iconic
gesture recognition appears to be preserved, studies investigating
the neural processes involved yield some interesting results
(Straube et al., 2013, 2014; Schülke and Straube, 2019). Straube
et al. (2013) found a disturbance in the activation of the left
pMTG/STS and IFG for metaphorical gestures. A subsequent
study specified the existence of a negative correlation between
positive symptoms of schizophrenia and connectivity between
the left IFG and left STS (Straube et al., 2014). In contrast,
the activation of the left STS (and its connectivity to the left
IFG and left MTG) for iconic gestures was comparable to that
of healthy participants (Straube et al., 2014). Using tDCS, a
recent study showed improved performances on a semantic-
relatedness task when stimulating the frontal and fronto-parietal
regions (Schülke and Straube, 2019). In schizophrenia, it would,
therefore, appear that gesture recognition is selectively impaired
for metaphorical gestures and preserved for iconic gestures.
However, all these studies presented redundant iconic gestures.
Given (1) the apparent distinction in processing redundant vs.
complementary information and (2) the processing similarities
for metaphorical and complementary iconic gestures (both
involving IFG unification processes), contrasting these two types
of gestures could be an avenue for further research.

In summary, although data from clinical studies presents
a somewhat confusing picture, this can be resolved by
considering the relationship between iconic gestures and the co-
occurring speech as well as individual differences. Results for
aphasic patients indeed suggest a differentiated effect of iconic
gestures on comprehension, with redundant iconic gestures
improving it and complementary iconic gestures hindering it.
Studies on SLI reveal a positive effect of iconic gestures on
comprehension, but only when these are presented face-to-
face. A clear distinction of performance between complementary
and redundant iconic gestures is found with ASD children
as only the presence of the latter enhances comprehension.
Finally, iconic gesture comprehension seems to be preserved
in schizophrenia. Having said that, existing studies have
predominantly focused on investigating redundant iconic
gestures. Exploring the comprehension of complementary iconic
gestures would consequently allow to paint a more complete
picture of gesture-speech comprehension in schizophrenia.

CONCLUSION

Following this overview on the investigations of gesture-
speech integration and the role of iconic gestures in language
comprehension, an undeniable observation is the diversity
of methods used, and the associated variation in results.
Studies investigating neurologically intact individuals agree on
attributing an active role to iconic gestures in improving language
comprehension, particularly in an unfavorable listening context.
But this does not imply that the gesture-speech integration
is carried out in an automatic fashion and/or stems from
a “unique integrated system” (McNeill, 1992; Kelly et al.,
2010b). Rather, behavioral, electrophysiological and clinical
studies results appear to plead in favor of the existence of two

distinct systems, one being able to compensate the other in
the event of an impairment (Perrault et al., 2019). Behavioral
results suggest that gesture-speech integration can be modulated
by the semantic overlap between both modalities (Holle and
Gunter, 2007), intentionality (Kelly et al., 2007), or more
generally in the presence of situational factors (Holle and
Gunter, 2007). In other words, the automaticity of gesture-
speech integration can be affected when attention is explicitly
directed toward integration or when the task requires a controlled
cognitive process, such as a lexical or semantic decision
(Kelly et al., 2010b).

In clinical studies, depending on the pathology, the
authors have identified either a parallel impairment of the
verbal and gestural channels (thereby supporting the “unique
integrated system”), or a preservation of the gestural channel
allowing for better performances when the verbal channel
is impaired. Discrepancies can also be found within the
same pathology, depending on the relationship between
gesture and speech and the task involved. In aphasia and
ASD, the automaticity of integration is consistent with
the poorer performances in presence of complementary
iconic gestures but undermined in presence of redundant
gestures. In SLI, the essential variable seems to be the
presentation format of the stimuli. Further research on
gesture-speech integration in schizophrenia would be needed
in order to be able to distinguish between performances
depending on the type of iconic gestures involved. All things
considered, this variation in methodology could thus explain
the current discussion regarding the automatic nature of
gesture-speech integration.

These methodological variations could also serve as
framework to analyze brain activity data. This review has
emphasized the necessity of future research investigating the co-
activated neural networks underlying gesture-speech integration
for various types of iconic gestures, and differentiating
the redundant from the complementary iconic gestures.
Relatively new to the field, TMS (as well as its combination with
neuroimaging or electrophysiological techniques) could also
offer an interesting perspective on areas involved in gesture-
speech integration. The combination of techniques would
allow for a more precise qualification of the role and timing of
the different regions involved. This is particularly relevant in
relation to exploring the co-activated neural network involved
in the processing of iconic gestures integration, as has been
highlighted in this article. TMS studies could also help to shed
some light on the presence or absence of early effects observed in
electrophysiological studies. However, as mentioned previously,
special attention must be paid to precisely characterizing the type
of iconic gesture used as well as its relationship to speech (i.e.,
whether it is redundant, complementary, or congruent).

Finally, studying the cognitive processes underlying gesture-
speech integration could also enhance our understanding of the
latter. However, as has been emphasized, merely investigating
cognitive processes does not imply taking individual variability
into account. Therefore, considering individual differences is
essential for a correct understanding of what is involved in
gesture-speech integration.
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Following this overview, Table 1 provides a non-
comprehensive but extended summary illustrating the possible
variables that can be manipulated in the investigation of gesture-
speech integration with an example of a study for each element.
Appendix A presents a detailed summary of these variables for
the studies explored in this paper.

In conclusion, although iconic gestures convey useful
information for the listener, the specificities of iconic gestural and
linguistic information (such as the automaticity of integration,
the relationship between gesture and speech, or the brain
regions involved) open wide fields of possible research.
On a theoretical level, qualifying iconic gestures as manual
movements with a semantic relationship to the co-occurring
speech does not allow for a complete understanding of the
results presented in the various studies. There is a clear
need for going further and systematically specifying the
type of iconic gesture (action, shape, size, and position)

used, its manner of presentation (video clips or face-to-
face) and its relation to speech (redundant, complementary,
and incongruent).

The automatic nature of gesture-speech integration remains
an issue. However, the authors’ observations throughout
this review support the theory of a modulated automaticity,
depending on iconic gesture type, semantic overlap between
gesture and co-occurring speech, particularly in the case of
redundant vs. complementary, and individual differences
in cognition. Although all electrophysiological studies
have highlighted the existence of a semantic integration of
information, they do not agree on the temporality of this
integration (studies finding early and/or only late components).
This disagreement mainly appears to stem from the use of
different materials (simple vs. complex or redundant vs.
complementary iconic gestures). Investigating early and late
effects using similar material could help to resolve this issue.

TABLE 1 | Types of possible investigation and possible dependent variables in the study of iconic gestures in comprehension.

Methodological aspects Possible variations

Investigation – Behavioral (Beattie and Shovelton, 2002).
– Electrophysiology (Wu and Coulson, 2007a).
– Transcranial magnetic stimulation (Zhao et al., 2018).
– Transcranial direct current stimulation (Cohen-Maximov et al., 2015).
– Functional magnetic resonance imaging (Holle et al., 2008).
– Magneto encephalogram (Drijvers et al., 2018).
– Eye tracking (Beattie et al., 2010).

Gesture-speech integration – Implicit (Sekine et al., 2015) or Explicit (Perrault et al., 2019).

Task during stimuli presentation – Passive observation (Habets et al., 2011).
– Dual task paradigm (Wu and Coulson, 2014).
– Lexical decision (So et al., 2013).
– Attentional task (Green et al., 2009).
– Target relatedness task (Ping et al., 2014).
– Stroop-like task (Kelly et al., 2010a).

Attention during stimuli presentation – Speech.
– Gesture (Bohn et al., 2020).
– Stimuli as a whole (Vogt and Kauschke, 2017).
– Unrelated aspect (Kelly et al., 2010a).

Type of iconic gesture – Action (Stanfield et al., 2013).
– Physical attributes (Dick et al., 2009).
– Position (Beattie and Shovelton, 2002).
– Typical vs. Atypical (Dargue and Sweller, 2018b).

Gesture-speech relationship – Redundant (Holler et al., 2009) or Complementary (Kelly et al., 2004).
– Congruent vs. Incongruent (Wu and Coulson, 2005).
– Presence vs. Absence (Iani and Bucciarelli, 2017).

Type of stimuli – Video clips (speech + gesture) (Kelly et al., 2010b).
– Soundless video clips (Novack et al., 2016)
– Live gestures (Kartalkanat and Göksun, 2020).
– Target words/pictures (Bernardis et al., 2008; Wray et al., 2016).
– Cartoons (Wu and Coulson, 2005).

Stimuli content – Sentences (Momsen et al., 2020).
– Single words (Sekine et al., 2020).
– Narration (Macoun and Sweller, 2016).
– Visual stimuli (Aussems and Kita, 2019).

Gesture length – Full gesture (Kelly et al., 2007) or Stroke (So et al., 2013).

Origin of gesture – Spontaneous (Holle et al., 2010) or Scripted (Holler et al., 2015).

Visibility of actor – Knees up (Wolf et al., 2017).
– Waist up (Dick et al., 2014).
– Torso (Zhao et al., 2018).
– Visible (Green et al., 2009) or Masked face (Zhao et al., 2018).
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Brain imaging studies have facilitated a deeper analysis,
while showing the involvement of the left IFG, pSTS, and
MTG in gesture-speech integration. The variations in results
are consistent with the authors’ observation of the existence
of different neural processing depending on the relationship
between iconic gestures and speech. While existing studies
have started to investigate the neural network involved in
the processing of pantomimes, further research should explore
the neural networks involved in the understanding of iconic
gestures. As pointed out, brain imaging studies are particularly
sensitive to the type of iconic gesture as well as the
relationship it entertains with speech. Hence, future research
could specify this information to make valid comparisons
between studies as well as identifying the networks involved
in different types of iconic gestures. Finally, since gesture-
speech integration is a relatively recent field of investigation,
studying the cognitive processes involved, such as working
memory or attention, could allow for a better understanding of
this integration.
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