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The Editorial on the Research Topic

Climate Science Advances to Address 21st Century Weather and Climate Extremes

AN OVERVIEW OF THIS ISSUE

The science surrounding weather and climate extremes, and their relationship with climate change,
is rapidly expanding, feeding into improved climate services. As co-editors of “Climate Science
Advances to Address 21st Century Weather and Climate Extremes,” we are proud to share with
you these excellent articles that provide valuable advances to our discipline, and come from
researchers all over the world. The papers led by Lindsay Johnson and Phuong-Loan Nguyen
address, respectively, the development of adequate data resources needed to support drought early
warning and the study of precipitation extremes. Johnson et al. “explore the use of updated drought
monitoring tools to analyze data and develop a more holistic drought climatology applicable for
New Mexico.” Nguyen et al. “use a new high-resolution validation dataset to assess the consistency
of the representation of annual daily precipitation maxima over land in 13 observational datasets.”
Focusing on four cities in Ethiopia, Dessu et al. describe how the rapid expansion of built-up areas
and sharp declines in green-space may be increasing climatic risk. Harvey et al. examines ways
in which climate information was mobilized for use under Future Climate for Africa, and their
findings “revealed the central role of co-production principles in engaging potential users of climate
information, regardless of the knowledge mobilization approach being used.” Finally, the study by
Trainer et al., explored “trends in nearshore domoic acid along the US west coast in recent years,
including the recent establishment of a new seed bed of highly-toxic Pseudo-nitzschia,” and described
“how early warning systems are a useful tool to mitigate the human and environmental health and
economic impacts associated with harmful algal blooms.” All of these articles advance the science
of climate services in a warming world, moving us toward a greater capacity to manage future
climate risk.
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As discussed in Sarah Harrison’s excellent article in WIRED1,
studies like “trends in nearshore domoic acid” can help motivate
and inform effective early warning systems, fostering unique
partnerships between scientists and community members.

HOW CONCEPTUAL MODELS CAN
INFORM CLIMATE SERVICES

Climate attribution and climate diagnostic studies highlight the
mechanisms driving extreme events, and elucidate their potential
to increase in intensity and frequency as the Earth warms. This
research can, and should, inform the development of 21st century
climate services. But while the nuts and bolts of climate science
are essential, climate services are also fundamentally cultural;
they support distributed non-local communities of practice that
act, adapt, mitigate, plan, and respond in coherent ways that
allow us to better cope with climate and weather risk. These
important sub-cultures typically span many academic disciplines
and sectors of society. Spanning these gaps is challenging, and
it is therefore useful to consider our work from the lens of
cultural anthropology.

Cultural anthropologists study how people who share a
common cultural system organize and shape the physical and
social world around them, and are in turn shaped by those ideas,
behaviors, and physical environments. According to one seminal
cultural anthropologist, Clifford Geertz, culture is “a system of
inherited conceptions expressed in symbolic forms by means of
which men communicate, perpetuate, and develop their knowledge
about and attitudes toward life” (The Interpretation of Cultures,”
Geertz, 1973). In Interpretation of Cultures Geertz introduces
the idea that cultures behave coherently by effectively combining
“models of the world” and “models for the world.” Models “of”
the world resemble our numerical models; they attempt to imitate
or simulate the world-as-it-is. Models “for” the world, however,
imply specific and coherent actions, actions informed by our
models “of” the world. So, according to Geertz, the study of
hydraulics might help us design a dam. Because human behavior
is driven by extrinsic symbolic structures (not just our genes),
that it is precisely the interaction of these two distinct types of
models that makes human culture possible.

But what is exciting, and challenging, is that today we can no
longer afford to rely on “inherited conceptions.” In the face of
climate change, more and more scientists are realizing that they
need to actively participate in culture “fabrication.” In addition
to algorithms, numerical models, datasets and simulations,
we can help co-create coherent systems for early action. But
an important component such systems is clear thinking, the
development of crisp conceptual models. To be truly successful
climate services need to combine accurate and representative
models “of” the world with appropriate and localized models
“for” intervention. Stepping back from the science, this editorial
briefly discusses the important aspect of how these pieces can
fit together when disparate “communities of practice”—like the

1https://www.wired.com/story/a-unique-alliance-could-help-warn-us-of-toxic-

algae/

oceanographers, health experts and local tribal leaders discussed
in Sarah’s story (see text footnote 1), work together.

The provision of freely available climate services is a
very exciting prospect, a force for good that can help
counter two growing threats—climate change and increasing
economic disparity. While climate services will not reverse
inequality, they can help the communities most vulnerable
to extremes. Enhanced early warning systems are one of the
most cost-effective approaches2 to increasing resilience. Climate
information can leap across continents, improving decision-
making, early warning systems, and outcomes almost anywhere.
As these systems evolve, we will be better together, faster, and
more effectively, if we pay attention to the conceptual models that
undergird our shared activities.

Climate Services are unique, challenging, exciting, and
empowering, precisely because they connect and span
many intellectual domains (Figure 1). These connections
can transform data into wise actions. While the origins of the
Data-Information-Knowledge-Wisdom hierarchy is uncertain,
it may have originated (Wallace, 2007) in T. S. Eliot’s poem
“Choruses from the Rock” (Eliot, 1934):

Where is the Life we have lost in living?

Where is the wisdom we have lost in knowledge?

Where is the knowledge we have lost in information?

Effective climate services typically involve contributions from
overlapping “communities of practice.” These collaborations
connect technical engineering and science efforts (on the
left-hand-side of Figure 1) with on-the-ground actions and
interventions on the right-hand-side. Going data to information
to knowledge to wisdom, we also tend to transition from the
general to the specific. On the left-hand-side, we might find an
atmospheric model based on universal physical laws or “rocket
scientists” who use highly generalized algorithms to translate
satellite imagery into precipitation estimates (Kummerow et al.,
2015; Skofronick-Jackson et al., 2017; Huffman, 2020). But, as
one moves to the right-hand-side in Figure 1, we find tailored
effective interventions guided by local expertise.

Connecting data providers and responders, we find the
sequential contributions of “climate intermediaries.” To be
actionable, information typically needs to be transformed into
impact assessments, answering questions like: “how might the
expected or observed weather or climate conditions affect our crops,
water supply, or fire fuels.” This translation can add great value.
For example, a recent study of drought warning activities in
Malawi, found that what farmers really wanted and needed was
agricultural advice, not weather data (Calvel et al., 2020), i.e.,
knowledgeable actionable guidance, not just data or information.

Shared conceptual frameworks can facilitate effective
collaboration and communication across these communities
of practice, guiding the translation of data and information
into knowledge and appropriate action. For example, the
Famine Early Warning Systems Network (http://www.

2https://gca.org/reports/adapt-now-a-global-call-for-leadership-on-climate-

resilience/
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FIGURE 1 | A schematic diagram showing how multiple communities of practice can all contribute to effective hazard mitigation, risk management, and

capacity-building.

fews.net/) identifies severely food insecure populations
by developing scenarios3 that analyze household level
food economies, but these scenarios use a rigorous multi-
agency “food security outlook4” process to translate climate
information into likely impacts on incomes, food access and
food availability.

Yes—we need to translate climate data into information
that drives impact models that provide accessible outputs
that can support effective actions, and each of those verbs
typically manifests as thousands of lines of code and
extensive computations, but no, computation alone does
not suffice.

The transitions described in Figure 1 describe a series of
coherent social interactions, emergent collaborative complex
behavior, and when thinking about such structures the
climate services community can learn from experts who
study how cultures evolve. Seen from this perspective,
successful early warning communities are subcultures that
evolve to address specific threats, such as drought or food
insecurity, and their success depends on translating data
into wise action (Figure 1) using shared models “for” reality
supported by accurate models “of” reality. Hence, such
systems spend considerable effort on describing how hazards
are detected and defined (Pulwarty and Sivakumar, 2014;
Wilhite and Pulwarty, 2017; Funk and Shukla, 2020). Crisp
definitions of drought (Wilhite and Glantz, 1985; Svoboda
and Fuchs, 2016), and food insecurity (FEWS NET, 2021),
can form a shared basis for collaboration and coherent
climate services development. But these definitions, and

3https://fews.net/our-work/our-work/scenario-development
4https://public.wmo.int/en/resources/bulletin/how-climate-forecasts-strengthen-

food-security

the associated impact assessments and risk management
responses, will be highly location specific—thereby requiring
local knowledge.

But climate change is accelerating the need for climate
services, and demanding that we have the best possible models
“for” early warning. Surveys of extreme events, such as the
book “Drought Fire Flood” (Funk, 2021)5 can help guide climate
service development. Analyses focusing on the new science
of climate change attribution evaluate how climate change
may or may not contribute to extreme events. Such studies
can also provide search patterns, or models “for” hazards
that can guide prediction and monitoring (i.e., a, b, c, d,
e). For example, many studies have suggested that climate
change will produce more frequent extreme El Niño and
La Niña events. For La Niñas, it turns out that numerical
models “of” the climate can predict these conditions very
early, in June6, providing a very valuable opportunity for
early warning, predicated on a conceptual model “for” climate
change impacts built around the assumption that extreme
sea surface temperatures will provide a solid foundation for
forecasting. Given that ENSO is the leading component of
seasonal forecasting skill, linking our successful model “of”
the climate to models “for” early action can help us move
effectively from data to information to wise interventions
(Figure 1). But there are as many opportunities for effective
climate services as there are categories of climate impacts. Our
age offers us many exciting opportunities to contribute to the
production of data, information, knowledge, and wise action.

5https://www.cambridge.org/core/books/drought-flood-fire/

96E0EB1519F5175B68079D294D0B0E93
6https://blog.chc.ucsb.edu/?p=757
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These contributions are helping us cope with an increasing
hazardous world.
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Understanding precipitation extremes over Monsoon Asia is vital for water resource

management and hazard mitigation, but there are many gaps and uncertainties in

observations in this region. To better understand observational uncertainties, this study

uses a high-resolution validation dataset to assess the consistency of the representation

of annual daily precipitation maxima (Rx1day) over land in 13 observational datasets

from the Frequent Rainfall Observations on Grids (FROGS) database. The FROGS

datasets are grouped into three categories: in situ-based and satellite-based with

and without corrections to rain gauges. We also look at three sub-regions: Japan,

India, and the Maritime Continent based on their different station density, orography,

and coastal complexity. We find broad similarities in spatial and temporal distributions

among in situ-based products over Monsoon Asia. Satellite products with correction to

rain gauges show better general agreement and less inter-product spread than their

uncorrected counterparts. However, this comparison also reveals strong sub-regional

differences that can be explained by the quantity and quality of rain gauges. High

consistency in spatial and temporal patterns are observed over Japan, which has a dense

station network, while large inter-product spread is found over the Maritime Continent

and India, which have sparser station density. We also highlight that while corrected

satellite products show improvement compared to uncorrected products in regions of

high station density (e.g., Japan) they have mixed success over other regions (e.g., India

and the Maritime Continent). In addition, the length of record available at each station

can also affect the satellite correction over these poorly sampled regions. Results of

the additional comparison between all considered datasets and the sub-regional high

resolution dataset remain the same, indicating that the overall quality of the station

network has implications for the reliability of the in situ-based products derived and also

the satellite products that use a correction to in situ data. Given these uncertainties in

observations, there is no single best dataset for assessment of Rx1day in Monsoon

Asia. In all cases we recommend users understand how each dataset is produced in

order to select the most appropriate product to estimate precipitation extremes to fit

their purpose.
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INTRODUCTION

Asia is home to about 60% of the world’s population and is the
largest and most populous continent in the world (Hijioka et al.,
2014). The extensive Asian monsoon system which spans South
Asia, Southeast Asia, and East Asia plays an important role in
large scale climate variability over much of the globe. This region
is vulnerable to extreme weather, notably extreme precipitation
(Fujibe et al., 2006; Jung et al., 2011; Zhao et al., 2014; Ren et al.,
2015; Roxy et al., 2017). To monitor and understand the change
and risk from precipitation extremes in Asian countries, accurate
and reliable precipitation observations are required.

Numerous observational products are now available in a
consistent format from the Frequent Rainfall Observations on
GridS (FROGS) database (Roca et al., 2019), enabling easier
intercomparisons. The FROGS database contains a variety of
observational daily gridded precipitation datasets that have all
been interpolated onto a common 1◦x1◦ grid. These products
differ in their data sources (e.g., in situ, satellite and blended
sources) and the methods by which they are produced, and
they have different spatial coverage (regional to global). In
situ precipitation products have been developed solely from
station (gauge) observations, which are typically used to measure
precipitation at a point. Many stations have very long records,
and this is an advantage for detecting climate trends. However,
in situ data have disadvantages, including incomplete spatial
coverage, deficiencies over most oceanic regions and sparsely
populated areas (Kidd et al., 2017) and they are not normally
representative of rainfall (especially convective rainfall) over
a broader area. As discussed in the data section, there are
also complexities associated with gauge undercatch correction
(Legates andWillmott, 1990). Satellite observations, on the other
hand, offer advances in terms of spatial coverage and temporal
completeness for vast areas of the globe, but have records
that are much shorter and inhomogeneous due to different
instruments used through time and potential algorithm changes
in how estimates are calculated. In addition, precipitation from
satellite-based products are instantaneous and indirect measures
inferred from infrared (IR) or passive microwave (PMW).
IR observations can see clouds but not precipitation, and IR
estimates must link cloud-top temperature or reflectivity to rain
rates through empirical relationships. PMW observations, on
the other hand, can detect the radiation from hydrometeors,

but PMW observations are sparse and intermittent. Both IR

and PMW data streams rely on changing constellations of

satellites that require additional data processing and calibration.

These factors are major sources of uncertainty and error
(Iguchi et al., 2009; Tapiador et al., 2012). Many attempts
have been made to merge different sources of information
to utilize the advantages of individual types of products. For
example, multiple satellite fields are merged and/or scaled
with rain gauge analyses over land, which helps improve the
accuracy of precipitation measurements (Sun et al., 2018).
Popular products used in climate studies, such as the Global
Precipitation Climatology Project (GPCP) precipitation analysis,
merge gauge observations with satellite microwave data and
infrared radar (IR). The launch of precipitation radars in

some satellite measurements, for example over the Tropical
Rainfall Measuring Mission (TRMM) (Huffman et al., 2007)
helps capture the three-dimensional structure of rain. In
particular, the long-term TRMM on-board radar had obvious
advantages for detecting the heavy precipitation that is associated
with distinct orographic features and coastal effects (Shige
et al., 2013, 2015, 2017). Other products such as CMORPH
(Xie et al., 2017) and version 6 of the Global Precipitation
Mission (GPM) Integrated Multi-Satellite Retrievals for GPM
(IMERG) (Huffman et al., 2019, 2020) use a “morphing” based
approach to estimate precipitation. Sparse and intermittent
PMW observations are used to derive instantaneous rain
rates, which are then combined with motion vectors to derive
a detailed two-dimensional rain rate structure that covers
every location.

Precipitation extremes estimated from these numerous
datasets present a heterogeneous picture at both regional [e.g.,
Australia (Contractor et al., 2015), Europe (Prein and Gobiet,
2017), the United States (Beck et al., 2019), South-East Asia
(Kim et al., 2018), and global (Herold et al., 2016a,b; Alexander
et al., 2020; Bador et al., 2020)] scales owing to their different
data sources, quality control schemes, and procedures in how
precipitation estimates are calculated. At the global scale, in situ
products are most similar to each other in their representation
of extreme precipitation compared to other product types
(Herold et al., 2016b; Sun et al., 2018). In addition, and as
expected, satellite products that use rain gauge corrections
show a better agreement with in situ-based observations than
uncorrected satellite products (Alexander et al., 2020; Bador
et al., 2020). The specific details of the gauge-satellite blending
process, however, can have important ramifications for product
performance. Satellite estimates having relatively low mean bias
are less likely to experience non-stationary systematic errors
and spurious trends associated with shifts in gauge network
(Maidment et al., 2015).

Very few studies, however, have examined the consistency
in how different observational products represent precipitation
extremes over the Asian domain. One exception is Kim et al.
(2018) who conducted an intercomparison of precipitation
across different observational products (and in an ensemble of
models) with only a minor focus on extremes. They examined
the spatial-temporal characteristics of rainfall exceeding the
95th percentile threshold across 7 gridded in situ, satellite and
reanalysis daily precipitation products. Their results revealed
small differences among the datasets over India, Korea and
Japan but large differences over Southeast Asian countries and
the Maritime Continent. In addition, they found that decadal
trends in extreme precipitation are consistent over some parts
of South Asia (e.g., India) and East Asia (e.g., South Korea,
Japan) while no trend in precipitation extremes was found over
Southeast Asia (e.g., the Maritime Continent). However, the
study focused on only a small subset of available products and
on a limited aspect of “moderate extremes” of precipitation.
Therefore, there are still many gaps in our understanding
of the representation and analysis of observed precipitation
extremes over Monsoon Asia. These better understanding
will help to better inform data development and others
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research activities like model evaluation, monitoring, and
projections etc.

For this study, we conduct an intercomparison of various
existing observational products to evaluate their consistency in
terms of representing the annual maxima of daily precipitation
(Rx1day) over Monsoon Asia, in terms of their climatology
and trends. We chose to focus on Rx1day because this metric
represents an annual extreme value that is often used to infer
potential flooding events (Lestari et al., 2019). Supplemental
results examine the annual wettest 5-days period (Rx5day), the
annual sum of precipitation on wet days (PRCPTOT), the simple
daily intensity index (SDII) and the annual total count of days
when daily precipitation exceeds 10mm (R10mm). Our objective
is to better understand observational uncertainties from different
data sources and over different sub-regions of Monsoon Asia.
We do this by investigating the influence of the underlying
station density and correction methods that satellites use to
estimate precipitation on the consistency of annual maxima of
daily precipitation. Finally, we make recommendations for the
regional assessment of precipitation extremes overMonsoonAsia
and its sub-regions.

The remainder of the paper is organized as follows. Section
data and methods describes the observational datasets used in
this study along with the definition of precipitation extremes and

the description of the methods used. Results on the comparison
of precipitation extremes from different datasets is presented in
section results, followed by our discussion of results in section
discussion and our conclusions in section 5.

DATA AND METHODS

Observational Datasets and Domain
At present, there are many precipitation datasets available,
including those from the FROGS database (Roca et al., 2019).
This database has been developed recently to provide a variety
of gridded observational precipitation datasets from in situ,
satellite, blended and reanalyses sources on a common daily
1◦x1◦ latitude/longitude grid format mostly covering global land
and/or ocean. Here we utilize 13 products from FROGS (Table 1)
which have sufficient coverage over our chosen Asian domain
(600E-1500E; 150S-500N) and a suitable length of record for
this analysis (see below). We do not include reanalyses, which
generally have uncertainties that are too large to support the
analysis of precipitation extremes (Alexander et al., 2020; Bador
et al., 2020). Besides, they are not purely observations, but
observation data assimilated into numerical models. Therefore,
precipitation information in reanalysis is of questionable quality
since it relies, almost entirely, on the parameterization of

TABLE 1 | List of observational datasets of daily precipitation used in this study.

Cluster No Product name Short name Input data Temporal

coverage

Original

resolution

References

Reference 1 APHRODITE APHRODITE GTS, local organization and

own APHRODITE

1951–2015 0.5◦ × 0.50 Yatagai et al. (2012)

In situ (3) 2 REGEN_ALL_v2019 REGEN_ALL GPCC, GHCN 1950–2016 1◦× 1◦ Contractor et al.

(2020)

3 GPCC_FDD_v1.0 GPCC_FDD GPCC 1988–2013 1◦× 1◦ Schamm et al.

(2014)

4 CPC_v1.0 CPC CPC 1979–2017 0.5◦ × 0.50 Xie (2008)

Satellite with

correction to rain

gauge (6)

5 GSMAP-gauge-

RNLv60

GSMAP-RNL IR, PMW, sate_radar, CPC

gauges

2001–2013 1◦ × 1◦ Okamoto et al.

(2005)

6 GPCP_CDR_v1.3* GPCP_CDR IR, PMW GPCC gauges 1997–2017 0.25◦/8 km Huffman et al. (2001)

7 CMORPH_v1.0_CRT CMORPH_CRT IR, PMW CPC gauges 1998–2017 0.25◦ × 0.25◦ Xie et al. (2017)

8 IMERG_V6_FC* IMERG_FC IR, PMW GPCC gauges,

sate_radar

2001–2018 0.25◦ × 0.25◦ Huffman et al. (2019)

9 3B42_v7.0 3B42 IR, PMW sat_radar, GPCC

gauges

2001–2013 0.1◦ × 0.10 Huffman et al. (2007)

10 CHIRPS_v2.0 CHIRPS2 IR, TMPA 3B42, gauges

(GHCN and other sources),

CFS2, CHPclim

1981–2016 0.1◦ × 0.1◦ Funk et al. (2015)

Satellite without

correction to rain

gauge (4)

11 CMORPH_v1.0_RAW CMORPH_RAW IR, PMW 1998–2017 0.25◦/8 km Xie et al. (2017)

12 IMERG_v6_FU IMERG_FC IR, PMW, sate_radar 2001–2018 0.25◦ × 0.25◦ Huffman et al. (2019)

13 3B42_IR_V7.0 3B42_IR IR 1998–2016 0.25◦ × 0.25◦ Huffman et al. (2007)

14 CHIRP_V2 CHIRP IR 1981–2016 0.1◦ × 0.10 Funk et al. (2015)

*Gauge under-catch correction; IR, thermal infrared; PMW, passive microwave; sate_radar: satellite radar; CSF2, Coupled Forecast System (CFS) version 2; CHPclim, Climate Hazards

group Precipitation climatology; GHCN, the Global Historical Climate Network; TMPA 3B42, Tropical Rainfall Measuring Mission Multi-satellite Precipitation Analysis version 7.
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FIGURE 1 | Climatology of the annual daily precipitation (mm/day) extracted

from APHRODITE. Black boxes show the regions used in this document:

Japan (129◦E-146◦E, 30◦N-46◦N), India (70◦E-92◦E, 5◦N-25◦N), and the

Maritime Continent (95◦E-150◦E, 10◦S-10◦N).

convection and simulation of rainfall in numerical models and is
not constrained by precipitation observations (Bosilovich et al.,
2011; Dee et al., 2011). In addition, some product “families”
include more than one dataset, but we select only one dataset
from each product family where we believe that either the best
quality control has been applied or where one dataset is deemed
preferable for the purposes of this study.

To intercompare datasets with respect to product types, we
cluster the 13 products into three groups organized by data type:
in situ-based (three datasets); satellite with (six datasets) and
without (four datasets) a correction to rain gauges. The products
range in the time period covered, from 13 years (GSMAP-RNL)
to 67 years (REGEN_ALL). All products share the common
overlapping period of 2001–2013, which is therefore used to
intercompare climatologies between the different datasets.

Additionally, we include the 0.50 × 0.50 gridded precipitation
dataset: Asian Precipitation—Highly Resolved Observational
Data Integration Towards Evaluation of Water Resources
(APHRODITE) (Yatagai et al., 2012). This continental-scale daily
product contains a dense network of daily rain gauge data for
Asia obtained from different sources: Global Telecommunication
System (GTS) based data, data precompiled by other projects
or regional organizations and APHRODITE’s own collection.
Various versions of the product have been developed including:
V1101, V1101_EXR1, V1801, and V1901. Note that the newest
version of APHRODITE, V1901, that applies updated algorithms
has been released, but it only covers the period 1998–2017.
Therefore, for this study we merged version V1101 (covering
1950-2007) and V1101_EXR1 (covering 2008–2015) to get as
long a record as possible. Two versions of this dataset were
merged to get the longest covered period (1950–2005). We
acknowledge that this regional dataset is not necessarily “the

truth,” but with the extensive exchange of real time data
from these national hydrological and meteorological services,
APHRODITE has a substantially improved station precipitation
network in many parts of Asia, notably around the Himalayas,
Southeast Asia, and mountainous regions compared to other
available global precipitation datasets (see Figure 2 and further
discussion on this in section climatology of the mean daily
precipitation). Therefore, in this study we use APHRODITE as
a reference dataset with which to compare the 13 precipitation
products we have accessed from FROGS. In order to enable a fair
comparison, the daily precipitation data fromAPHRODITEwere
interpolated using a first-order area-conservative remapping
method (Jones, 1999) to the same 1◦x1◦ resolution as the other
datasets. This interpolation method conserves the integral of
precipitation that does not necessarily hold for other remapping
methods. Then extreme precipitation indices outlined in the next
section were then calculated.

Wind and evaporation effects on gauge measurements,
typically resulting in gauge undercatch is one of the dominant
errors in precipitation estimates over high-latitude and
mountainous areas (Prein and Gobiet, 2017). Several
observational datasets are corrected for gauge-precipitation
undercatch (see Table 1). The applied correction method,
however, varies from one product to another. For example, a
bulk correction factor (Legates and Willmott, 1990) usually
was applied to monthly climatological means in GPCP_CDR
(Huffman et al., 2001) and IMERG_FC (Huffman et al., 2019).
Note that APHRODITE does not apply a gauge-undercatch
correction, but rather uses an improved quality-control method
and orographic correction of precipitation.

Our domain covers a large area with a heterogeneous
distribution in the number of gauges per 1◦x1◦ grid, as extracted
fromAPHRODITE (Figure 2e and also Supplementary Figure 1

for a zoom in). We also defined different station density (s)
following categories: rare (0 <s <1); low (1 ≤ s < 5), medium
(5≤ s <10), and high (s ≥ 10) to try to better quantify
this heterogeneity. To account for spatial-temporal variations
in the characteristics of precipitation extremes, we investigate
several sub-regions in more detail, namely: Japan (1290E-1460E;
300N-460N); the Maritime Continent (950E-1500E;100S-100N);
and India (700E-900E; 50N-250N) (Supplementary Figure 1) for
further analyses. These three sub-regions cover a large area of
land with very different station density and spatial characteristics
such as orography and coastal complexity. We chose these
regions because they provide a good representation of different
extreme rainfall estimation challenges. Japan has a very dense
in situ gauge network. Indian and the Maritime Continent are
poorly instrumented.

APHRODITE lacks good station coverage over India and the
Maritime Continent (Supplementary Figure 1). At more local
scales, the Southeast Asian Climate Assessment and Dataset
(SACA&D) (Van Den Besselaar et al., 2017) and the high
resolution long-term India Meteorological Department (IMD)
(Pai et al., 2014) dataset might provide better precipitation
estimates in these regions since they have much more station
information than the products we have assessed over the
wider region. Therefore, we conduct additional comparison
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FIGURE 2 | Upper panel: Climatological values (over the period of 2001–2013) of the annual wettest-day (Rx1day; in mm) for (a) APHRODITE and the relative

difference to APHRODITE (in %) of climatological Rx1day for the in situ-based products (blue labels): (b) REGEN_ALL (c) GPCC_FDD, (d) CPC. The number inserted

on each panel indicates the regional average of these relative differences. Middle panel: Climatological station density in each in situ-based dataset: averaged number

of rain gauges per 1◦x1◦ grid cell over the 2001–2013 period in (e) APHRODITE, (f) REGEN_ALL, (g) GPCC_FDD, (h) CPC. Note that the light gray color indicates no

station and the dark color indicates very sparse-station regions (i.e., have station density <1 station per grid cell). Bottom panel: (i) Time evolution of station density:

daily total number of rain gauges over the Asian Monsoon area in (black) APHRODITE, (orange) REGEN_ALL, (red) GPCC_FDD, and (blue) CPC.

between all the products from Table 1 and these local datasets
(Supplementary Part). Note that the local datasets are at 0.25◦

× 0.25◦ resolution and contain only precipitation information
for Indonesia and India. To enable a fair comparison with
the other products analyzed here, SACA&D and IMD were
interpolated into a common 1◦ × 1◦ grid using a conservative
remapping method.

Precipitation Extremes
Note that most regional precipitation extremes of monsoon
Asia are associated with Asian summer monsoon circulation

features. However, to characterize extreme precipitation, we
select the annual maximum 1-day precipitation (Rx1day) as
recommended by the Expert Team on Climate Change and
Detection Indices (ETCCDI) (Zhang et al., 2011) from each
10x10 grid box. This index represents the type of extreme event
that might lead to flooding for example (You et al., 2011; Liu
et al., 2014). In addition, most the annual daily precipitation
maxima do actually mostly reflect the summer precipitation
maxima [whether that is Northern Hemisphere summer (June,
July, August, and September for the “mainland” of monsoon
Asia) or Southern Hemisphere summer (December, January,
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and February for Southeast Asia)] (Figure not shown). We also
extract other precipitation indices [i.e., the maximum 5-days
precipitation (Rx5day), the simple daily intensity (SDII), the total
annual wet-day precipitation (PRCPTOT) and the annual counts
of day when precipitation exceeds 10mm (R10mm)]. Analysis of
these are found in the Supplementary Material.

We use some basic statistics including an assessment of
the climatology over the longest overlapping period of data
(i.e., 2001–2013); and time series of regional averages for the
whole period of available data (which varies by observational
product—see Table 1). Note that time series of regional averages
are calculated relative to the Rx1day annual average over the
1961–1990 baseline period in APHRODITE. Only areas that
have common data between all datasets are used to calculate
area-averaged time series. In order to draw conclusions about
inter-product spread, the coefficient of variation (cov) (i.e.,
standard deviation normalized by the multiproduct mean of
climatology for each cluster is calculated over the common period
of 2001–2013).

Finally, we compare trends and temporal correlations over
1988–2013 for each product that covers this (longer) period and
has a sufficient amount of non-missing data (i.e., 70% of data has
to be present for an annual value to be calculated). Therefore, all
satellite products are excluded except the CHIRP2 family, which
have temporal coverage from 1981 to 2016 (see Table 1). Since
some annual extremes do not follow a Gaussian distribution, we
use a non-parametric linear trend estimator, Sen’s slope (Sen,
1968). Trend significance is estimated using a Mann-Kendall test
at the 5% level of significance (Kendall, 1975).

RESULTS

Climatology of the Mean Daily Precipitation
Figure 1 illustrates the spatial distribution of the 13-years mean
(2001–2013) of daily precipitation in the APHRODITE dataset
over different regions of monsoon Asia. Clearly, the precipitation
pattern is strongly dependent on orography. In particular, large
amounts of precipitation are located in the western Ghats of
India, central and northeast of India (South Asia), the coastline
of Myanmar (Southeast Asia), and parts of Japan. This heavy
orographic rainfall is on the windward side of high-elevation
regions and the rapid decrease of rainfall is observed on the
leeward side of these regions. This feature has been mentioned
in previous literature (Krishnan et al., 2012; Pai et al., 2014;
Priya et al., 2016; Kim et al., 2018). In addition, there is heavy
rainfall over Eastern China, Korea while lower intensities of daily
precipitation are observed over the Tibetan Plateau and higher
latitudes of Asia.

Climatology, Inter-Product Spread, and
Trends in Rx1day
Precipitation in in situ-based products are directly estimated
from surface stations and therefore different datasets often share
similar underlying data (Sun et al., 2018). For this reason,
we start with a comparison among in situ-based products to
see whether there is consistency in their representation of
precipitation extremes. Figure 2a shows a 13-years climatology

(2001–2013) for Rx1day (mm) in the APHRODITE dataset
(taken as reference; see section observational datasets and
domain) and the relative difference (%) for three of the available
in situ-based products from the FROGS database compared
with APHRODITE (Figures 2b–d). Intense extreme rainfall
(i.e., Rx1day > 150mm) is found in Japan, South Korea, and
the western coastal part of India while lower intensities of
extreme precipitation are observed over the Tibetan Plateau
and higher latitudes of Asia (Figure 2a). Overall, in situ-based
products tend to show spatially coherent patterns of extreme
precipitation difference compared to APHRODITE, that is, they
are consistently wetter almost everywhere. This feature can not
only be seen in other intensity-based indices such as Rx5day,
PRCPTOT, and SDII but also in frequency-based indices like
R10mm (Supplementary Figures 3–6).

Some exceptions are found over Japan, Korea and Pakistan
where all global in situ datasets are drier than APHRODITE in
their extremes (see Supplementary Figures 2A–D for a zoom in
over Japan). It is worth noting that over Japan, APHRODITE
has at least an order of magnitude more stations than any of
the other in situ-based datasets so it could be picking up more
severe local storms contributing to the wetter Rx1day. This
extremely dense gauge network may also be capturing events
in remote mountainous regions with orographic enhancement.
Precipitation gauges tend to be preferentially located in valleys
and low-lying areas. REGEN_ALL and GPCC_FDD have
very similar spatial patterns with regional means wetter than
APHRODITE (27.67 and 29.96%, respectively). This is expected
as these two products utilize the rain gauges from GPCC_FDD
(Schamm et al., 2014; Contractor et al., 2020) although
REGEN_ALL also includes other sources. Meanwhile, CPC has
higher estimates of Rx1day on the whole than APHRODITE
(39.96%) (and the other two products) but regions clearly stand
out as having drier extremes. It is easy for example to see the
borders of Myanmar, Pakistan, and Laos highlighting that there
are data availability issues over these particular countries in CPC.
The considered period of 2001–2013 exhibits a strong decrease
in the number of total ground-based measurements globally due
to migration and abandonment of sites and operational costs,
particularly for CPC and GPCC_FDD as mentioned in Sun et al.
(2018). A common feature among the three in situ-based datasets
is that the Himalayas stand out as having consistently wetter
Rx1day than APHRODITE.

The newest version of APHRODITE, V1901, applied
some improvements to quality control and used an updated
interpolation algorithm to represent “extreme” values. To
test the sensitivity of the above results to the choice of
version of APHRODITE, we conduct the same analyses with
APHRODITE_MA version V1901 (Supplementary Figure 7).
Our main conclusions remain the same whatever version of
APHRODITE is used.

The differences among gauge-based products may come
largely from the different gauge networks used to derive each
dataset, as well as differences in the background climatologies
used to interpolate these gauge observations. Figures 2e–h

also highlight the heterogeneous distribution of rain gauges
in the overlapping period of 2001–2013. Note that the light
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gray color indicates no stations present in a grid box while
the gray color indicates a very sparse station network (i.e.,
with averaged station density less than one station per grid
cell). APHRODITE has the highest number of stations overall
(Figure 2e) although this might not always hold regionally
[e.g., REGEN_ALL has more stations over China (Figure 2f)].
GPCC_FDD and CPC have fewer stations than REGEN_ALL
and APHRODITE (Figures 2g–h). Some regions are well-
covered by stations in all the in situ products such as Japan,
South Korea and Thailand while Myanmar is a data-sparse
region for all products. As a result, estimates of precipitation
extremes over the dense-station regions usually show a consistent
spatial pattern e.g., over Japan with slightly drier extremes
compared to APHRODITE (see also– Supplementary Figure 2).
On the contrary, the representation of the annual maxima
precipitation over the data-sparse regions (i.e., station density
<1) e.g., Myanmar is largely different among in situ products.
Interestingly, the Himalayas has lots of stations (station density
is >5, some locations are >10) in APHRODITE (Figure 2e) but

no stations in the other in situ-based products (Figures 2f–h).
In addition, APHRODITE applied the orographic precipitation
correction over high-elevation regions like the Himalayas which
other in situ-based products do not apply. These features might
help to explain the consistently wetter pattern compared with
APHRODITE in all in situ-based products over the Himalayas.

Focusing on the time evolution of station density across
the in situ-based products (Figure 2i), it is interesting to
note that there is a large decrease in the total number of
stations used in APHRODITE and REGEN_ALL around 1970,
which relates to a substantial reduction of rain gauges over
India in each product (Supplementary Figure 7). APHRODITE
station numbers recover over subsequent decades, which
is explained by the significant increase in gauges over
Japan (Supplementary Figure 9), though this increase does
not occur for REGEN_ALL (Supplementary Figure 9). These
changes in the total number of available rain gauges are
expected to impact inter-product differences, which is further
investigated hereafter.

FIGURE 3 | The relative difference to APHRODITE (in %) of the climatological (over the period of 2001–2013) annual wettest day (Rx1day) for corrected satellite

products (black labels, two upper panels) (a) GSMAP_RNL, (b) GPCP_CDR, (c) CMORPH_CRT, (d) IMERG_FC, (e) 3B42, (f) CHIRPS2, and uncorrected satellite

products (green label, lower panel) (g) CMORPH_RAW, (h) IMERG_FU, (i) 3B42_IR, (j) CHIRP2. The number inserted on each panel indicates the regional average of

these relative differences. The in situ products that satellite products used for their correction to rain gauges are also mentioned at the top of the figure.
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Satellite products could potentially reduce issues associated
with the lack of in situ precipitation observations. For this
reason, we next evaluate the consistency of extreme precipitation
among satellite products. Figure 3 compares the representation
of Rx1day among all of the satellite products as the relative
difference to APHRODITE over the common 2001–2013 period.
Interestingly, the annual wettest day estimated from satellites
tends to be more spatially inhomogeneous, with regions of
underestimation and overestimation compared to APHRODITE
for each dataset. This is different to the in situ datasets that mostly
show wetter estimates of climatological Rx1day (Figures 2b–d).
We find different estimates across satellite products both with
and without correction to rain gauges over Pakistan, the Tibetan
Plateau, and Western China. Meanwhile, satellite products with
corrections are more consistent with in situ-based products
over regions that have a higher number of stations (e.g.,
Eastern China).

We now focus on the overall differences between the corrected
and uncorrected satellite products. Generally, the differences
fromAPHRODITE are amplified among the uncorrected satellite
products (Figures 3g–j) in comparison to the corrected products
(Figures 3a–f). The diversity of Rx1day estimates among the
uncorrected satellite products is clear with relative differences
in regional means ranging from 92.59% in 3B42_IR (Figure 2i)
to −0.05% in CHIRP2 (Figure 3f). CHIRP2 is the closest to
APHRODITE (Figure 3f) in terms of regional average but this
hides some regional contrasts (e.g., the Tibetan Plateau and parts
of the Maritime Continent are wetter while Pakistan and eastern
China are drier than APHRODITE). In a global study of extreme
precipitation, Alexander et al. (2020) also showed CHIRP2 to
be the driest dataset in terms of extremes over global land
areas while 3B42_IR belongs to a group of products with wetter
estimates. Ongoing analysis by the Climate Hazards Center
suggests that the systematic dry bias of CHIRP2 is related to the
fixed intercept terms used to translate thermal infrared satellite
observations into estimates of rainfall rates. While CHIRP2
consistently tends to capture well mean precipitation rates, the
fixed intercepts used to translate IR data into rainfall rates
suppresses the variance of the CHIRP2 product. On the other
hand, corrected satellite estimates tend to be consistently wetter
than APHRODITE, ranging from the lowest relative difference
of 29.95% in GPCP_CDR (Figure 3b) to the highest of 57.7% in
3B42 (Figure 3e). In addition, by comparing pairs of corrected
and uncorrected products for each satellite dataset (which is
further explored in section climatology, inter-product spread
and trends in Rx1day), we cannot be confident whether the
corrections using in situ data makes the corrected product overall
better over Monsoon Asia (i.e., closer to APHRODITE). For
example, both the CMORPH and CHIRP2 family of products are
drier (and closer to) APHRODITE in their uncorrected versions
compared with their corrected versions, while the opposite is true
for products from the 3B42 and IMERG families.

The difference among satellite products can probably partly
be explained by the differences in how algorithms are used
to estimate precipitation and the techniques used to apply
rain gauge corrections, and we now explore this. In particular,
among uncorrected satellite products, 3B42_IR and CHIRP2

TABLE 2 | Coefficient of variation (cov) (in percentage (%); see section

precipitation extremes) calculated over the 2001–2013 period for each product

cluster: in situ, corrected satellite, and uncorrected satellite.

Cluster Monsoon Asia Japan India Maritime Continent

In situ 2.87 3.76 6.65 9.56

Corrected satellite 9.25 16.32 14.07 16.66

Uncorrected satellite 19.35 21.18 19.12 16.35

The cov is calculated for Monsoon Asia and its sub regions: Japan, India, and Maritime

Continent based on extracted time series of regional averages in Figure 4.

TABLE 3 | Temporal correlation of regionally averaged relative differences (in %)

for the annual wettest day (Rx1day) for each considered products with

APHRODITE, calculated for each product covering the period of 1988–2013.

Dataset name Monsoon Asia Japan India Maritime Continent

REGEN_ALL 0.57 0.51 −0.03 0.30

GPCC_FDD 0.54 0.71 −0.17 0.33

CPC 0.67 0.64 −0.26 0.42

CHIRPS2 0.21 0.65 0.23 0.49

CHIRP2 0.17 0.52 0.07 0.12

The temporal correlation is calculated from extracted time series of regional averages in

Figure 4. Products are selected if they have<2 years of missing values during this period.

See also Supplementary Figure 6 for additional information.

utilize information from infrared radar (IR) measurements while
others integrate information from passive microwave (PMW)
measurements (e.g., CMORPH_RAW, IMERG_FU; see Table 1
for details). These uncorrected satellite products are blended
with information derived from rain gauges, forming the rain
gauge-enhanced satellite products. It is interesting to note that
the choice of the underlying stations used for the rain gauge-
enhanced satellite estimates impacts the final product. For
instance, the imprint of the underlying CPC in situ data that is
used to correct them can be clearly seen in some of the spatial
patterns of the GSMAP-RNL and CMORPH family of products
(e.g., dry bias over Myanmar, Pakistan and Laos; see panels in the
left column of Figure 3). This is not systematic and indeed other
products sharing the same underlying stations (e.g., GPCP_CDR,
3B42, and IMERG product families) show limited similarity in
their spatial distribution of differences to APHRODITE although
they all utilize GPCC_FDD (Figure 3; middle panels).

Monsoon Asia is a vast area and we highlight above that
although we can extract some conclusions (e.g., in situ and
satellite products are generally wetter than APHRODITE),
important differences remain at the regional scale. Therefore, we
also consider three sub-regions that have been selected because
they are characterized by different station density, orography
and coastal complexity (see section observational datasets and
domain). The consistency among precipitation products over
Monsoon Asia and the three sub-regions (namely Japan, India,
and the Maritime Continent) are examined through time series
of regionally averaged relative differences in Rx1day (Figure 3),
the coefficient of variation (cov; i.e., Rx1day standard deviation
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divided by mean) taken as a measure of the inter-product spread
within each cluster (Table 2) and the temporal correlation with
APHRODITE taken as a measure of inter-annual variability
(Table 3).

We first focus on the Monsoon Asia region as a whole.
In situ-based products (Figure 4A) show some robustness with
less inter-product spread compared to the other two classes
of product (Figures 4B,C), as further shown by smaller cov
values for the in situ-based products compared to the corrected
and uncorrected satellite products (2.87% compared to 9.25
and 19.35%, respectively; Table 2). Note that three particular
years of CPC (i.e., 1983–1985) contain a lot of missing grid
cells over whole Monsoon Asia and its sub-regions, therefore
these three years were excluded in the calculation of Rx1day.
Corrected satellite products are more closely aligned with
in situ-based products (Figure 4B) compared with uncorrected

versions. Focusing on inter-annual variability, we find relatively
high temporal correlations with APHRODITE for in situ-based
products (from 0.54 to 0.67; Table 3) compared to CHIRPS2
(0.21; Table 3) and its uncorrected counterpart CHIRP2 (0.17;
Table 3). While we cannot extract general conclusions based on
these temporal correlations for the corrected and uncorrected
satellite clusters due to their limited time coverage, this further
tends to show that in situ-based products are generally more
reliable than satellite data over the whole region studied.

We then further investigate the consistency in the
representation of Rx1day over the three sub-regions (Japan,
India, and the Maritime Continent; second, third and last rows
of Figure 4 respectively). First, we focus on the in situ cluster.
As over Monsoon Asia, we find relatively strong consistency
among in situ-based datasets over the high-station density
region of Japan (cov value of 3.76 %, Table 2). We also find high

FIGURE 4 | Time series of regionally averaged relative differences (in %) for the annual wettest day (Rx1day) for each considered product compared to the baseline

period (1961–1990) of APHRODITE. Products are clustered into three groups: in situ (the left column), corrected satellite (the middle column), and uncorrected satellite

(the right column). Four regions are considered: (A–C) Monsoon Asia (60◦E-150◦E, 15◦S-50◦N), (D–F) Japan (129◦E-146◦E, 30◦N-46◦N), (G–I) India (70◦E-92◦E,

5◦N-25◦N), and (J–L) the Maritime Continent (95◦E-150◦E, 10◦S-10◦N). Regionally averaged Rx1day is calculated over the common area across all datasets (as

shown by the inserted maps in the middle panel of each row).
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consistency in terms of inter-annual variability for in situ-based
products in estimating Rx1day over Japan (ranging from 0.51
to 0.71; Table 3). It is also worth noting that in situ data are
generally closer to each other and temporally more consistent
to APHRODITE over Japan compared to the whole Monsoon
Asia region (Figures 4A,D). On the other hand, we find reduced
consistency over the Maritime Continent where only a few
gauges are available (temporal correlations among in situ
products vary from 0.30 to 0.42), as well as larger differences to
APHRODITE compared to that in other regions (Figure 4J).
Interestingly, India, which is also a region of poor station
density like the Maritime Continent, shows better agreement
among in situ products with smaller inter-product spread (0.14
%, Table 2) compared with the Maritime Continent (0.25%,
Table 2). Therefore, the station network alone does not account
for all uncertainties in each dataset. Other factors like geography
and climate can lead to these observational uncertainties.
Surprisingly, all considered in situ-products show negative
temporal correlations with APHRODITE over India (ranging
from −0.26 to −0.03), revealing some important issues in the
data that will be further discussed later.

Next, we focus on the representation of Rx1day among the
satellite products, with and without a correction to rain gauges
(middle and right columns of Figure 4). Compared to the in situ
inter-product spread described above, the inter-product spread
for satellite data is generally higher. This is particularly true for
uncorrected products and applies to all four regions investigated
here. In addition, we generally find a similar bias to APHRODITE
for satellite data compared to in situ data, with an overestimation
of Rx1day over Monsoon Asia, the Maritime Continent and
India (to a lesser extent) and estimates closer to APHRODITE
over Japan. The inter-product spread in the uncorrected satellite
cluster is the largest and relatively similar across all four regions
(last column of Figure 3), with cov values between 16.35 and
21.18% (Table 2). The inter-product spread is reduced in the
corrected satellite cluster compared to uncorrected products
cluster and in particular over Monsoon Asia and Japan, with
a reduction in cov values from 19.35 to 9.25% and from 21.18
to 16.32%, respectively (Table 2), whereas little difference is
seen over the Maritime Continent. Interestingly, higher temporal
correlation is found for the regional average of Rx1day between
APHRODITE and CHIRPS2 compared to its uncorrected
counterpart CHIRP2 for all four regions and in particular for
the Maritime Continent and India (Table 3). However, we find
low temporal correlations (ranging from 0.12 to 0.49, Table 3)
over the Maritime Continent, which highlights inconsistencies
in inter-annual variability across different precipitation products
and strongly limits the confidence that can be associated with
these observational datasets over this region when assessing
the annual daily precipitation maxima. It is also striking
to see that temporal correlations over India are not only
very low but also negative for satellite products. This is
a major problem and again demonstrates that observations
over India should be considered with care, in particular
for studies focusing on inter-annual variations. This can
partly be explained by the instability of the total number of
observational stations in all considered in situ-based products

TABLE 4 | Trends per decade in the annual Rx1day (mm/decades and %/decade)

for each product that has data covering the period of 1988–2013.

Dataset Monsoon Japan India Maritime

name Asia Continent

APHRODITE 1.12 (2.8%) 3.06 (3%) −3.1 (−5.0%) 6.01 (12%)

REGEN_ALL 0.71 (1.8%) −6.03 (−6%) −1.67 (−2.7%) 1.30 (2.6%)

GPCC_FDD 0.71 (1.8%) −2.35 (−2.2%) 0.82 (1.3%) −1.23 (−2.7%)

CPC 2.93 (7.3%) 3.1 (3.1%) 6.07 (9.6%) 6.20 (12.4%)

CHIRPS2 0.61 (1.5%) 0.61 (0.6%) −2.40 (−3.8%) 3.15 (6.3%)

CHIRP 0.08 (0.2%) 0.08 (0.08%) −0.67 (−0.5%) 1.31 (2.6%)

Products are selected if they have <2 years of missing values during this period. Trends

are calculated using Sen slope estimation and significant test at the 5% level using Mann-

Kendall test (see section precipitation extremes). Dark (light) background colors indicate

significant (non-significant) trends, with blue referring to an increase and orange to a

decrease in Rx1day. Note that trends are calculated over the common area across all

considered datasets for each sub-region (see inserted maps in Figure 3).

(APHRODITE, REGEN_ALL, GPCC_FDD, andCPC) over India
(Supplementary Figure 10B). For example, India experienced
a major variation in available station coverage using in
APHRODITE with a sudden increase during 1998–1999 and
decrease during 2004–2006 (Supplementary Figures 11B–D).

The time series (Figure 4) also indicate there might be trends
over the observational record in some products. We further
quantify whether temporal trends are present in the regionally
averaged Rx1day values and how robust these trends are across
the different observational products for Monsoon Asia and its
sub-regions. We consider here only products having at least 25
years of data available between 1988 and 2013 (Table 4), which
covers the same time period as for the temporal correlations
in Table 3 and gives us a sufficient record length for analysis.
We find coherent (positive) trends across all products over the
entire Monsoon Asia although only GPCC_FDD and CPC show
a significant intensification, but with quite different magnitudes
(0.71 mm/decade and 2.93 mm/decade, i.e., 1.8%/decade and
7.3%/decade, respectively). Focusing on the three selected sub-
regions of Monsoon Asia, we find that four products out of
six agree on a significant increase in the annual wettest day
over the Maritime Continent, but the magnitude of their trend
varies quite substantially (from 1.31 to 6.20 mm/decade, i.e.,
2.6%/decade to 12.4%/decade). There is no consensus between
observational products over India, with only APHRODITE and
CPC showing significant trends yet of opposite signs (−3.10
and 6.07 mm/decade, i.e., −5.0%/decade and 9.6%/decade,
respectively). Japan has non-significant trends in all products.

Corrected Satellite and Uncorrected
Satellite Comparison
Our results show substantial differences in how observational
datasets represent Rx1day. It is clear that how well products
agree depends on the region of interest, and in particular
the agreement between the corrected and uncorrected satellite
product estimates. Therefore, we further focus on how the
satellite data with and without correction to rain gauges compare
to each other for the representation of climatological Rx1day
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FIGURE 5 | Upper panel: relative difference to APHRODITE (in %) of the climatological (over the period of 2001–2013) annual wettest day (Rx1day) for corrected

satellite products (black labels, two upper rows): (a) GSMAP_RNL, (b) GPCP_CDR, (c) CMORPH_CRT, (d) IMERG_FC, (e) 3B42, (f) CHIRPS2; uncorrected satellite

(Continued)
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FIGURE 5 | products (green label, the third row): (g) CMORPH_RAW, (h) IMERG_FU, (i) 3B42_IR, (j) CHIRP2; and the differences between the corrected and

uncorrected products (k–n). The number inserted on each panel indicates the regional average of these relative differences. The in situ products that satellite products

used to correct are also mentioned at the top of the figure. The last two panels also show the percentage of data available for each grid cell during the 2001–2013

period in these in situ-based datasets [(o) GPCC_FDD, (p) CPC] used for correction of satellite products.

(over the 2001–2013 period) over the three sub-regions of
Monsoon Asia (Figures 5–7).

Figures 5a–j show the spatial map of relative differences
(to APHRODITE) in the climatology of Rx1day for corrected
satellite products (Figures 5a–f) and uncorrected versions
(Figures 5g–j) over Japan. The difference between pairs of
datasets from the same family are also presented (Figures 5k–n).
Three uncorrected satellite products (CMORPH_RAW,
3B42_IR, and CHIRP2; Figures 5g,i,j) tend to be drier
than APHRODITE whereas IMERG_FU is generally wetter
(Figure 5h). The corrected satellite versions of these four family
products usually show reduced bias spatially (Figures 5c–f),
in particular for IMERG products (as seen in Figures 5e,f).
Note that the direction of correction among product families
is different (Figures 5k–n). Hence, a strong correction is
applied over Japan that shifts the satellite products closer to
APHRODITE (and therefore to each other). This highlights
that the dense rain gauge network presents other benefits
than simply a better estimation of precipitation extremes in
in situ-based datasets as it also leads to improvement (i.e., closer
to APHRODITE) in Rx1day estimates in satellite products when
a correction to in situ data is applied. Figures 5o,p indicates the
percentage of station data available during the 2001–2013 period
for each grid box in the in situ datasets used to correct these
satellite products. Stations from CPC cover the whole of Japan
with almost all station information being fully available (nearly
100%) during the considered period. On the other hand, station
networks from GPCC_FDD only partly cover Japan and in
which the length of available data for some grid boxes is <50%,
However, it is interesting that the imprint of underlying station
networks among corrected satellite-products (as mentioned in
section climatology of the mean daily precipitation) does not
appear to have a strong impact over Japan. This is likely because
there are enough stations in the underlying rain gauge networks
over Japan to produce corrections that shift the satellite products
closer to APHRODITE.

Figure 6 focuses on India which covers a large area of
land only partially covered by in situ stations. Overall, both
satellite products with and without rain gauge correction tend to
overestimate climatological Rx1day compared to APHRODITE,
overmost areas of India except a thin band on the west coast. This
excludes CHIRPS2 and CHIRP2 that are closer to APHRODITE
(Figures 6f,j). Contrary to the results for Japan, the correction
to rain gauges has smaller impacts (Figures 6k–n) and each
pair of corrected and uncorrected products presents a relatively
similar distribution of climatological Rx1day, except over the
western coast of India where the correction to in situ data
makes precipitation extremes slightly closer to APHRODITE.
This interesting feature can be probably explained by the fact
that over the west coast of India in situ stations used for the

correction generally have a nearly complete temporal coverage
(i.e., greater than 95%) during 2001–2013 period (Figures 6o–p).
Meanwhile, in other parts of India, the percentage of data
available through time in each grid box varies (from 1 to 70%).
Another possible explanation might be related to lower station
density over India compared with that over Japan. This seems to
limit the improvement in the representation of Rx1day from the
correction of satellite products to in situ data.

Finally, we focus on the Maritime Continent in Figure 7.
Conclusions similar to those drawn for India can be made
for the Maritime Continent. Generally, both satellite products
with and without correction to rain gauges are much wetter
compared with APHRODITE. In addition, almost all products
are fairly similar to each other (both spatially and in their regional
averages; Figures 7a–j) in terms of representing Rx1day. Some
notable exceptions include the highest elevation regions of New
Guinea and the island of Sulawesi, which both have positive
differences in some datasets (GSMAP-RNL and CMORPH_CRT;
Figures 7a,c) and negative in others. Comparing both corrected
and uncorrected satellite clusters reveals some potential issues
related to the rain gauge networks that satellite products use to
correct their precipitation estimation. The issues might be related
to the lack of stations across different rain gauge networks and
also emphasize the dubious quality of available stations over the
Maritime Continent.

Generally, the gauge-based correction applied to satellite
estimates acts differently from region to region and product to
product, and we show here that this also depends on the station
network utilized in addition to the method itself (for instance
some products have stronger corrections than others even when
using the same underlying network). We find a clear distinction
in the impact of the correction between regions of high and sparse
station density, for instance over Japan where there are a lot of
stations with good temporal coverage, it brings satellite estimates
closer to APHRODITE and reduces inter-product spread. Over
regions poorly sampled by stations, how well the correction
to in situ acts depends on the length of record available and
this can lead to regional contrasts but generally we find minor
improvements in the representation of climatological Rx1day
between the corrected and uncorrected version of the satellite
products over such regions, which implies that not only does
poor station coverage affect the representation of precipitation
extremes in in situ-based datasets but it also has clear impact in
most satellite products that rely on ground networks.

DISCUSSION

We find that the estimation of Rx1day is generally wetter in
in situ-based products compared to APHRODITE. This wet
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FIGURE 6 | Same as Figure 5 for India. Upper panel: relative difference to APHRODITE (in %) of the climatological (over the period of 2001–2013) annual wettest day

(Rx1day) for corrected satellite products (black labels, two upper rows): (a) GSMAP_RNL, (b) GPCP_CDR, (c) CMORPH_CRT, (d) IMERG_FC, (e) 3B42, (f)

(Continued)
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FIGURE 6 | CHIRPS2; uncorrected satellite products (green label, the third row): (g) CMORPH_RAW, (h) IMERG_FU, (i) 3B42_IR, (j) CHIRP2; and the differences

between the corrected and uncorrected products (k–n). The number inserted on each panel indicates the regional average of these relative differences. The in situ

products that satellite products used to correct are also mentioned at the top of the figure. The last two panels also show the percentage of data available for each

grid cell during the 2001–2013 period in these in situ-based datasets [(o) GPCC_FDD, (p) CPC] used for correction of satellite products.

FIGURE 7 | Same as Figure 5 for the Maritime Continent. Upper panel: relative difference to APHRODITE (in %) of the climatological (over the period of 2001–2013)

annual wettest day (Rx1day) for corrected satellite products (black labels, two upper rows): (a) GSMAP_RNL, (b) GPCP_CDR, (c) CMORPH_CRT, (d) IMERG_FC, (e)

3B42, (f) CHIRPS2; uncorrected satellite products (green label, the third row): (g) CMORPH_RAW, (h) IMERG_FU, (i) 3B42_IR, (j) CHIRP2; and the differences

between the corrected and uncorrected products (k–n). The number inserted on each panel indicates the regional average of these relative differences. The in situ

products that satellite products used to correct are also mentioned at the top of the figure. The last two panels also show the percentage of data available for each

grid cell during the 2001–2013 period in these in situ-based datasets [(o) GPCC_FDD, (p) CPC] used for correction of satellite products.

“bias” is also apparent in other precipitation indices [e.g., Rx5day
(Supplementary Figure 3), SDII (Supplementary Figure 4),
PRCPTOT (Supplementary Figure 5), and R10mm
(Supplementary Figure 6)]. One source of these differences
is that APHRODITE contains substantially more rain gauges
than any other in situ-based product (Figure 2i). This could
be related to the “central limit theorem,” which explains that
averaging more observations in each grid cell can lead to
lower variance weighted averages of original station values.
For instance, three considered in situ-based products have
a wetter bias compared with APHRODITE over Thailand

which (Figure 2a compared with Figures 2b–d). However, this
“central limit theorem” cannot be applied over Japan, Korea, and
Pakistan with being slightly drier in other products compared to
APHRODITE (Supplementary Figure 2). The potential reason
might be related to a very high-density station network over
Japan and Korea in all in situ dataset. Other possible sources of
difference could be related to the quality control procedures and
interpolation method applied in APHRODITE [see Yatagai et al.
(2012) for details]. Particularly, Yatagai et al. (2012) recognized
that there are some features in APHRODITE that don’t exist
in other products such as narrower rainbands. The authors
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show that this is a result of the Mountain Mapping technique
[see Schaake et al. (2004) for more details] they employed
and which allows better estimates of precipitation averages in
the merging algorithm over data-sparse areas. This technique
avoids the false penetration of precipitation from wet areas
into adjacent and relatively drier areas, which can hence induce
narrower rainbands in APHRODITE than in other datasets.
The Maritime continent combining both dry and wet regions
illustrates this nicely with generally much wetter estimates in
all other datasets compared to APHRODITE, and in particular
over the mountainous regions of Indonesia and Malaysia
(Supplementary Figures 2F–H).

We note that CPC has a drier bias compared with
APHRODITE in regions with little or no stations and that
such regions coincide well with country borders (e.g., Myanmar,
Pakistan) (Figure 2d). According to Xie (2008) and Chen et al.
(2008) the dry bias can also potentially be explained by the
fact that GTS values are used everywhere outside of China
and missing values can sometimes be reported incorrectly as
zero precipitation.

Our results indicate the limitations in estimating precipitation
extremes in gridded precipitation products, especially in in situ-
based products over poorly sampled regions with few (e.g., the
Maritime Continent, Myanmar) or no stations (e.g., the Tibetan
Plateau). These in situ products have been used in many model
evaluations studies as the observational reference (“ground
truth”). Therefore, our recommendation is to carefully apply
these datasets, notably over data-sparse regions like the Maritime
Continent. We find better agreement among sole gauge-based
products over high station density (i.e., >10 station per grid)
regions like Japan. These results are perhaps not surprising and
are consistent with the findings of Kim et al. (2018), although
we observe large differences in the quantity of observational
stations over Japan (Supplementary Figure 8A) in APHRODITE
compared to other considered in situ-based products. Thatmakes
us question whether there is a minimum number of stations
required to obtain good agreement in the representation of
rainfall extremes.

The regional high-resolution datasets (e.g., IMD for India and
SACA&D for the Maritime Continent) might provide a better
precipitation information than APHRODITTE as they have
higher resolution and include many more stations compared
to APHRODITE. Therefore, additional comparison between all
the products from Table 1 and local datasets are conducted to
get better views in terms of the uncertainties among different
observational products regrading to various references datasets.
Supplementary Figures 12, 13 show the differences between
IMD and SACA&D and other observation products respectively.
All products are drier than IMD in their estimates of Rx1day.
This “drier bias” is consistent with the spatial pattern found over
Japan and Korea, which can be explained by a very dense station
density in IMD compared with other products. The pattern over
theMaritime Continent for SACA&D is similar to APHRODITE,
with all products generally wetter than SACA&D. Although
different bias patterns are observed when adding these two local
high-resolution datasets, our main conclusions remain the same
in that there is high consistency among in situ-based products

irrespective of the station density. Satellite products with gauge-
corrections show better agreement with each other in estimating
Rx1day than those that are uncorrected.

Due to insufficient observational evidence and/or spatially
varying trends, the Fifth Assessment Report (AR5) of IPCC
(2013) stated only low to medium confidence in the trends in
extreme precipitation over various regions of Asia (see IPCC
AR5 Table 2.13). Since AR5, more attempts have been made to
examine changes in different aspects of precipitation extremes
over Asian countries. To date, significant decadal trends in
precipitation extremes have been identified over India (Prakash
et al., 2015; Rana et al., 2015), Japan (Fujibe et al., 2006;
Duan et al., 2015), but not over Southeast Asia [including the
Maritime Continent e.g., Kim et al. (2018)]. However, all these
studies have been limited either in the number of observational
products they used and/or the time period they covered [e.g.,
seven datasets used and 10 years considered in Kim et al.
(2018)], or the different definitions of extreme precipitation
used. Here, we have considered 13 observational datasets that
cover 25 years (1988–2013) for the estimation of observed trends
in the annual 1-day precipitation maxima across the different
considered sub-regions. There is low confidence in the presence
of a trend in Rx1day over India during 1988–2013 because of
a lack of agreement between products, which is likely linked
to a lack of in situ data. This inconsistency still exists when
considering the IMDdataset (Supplementary Table 5). Note that
there have been significant increasing trends in frequency and
intensity of extreme heavy rainfall over central and southern
India since 1950 where regional climates are controlled by the
Asian monsoon system (Krishnan et al., 2015; Roxy et al.,
2017; Venkata Rao et al., 2020) (i.e., the core monsoon zones).
Interestingly, despite a poor station coverage over the Maritime
Continent, we find significant positive trends in four out of six
datasets. On the other hand, Japan is a region of very high
station density and yet we do not find significant trends in any
of the considered datasets. Other studies found a significant
increasing trend in Rx1day over Japan (Fujibe et al., 2006;
Duan et al., 2015) but in these cases a much longer period
was studied (1901–2004 and 1901–2012, respectively) which
might explain these differences. Further results based on different
extreme indices [e.g., Rx5day (Supplementary Table 1), SDII
(Supplementary Table 2), PRCPTOT (Supplementary Table 3),
and R10mm (Supplementary Table 4)] show little differences in
terms of trends depending on regions and indices over 1988–
2013. In particular, we find significant trends in SDII over Japan
with three datasets including: REGEN_ALL, GPCC_FDD and
CHIRPS but opposite signs (−0.82mm/decade, 0.67mm/decade,
and −0.57 mm/decade respectively; Supplementary Table 2).
On the other hand, coherent positive significant trends in
Rx5day, SDII, PRCPTOT, and R10mm are found over India
in at least two out of five considered products (the third
column; Supplementary Tables 1–4). Similar results on decadal
trends are obtained for different extreme indices over the
Maritime Continent.

Comparing inter-annual variability in different products, we
highlighted the reliability of in situ products over Monsoon
Asia. In addition, we also found high consistency over
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dense-station areas like Japan, whereas very low temporal
correlation was found over India in all considered products.
This is likely due to the instabilities in time-varying station
networks in APHRODITE, for example over India during 1988–
2013 (Supplementary Figures 8B, 9). Note that a substantial
international “reporting crisis” has been recorded in many
regions of the world, referring to either a substantial decrease
in observations or major variations in station networks over
time (Funk et al., 2015; Alexander et al., 2019). These temporal
changes in network distribution can lead to very different
climatologies from year to year and hence inconsistencies in
inter-annual variability, simply because of differences in spatial
coverage from year to year.

Further issues in how satellite products ingest data, use
algorithms to bias adjust or merge input data together to produce
final products (see Table 1) also add to the uncertainties in
our results. This could lead to the uncertainties we see in the
representation of extremes, especially among the corrected and
uncorrected satellite datasets over sub regions, where we found
the performance of satellite correction is different between data-
sparse (e.g., Indonesia and India) and high station density regions
(e.g., Japan). Understanding the method behind the creation of a
rainfall product is the best way to know how robust it is and to
which extent one can trust it. Some diagrams from Le Coz and
Van De Giesen (2020)-the review on how products are developed
can facilitate such understanding. It also acknowledged that the
“reporting crisis” mentioned above might also affect products
differently. For example, satellite estimates that start with lower
bias are more resilient to changes in the gauge networks.

We do not have all of the required information to be able
to better quantify the reasons behind the uncertainties among
precipitation products and to reduce these uncertainties because
of the inhomogeneities in precipitation records and the lack
of station information from regional products like IMD and
SACA&D. Efforts still need to be pursued on how to reduce
the uncertainties in observed precipitation extremes. However,
this study does indicate some inherent types of uncertainties
in datasets through the employed station network and applied
satellite correction over Monsoon Asia. The idea of this research
is not to recommend any single observational dataset but rather
to highlight the commonalities and differences among different
products and product clusters when they are compared within a
common framework. This can be used to better inform research
activities like model evaluation, monitoring, and projections
etc. Previous studies suggested that there is no single best
observational dataset for global assessment of annual wettest
day precipitation (Alexander et al., 2020; Bador et al., 2020).
However, as we focus on a whole of Monsoon Asia regional
scale study, APHRODITE could be considered as being better
than any other existing global datasets because this regional data
product often has access to much more data than any of its
global dataset counterparts. However, if we consider smaller sub-
regions, most develop their own high-resolution datasets which
should generally be considered as the first choice for evaluation
purposes since they employ the most rain gauges and the most
effort has gone into their development for applications in the
specific region.

CONCLUSIONS

This study focused on the robustness of 1-day precipitation
annual maxima (Rx1day) over Monsoon Asia by comparing
the climatological value of Rx1day across multiple observational
precipitation products and exploring the influence of the
underlying station density and the correction methods that
satellites use to estimate precipitation. To explore how different
data sources represented observed precipitation extremes, all
considered products were clustered into three groups based on
their data sources: in situ, corrected satellite and uncorrected
satellite. We investigated their consistency in the representation
of precipitation extremes across themultiple products principally
through their spatial and temporal distribution of Rx1day, the
inter-product spread, temporal correlation and trends over the
1988–2013 period. We further investigated three sub-regions
of particular interest: Japan (a region of high station density
and strong spatial contrast), India (a large region covered
by a sparse station network with orographic contrasts), and
the Maritime Continent (a poorly sampled region with strong
coastal complexity).

We find that there are broad similarities in the spatial and
temporal distributions among in situ-based products compared
to satellite products (with or without a correction to in situ).
Better general agreement in climatology and less inter-product
spread and higher temporal correlation is found for satellite
estimates with correction to rain gauges than for the uncorrected
versions of the satellite products. These findings are generally
true over Monsoon Asia and are consistent with results from
quasi-global studies [e.g., Bador et al. (2020)].

These general results also contain strong sub-regional
differences, and we show in this study that these differences
can partly be explained by the quantity and quality of the rain
gauges over the considered region. First, focusing on in situ
datasets only, we find a better agreement among in situ-based
products over dense data regions like Japan. Conversely, regions
with no stations (e.g., Myanmar, Tibetan Plateau) or sparse
station networks (e.g., the Maritime Continent) stood out over
other regions as having the largest differences in precipitation
extreme estimates. Secondly, over the data dense region of Japan,
corrected satellite products show similar spatial and temporal
patterns between themselves and compared to the in situ-based
products that are used to correct them. In addition, the inter-
product spread among corrected satellite estimates is closer to
the spread for in situ-based products than for their uncorrected
counterparts despite the larger number of satellite products. On
the contrary, over poorly sampled regions (e.g., India and the
Maritime Continent), both uncorrected and corrected satellite
clusters are similar to each other and have much larger spread
compared with in situ-based products. In addition, we also
showed that the length of record available at each station can also
affect the satellite correction over these poorly sampled regions.

Clearly, the quantity and quality of the station network have
implications for the reliability of the in situ-based products
derived and also the satellite products that use a correction to in
situ data over Monsoon Asia. We showed that satellite products
can have the spatial imprints of the underlying in situ data.
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Therefore, they cannot be considered as the “perfect solution” to
replace the lack of in situ data over data-sparse regions.

Finally, and based on our results, we would like to make
some recommendations for data selection for the study of the
annual wettest day over the three sub-regions studied here. First,
we found large observational uncertainties among uncorrected
satellite products over all considered regions, so preference
should be given to the corrected version over the uncorrected
version of each product family. There might potentially be
areas where the uncorrected products could be better than their
corrected counterparts e.g., where stations are not representative
of the region and therefore the correction to in situ does not lead
to an improvement for precipitation extreme estimates. However,
such conclusions did not arise from our analyses and therefore
we only consider the satellite products from the corrected cluster
in addition to in situ-based products for some recommendations
that we detail for each region individually:

Japan has a dense network of stations with good completeness
in terms of length of record in APHRODITE. We recommend
the selection of in situ-based observations as they tend to
have very similar spatial and temporal patterns. Furthermore,
satellite products can also be recommended as they show good
agreement with in situ-based products and slightly larger inter-
product spread than in situ-based products. However, it should
be noted that there is some inconsistency in long-term extreme
precipitation trends among in situ-based products.

Over India, we recommend using in situ-based datasets with
great care. Indeed, this large region suffers from a substantial
reduction in the station density and some inconsistencies in
its station network over the last few decades. This leads
to differences among in situ products for both spatial and
temporal patterns of precipitation extremes, and also affects trend
estimates that cannot be extracted with confidence. This might
also have a negative impact on satellite datasets that also show
large inter-product spread over India. Therefore, we suggest
a careful selection of both in situ and satellite products over
this region. Note that India does have its own high-resolution
gridded datasets which might provide better local precipitation
extremes estimates.

The Maritime Continent, which features highly complex
terrain, is sampled by only a few rain gauges for which data
quality is also questionable. This causes substantial differences
in climatology and inconsistency in inter-annual variability
among in situ products. There is also a little satellite correction

applied over the Maritime Continent due to data spare networks.
We recommend users are knowledgeable of data issues when
choosing in situ products.

Our research focuses on uncertainties among different
observational products in estimating precipitation extremes by
understanding the impact of the underlying station networks and
satellite corrections. It is important to acknowledge that these
factors do not account for the full range of uncertainties in each
dataset. Other factors like geography and climate might also
contribute. Therefore, we recommend understanding how each
dataset is produced in order to make the best decision about what
products are fit for purpose in estimating precipitation extremes
for individual regions.
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Drought is a familiar climatic phenomenon in the United States Southwest, with complex

human-environment interactions that extend beyond just the physical drought events.

Due to continued climate variability and change, droughts are expected to become more

frequent and/or severe in the future. Decision-makers are charged with mitigating and

adapting to these more extreme conditions and to do that they need to understand

the specific impacts drought has on regional and local scales, and how these impacts

compare to historical conditions. Tremendous progress in drought monitoring strategies

has occurred over the past several decades, with more tools providing greater spatial

and temporal resolutions for a variety of variables, including drought impacts. Many

of these updated tools can be used to develop improved drought climatologies for

decision-makers to use in their drought risk management actions. In support of a

Food-Energy-Water (FEW) systems study for New Mexico, this article explores the use

of updated drought monitoring tools to analyze data and develop a more holistic drought

climatology applicable for New Mexico. Based upon the drought climatology, droughts

appear to be occurring with greater frequency and magnitude over the last two decades.

This improved drought climatology information, using New Mexico as the example,

increases the understanding of the effects of drought on the FEW systems, allowing

for better management of current and future drought events and associated impacts.

Keywords: drought, drought monitoring, food-energy-water systems, drought impacts, triggers

INTRODUCTION

Since 2000, 16 drought events classified as “Billion Dollar Disasters” have occurred across the
United States (U.S.) according to a national web-based archive of these types of disasters for
a variety of natural hazards (NOAA NCEI, 2020). The estimated economic losses from the 16
drought-specific events total $133.2 billion. These losses illustrate that drought is a key disaster
that can have dramatic local and regional impacts across the U.S. Droughts are different from other
hazards in that they can develop slowly, extend over large regions, and have a long duration, making
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it very difficult for officials to tally both the direct and
indirect impacts that result (Ding et al., 2011). Because of their
widespread and long-lasting nature, droughts also affect multiple
sectors of a region’s economy. Therefore, it is important to
consider drought impacts when analyzing the dynamics of Food-
Energy-Water (FEW) systems in a location.

The complex and costly impacts of the recent drought events
across the U.S. highlight the need for a proactive drought
risk management approach to help officials be better prepared
for future drought events (Wilhite, 2018). Historically, most
efforts of drought management have focused on responding to
drought impacts after an event, which has often meant that these
responses have been uncoordinated and untimely, and little is
done to reduce potential impacts in the next events (Wilhite and
Pulwarty, 2005; Wilhite et al., 2007). Drought risk management,
however, places the attention on improving drought early
warning, drought planning, and drought mitigation strategies
that will hopefully reduce future drought impacts (Wilhite et al.,
2014).

Drought early warning is often considered the foundation
of successful drought risk management (Hayes et al., 2018). It
consists of both the assessment of current conditions (or drought
monitoring) as well as an outlook for future conditions. In the
past several decades, there have been remarkable advancements
in the capacity of early warning, particularly with new drought
monitoring tools, remote sensing technologies, and improved
understanding of oceanic-atmospheric interactions to assist
with drought outlooks. The advancements have particularly
highlighted the improved spatial and temporal resolutions that
are now available with many of these tools (Hayes et al., 2012).

An important aspect of drought early warning is having a solid
understanding of a location’s drought climatology (i.e., historical
drought events’ frequency, magnitude, duration, and impacts),
so that current and future drought conditions are placed into a
proper historical perspective and impacts can be anticipated or
projected based upon drought severity levels (Steinemann et al.,
2015; Svoboda et al., 2015; Martin et al., 2020). Decision-makers
often ask specific questions during a drought event that link to
the climatology such as how the current severity compares with
historical records, how often the current severity has occurred
in the past, when was the last time the drought event was this
severe, what impacts have occurred, and what does the past
record indicate as to what can be expected ahead (Svoboda
et al., 2002). These questions relate directly to the decision-
makers’ understanding drought and having access to drought
climatologies. Timely answers with key information derived from
an accurate drought climatology, especially when combined with
real-time drought early warning information, provide powerful
resources for decision-makers to use for improving drought
response and drought risk management strategies.

Drought and Food-Energy-Water Systems
of New Mexico, U.S.A
This analysis was conducted within the context of providing
an improved understanding of how natural hazard events such
as drought can affect the sustainability and resilience of New

Mexico’s FEW systems (Geli et al., 2017). This article thus
highlights the value of an updated drought climatology for the
state while also investigating the role drought (among other
factors) has had, and will have, on the FEW systems across
the state. New Mexico is specifically included in 11 of the
Billion Dollar drought designations since 2000, and the three-
year 2011–13 period that severely affected New Mexico had an
estimated $59.6 billion of losses nationally from the direct and
indirect impacts that occurred (NOAA NCEI, 2020). For New
Mexico, drought impacts affect crop and livestock productivity
(Sawalhah et al., 2019; Zaied et al., 2019, 2020; Gedefaw et al.,
2020); water supplies for public and ecosystem consumption;
human, animal, and wildlife health; forests and wildfires; and
recreation and tourism. These sectors have also become more
vulnerable to natural hazards (i.e., droughts and wildfires) given
changes occurring in the climate (NMOSE and NMWRRI, 2018).
Figure 1 is a time series that highlights drought has been a
regular feature in New Mexico since the beginning of the U.S.
Drought Monitor (USDM) record in 2000 (USDM, 2019), and
the recent 2018–2019 drought reached the “extreme” (D3) and
“exceptional” (D4) categories for parts of the state. In addition to
this recent drought, parts of New Mexico were in the exceptional
category during 2002, 2003–2004, 2006, 2011–2012, and 2013.

These recent droughts in New Mexico, and the availability
of new drought early warning tools and information for use by
decision-makers, emphasize the importance of building a strong
drought climatology. This article provides a historical drought
perspective for New Mexico within the context of providing
an improved understanding of FEW systems response during
drought, and how a drought climatology can potentially improve
drought risk management. Updating the state’s drought history
is also important for using drought early warning information
to establish a baseline that can also be helpful for multiple other
applications, such as developing indicators and thresholds of
resiliency for FEW systems monitoring shifts in the dynamic
equilibrium of these systems, and can serve as a model (and
provide guidelines) for other states and regions on how to update
the drought climatology in their locations (Svoboda et al., 2015).
The New Mexico case study will also support ongoing efforts in
the state to evaluate the response of state’s FEW systems under
drought. FEW systems are extremely important for New Mexico
because they are highly interconnected and they collectively
support the well-being and livelihood of New Mexicans (Geli
et al., 2017).

New Mexico is diverse in its topography, climate, and
economic sectors. Its economy is driven by a number of
principal sectors that include energy, agriculture, mining, and
recreation (USDA NASS, 2018, 2019; NMDA, 2019; NMSU,
2019; USDA – FSA, 2020). The state has abundant land
resources suitable for grazing of livestock and to some extent
for crop production as well as large reserves of crude oil and
natural gas.

However, the state is challenged by limited and variable
water supplies that affect the sustainability of its interconnected
FEW systems. The World Resources Institute (WRI, 2020), for
example, identifies much of New Mexico in the “extremely
high” category for current water quantity risks. This challenge is
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FIGURE 1 | A time series of the weekly percent area of the USDM spatial coverage by severity category across New Mexico for the 2000–2020 period (NDMC, 2020).

The colors represent the five USDM drought categories.

highlighted by the fact that the state of NewMexico has been in at
least “Moderate Drought” (D1) for 999 weeks since January 2000
(93%), as designated by the USDM, more than any other state in
the U.S. (USDM, 2020a).

Therefore, the goals of this article are to: (1) highlight how
the availability of data and tools have rapidly advanced over the
past two decades; (2) demonstrate how these data and tools can
now be leveraged to build improved drought climatologies using
a New Mexico example; and (3) illustrate how these drought
climatologies can support drought risk management.

DATA

Tremendous progress in drought early warning strategies has
occurred over the past two decades, with more tools providing
greater spatial and temporal resolution for a variety of variables,
including drought impacts. For a considerable amount of time,
the Palmer Drought Severity Index (PDSI) (Palmer, 1965) was
nearly the only drought monitoring indicator available for
decision-makers to use. The Standardized Precipitation Index
(SPI) (McKee et al., 1993) was introduced as an indicator in the
mid-1990s, and the USDM product was first available in 1999.
These developments, and the increased availability of remote
sensing data, were catalysts spurring the rapid growth of products
that had both improving spatial and temporal resolutions. That
growth continues today with the added capacity of mapping and
spatial analysis through Geographic Information Systems (GIS),
computing power, and online tools.

This influx of available drought early warning information
and data, while advantageous, does come with a suite of
corresponding limitations as well (Finnessey et al., 2016). For
example, there can actually be so much climate and drought data,
tools, and information available for decision-makers that it can
be challenging to find the appropriate valid and reliable data to
address the particular issue. This can lead to frustration when
trying to understand drought information for either building
a drought climatology or making current assessments of an
evolving event. Because of the importance that decision-makers
understand the available resources, Table 1 was developed to
provide a comprehensive overview of key sources for climate and

drought data that are now available to be used to build a drought
climatology. As far as the authors are aware, no similar table exists
in the literature and this table can serve as a valuable resource for
decision makers.

Enhancement of Existing Drought
Monitoring Tools
There are a large number of drought and climate resources that
are beneficial in droughtmonitoring and riskmanagement.Many
of the historically popular drought indices and indicators have
been improved to incorporate new available data, temporal and
spatial scales, and enhanced computing power. The U.S. Drought
Monitor (USDM), Drought Risk Atlas (DRA), and Drought
Impact Reporter (DIR) are three tools that are continually
evolving in order to provide useful and robust data for scientists
and decision-makers.

The U.S. Drought Monitor
In the U.S., one of the most widely-used drought monitoring
tools is the U. S. Drought Monitor (NDMC, 2020). The USDM
is a map-based assessment of drought intensity produced weekly
since 1999. The assessment is made using a wide range of
inputs representing the entire spectrum of the hydrological cycle,
including real-time climate, water, and remotely-sensed data. The
responsibility for the operational weekly updates of the product
is a partnership between the National Drought Mitigation
Center (NDMC), the U.S. Department of Agriculture (USDA),
and the National Oceanic and Atmospheric Administration
(NOAA) (NDMC, 2020). The product is also unique because
it relies heavily on a continuous feedback process based on the
interactions from a large number of climate and water experts
from around the country (Svoboda et al., 2002). Figure 2 shows
a USDM map for 2 October 2018 for New Mexico, which
was a time when dryness or drought covered almost the entire
state. Exceptional (D4) and extreme (D3) conditions covered
northwest New Mexico. There was also extreme (D3) drought
in the central Pecos River Basin. Figure 2 also provides a table
with statistics related to the percent area of the state in each
category of drought, as well as comparisons to what was being
experienced in the state the previous week, 3 months ago, the
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TABLE 1 | Climate and drought data sources.

WestWide drought

tracker

U.S. drought monitor Climate at a glance Drought risk atlas NCEI Centers for disease control

1895 - present

Gridded data, 4 km (PRISM)

File Format: NetCDF

2000 – present

Data: shapefile

Period of record dependent

upon individual station

Station based data

Period of record dependent

upon individual station

Station based data

Period of record dependent

upon variable

File format: HTML,

XML, JSON

1989–2016

File format: CSV, RDF, RSS, TSV (for

excel), EM

Temporal scale - Annual

- Monthly

- Weekly - Annual

- Monthly

- Annual

- Monthly

- Weekly

- Annual

- Weekly

- YTD

- Aggregate by number

of months

- Monthly

- Weekly

- Quarter (seasonal)

Spatial coverage - CONUS

- State

- County

- Climate division

- HUC

- National

- State

- Climate region and division

- County

- FEMA region

- HUC (2, 4, 6, and 8 digits)

- NWS region

- River forecast center

- Urban areas

- USACE district and division

- USDA climate hubs

- Other regions

- Climate region and

division

- State

- County

- FEMA region

- HUC (2, 4, 6, and 8 digits)

- NWS region

- River forecast center

- Urban areas

- Individual stations - FEMA region

- HUC (2, 4, 6, and 8 digits)

- FEMA region

- HUC (2, 4, 6, and 8 digits)

Climate data - Temperature (anomaly,

avg., max., and min.)

- Precipitation (total and

anomaly)

- Heating degree days

- Colling degree days

- Growing degree days

- PDSI, SPI, and other

climatological inputs; the

Keech-Byram Drought Index

for fire, satellite-based

assessments of vegetation

health, and various indicators

of soil moisture; and hydrologic

data, SWSI & Snowpack

- Temperature (avg., max.,

and min.)

- Precipitation

- Cooling degree days

- Heating degree days

- Temperature (anomaly,

avg., max. and min)

- Precipitation (total and

anomaly)

- Decilies (1–96 months)

- Standardized Streamflow

Index

- Daily summaries

- Global summaries (month

& year)

- Normals (hourly, daily,

monthly, seasonally,

annually)

- Precipitation (15-minute

intervals, hourly)

- Weather Radar

- Population-weighted global

horizontal irradiance

- Population-weighted UV irradiance

- Flood vulnerability

- Future projections of extreme heat

& precipitation

- Heat stress, heat vulnerability, and

heat-related mortality

- Historical extreme heat days,

events, precipitation

- Temperature distribution

Drought indices - PDSI

- sc-PDSI

- Palmer-Z

- SPI (1–72 months)

- SPEI (1–72 months)

- USDM (Drought categories

D0–D4)

- DSCI

- PDSI

- PHDI

- PMDI

- Palmer-Z

- PDSI

- sc-PDSI

- PHDI

- PMDI

- SPI (1–96 months)

- SPEI (1–96 months)

- PDSI

- sc-PDSI

- SPI (1–96 months)

- SPEI (1–96 months)

- Drought monitor

- PDSI

- SPEI

- SPI

- USDM

- Max. number of consecutive

months of mild drought or worse

- Number of months of mild drought

or worse
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FIGURE 2 | A USDM map of New Mexico for 2 October 2018 and an associated table with relevant statistics comparing the drought coverage with other past time

periods (NDMC, 2020).

beginning of the calendar year, the beginning of the “Water
Year” or October 1, and 1 year ago. These are also the same
types of questions that decision-makers might ask that are related
to how a current drought compares with previous conditions
readily understood by the decision-maker. The map and table in
Figure 2, combined with the time series in Figure 1, can be highly
valuable as part of a drought climatology and in helping to make
drought-related decisions.

The USDM’s website [http://droughtmonitor.unl.edu] and
associated web-based tools include an archive of the weekly
maps and a timeline product of the drought intensities for
a variety of scales. The maps, data tables, and time series
can also be produced at national, county, river basin, and
several different climate-related scales. The USDM is used by
several government agencies to trigger a variety of drought
responses (NDMC, 2020). For example, the Farm Service
Agency (FSA) of the USDA uses the USDM to determine its
livestock disaster payment program (LFP). The FSA has a tool
designed to help livestock producers know if their county is

eligible for this drought relief that is also featured on the
USDM’s website.

The Drought Risk Atlas (DRA)
The Drought Risk Atlas (DRA) tool was developed by the NDMC
to provide decision-makers with more details about historical
drought events (Svoboda et al., 2015). As with the development
of other drought tools, the DRAwas inspired by decision-makers’
needs to assess their risks related to climate variability and
extremes. The current DRA is an evolution from the National
Drought Atlas (NDA) developed in 1996 and primarily focused
on hydrology and the PDSI data for stations around the country.
The updated DRA not only increased the number of observation
stations to 4,183 as of 2016, but also the number of calculated
indices and indicators available; including the PDSI, SPI and
many more. The DRA’s goal was to provide usable information
and to increase the ability of users and decision-makers to analyze
their potential risk to drought at a specific location and time
(Svoboda et al., 2015). The DRA has aided in improving the
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FIGURE 3 | An example of the Drought Risk Atlas [http://droughtatlas.unl.edu/data/climate.aspx] that highlights the monthly PDSI heat map of PDSI values for

Roswell, NM, from 1988 to 2017.

analysis of drought as an extreme event by providing data and
visualization tools to help them better understand the drought
climatology for different spatial extents (Svoboda et al., 2015).
Figure 3 is a screen capture of the Drought Risk Atlas tool
showing the recent PDSI record (1988–2017) for Roswell, NM.
The heat map display is one feature of the tool that, in this case,
provides a visual representation of the PDSI values by month and
year in a slightly different format than a more traditional time
series, which is also available. TheDRA is a continuously evolving
tool, with an option to investigate dryness “trends” added in 2020
to the already numerous options for the station data in the tool.
Because the DRA focuses on station-based data, its information
was not used for this statewide analysis for New Mexico.

Drought Impacts and the Integration of Monitoring

Tools
The USDM and DRA are powerful drought monitoring tools that
can help in developing drought climatologies, but they lack one
key element that is beneficial for improving decision making:
drought impacts. Redmond (2002) advocated the importance of
defining drought by considering impacts, and because of their
unique local nature, monitoring these impacts along with other

drought monitoring indicators is critical. Unlike other natural
hazards, droughts are often difficult to detect until after impacts
have already begun to appear. Drought impacts can also extend
past the end point given by many drought indicators. Because
of the complexity of possible impacts, drought impact collection
and monitoring has always been difficult and usually lacking for
use in decision making (Redmond, 2002). This has made the
incorporation of impacts difficult in the development of drought
climatologies as well.

Given this challenge, the NDMC launched the Drought
Impact Reporter (DIR) in 2005 as the nation’s first
comprehensive, web-based archive of drought impacts. The
DIR is a moderated database of events drawn from a variety
of sources, documenting the occurrence of drought impacts.
Moderators scan daily results of automated news searches for
evidence of a quantifiable or observable change at a specific
place and time that can be attributed to drought. When they
find a report that meets these criteria, they add it to the DIR
as an impact (Smith et al., 2015). Impacts are categorized
by sectors and can be displayed on a map. Other sources of
information on drought impacts are reports from agencies or
organizations, and on observations submitted by individuals
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across the country. These types of sources are now represented
in one location at the NDMC [droughtimpacts.unl.edu].
Understanding drought impacts helps decision-makers at all
levels identify vulnerabilities so that actions can be taken to
address and reduce those vulnerabilities. Impacts can also assist
in the early warning system by helping connect drought indicator
levels with impact occurrences. As the archive of impacts has
grown, the DIR has been used in planning as a historic record
highlighting vulnerability to drought [https://drought.unl.edu/
archive/plans/Drought/state/SD_2015.pdf]. It provides context
and interpretation of U.S. Drought Monitor depictions (Noel
et al., 2020). Reports from observers in the national Community
Collaborative Rain, Hail, and Snow (CoCoRaHS) network and
from other contributors provide near real-time perspectives
on what individual producers are experiencing (Smith et al.,
2015). Researchers have also experimented with comparing
impacts from a European database of drought impact events
with physical indicators of drought (Bachmair et al., 2017).

Recent Drought Monitoring Tools for
Drought Climatologies
This section features two of the more recently developed
tools that can assist decision-makers with building
drought climatologies.

The Drought Severity and Coverage Index (DSCI)
The USDM as it is represented in Figures 1, 2 is very
helpful illustrating how information on drought severity can
be provided at different spatial scales, but the information
remains primarily a qualitative comparison of historical drought
conditions. It is difficult to compare conditions between two
or more separate drought events, either in one location or in
multiple locations, and then make a determination regarding
which events were more severe (Martin et al., 2020). For example,
using Figure 1, it is difficult to quantify how the droughts of
2002, 2003–2004, 2006, 2011–2012, 2013, and 2018–2019 in New
Mexico compare with each other. Therefore, to enhance the
quantitative capabilities of the USDM to better determine spatial
coverage and intensity together, and allow for better comparisons
between drought events for locations or between locations,
an index called the Drought Severity and Coverage Index
(DSCI) was developed as a method for converting categorical
USDM drought levels to a single continuous aggregated value
for a specified area [https://droughtmonitor.unl.edu/About/
AbouttheData/DSCI.aspx] (Akyuz, 2017; Smith et al., 2020). To
compute the DSCI using a weighted average, a weight of 1
through 5 is given to each USDM category (D0–D4), and this
weight is then multiplied by the categorical percent area for
the drought category, and these totals are summed together
(Equation 1). This results in a DSCI value that has a continuous
scale of 0–500 (Figure 4).

DSCI = 1 (D0) + 2 (D1) + 3 (D2) + 4 (D3) + 5(D4) (1)

Figure 4 demonstrates the transformation process for New
Mexico of the categorical USDM time series (Figure 1) to the
continuous DSCI time series using Equation 1. Two advantages

can result from converting the percent of an area in each USDM
drought category into the DSCI: (1) it provides a single numerical
value describing current drought extent and intensity and (2) it
allows for drought to be quantified over time. While the USDM
provides real-time maps of the spatial extent of drought, it does
not provide a simple way to analyze drought over time as do some
of the other drought indices.With that inmind, the DSCI is a new
tool that increases the capacity of the USDM for further drought
monitoring and analysis. The usefulness of the USDM is limited
when a long-term historical context is needed since it has only
been operational since 2000.

The West Wide Drought Tracker (WWDT)
Another tool that can be very useful for a decision-makers
is the WestWide Drought Tracker [WWDT, https://wrcc.dri.
edu/wwdt/] (Abatzoglou et al., 2017). One of the features of
the WWDT that is attractive for decision making is that it
provides a variety of data options available back to 1895. The
tool was designed to provide fine-scale drought and climate
data for the states covered by the Western Regional Climate
Center (WRCC), including New Mexico. These western states all
consist of vast areas of complex terrain where local precipitation
and temperature can vary dramatically, affecting local drought
conditions (Abatzoglou et al., 2017). The western U.S. is unique
in that the geopolitical boundaries are large and consist of diverse
land surfaces and topographies, adding to the complexity of an
already intricate topic of drought monitoring in these regions. To
rectify these drought monitoring challenges, the WWDT is using
the PRISM Climate Mapping Program that provides climate
and drought data at a 4-km resolution (Table 1) (Abatzoglou
et al., 2017). All the data focused on New Mexico applied in this
paper, aside from the DSCI, were acquired from the Time Series
Tool of the WWDT. These data, and the long historical record,
provide an excellent opportunity to build drought climatologies
for locations with improved spatial and temporal resolutions that
were not available before.

While there are a number of other climate and drought tools
that can be used by decision-makers, the tools described here
were selected because of the types of available data, the spatial
and temporal scales available, and the robustness of the available
data. The data and tools discussed happen to be focused on the
United States, but significant progress in drought monitoring is
also being made around the world, and several examples of these
are highlighted in Table 2. The processes described in this article
can be applied to any location having historical data available
with the appropriate spatial and temporal resolutions.

METHODS

The process of building a drought climatology is unique for
every location. Ensuring that there are available historical data
to provide the appropriate context is a key consideration for
highlighting the frequency, magnitude, duration, and impacts
of previous drought events. Additional factors to consider in
this process include understanding how the drought climatology
addresses the drought perspectives and management activities
of the decision-makers. It is also important to understand
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FIGURE 4 | Weekly time series that show how the USDM categorical plot is transformed into the continuous DSCI. The continuous DSCI (USDM) values are 0–99

(None), 100–199 (D0), 200–299 (D1), 300–399 (D2), 400–499 (D3), and 500 (D4).

the spatial scale most relevant for the decision-makers. As
with a more traditional climatology where both temperature
and precipitation are the main components, temperature- and
precipitation-related indicators are very important for a drought
climatology as they both represent important components of the
hydrological cycle and are a good starting point.

For this analysis of New Mexico’s drought, all temperature,
precipitation, and drought indices data used were taken from
the WWDT tool. Although provided for New Mexico on a
statewide scale in this case, similar analyses can be conducted
for a variety of spatial scales including individual stations,
counties, river basins, and climate divisions where historical
data are available for more than 30 years. The WWDT data
are available for the 1895 through 2019 period, which allows
anomalies to be compared to longer averages from 1900
to 1999.

Drought Events Using the Self-Calibrated
Palmer Drought Severity Index
One indicator that has been used regularly for assessing drought
and building drought climatologies is the PDSI (Palmer, 1965).
The PDSI uses both precipitation and temperature data to
estimate drought and wetness conditions. Wells et al. (2004)
updated the PDSI, called the Self-Calibrated PDSI (sc-PDSI),
using a methodology that better incorporates characteristics
present at each individual station. This is an important
distinction because it accounts for local variability and allows for
better comparisons between locations (Wells et al., 2004). Both
the PDSI and the sc-PDSI can be calculated back to the beginning
of the instrumental record in 1895. Figure 5 illustrates a sc-PDSI
time series for New Mexico and provides a general qualitative
snapshot of how drought has been a fairly persistent feature in
New Mexico.
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TABLE 2 | International drought monitoring activities.

Tool/Dataset References/Links Description

North American

Drought Monitor

(NADM)

Lawrimore et al.

(2002)

Users have access to a monthly

drought monitoring composite maps

and data for Canada, the

United States, and Mexico, with an

archive of the NADM dating back to

2002

Monitor de Secas

do Nordeste (the

Northeast Drought

Monitor, or MSNE)

Hayes et al. (2018) A tool adapted directly from the

USDM process for 13 states in

northeastern Brazil and operational

since July 2014

Global Drought

and Flood Catalog

(GDFC)

He et al. (2020) Users can access in situ and remote

sensing datasets and products of

droughts and floods, 1950–2016, to

provide an estimate of extremes in

regions of the world

Anywhere DEWS

(AD-EWS)

Sutanto et al.

(2020)

In addition to real-time drought

information for multiple aspects of the

water cycle, users can get high

resolution seasonal drought

predictions for Europe

European Drought

Observatory

(EDO)/Global

Drought

Observatory

EDO

GDO

Users have access to current drought

information and a database of

drought events back to 1950 for

Europe and around the world. The

GDO is mainly for emergency

response information

European Drought

Report Impact

Inventory

(EDII)/European

Drought Reference

Database (EDR)

Stahl et al. (2015) The European Drought Center (EDC)

provides an archive of drought

impacts (EDII) or summaries of

historical European droughts and an

SPI visualization tool (1958–2009).

Users can also submit drought

impacts as well

African Flood and

Drought Monitor

(AFDM), Princeton

University

Sheffield et al.

(2014)

The AFDM provides drought

assessments and forecasts for the

African continent at various temporal

and spatial scales. Current conditions

are compared with historical

reconstructions of the water cycle

While the sc-PDSI time series itself is valuable, additional
analyses can be made on the time series to provide quantitative
comparisons of drought events based on their duration,
magnitude, and severity. In this study for New Mexico, the
method adapted by Nam et al. (2015) is used to calculate the
drought severity for the drought events that have occurred during
the state’s climate history based on the sc-PDSI. The first step is
to define a Drought Event (DEP). The subscript “P” represents
Drought Events specifically identified by the sc-PDSI. The
common threshold of PDSI or sc-PDSI values ≤-2.0 (classified
as “Moderate Drought”) was used to define the initiation of a
DEP (Palmer, 1965; World Meteorological Organization (WMO)
and Global Water Partnership (GWP), 2016). In addition, to
provide some consistency and prevent individual 1-month DEPs,
a baseline criterion was established that a DEP must have at least
two consecutive months of sc-PDSI values≤-2.0 to be counted.

Using the long-term sc-PDSI time series for New Mexico,
the duration of a DEP is the number of consecutive months
(two or more) where the sc-PDSI threshold of −2.0 or less was
met. The magnitude of a DEP is the absolute value of the sum
of the sc-PDSI values for all months within a designated DEP
(Equation 2).

DE Magnitude =

∣

∣

∣

∣

∣

∑

scPDSI ≤ −2.0

∣

∣

∣

∣

∣

(2)

Using the duration and magnitude, the severity can be calculated
for each DEP using Equation 3. This method is simple and
provides a quick and easy way to analyze how droughts compare
through history.

Severity =
Magnitude

Duration
(3)

Table 3 shows all 31 DEPs as defined by the process described
above for NewMexico since 1895. The DEPs in red are designated
as the Top 10 events in New Mexico’s history. The DEPs for
1895–2019 period were ranked on the calculated drought severity
(Equation 3). It is important to note that the 1950s drought,
which is often considered New Mexico’s worst drought since
the beginning of the instrumental record, is broken into two
separate drought events using this method. This is because there
were 4 months during 1952 when the magnitude threshold was
not met. Otherwise, if this gap was not present, the cumulative
1950s drought would rank as the most severe drought event for
the state.

However, the method does have one limitation in that
duration and magnitude are given the same weight. This means
that a drought with a very large magnitude, but short duration
can be calculated to have the same severity as a longer drought
with moderate magnitude. This is observed comparing DEP02
and DEP12 in Table 3, where DEP02, which only lasted for 10
months, is ranked as more severe than DEP12, which lasted for
61 months.

Drought Events Using the DSCI
As with the sc-PDSI, end-users (i.e., stakeholders, decision-
makers, and researchers) can get a time series of the U.S. Drought
Monitor for their state or more localized region (Figure 1). This
time series record only goes back to 2000, however. To provide a
more quantitative perspective of the drought severity categories
and the spatial coverage, the Drought Severity and Coverage
Index (DSCI) was created and can be used for that current 20-
year record. Although the DSCI is available weekly, for this study
of New Mexico, monthly averages of the DSCI were used to
provide consistency with the sc-PDSI analysis.

Similar to the sc-PDSI analysis, a baseline of two consecutive
months reaching the threshold magnitude was established. A
DSCI of 200 is equivalent to 100% of an area being in D1 (or
Moderate Drought) and a DSCI of 300 is equivalent to 100%
of an area being in D2 (“Severe Drought”). Because this study
was looking at a statewide DSCI value, and the goal was to set
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FIGURE 5 | The Self-Calibrating PDSI (sc-PDSC) for the 1900–2019 period. Positive sc-PDSI values (blue) representing wet conditions and negative sc-PDSI values

(red) representing dry conditions.

a threshold for drought, the DSCI magnitude threshold was set
at 250 to ensure that at least “Moderate Drought” exists for a
majority of the state. Table 4 shows 8 DEDs for New Mexico as
defined by the temporal step and magnitude threshold described
above using Equations 2 and 3. The subscript “D” represents
Drought Events specifically identified by the DSCI. The results
or the DEDs shown on Table 4 were based on using DSCI instead
of sc-PDSI in Equation 2.

RESULTS: BUILDING A NEW MEXICO
DROUGHT CLIMATOLOGY

As a good place to begin, the temperature and precipitation
records are critical for a New Mexico drought climatology
because both represent important components of the
hydrological cycle and reveal extremes and trends that
provide insights to decision-makers regarding past, present,
and potentially future drought events. For New Mexico,
Figure 6 shows annual temperature and precipitation anomalies
on a statewide scale compared to the 1900–1999 average.
Figures 6A,B organizes the historical data into two time
series that illustrate distinct warmer/cooler or drier/wetter
departures over the period of record from 1895 to 2019. The

precipitation record oscillates above and below the long-
term average, with the most recent years being generally
drier than the 1900–1999 average. The temperature record,
however, clearly indicates that there is a warming trend
occurring. The annual temperature every year since 2000 in
New Mexico has been above the 1900–1999 average according
to Figure 6.

Figure 6C provides a different perspective that visually
combines the temperature and precipitation record. Providing
alternative perspectives with the data is another important
method in a drought climatology to enhance the understanding
of the historical context. In this case, Figure 6C uses the
historical Water Year, which is an annual representation from
October through September of the following year to better
represent the water availability in regions like the western
U.S., including New Mexico. Many decision-makers manage
their activities on a Water Year schedule, so this type of
representation would make sense for them. The temperature
and precipitation averages for each Water Year are displayed
for the 1895–2019 period, with the years since 2000 highlighted
in red. In this case, all Water Years in the twenty-first
century are warmer than the long-term average, except for
2010, with 10 years being above the long-term average in
precipitation (and in the “Wet and Warm” quadrant) and 10
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TABLE 3 | New Mexico sc-PDSI identified Drought Events and drought severity

since 1895.

Drought

event

Drought

rank

Start End Magnitude Duration

(months)

Severity

DEP01 25 06/1902 11/1902 13.74 6 2.29

DEP02 2 11/1903 08/1904 32.37 10 3.24

DEP03 11 03/1910 03/1911 37.34 13 2.87

DEP04 16 10/1917 10/1918 34.79 13 2.68

DEP05 9 08/1922 02/1923 20.28 7 2.90

DEP06 15 02/1925 07/1925 16.17 6 2.70

DEP07 4 01/1934 04/1935 48.75 16 3.05

DEP08 30 10/1943 11/1943 4.37 2 2.19

DEP09 23 09/1945 09/1946 23.95 10 2.40

DEP10 17 06/1947 12/1947 18.37 7 2.62

DEP11 5 03/1950 03/1952 74.91 25 3.00

DEP12 6 08/1952 09/1957 179.64 61 2.94

DEP13 31 10/1963 02/1964 10.75 5 2.15

DEP14 19 06/1964 01/1965 20.65 8 2.58

DEP15 13 01/1967 07/1967 19.32 7 2.76

DEP16 18 02/1971 08/1971 18.37 7 2.62

DEP17 22 03/1972 07/1972 12.44 5 2.49

DEP18 8 03/1974 08/1974 17.44 6 2.91

DEP19 28 01/1981 02/1981 4.43 2 2.22

DEP20 29 05/1989 07/1989 6.57 3 2.19

DEP21 26 10/1989 01/1990 9.05 4 2.26

DEP22 14 01/1996 08/1996 21.9 8 2.74

DEP23 12 02/2000 10/2000 24.94 9 2.77

DEP24 10 04/2002 01/2003 25.9 9 2.88

DEP25 7 05/2003 03/2004 32.25 11 2.93

DEP26 3 01/2006 07/2006 21.85 7 3.12

DEP27 27 03/2009 11/2009 15.78 7 2.25

DEP28 1 03/2011 10/2013 106.17 32 3.32

DEP29 20 01/2014 08/2014 20.43 8 2.55

DEP30 24 04/2017 09/2017 14.37 6 2.40

DEP31 21 04/2018 09/2018 15.21 6 2.54

The DEPs highlighted in red represent the Top 10 DEPs based on the calculated Severity

(Equation 3).

years below the long-term precipitation average (the “Dry and
Warm’’ quadrant).

Figure 6 shows the co-occurrence of hotter and drier
conditions, and highlights the importance of considering their
interaction. Increasing temperatures, for example, increase
evapotranspiration, which decreases the moisture available for
humans, animals, plants, and within the soil.

By evaluating all the above-mentioned drought tools, it can be
seen that over the last two decades New Mexico is experiencing
more extreme dry periods than wet periods (Figures 5, 6,
Tables 3, 4). In Figure 5, the sc-PDSI averaged for New Mexico
exceeds +2 just one time after 2000, yet regularly falls below
−2.0 for the same time period. Based on the data in Table 3,
each decade during the 1900–1999 period averaged 2.2 DEPs, and
each DEP averaging 23.1 months with an average severity value
of 2.68. Meanwhile, the two decades since 2000 are averaging

TABLE 4 | New Mexico DSCI identified Drought Events (DEDs) and drought

severity since 2000.

Drought

event

Drought

rank

Start End Magnitude Duration

(months)

Severity

DED01 4 05/2002 07/2002 1,099 3 3.66

DED02 1 08/2003 03/2004 3,047 8 3.81

DED03 6 04/2006 06/2006 991 3 3.30

DED04 2 04/2011 12/2011 3,346 9 3.72

DED05 8 06/2012 07/2012 607 2 3.04

DED06 3 12/2012 08/2013 3,312 9 3.68

DED07 7 04/2014 07/2014 1,242 4 3.11

DED08 5 03/2018 08/2018 2,019 6 3.37

4.5 DEPs per decade, each DEP averaging 47.5 months with
an average calculated severity of 2.75. It is also notable, that
based of the sc-PDSI, four of the Top 10 DEPs occurred since
2000 (Table 3).

There have been significant drought events in New Mexico’s
history, notably DEP07, DEP11, and DEP12 (Table 3). But based
upon the sc-PDSI it appears that droughts are becoming more
frequent and severe in magnitude. This is also supported by the
calculated drought severity in Table 4. This is in part due to the
warming trend New Mexico has been experiencing, especially in
the last 20 years. The average temperature from 1900 to 1999
was 11.81◦C and the average precipitation was 31.23mm, where
the average temperature from 2000 to 2019 was 12.57◦C and
average precipitation was 29.79mm. This combination of an
increase in temperature and decrease in precipitation may not
seem significant, but for a semi-arid and arid climate that New
Mexico’s FEW system is built upon, it highly sensitive to these
changes in temperature and precipitation.

To further highlight the behavior of the two indices (tools)
in representing drought events, Figure 7 shows a comparison
between the sc-PDSI and the DSCI timeseries for New Mexico
for the 2000–2019 period. Although the sc-PDSI and DSCI values
are opposite in magnitude due to their different scales (B), they
were consistent in tracking each other for the past 20 years of
the USDM data (r = −0.76). This demonstrates that both of
these tools are detecting similar drought events with slightly
different durations and magnitudes, and illustrates the value of
looking at more than one drought index to evaluate drought
events. Both sources of data confirm key messages and increase
the credibility and confidence in the information for the decision-
makers. Generally, this also suggest that the use of convergence of
evidence approach in drought monitoring is important.

While it is critical to understand historical drought events and
how temperature and precipitation have changed over time, a
key component for a robust drought climatology is being able
to link these drought events with the corresponding drought
impacts. The DIR, while a fairly new tool, provides a database
that helps to link impacts to different stages of drought events
and their magnitude. Understanding this link can help decision-
makers understand a drought’s progression and anticipate likely
future impacts. Figure 8 depicts all impacts recorded for New
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FIGURE 6 | Annual precipitation and temperature anomalies (1900–1999 average) for New Mexico from 1900 to 2019. (A) shows a timeseries of New Mexico’s

annual temperature anomalies and (B) precipitation anomalies. (C) Compares annual anomalies based on the Water Year (October-September). All 20th century years

are gray and 21st century years are red.

Mexico by the DIR since 2005 with an overlay of the DSCI
for the same time period. The number of impacts follows the
same general trend of the DSCI, and tend to be recorded on the
leading edge of a prolonged drought. This makes sense in that
impacts in the DIR are recorded as one-off events and plotted
here by start date, as end dates are generally unknown. This is an
indication that monitoring the conditions leading up to impacts
may help provide timely early warning of drought itself, and may
actually precede other drought monitoring indicators. It may
also relate to different time scales of fast-emerging drought or
longer-term drought. Additional analysis is needed to investigate
if and when impacts manifest and how this information could be
used by decision-makers in drought early warning and drought
risk management.

DISCUSSION

New Mexico’s economy is highly reliant upon its natural
resources. Because of the diverse landscape and arid climate,
it is critical for decision-makers to understand the history of
previous drought events for effective drought risk management
(Finnessey et al., 2016). NewMexico’s land cover and land use are
characterized by the Chihuahuan Desert in the south and mixed
terrains in the west. One of New Mexico’s major water resources
is the Rio Grande River that runs north-to-south through the
center of the state and it supports most of the state’s crop
production activities through the Elephant Butte Reservoir. A
second major river, the Pecos River, originates in the mountains

in northern New Mexico and run south, with its basin covering
a large part of eastern New Mexico before heading into Texas to
eventually join the Rio Grande River.

The agricultural sector brings in∼$2.5 billion per year into the
state’s economy and the top two commodities are dairy products
and cattle and calves (USDA NASS, 2019). Livestock contributes
81% of the agricultural production value for the state, while crops
are the remaining 19% (USDA NASS, 2019). New Mexico’s mild
climate and its vast land resources (∼92% can be considered as
rangelands) provide suitable conditions for grazing for livestock
throughout the year (Allison and Ashcroft, 2011; Sawalhah
et al., 2019; WRCC, 2019; USDA-NRCS, 2020). However, during
winter, summer, drought, and periods with extreme heat events,
rangelands productivity decreases leading to increased demand
for forage supplements to limit nutritional deficiency of grazing
animals (Holechek et al., 2010; Samuelson et al., 2016). A
recent study suggested that there have also been some land
use land cover changes over some regions in New Mexico
that can negatively affected the availability of suitable grazing
rangelands that have been attributed mostly to woody plant
encroachment (Gedefaw et al., 2020). These feed supplements
are mostly based on irrigated and dryland production consisting
mainly of combination of hay, grain sorghum, and corn (Schake
et al., 1976; Davis et al., 1977; Holechek et al., 1989; Zaied et al.,
2020). Agriculture across New Mexico has adapted to its climate,
but it also illustrates how important water is for the state, and
how droughts and other climate change-related extreme events
(Holechek et al., 2020) can have such a significant impact on its
economy and the livelihoods of its people.
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FIGURE 7 | (A) The Self-Calibrating PDSI (sc-PDSC) for the 1900–2019 period and (B) a comparison between the sc-PDSI and the DSCI (r = 0.76) for the

2000–2019 period over New Mexico.
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FIGURE 8 | New Mexico monthly drought impacts reported to the DIR and DSCI (2005–2020).

In 2018, New Mexico finished updating the seventh iteration
of the New Mexico Drought Plan (NMDP) that was first
developed in 1998 (NMOSE and NMWRRI, 2018). The current
NMDP has developed a drought response system that is adaptive
to changing needs and conditions by incorporating updated and
new information. The NMDP has noted the value of triggers
to define the timing and selection of drought response actions
(NMOSE and NMWRRI, 2018). Previous drought plans had
identified seven drought stages used to trigger actions by various
entities and the working groups associated with the Drought Task
Force (DTF). The 2018 NMDP simplifies and streamlines the
previous process by having only three stages, with two triggers
responsible for determining the Emergency Drought Stage and
the Exception Drought Stage. Drought management actions are
outlined for these two stages once the triggers are reached.

The NMDP uses the USDM for its two triggers to initiate the
management, adaptation, and mitigation procedures described
within the NMDP. These responses are based on the spatial
extent of the drought severity categories defined by the USDM.
One can use the USDM Tabular Data Archive Tool provided
on the USDM (USDM, 2020a) to determine how often the
two thresholds have been met in New Mexico. The Emergency
Drought Stage has a trigger that is reached when 50% of the
state reaches the D2 level on the USDM. The Exceptional
Drought Stage reaches its trigger when 20% of the state reaches
the D4 level on the USDM (NMOSE and NMWRRI, 2018).
Since 2000, the trigger for the Emergency Drought Stage has
been exceeded 297 weeks (∼28% of the time). The longest
continuous stretch was for 129 weeks between March 2011 and
September 2013. The trigger for Exceptional Drought DEUs
has been exceeded 64 weeks since 2000, which is ∼6% of the
time (Table 5). The subscript “U” represents Drought Events
specifically identified by the USDM categories. Figure 9 is a
visual representation that highlights when drought conditions

TABLE 5 | Drought Events (DEUs) as designated by the USDM thresholds defined

in the 2018 New Mexico Drought Plan.

Drought

event

Beginning week Ending week Duration

(Weeks)

Drought stage

DEu01 May 30, 2000 June 27, 2000 5 Emergency

April 2, 2002 July 2, 2002 14 Emergency

DEu02 July 9, 2002 July 23, 2002 3 Exceptional

July 30, 2002 July 30, 2002 1 Emergency

May 20, 2003 December 16, 2003 31 Emergency

DEu03 December 23, 2003 March 30, 2004 15 Exceptional

April 6, 2004 April 6, 2004 1 Emergency

DEu04 July 13, 2004 October 5, 2004 13 Emergency

DEu05 March 7, 2006 July 25, 2006 21 Emergency

March 29, 2011 May 3, 2011 6 Emergency

May 10, 2011 November 22, 2011 29 Exceptional

DEu06 November 29, 2011 April 23, 2013 74 Emergency

April 30, 2013 August 6, 2013 15 Exceptional

August 13, 2013 September 3, 2013 5 Emergency

DEu07 February 18, 2014 July 29, 2014 24 Emergency

DEu08 January 23, 2018 May 8, 2018 16 Emergency

May 15, 2018 May 22, 2018 2 Exceptional

May 29, 2018 October 23, 2018 22 Emergency

met these equivalent triggers. This provides context for how
often drought-related management actions take place. It can also
provide confidence in the triggers that have been established.
The USDM tool allows decision-makers to incorporate similar
analyses at a variety of spatial scales for establishing triggers into
their decision-making.

The Drought Events (DEUs) identified in the NMDP by the
USDM triggers in Table 5 are very similar to the Drought Events
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FIGURE 9 | State of New Mexico USDM D2-D4 and D4 categories with the 2018 NMDP equivalent triggers. The yellow line represents the Emergency trigger of 50%

area of D2 conditions. The orange line represents the Exceptional trigger of 20% area of D4 conditions.

(DEPs) as depicted by the sc-PDSI in Table 3 and the DSCI
(DEDs) in Table 4. The events shown in Table 5 were defined by
weekly conditions, while Tables 3, 4 were monthly values. For
Tables 5 and 3, the 2011–2013 drought stands out as the most
severe drought in New Mexico since 2000 with durations of ∼31
and 32 months, respectively. The DSCI threshold for Table 4 was
slightly more restrictive so that the 2011–2013 drought was split
into three separate Drought Events during the period for a total
of 20 months. No other drought since 2000 in Table 4 had a
duration close to that length.

Understanding how and when drought impacts evolve
can help decision-makers make better drought management
decisions. Early in the USDM’s evolution, a table was developed
that provided an overview of how drought impacts might
link to the various USDM severity levels (Svoboda et al.,
2002). From the outset, this table was meant to provide some
guidance on the possible drought impacts and how they relate
to drought severity. The table in Svoboda et al. (2002) became
a staple item on the USDM website in spite of the recognition
that these linkages would be different for different locations
around the country (NDMC, 2020). These are broad impacts
that do not take into account the location, climatology, or
drought history. More recently, Noel et al. (2020) used the
DIR to compile the most common impacts for each drought
category. Table 6 displays the most common impacts for each
USDM category for the state of New Mexico (USDM, 2020b).
The availability of a more tailored table focused on the state
or sub-state level will help decision-makers better anticipate
impacts associated with emerging drought, and can help inform
understanding of historic drought conditions. The combination

of Figure 9 with Table 6 accomplishes an important aspect of a
drought climatology by providing decision-makers with a general
idea of what kind of drought impacts might occur with the
different drought severity levels on the USDM as a drought
event unfolds.

CONCLUSION

New Mexico is highly sensitive to drought conditions due to
its variable and limited water supply as well as its normally
dry conditions. Climate variability and change increasingly pose
significant challenges to the sustainability and resiliency of New
Mexico’s FEW systems now and into the future, particularly as
water resources are further stressed. Drought events and their
unique complex human-environment interactions, beyond just
the physical drought phenomenon, make them an important
climate hazard to focus attention on within the nexus of
FEW systems.

Drought early warning and management has advanced
significantly over the last 20 years, in large part to the
advancement of drought tools. The USDM now has a 20-year
history and can be displayed for multiple scales, such as at
the state and county levels, and in several different formats.
The DSCI is a tool that presents critical information provided
by the USDM into a single value for quicker and easier
interpretation and response. The simplicity of the DSCI allows
decision-makers to use the DSCI as a trigger to initiate drought
responses (i.e., NMDP). These advancements in tools lend to
more comprehensive drought climatologies to be developed,
allowing better understanding how drought has impacted the
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TABLE 6 | SDM categories and associated drought impacts for New Mexico

(USDM, 2020b).

Category Description Reported drought IMPACTS in New

Mexico

D0 Abnormally Dry ◦ Low soil moisture

◦ Increase fire danger

D1 Moderate

Drought

◦ Supplemental feed and water for Livestock

◦ Wildfires abundant

D2 Severe

Drought

◦ Pasture yield limited; selling livestock

◦ Irrigated crops stunted; dry land crops

brown?

◦ Dust storms

◦ Abundance and magnitude of wildfires

increase; fuel mitigation practices in effect

◦ Wildlife changing feeding patterns

◦ Well water decreases

D3 Extreme

Drought
◦ Livestock suffering; selling herds; high feed

costs; emergency CRP grazing

◦ Low crop yields

◦ Burn bans and firework restrictions could

begin; extreme fire

◦ Irrigation allotments decrease

◦ Vegetation and native trees drying

D4 Exceptional

Drought
◦ Federal lands begin to close for fire

precautions; burn bans increase

◦ Bear encroachment; migratory birds changing

patterns

◦ No surface water left for agriculture; farmers

use private wells

◦ Rio Grande and other large rivers dry

state of NewMexico in the past and what can be learned from that
history. Drought climatologies can be built for any location that
has the historical data available, with qualitative (i.e., impacts)
and quantitative data providing a more intricate climatology for
which more information can be derived by decision-makers.

Until the past few decades, there was not a capability to
store and share up-to-date drought impact data. This impact
information can elevate already robust drought data, including
linking drought indicators with impacts. Our research suggests
that monitoring impacts can provide early warning of drought,
particularly in conjunction with other drought indicators.
Recognizing impacts early can reduce the response time to
drought conditions, meaning that decision-makers can take steps
to lessen current and future drought impacts.

Drought does not occur in isolation and a state like New
Mexico that has an economy heavily dependent upon the land
will benefit greatly from having a better understanding of drought
and drought impacts throughout the FEW system. Drought
climatologies provide valuable information for decision-makers,
but there is one limitation that must be considered when

building and using historically-derived information, and that
is understanding that these climatologies are based upon the
assumption of stationarity. Due to climate change, a non-
stationarity environment should be taken into consideration
when using climatologies to predict future droughts and
drought impacts. Regardless, there is still a strong case to
understanding how drought has occurred in the past to help
with understanding how climate change could influence multiple
dimensions of drought.

Another point that was beyond the scope of this study is the
discussion about how much the duration of a drought influences
the severity, and ultimately the impacts of the drought. A next
step is to use the findings from this research and the FEW systems
Well-Being Index proposed by Geli et al. (2017) to understand
how drought impacts the FEW systems and the well-being of
people in New Mexico.

Future research is needed to establish a more detailed link
between drought impact information and drought climatologies
in New Mexico. Understanding how and when various
drought impacts evolve can help prepare decision-makers and
stakeholders alike for possible drought impacts in future drought
events. Linking drought impacts with drought climatologies
will increase the understanding of the effects of drought on
FEW systems, allowing for better management of future drought
events and the associated impacts.
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A heatwave that blanketed the northeast Pacific Ocean in 2013–2015 had severe

impacts on the marine ecosystem through altered species composition and survival. A

direct result of this marine heatwave was a sustained, record-setting harmful algal bloom

(HAB), caused by the toxigenic diatom, Pseudo-nitzschia, that led to an unprecedented

delay in harvest opportunity for commercial Dungeness crab (Metacarcinus magister)

and closure of other recreational, commercial and tribal shellfish harvest, including razor

clams. Samples collected during a cruise in summer 2015, showed the appearance of

a highly toxic “hotspot” between Cape Mendocino, CA and Cape Blanco, OR that was

observed again during cruises in the summers of 2016–2018. The transport of toxic cells

from this retentive site northward during wind relaxations or reversals associated with

storms resulted in economically debilitating delay or closure of Dungeness crab harvest

in both northern California and Oregon in 2015–2019. Analyses of historic large-scale

Pseudo-nitzschia HABs have shown that these events occur during warm periods such

as El Niño, positive phases of the Pacific Decadal Oscillation, or the record-setting marine

heatwave. In order to reduce the impacts of large-scale HABs along the west coast

of North America, early warning systems have been developed to forewarn coastal

managers. These early warning systems include the Pacific Northwest and California

HAB Bulletins, both of which have documented elevated domoic acid and increased risk

associated with the northern California hotspot. These early warnings enable mitigative

actions such as selective opening of safe harvest zones, increased harvest limits during

low risk periods, and early harvest in anticipation of impending HAB events. The aims

of this study are to show trends in nearshore domoic acid along the US west coast

in recent years, including the recent establishment of a new seed bed of highly-toxic

Pseudo-nitzschia, and to explore how early warning systems are a useful tool to mitigate

the human and environmental health and economic impacts associated with harmful

algal blooms.

Keywords: climate extremes, weather extremes, climate change, climate services, early warning, harmful algal

blooms, domoic acid
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INTRODUCTION

The effects of climate change on marine ecosystems will be
long lasting. The impacts of climate change on marine biota,

including the shifting range of marine species to higher latitudes,
have decreased food security, and enhanced the decline of
coral reefs by 70–90% at 1.5◦C warming (IPCC, 2018). The
International Panel on Climate Change report documented a

high confidence of increased frequency and range of harmful
algal blooms (HAB) in coastal areas since the 1980s, attributed
partly to the effects of ocean warming and marine heatwaves
(Collins et al., 2019). The probability of recent high-impact

marine heatwaves has increased by more than 20-fold as a result
of climate change (Laufkötter et al., 2020). The 2013–2015marine
heatwave that caused large-scale marine ecosystem impacts in
the northeast Pacific was five times more likely to occur due to
anthropogenic forcing over natural variability alone. This was
determined through fraction of attributable risk analysis which
compared observed trends and anomalies withmodel predictions
(Weller et al., 2015; Di Lorenzo and Mantua, 2016) to assess
the probability of extreme events occurring with and without
anthropogenic influences (Stott et al., 2004). A direct result of this
marine heatwave was a sustained, record-setting HAB, caused
by the toxigenic diatom, Pseudo-nitzschia. The toxin, domoic
acid (DA), produced by this diatom, accumulated in shellfish,
resulting in an unprecedented delay in harvest opportunity for
the commercial Dungeness crab (Metacarcinus magister) and
closure of other recreational, commercial and tribal shellfish
harvest (McCabe et al., 2016; McKibben et al., 2017).

Entanglements of mostly humpback whales (Megaptera
novaeangliae), were an indirect result of the 2015 HAB event
because the delay of the crab season opener resulted in higher
numbers of crab pot lines than usual along the whale migration
routes (NOAA Fisheries, 2018; Saez et al., 2020; Santora et al.,
2020). A record number of illnesses and deaths of marine
mammals (McCabe et al., 2016) and seabirds (Piatt et al., 2020)
were caused both by food web transfer of HAB toxins (McCabe
et al., 2016) and habitat compression into a geographically
reduced coastal zone of food availability (Santora et al., 2020).
An analysis of the historical record of large-scale Pseudo-
nitzschia HABs has demonstrated that these events tend to occur
during periods of anomalously warm ocean conditions such
as El Niño, positive phases of the Pacific Decadal Oscillation
(PDO), or the record-setting marine heatwave (McCabe et al.,
2016; McKibben et al., 2017). Anomalous poleward currents
together with fewer reversals (Sanford et al., 2019), facilitated the
northward advection of a species of Pseudo-nitzschia australis,
not usually found northward of California in the springtime
(McCabe et al., 2016). Low nutrients were associated with the
warm water mass that hosted the Pseudo-nitzschia population
that subsequently bloomed when advected toward the coast into
the nutrient-rich upwelled water (Trainer et al., 2020).

This observation of P. australis (McCabe et al., 2016) further
north than usual in 2015, exemplified a range extension that
included marine fish, mollusks, tunicates, bryozoans, cnidarians,
crustaceans, and echinoderms (Sanford et al., 2019). In particular,
northern California is a key transition zone between the milder

temperate taxa found within the southern California Current
and the cooler temperate species found further north, making
this region an “ideal barometer” for observing such geographical
range expansion in response to warming events (Sanford et al.,
2019). Here we analyze annual trends in nearshore DA that
were altered by the 2013–2015 marine heatwave by establishing
a new seed bed of highly-toxic Pseudo-nitzschia, and explore how
early warning systems are a useful tool to mitigate the human
and environmental health and economic impacts associated with
harmful algal blooms.

MATERIALS AND METHODS

Research Cruise Samples
Whole seawater was collected from 3 to 5m depth on research
cruises by Niskin bottle or scientific seawater supply in 1998
(described in Trainer et al., 2000); Niskin bottle (NOAA Ship
Bell M. Shimada, 2012; 2016; 2018) and via the scientific seawater
system aboard the NOAA Ship Miller Freeman (2009) and
NOAA Ship Bell M. Shimada (2015, described in McCabe et al.
(2016); also 2017; 2019).

Sea Surface Temperature
Analysis of satellite-derived sea surface temperature for the
region of interest utilized the Multi-Scale Ultra-high Resolution
Sea Surface Temperature (MURSST) product MUR-JPL-L4-
GLOB-v4.1 (JPL MUR MEaSUREs Project, 2015). This is a
global, gap-free, gridded, daily 1 km Sea Surface Temperature
(SST) dataset created by merging multiple Level-2 satellite SST
datasets. For this analysis monthly averages were created by
averaging the months September-November 2002–2013 and
2014–2019, and the difference was calculated by subtracting the
2014–2019 average from the 2002–2013 average.

Seawater Domoic Acid
Particulate (cellular) DA was analyzed by filtering 1L seawater
collected from surface waters onboard cruises using a bucket
or Niskin bottle and analyzed using the [3H]kainic acid-based
receptor binding assay for the 1998 cruise (Trainer et al., 2000), or
the Biosense or PNW enzyme-linked immunosorbent assay for
all other cruises (Eberhart et al., 2012).

Dungeness Crab Domoic Acid
DA in Dungeness crab (Metacarcinus magister) was measured
using standard high-performance liquid chromatography
(Wekell et al., 1994). These data were kindly provided by the OR
Department of Agriculture and the California Department of
Public Health.

Early Warning System Implementation
Transition plans for the conversion of HAB Bulletins from
research to operations have been developed for many regions
of the US (https://coastalscience.noaa.gov/research/stressor-
impacts-mitigation/hab-monitoring-system/). Some forecasts
are fully operational (e.g., Lake Erie); others are in the
process of transition. Successful transition will depend on
collaborative approaches to ensure full operational support,

Frontiers in Climate | www.frontiersin.org 2 December 2020 | Volume 2 | Article 57183646

https://coastalscience.noaa.gov/research/stressor-impacts-mitigation/hab-monitoring-system/
https://coastalscience.noaa.gov/research/stressor-impacts-mitigation/hab-monitoring-system/
https://www.frontiersin.org/journals/climate
https://www.frontiersin.org
https://www.frontiersin.org/journals/climate#articles


Trainer et al. New Domoic Acid Seed Bed

including partnerships with the Integrated Ocean Observing
System (Anderson et al., 2019), state monitoring organizations
such as the Olympic Region Harmful Algal Bloom partnership
and health departments (Trainer and Suddleson, 2005) as well as
private companies (e.g., https://www.oceanaero.com/) to ensure
the availability of advanced technologies to improve forecasts.

RESULTS

A Retentive Feature Is A New Initiation Site
for Toxigenic Pseudo-nitzschia
Toxigenic Pseudo-nitzschia blooms are known to initiate in
highly retentive regions, designated as HAB “hotspots” along
the west coast, including the Juan de Fuca eddy, Heceta Bank,
Monterey Bay, and Point Conception (Trainer et al., 2001, 2012).
However, the 2015 bloomwas different. The warmwater anomaly
was found to be a source of Pseudo-nitzschia that were delivered
to the coast after a series of spring storms, where these cells
grew rapidly to bloom proportions when fueled by nutrients from
upwelled waters close to shore (McCabe et al., 2016; Trainer
et al., 2020). Among the locations that showed record levels
of cellular (particulate) DA was a site near the California and
Oregon border (McCabe et al., 2016). The emergence of this new
toxin source region is also evident from both a compilation of
historical observations collected from ships of opportunity and
shore stations (Figure 1), as well as from the California Harmful
Algae Risk Mapping (C-HARM) predictive statistical model
(Anderson et al., 2016). Both the observations and the model
identified the Humboldt (Trinidad Head) region as particularly
toxic during 2015, with maximum total DA (particulate plus

dissolved) exceeding 15,000 ng/L and DA in razor clams at a
record level of 340 ppm (McClatchie et al., 2016). The C-HARM
model continued to predict elevated probabilities of HABs in the
region through 2018 (Wells et al., 2017; Thompson et al., 2018).

The coastwide 2015 bloom appears to have “seeded” Pseudo-
nitzschia cells to a site near Trinidad, California where high
concentrations of DA were measured (Figure 2, red circled area).
Cruises of opportunity prior to 2015, including summer cruises
in 1998, 2009, and 2012, showed low concentrations of particulate
DA near the California/Oregon border (Figure 2), suggesting
that either lower abundances or less toxic species of Pseudo-
nitzschia were found at this site prior to 2015. During a cruise
from 7 to 10 August 1997 (data not shown), low concentrations
of particulate DA, ranging from 200 to 500 ng/L, were measured
at several stations between the Cape Mendocino and the CA/OR
border. However, during the cruise in summer 2015 (McCabe
et al., 2016), a more toxic DA “hotspot” was observed between
Cape Mendocino, CA and Cape Blanco, OR that remained
evident over 3–4 subsequent summers (Figures 2, 3). These
data suggest that this site was freshly seeded with the more
toxigenic species, P. australis, promoting higher DA toxicity
in filter-feeding organisms in the region. In fact, Pseudo-
nitzschiameasured at this physically-retentive site have impacted
Dungeness crab harvest in both CA and OR where frequent
DA closures or harvest delays were first observed in 2015 and
continued through early 2019 (Table 1), with Humboldt County
(Figure 4) the last county in California to open for harvesting
in 2015.

Time series data from 2015, 2017, 2018 demonstrate that
northern CA crab were first reported to be toxic (above the
regulatory limit of 30 ppm DA), with southern and central

FIGURE 1 | Sea surface temperature from the Multi-scale Ultra-High Resolution Sea Surface Temperature (MURSST) monthly product for September–November is

shown for 2002–2013 (A) and 2014–2019 (B). The difference (B–A) is shown in panel (C). A large dataset of particulate domoic acid (pDA), collated from multiple

programs along the US west coast, includes shore-based observations. Data from 2002–2013 (D) and 2014–2019 (E) were spatially interpolated using DIVA in

OceanDataView. The northern California region of enhanced toxicity is prominent in the 2014–2019 dataset, and consistent with the expected optimal temperature for

DA production (Ryan et al., 2017; Kudela et al., 2020).
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FIGURE 2 | Domoic acid first appeared at the “hotspot” site between Cape Blanco (CB) in OR and Cape Mendocino (CM) in 2015 (red circle). Particulate domoic acid

concentrations (ng/L; see legend inside the 1998 map) at stations sampled during summer cruises in 1998, 2008, 2012, 2015, 2016, 2017, 2018, 2019. The dates

when stations in the red circled area that is centered around Trinidad, California, were sampled are shown on each panel.

OR crab becoming toxic about 1 week later (Figure 3). This is
consistent with northward transport of toxigenic cells from the
CA hotspot site during periods of relaxations or northward wind
reversals associated with storm events near the time of the fall
transition (Kosro, 1987; Send et al., 1987). A site of high DA
between Cape Blanco and Cape Mendocino was not observed in
summer 2019 (Figure 3). However, a single station with elevated
particulate DA was noted just south of Cape Mendocino.

DISCUSSION

Northern California Transition Zone
The northern CA region has been called an “ideal barometer”
(Sanford et al., 2019) for documenting geographic range
expansion and shifts in nearshore community composition. This
region is an important transition zone where the poleward

migration of marine species in response to warming events has
been documented (Sagarin et al., 1999; Sanford et al., 2019).
During 2014–2016, alongshore currents exhibited anomalously
higher poleward flows which were estimated to have transported
plankton over maximum distances of ∼500 km in a month
(Sanford et al., 2019). Plankton and marine larvae were
transported northward over such large distances, with fewer
reversals to facilitate their return southward (Sanford et al., 2019),
allowing them to be established as new populations in more
northern ecosystems. This diffusive transport was enhanced by
retentive features or offshore mesoscale eddies especially after
the spring transition when mean flow in the California Current
System typically is equatorward. The intensified upwelling at
coastal headlands (Davis, 1985; Kelly, 1985), including Cape
Blanco (Barth et al., 2000) and Cape Mendocino (Largier
et al., 1993) provides nutrients to fuel phytoplankton blooms,
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FIGURE 3 | Maximum DA concentrations in Dungeness crab viscera in northern California and southern, central and northern Oregon. The regulatory closure level of

30 ppm DA is shown as a horizontal line on each crab panel. Dotted vertical lines show first appearance of DA above 30 ppm in southern OR crab (which follows DA

above 30 ppm in northern CA in all years except 2017). Numbers on the northern CA panel show values of crab DA exceeding the y-axis scale. The north-south

component of low pass filtered winds (m s−1), filtered with a 15-day Hanning window, is shown from buoy 46027-6 (location shown in Figure 4). Linear regressions

with other nearby wind sources were used to fill gaps in the wind time series. Map of regions used for calculation of maximum DA in Dungeness crab, also showing

locations of Cape Mendocino (CM) and Cape Blanco (CB). Humboldt County, CA, is found in Figure 4.

including HABs (Kudela et al., 2005). Areas on the lee side
of coastal headlands are often associated with retentive eddies
(Largier et al., 1993; Barth et al., 2000). To summarize, the
anomalous poleward flows, such as those observed during 2014–
2016, resulted in a higher probability of northward transport of

particles (Sanford et al., 2019) such as phytoplankton, and their
increased retention near coastal headlands. Indeed, P. australis,
a highly toxic species typically observed only as far north in
the springtime as central California, was detected in northern
CA, OR and WA in the spring 2015 (McCabe et al., 2016). This
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TABLE 1 | Oregon State harvest actions due to elevated domoic acid in Dungeness crab viscera (2015–2019).

Ocean commercial crab fishery Recreational crab fishery

Year Time frame Area Regulatory action Time frame Area Regulatory action

2015 12/1/15–1/4/16 Coastwide 2015–16 opening delay 11/3/15–11/12/15 Cape Arago to OR/CA

border

Evisceration advisory

11/13/15–12/21/15 Heceta Head to OR/CA

border

Closure

2016 12/1/16–12/17/16 Cape Blanco to OR/CA border 2016-17 crab season

opening delay

11/18/16–12/20/16 Tillamook Head to OR/CA

border

Closure

12/1/16–12/31/16 OR/WA border to Cape Blanco 2016-17 crab season

opening delay

2017 1/25/17–2/09/17 Heceta Head to Cape Arago 2016–17 in-season

evisceration

2/1/17–2/9/17 Heceta Head to Cape Arago Closure

12/1/17–1/15/18 Bandon to Cape Blanco 2017–18 crab season

opening delay

10/21/17–12/31/17 Bandon to OR/CA border Closure

12/1/17–2/6/18 Cape Blanco to OR/CA border 2017–18 crab season

opening delay

2018 2/13/18–2/27/18 Cape Blanco to OR/CA border 2017–18 in-season

evisceration

1/1/18–1/31/18 Cape Blanco to OR/CA

border

Closure

12/1/18–1/31/19 Cape Arago to OR/CA border 2018–19 season opening

delay

2/16/18–3/4/18 Cape Blanco to OR/CA

border

Closure

10/19/18–12/31/18 Cape Blanco to OR/CA

border

Closure

2019 2/11/19–3/27/19 Bandon to OR/CA border 2018–19 in-season

evisceration

1/1/19–1/30/19 Cape Blanco to OR/CA

border

Closure

5/8/19–5/22/19 Cape Blanco to OR/CA border 2018–19 in-season

evisceration

2/14/19–3/28/19 Bandon to OR/CA border Closure

5/10/19–5/24/19 Cape Blanco to OR/CA

border

Closure

Time frame indicates periods of regulatory action. If outside that timeframe, harvest was open unless closed by permanent regulations. The commercial ocean crab season spans

2 calendar years with a targeted opening date of 12/1 in calendar year 1 and closing on 8/14 in calendar year 2. The season can be delayed due to low meat yield, elevated DA

levels in crab viscera or a combination of both. In mid-2017, the commercial Dungeness crab management authorities created 12 distinct areas along the coast for biotoxin and meat

quality determination to avoid confusion over the delineation of a closed/open areas. Recreational Dungeness crab does not use these areas, which explains the different areas for

commercial vs. recreational closures. For geographical areas of regulatory actions, see Figure 4. Opening and closings of the crab fishery multiple times in a season caused confusion.

The differences in commercial and recreational harvest closures and evisceration regulations in OR but not CA or WA has caused instability to this fishery. The recreational crab harvest

in the ocean by boat is closed from 16 October thru 30 November. The recreational season is open in the bays and estuaries and from shore all year. The commercial season is closed

15 August thru 30 November in the ocean but open in the bays and estuaries (except Columbia River) from Labor Day until 30 November.

provided an opportunity for this highDA-producing species to be
“seeded” to the retentive site near the CA/OR border for future
initiation of Pseudo-nitzschia blooms. During the 2015 event,
P. australis emerged from a background of multiple Pseudo-
nitzschia species, and dominated along almost the entire U.S.
west coast, whereas during other years, less toxic species such
as P. delicatissima have dominated, resulting in large blooms but
with lower toxicity (Bowers et al., 2018; Smith et al., 2018).

Seeding Techniques
Pseudo-nitzschia species are a major component of marine snow
due to their ability to form long chains that can become
intertwined while they sink to depths. This shower of organic
material that cascades from surface waters to depth can transport
DA to the benthos where it has been measured in benthic
organisms, including bottom dwelling fish, worms, crustaceans
(Vigilant and Silver, 2005, 2007; Kvitek et al., 2008) and
Dungeness crab (Taylor, 1993). Toxigenic Pseudo-nitzschia and
their inherent DA can sink to as deep as 800m, providing a source

of toxin to benthic filter feeders (Schnetzer et al., 2007; Sekula-
Wood et al., 2009, 2011). In the Gulf of Mexico,∼50% of Pseudo-
nitzschia cells present in the water column sank into sediment
traps with ∼10% as live cells (Dortch et al., 1997). Pseudo-
nitzschia found in sediments were intact, contained pigment and
maintained their chain formation (Sekula-Wood et al., 2009).
The flux of Pseudo-nitzschia to sediments can be as high as 3.2×
108 cells/m−2/day (Sekula-Wood et al., 2011). More than 80% of
DA contained in a surface bloom is estimated to reach sediments
>500m deep (Schnetzer et al., 2017) and previous studies off
OR have demonstrated that floc collected from the bottom
boundary layer can seed a surface bloom of diatoms, including
Pseudo-nitzschia, under simulated upwelling conditions (Wetz
et al., 2004). Furthermore, sediment trap data suggests that once
Pseudo-nitzschia are seeded into a retentive region, blooms will
be frequent and increasing in intensity. A 15-year time series
of sediment from the Santa Barbara Channel indicates that
this region was seeded with Pseudo-nitzschia in the mid-1990s
with increasingly toxic blooms occurring annually (Sekula-Wood
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FIGURE 4 | Geographical regions of average domoic acid in Dungeness crab

shown in Figure 3 and reference locations on land for crab closures shown in

Table 1. Humboldt County, CA, is shown as a dotted line on land. The location

of buoy 46027-6, from which wind data in Figure 3 were retrieved, is shown

with an X.

et al., 2011). Therefore, the surficial sediment is a source of
Pseudo-nitzschia and DA available to initiate the next bloom
during upwelling conditions (Seegers et al., 2015).

Dungeness Crab Harvest and HABs
Dungeness crab fishing generates the most income and has the
highest vessel participation of all fisheries on the U.S. west coast
(Fuller et al., 2017). The harvest yield of the Dungeness crab
fishery and the reliability of the timely opening of crab season
determines the livelihood of many fishers in rural communities
(Ritzman et al., 2018). The Daily Astorian newspaper stated on 23
April 2018, that “HABs have complicated commercial Dungeness

crab harvest on the OR coast for the past 3 seasons, threatening
the viability of the state’s most valuable fishery.” The commercial
season in northern CA, OR, and WA typically opens December
1 and ends July 15. Unfortunately, after the delay of the crab
opener until 15 January 2019 due to high levels of DA, the
opportunity for CA crabbers was further limited by statewide
fishery closure on April 15, almost 3 months earlier than normal,
as stipulated under the terms of a settlement agreement reached
between the California Department of Fish andWildlife (CDFW)
and the Centers for Biological Diversity (CBD) to limit whale
entanglements in crab nets. The agreement requires CDFW to
monitor areas off the central and northern CA coasts where
whales feed along their spring migration route (Dillman, 2019).
If more than 20 whales are observed in an area, fishery managers
must order an immediate closure. Thus, the compression of
the crab season by DA events, exacerbated by anomalous ocean
warming, will have long-lasting impacts on the accessibility to
this fishery and the resulting economic benefits to many rural
communities. Small vessel fishers may trade their fishing effort
disproportionately to access other fisheries when the crab season
is canceled, causing concern for resource managers (Saez et al.,
2020). Climate change and related warming have compressed
habitats for many organisms (Santora et al., 2020). Both habitat
compression and intensified Pseudo-nitzschia HABs with range
expansion are a result of anomalously warm temperatures in the
coastal ocean. In the future, the predicted increased intensity
of these HABs (McCabe et al., 2016; McKibben et al., 2017)
will reduce fishing opportunity directly due to the presence of
toxins in seafood or indirectly through ecosystem impacts such as
whale entanglement which may shorten the crab harvest season.
Newly seeded HAB retentive sites, resulting from anthropogenic
climate change, will challenge managers to ensure the safety of
our seafood while having cascading impacts on the health of
marine animals and economic welfare of coastal communities.

Forewarning and Mitigation
Early warning systems that anticipate HAB risk at the
new hotspot site in northern CA as well as the other
known hotspot sites on the US west coast include the
Pacific Northwest (PNW) HAB Bulletin (Figure 5; http://depts.
washington.edu/orhab/pnw-hab-bulletin/) and the California
HAB Bulletin (https://sccoos.org/california-hab-bulletin/). Both
Bulletins synthesize biological data from coastal and offshore
monitoring of HABs and their toxins, a suite of physical
environmental data, and output from realistic numerical models,
including the LiveOcean model (https://faculty.washington.
edu/pmacc/LO/LiveOcean.html) and the California Regional
Ocean Modeling System (Anderson et al., 2019), to forecast
potential HAB events for coastal managers. The PNW HAB
Bulletin is provided to managers prior to razor clam and
Dungeness crab openers and can be helpful in pinpointing
areas of the coast that are high risk for HABs. When
available, data collected from advanced technologies, such as
the Environmental Sample Processor (ESP, Doucette et al.,
2009; Scholin et al., 2009; Anderson et al., 2019) and
autonomous ocean-going vessels (e.g., http://www.nanoos.org/
news/index.php?item=Submaran180924) are also implemented
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FIGURE 5 | The PNW HAB Bulletin from 4 October 2018 (http://www.nanoos.org/products/habs/forecasts/bulletins/pnw_hab_bulletin-20181004.pdf (accessed 22

Nov 2020)) communicating elevated seawater particulate domoic acid off of Bandon, OR (492 ng/L), Brookings, OR (875 ng/L), and Humboldt, CA (>800 ng/L) in late

September 2018. Pseudo-nitzschia australis was dominant across those sites at that time.
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in the forecasting Bulletins. While regionally specific information
is utilized in each Bulletin, the PNW HAB Bulletin also tracks
larger scale indices such as the Pacific Decadal Oscillation and
El Niño, which have been shown to correlate with DA events
throughout the PNW (McCabe et al., 2016; McKibben et al.,
2017). In the case of the PNW HAB Bulletin, a summary
narrative and a HAB risk assessment (low, medium, high;
shown as “traffic light” symbols) are provided as a synthesis
of results. The early warnings provided by the Bulletins enable
mitigative actions such as selective opening of safe shellfish
harvest zones, increased harvest limits during low risk periods,
and early harvest in anticipation of upcoming toxin outbreaks.
The timely and spatially-refined identification of toxin risk will
allow managers to define areas of targeted closure, making these
early warning Bulletins potentially more cost-effective than other
mitigation methods (Holland and Leonard, 2020). In cases when
predictions indicate an increasing risk for toxins, managers often
modify workflows in order to collect additional shellfish samples
(Dungeness crab, clams, and mussels) to ensure human and
marine animal safety.

The new northern CA hotspot has been a repeated feature
since the west coast wide 2015 DA event (McCabe et al., 2016),
often leading to shellfish harvest closures in southern OR. The
higher concentrations of DA in crab in southern OR compared
to northern OR in late 2015, 2017, and 2018 (Figure 3), suggest
that DA originated from northern CA (Figure 3, compare crab
DA in CA North to OR South and OR North). By contrast,
in late 2016, lower concentrations of DA in northern CA crab
compared to OR crab suggest that toxigenic Pseudo-nitzschia
originated from a northern source. Measurement of DA in razor
clams provided additional insights regarding the geographical
source of toxin. In fact, this northern source of DA in 2016 is
supported by the cancellation of razor clam digs in southern
WA (https://www.dailyastorian.com/news/local/washington-
approves-razor-clam-digs-at-two-beaches-long-beach-still-
closed/article_ad972fac-0cd4-5059-a845-fb2b25bb5818.html)
and all of OR (DA in razor clams was above the regulatory level
of 20 ppm in September and continued to increase, reaching
a maximum of 360 ppm on the central OR coast in Dec 2016
[OR Department of Agriculture Food Safety data]; https://www.
seattletimes.com/sports/entire-oregon-coast-closed-for-razor-
clam-digging-after-marine-toxin-levels-skyrocket/ in the fall
due to high DA.

The strong influence of the northern CA hotspot site on
OR shellfish safety was documented in several PNW HAB
Bulletins that prominently featured the fact that southern OR
razor clams, mussels, and crabs all contained elevated DA
during fall 2018 (e.g., Figure 3). In September 2018, razor
clam DA concentrations as high as 180 ppm were measured
at Gold Beach, OR, well above the 20 ppm regulatory limit
for that species (in contrast to Dungeness crab which have
a 30 ppm regulatory limit). Mussels collected off Humboldt,
CA, were similarly over the regulatory limit at that same
time, suggesting an ongoing toxin event spanning the northern
CA/southern OR hotspot. As discussed in the 04-Oct-2018
PNWHAB Bulletin (Figure 5; http://www.nanoos.org/products/
habs/forecasts/bulletins.php), scanning electron microscopy of

Pseudo-nitzschia samples collected in late September, confirmed
the presence of P. australis off both Bandon, OR, and Humboldt,
CA. A resurgence of razor clam DA concentrations (from 39 to
140 ppm) at Gold Beach, OR, as well as elevated DA in crab
viscera (40 ppm) in early May 2019 indicated the continued risk
posed by this new hotspot, even though high particulate DA
was not measured in this region in the few samples collected
onboard the July 2019 cruise. However, DA poisoning was again
a potential risk in October 2019 as seawater particulate DA was
documented at an extremely high 5,005 ng/L at Brookings, OR
(19-Oct-2019 PNW HAB Bulletin). Crab closures in CA were
reported again in 2020 (CDPH report, 2020) demonstrating the
persistence of this toxic feature.

PNW HAB Bulletins are emailed to fisheries managers and
posted on the ORHAB and NANOOS websites (http://depts.
washington.edu/orhab/pnw-hab-bulletin/ and http://www.
nanoos.org/products/habs/forecasts/bulletins.php).

There are plans for HAB forecasts across the entire US
west coast region to be coordinated through integration
with regional Ocean Observing Systems (Anderson et al.,
2019) and through the NOAA West Coast Operational
Forecast System (WCOFS) effort, currently in development,
which eventually will provide consistent ocean modeling
across the entire west coast (https://tidesandcurrents.noaa.
gov/ofs/dev/wcofs/wcofs_info.html). This dedicated, persistent,
and comprehensive monitoring at key transition sites to
quantify ocean changes will provide early warning of HABs,
allowing management of important resources to promote the
health of ocean ecosystems while assisting with safe harvest
of seafood.
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Long-term urban land use land cover change (LULCC) dynamics and climate change

trends in Southwest Ethiopia’s four urban centers were examined for 60 years. Remote

sensing, aerial photos, and Landsat, temperature, and rainfall data were analyzed from a

climate change perspective over the Jimma, Bedelle, Bonga, and Sokorru urban centers

of southwest Ethiopia from 1953 to 2018. Based on geospatial analysis and maximum

likelihood supervised image classification techniques to classify LULCC categories, the

Mann-Kendall test was applied to perform trend analyses on temperature and rainfall.

The LULCC analysis revealed that built-up areas over the urban centers had shown

an increasing trend, with the highest increment by 2,360 hectares over Jimma, while

vegetation, wetland, and cropland declined due to conversion of plain lands to built-up

areas and other similar zones. The pronounced decline of vegetation coverage was

1,427, 185,116, and 32 hectares in Jimma, Bedelle, Bonga, and Sokorru, respectively.

Mann-Kendall test results showed a significant sign of intra-seasonal and inter-annual

variability of rainfall while the summer and annual rainfall patterns remained less variable

compared to other seasons. This study’s findings revealed that when the mean between

the two climatic normals of 1953–86 is compared with 1987–2018, the temperature has

significantly increased in the latter three decades. The rapid expansion of built-up areas

coupled with a sharp decline of green space or vegetation and agricultural/croplands

could lead to gradual changes in LULCC classes, which have contributed to the

changing of the local climate, especially the surface temperature and rainfall over the

urban centers of southwest Ethiopia. Therefore, we recommend that the local urban

administrations emphasize sustainable urban development by integrating urban planning

policies with land use to protect the environment by adopting local municipal adaptation

and national climate change strategies. Restoration of the local environment and creation

of climate-smart cities could be critical to the resilience of urban dwellers and ecosystems

to the changing climate by enhancing grass-root climate services. To that end, we

recommend further advanced research to understand how urban LULC-related changes

and other factors contribute to local and regional climates, as urban areas of Southwest

Ethiopia are undergoing a rapid transformation of their rural surroundings.

Keywords: image classification, LULCC, climate change, Southwest Ethiopia, trend analysis and projection, urban

planning and development

56

https://www.frontiersin.org/journals/climate
https://www.frontiersin.org/journals/climate#editorial-board
https://www.frontiersin.org/journals/climate#editorial-board
https://www.frontiersin.org/journals/climate#editorial-board
https://www.frontiersin.org/journals/climate#editorial-board
https://doi.org/10.3389/fclim.2020.577169
http://crossmark.crossref.org/dialog/?doi=10.3389/fclim.2020.577169&domain=pdf&date_stamp=2020-12-23
https://www.frontiersin.org/journals/climate
https://www.frontiersin.org
https://www.frontiersin.org/journals/climate#articles
https://creativecommons.org/licenses/by/4.0/
mailto:dkorecha@fews.net
https://doi.org/10.3389/fclim.2020.577169
https://www.frontiersin.org/articles/10.3389/fclim.2020.577169/full


Dessu et al. LULCC and Climate Change in Southwest Ethiopia

INTRODUCTION

Land use land cover (LULC) changes impact weather and
climate, both on a local and global spatial scale, which calls
for global consideration and continuous monitoring of the
changes and subsequent predictions (Mengistie et al., 2013).
Changes in the land surface emerge because of both natural and
anthropogenic activities. Urbanization leads to changes in the
local climate, typically increasing surface air temperature and
changing rain patterns and intensity, the magnitude of which

varies with season, geographic location, local circulation, climate,
and surrounding land cover (Giannaros et al., 2013; Vargo et al.,
2013). Using LULC maps based on supervised classification of
remote sensing data and local activities offers new possibilities in
analyzing effects of LULC due to human activity within the urban
area. Indeed, massive changes in LULC patterns significantly

affect urban ecosystems (Herold et al., 2003; Patra et al., 2018).
Currently, climate change is accepted as a present reality,

and further change is inevitable. For instance, IPCC (2014)
documented that between 1906 and 2005, the global average
surface temperature rose by 0.7◦C. This change occurred in two
phases: from the 1910s to the 1940s, and more strongly from
the 1970s to the present. The projected global surface warming
lies within the range of 0.6 to 4.0◦C, while the projected sea
level rises are within the range of 0.18 to 0.59 meters by the
end of the twenty first century (IPCC, 2014). Urbanization is
widely acknowledged to be an upward trend, with 66% of the
global population predicted to be living in cities by 2050 (United
Nations, 2014). The global urban area estimates, which vary
from less than 1–3% of the world’s land surface to, are rapidly
expanding in different parts of the world, leading to significant
changes in other land use land cover types (Liu et al., 2014).
Developing countries have begun settlement in urban areas, but
they are rapidly urbanizing with unplanned expansion, notably
speeding up more than in developed nations (Grimm et al., 2008;
Montgomery, 2008). Global climate change is induced by the
LULC change because of the considerable effect urban expansion
has on the environment, ecosystem, and society (Grimm et al.,
2008; Wilson and Chakraborty, 2013).

Ethiopia, the secondmost populous country in Africa, with an
annual population growth rate of 2.3%, has an urban population
growth rate of 4.2%. This population growth rate is higher
than the average rate (2.2%) for developing countries (United
Nations, 2014). In terms of Ethiopian cities’ contribution to
climate change, cities represent only 15% of Ethiopia’s total
emissions, although the emission is expected to rise to 35% by
2030 (Cities Alliance, 2017). It is mainly driven by unplanned
urban growth, intensive transportation, and energy needs. The
country has experienced a significant temperature rise in recent
decades, in contrast to a decline in total annual rainfall amounts
and recurrent extreme weather events (Cities Alliance, 2017).
Various studies were conducted to estimate LULC change in
the Ethiopian highlands. However, these studies have shown
the dominance of heterogeneity in direction, pattern, type,
and magnitude of LULC change in the country (Mengistie
et al., 2013). Feyisa et al. (2016), for instance, have analyzed
urbanization-induced LULC and surface thermal intensity and

its relationship with the biophysical composition in Addis Ababa
City using TM and ETM+. The study revealed that the surface
temperature around the outskirts of the city has become cooler
than urban centers by 3.7◦C between 1985 and 2010.

Recent studies have found that there has been an increase
in seasonal mean temperatures in many areas of Ethiopia over
the last fifty years (Funk et al., 2008). For instance, over the
past four decades, the average annual temperature in Ethiopia
has increased by 0.37oC per decade, with maximum warming
during the second half of the 1990s (EEA, 2008). Studies made on
national climate trends since the 1960s showed that mean annual
temperatures in the country have increased between 0.5 and
1.3◦C (ACCRA, 2012). In contrast, the frequency of cold nights
that measure the extent of frost levels during the dry season has
decreased significantly in all seasons (McSweeney et al., 2010).
In connection to seasonal rainfall trends, Funk et al. (2012)
documented that Belg and Kiremt rainfall totals have decreased
by 15–20% between 1975 and 2010 in southern, southwestern,
and southeastern parts of Ethiopia.

Advances in remote-sensing data improved spatial accuracy
and availability of free to less-expensive satellite images coupled
with a geographical information system (GIS) that allow
quantitative analyses of the rate and pattern of urban LULC
change with reasonable cost and better accuracy (Epstein et al.,
2002). Information on urban land-use changes is required to
visualize growth patterns and improve land use planning and
management (Debolini et al., 2015), and allocate services and
infrastructure (Witten et al., 2003). Accurate information on
urban dynamics is important for predictive urban modeling
(He et al., 2008) and assessing ecological changes and their
environmental implications on a local scale (Grimm et al., 2008).

Rainfall amounts and distributions in Ethiopia are affected
by El Niño-Southern Oscillations (ENSO) and the Indian Ocean
Dipole (IOD) phenomena by displacing and weakening rain-
producing systems. For instance, Kiremt rain, which accounts
for 50–80% of annual rainfall in Ethiopia, has significant
contributions to agricultural production and major water
reserves, but has been declining in recent decades because of
the warming phase of ENSO, and hence is unable to meet the
country’s agricultural and water resource demands (Korecha
and Barnston, 2007; Kassa, 2015). According to Getinet and
Woldeamlak (2009), rainfall over southwest Ethiopia showed
both high spatial and temporal variability with area-averaged
daily rainfall intensity having significantly decreased by 0.44
mm/day per decade. Historically, the southwestern part of
Ethiopia is considered the wettest region and the place where
tropical rainforest remains clear, and receives moderate to heavy
rainfall amounts throughout the year (Korecha, 2013). However,
because of ongoing intensive deforestation and expansion of
farmland, annual and Kiremt rainfall totals in this part of
Ethiopia have shown significant declining trends (Seleshi and
Zanke, 2004).

Jimma City, which is the center of this study, is considered
one of the major urban centers in southwestern Ethiopia. It
is surrounded by steep and hilly topography and subjected to
frequent flooding during the main rainy seasons (Getachew
and Tamene, 2015). The rapid urban population growth and
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economic development led to unplanned urban expansion
both in Jimma and in other parts of the country, including
southwest Ethiopia’s urban areas. However, the extent and spatial
characteristics of Jimma’s long-term expansion and that of
surrounding towns and their LULC implications have not been
well-documented. Therefore, this paper examines long-term
spatio-temporal trends of land use land cover change in urban
areas of southwest Ethiopia from the climate change perspective
based on observed environmental, atmospheric, social, and
economic data. The outcome of this research finding is expected
to provide additional scientific evidence to help to understand
the influence of LULC change on the urban microclimate to
implement climate change adaptation and mitigation schemes
in an urban area to combat the challenges of inevitable climate
change at a local scale.

MATERIALS AND METHODS

Description of the Study Area
This study was conducted in southwest Ethiopia’s urban area,
within the spatial periphery lying between 7◦.22’N to 8◦.45’N and
36◦.23’E to 37◦.40’ E, representing a grid box of 10 × 10. This
area covers the extensive southwestern sector of the country, as
depicted in Figure 1. The altitude of southwest Ethiopia ranges
from the high plateaus of over 2,000m to flat and low-lying plains
of 600m. Climatically, this region is classified as a temperate-
type climate with a mean annual temperature of 14–20◦C and
a mean annual rainfall of 1,700–2,000mm. The study area is
characterized by two rainy seasons, with the primary rainy season
often extending from May through to the end of October and
the short rainy season from late February to the end of April.
The study is confined within the southwest of Ethiopia (Table 1;
Figure 1), where one of the country’s rainfall maxima is located
as documented by Getinet and Woldeamlak (2009).

The local urban-rural exchange in urban centers and their
surroundings has contributed to significant business activity.
The main economic activity in this study of urban centers
is commerce and manufacturing enterprises. Except for the
newly established Jimma Industrial Park in 2018, no large-
scale industrial activity was found in the cities, but small–scale
cottage industries were available in each town. The current Town
Administration of the study depicts towns structured from a city
level to the lowest administrative level (kebele) with decentralized
functions of a municipality at Kebele level. As per the Central
Statistical Authority (CSA, 2007), the total population of Jimma
City is 120,600, which was projected to be more than 200,000
by 2017, with diverse ethnic compositions in the city. Also, the
total population of Bonga is 20,858 in 2007, and is projected to
be 44,046 by 2022; the total population of Bedelle was 19,517 in
2007 and was projected to reach 31,500 by the year 2017, whereas,
Sokorru’s total population was 6,233 in 2007 and was projected to
reach 16,617 by 2017 (CSA, 2007, 2017).

Each of the four urban centers included in this study has
its own historical establishment, land use types, structural plan,
or master plan to guide development, even if none of them
were established in a planned way at the beginning. Among
these, Jimma is the oldest city, founded in the 1830s, and

the municipality was established in 1942 under decree number
1/1942, with its activity mainly focused on levy taxes (Yonas
and Zahorik, 2017). According to the 2008 city revised master
plan, the total area of Jimma City has reached 100.2 km2(10,200
hectares), expanding further with the ongoing master plan
under revision. In contrast, the current total areas of Bonga,
Bedelle, and Sokorru towns are 8,846, 2,878, and 300 hectares,
respectively, with the major portions of the land being used
for residential, infrastructure, and green areas based on the
current master plan under revision. Substantial portions of
urban regions are green with trees planted and conserved
along the roadside and in the compounds of residences and
institutions, such as schools, churches, mosques, health centers,
and universities. The altitude of Jimma City ranges from the
lowest 1,720 meters above sea level (m.a.s.l) of the airfield
(kitto) to the highest 2010m.a.s.l of Jiren, where Abba Jifar
Palace (Masara) is situated. Likewise, Bonga, Bedelle, and
Sokorru lie at an elevation of 1,779, 2,011, and 1,928m.a.s.l,
respectively (Jimma City Administration, 2019; NMA, 2019;
Table 1).

Data Sources
Land Use Land Cover Change
Next, we discuss producing the spatial map and assessing
the dynamics of urban area changes due to urbanization and
quantifying the magnitude and spatial patterns of Land Use
Land Cover Changes (LULCC) that environments in and around
the four urban centers have undergone between 1953 and 2018
using remote sensing and GIS techniques. Topographic maps
and aerial photographs for each study area were collected from
Ethiopia Geospatial Agency (EGA), depending on historically
available high-resolution Google Earth Pro images, and field
observation using handheld Garmin Global Positioning System
(GPS), which were used for supervised image classification of
the Landsat images. Aerial photos of 1957 for Jimma and
Sokorru, 1958 for Bedelle, and 1967 for Bonga were extracted
from Landsat Thematic Mappers (TMs) for 1987, and Landsat
8 Operational Land Imager (OLI) for 2018 were used to
produce the tri decadal LULCC maps. Identification of the
LULC types from the spectral response, the image acquisition
dates selected based on the availability of cloud-free images
of each town Landsat image (path 168, row 51), and the dry
season were downloaded freely from the United States Geological
Survey (USGS) (Table 2). All images were processed using
the ERDAS image processing software version 2015. A change
analysis was undertaken by applying a supervised classification
and maximum likelihood classifier algorithms change detection
procedures. Accuracy of the image classification was assessed
using an error matrix, overall accuracy, and kappa coefficient
(Table 2).

The overall land use land cover change of classes in terms
of built-up, vegetation, agriculture/cropland, and wetlands/open
space is because of rapid urban expansion and observed changes
presented using each town’s images. Rainfall and temperature
changes were analyzed in line with urbanization, affecting land
use land cover change in urban areas.
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TABLE 1 | Selected study town station and their geographical location of the study area.

S/No. Station Name Location Altitude in (meter) Average annual

Rainfall (mm)

Average annual

mean temp. in (◦C)

Year of

observation
Latitude in (North) Longitude (East)

1 Jimma 7.66 36.83 1,725 1,523 20.43 1953–2018

2 Bedelle 8.45 36.33 2,011 2,098 20–25 1971–2018

3 Bonga 7.22 36.23 1,779 1,402 19.5 1954–2018

4 Sokorru 7.92 37.40 1,928 1,359 21.5 1980–2018

Source: National Metrological Agency of Ethiopia (2019).

FIGURE 1 | Geographical location of the study area.

Climate Data
Long-term temperature and rainfall data (1953–2018), which
were collected from the National Meteorological Agency of
Ethiopia (NMA), were aggregated into monthly time series.
The study periods were chosen from the period of towns and
meteorological station establishments until 2018 in order to
increase the quality of data and availability. Quality checks
were conducted on available data in order to minimize the
errors that could propagate throughout the analysis period and
potentially cause bias in the final results. Reliability, accuracy,
and homogeneity of these data were checked at 95% significance
level using SPSS software. Missing temperature and rainfall data
over each meteorological station was filled using the normal ratio
method as expressed in Equation (1) below;

Px =
Nx

n

(

P1

N1
+

P2

N2
+ . . . +

Pn

Nn
) (1)

Where Px = Missing value of the climate variable under
consideration; Nx= Average value of the climate variable for the
station in question for recording period; N1. . . ..Nn = Average
value of the climate variable for the neighboring station; P1....Pn
= The neighboring station’s climate variable during the missing
period; and n = number of stations used in the computation.
Before conducting this analysis, the consistency of all climate
variables, which are rainfall and temperature, in this case, were
checked to see if correction was needed.

Methods of Data Analysis and Presentation
Land Use Land Cover Change Classification
Errors are inevitable in any digitally generated land cover
maps obtained from remote-sensing imagery. These errors
may occur from the source itself, because of errors incurred
during data acquisition, or from classification techniques
during image processing. As a result, it requires a robust
and thorough assessment test on the classification accuracy
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TABLE 2 | Land use land cover data based on satellite observation and their sources.

1. Name of Town Data acquisition year Path/Raw Date

downloaded or

collected

Software used

1957/58/67 Aerial

photograph

1987 Landsat

(TM)

2018 Landsat

(OLI)

Jimma 1957 22/11/1987 27/11/2018 169/055 23/10/2019 ERDAS 2015, Arc

GIS 10.5 and

IDRISI for aerial

photo analysis

Bedelle 1958 24/12/1987 24/09/2018 170/054 6/11/2019

Bonga 1967 15/11/1987 20/11/2018 170/055 1/11/2019

Sokorru 1957 15/11/1987 20/11/2018 169/055 23/10/2019 Arc GIS 10.5,

ERDAS 2015 for

Landsat data

analysis

2. Source EGA/ the former EMA/ USGS USGS EGA- Ethiopian Geo-Spatial Agency

USGS-United States Geological Survey

3.Resolution(m) 25m resampled to

30m

30m Original 30m Original

to guarantee the result’s reliability. One very effective
and commonly used method of expressing classification
accuracy is the preparation of a classification error matrix
or a confusion matrix (Congalton, 1991; Lillesand et al.,
2004). After preparing land use, land cover data was
made and accuracy of the data were further assessed by
collecting ground truth points using GPS coordinates and
Google Earth.

Image classification is not complete until the accuracy of
the land cover classes is assessed using an error matrix. Error
matrix or confusion matrix compares the relationship between
known reference data or ground truth and the corresponding
results generated from the automated classification process
(Lillesand et al., 2015). This matrix helps to validate the
accuracy of the classified image, which is usually expressed
as a percentage and interpreted using overall accuracy,
user’s accuracy, producer’s accuracy, and sometimes as kappa
statistics/coefficient. Kappa statistics measure the difference
between the actual agreement between reference data and an
automated classifier, and the chance of agreement between
the reference data and a random classifier (Lillesand et al.,
2015).

It is important to note that the producer’s accuracy calculated
as the total number of accurate pixels in a group category
is divided by the total number of pixels of that category
as derived from the reference data. This accuracy measure
shows the probability of a reference to the pixel being
correctly classified. If the total number of correct pixels in
a category is divided by the total number of pixels that
are classified in that category, it is said that the user’s
accuracy is reliable. Kappa coefficient measures the agreement
between the classifications on the map and the reference data
or GCP.

Land Use Land Cover Change Detection
The change in LULC for the periods under consideration was
analyzed using the post-classification change detection technique
in a GIS environment. Post-classification change detection is

selected as it reduces spectral resolution and sensor differences
between the multi-temporal images (Lu et al., 2004).

An important feature of change detection is to determine
what is changing to what, i.e., which land-use class is
changing to the other. This information also assists as a
vital tool in management decisions. This process involves a
pixel-to-pixel comparison of the study year images through
overlay analysis. The land use land cover change matrix
depicts the direction of change and the land use type that
remains as it is. To calculate the change of LULC in
percentage (%), the initial and final LULC area coverage is
compared by applying Garai and Narayana (2018) method, as
stated in Equation (2).

Change percentage

=

(

final LULC area − initial LULC area

Initial LULC area

)

× 100 (2)

The results deduced from this matrix are interpreted as positive
and negative percentage values that suggest an increase or
decrease in areal coverage.

Climate Data
Quantitative statistical methods were applied to compute
the monthly, seasonal, annual, and decadal temperature
and rainfall distributions, trends, and variability, taking
Jimma as the main hub for urban center, and LULCC and
climate change trends for Bedelle, Bonga, and Sokorru
towns. Figures, maps, and tables were used to make
presentations of the results. It assessed inter-annual and
decadal long-term climate variability and changes using
Instat, MS Excel, SPSS packages, and other relevant software.
GIS software is used for preparing the study area map
and analysis.

We computed the mean annual temperature and rainfall
based on 30 years+ data record for each station and later
aggregated these across the region. In this study, with the
rainfall and temperature data, we computed variability using the
Standardized Precipitation Anomaly (SPA) and the Coefficient
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of Variation (CV). Calculating standardized temperature and
rainfall anomalies that enable determining the extent of
climate variability and change tested for inter-annual and
inter-decadal variability and presented the results graphically
(Oliver, 1980; Agnew and Chappel, 1999). CV, which is used
to test the variability of rainfall, is computed as expressed
in Equation (3).

CV = s/x̄ ∗100 % (3)

Where CV is the coefficient of variation, s is the standard
deviation, and x̄ is the mean rainfall. According to Hare (2003),
CV is used to classify variability of rainfall events as less (CV
< 20), moderate (20 < CV < 30), and high (CV > 30). We
calculated a standardized anomaly of rainfall to examine the
nature of the trends that enable the effect of determining the dry
and wet years in the record and used this to assess the frequency
and severity of droughts (Agnew and Chappel, 1999; Conway
and Woldeamlak, 2007; Viste et al., 2012; Gebre et al., 2013).
We computed standardized Rainfall Anomaly using the Equation
(4) below:

Z =
(Xi− X̄)

S
(4)

Where Z is a standardized Rainfall Anomaly; xi is the annual
rainfall total of a particular year; x̄ is a long-term mean annual
rainfall; and s is the standard deviation of annual rainfall
throughout the observation. The inter-annual and decadal
temperature patterns, rainfall variability, mean temperature
fluctuations, and rainfall are presented graphically for the
individual station and for areal averaged value. Linear regression
is used to quantify trends, and the non-parametric Kendall-tau
test is used to test the statistical significance of trends, which are
frequently used to detect trends (Bihrat and Bayazit, 2003).

Since there is potential for outliers to be present in the dataset,
the non-parametric Mann-Kendall (MK) test uses a statistic
based on the + or – signs, rather than the random variable’s
values. Thus, the trends determined using MK are less affected by
the outliers (Birsan et al., 2005). Trend analysis was carried out
on a monthly, seasonal, and annual basis. Each data value was
compared with all subsequent data values, using a statistic, S, as
expressed using Equation (5). Mann- Kendall (MK) test, a non-
parametric, was widely used to detect trends of meteorological
variables, as many researchers have well-documented (Seleshi
and Zanke, 2004;Mekonnen andWoldeamlak, 2014; Tabari et al.,
2015; Gebremedhin et al., 2016). Data analysis was undertaken
using the XLSTAT software or excel spreadsheet. The result of the
MK test reveals increasing or decreasing trends in the time series
data, whereas a value of calculated Z in time series u (t) more than
1.96 shows a positive trend, and a value of u (t) lower than−1.96
reveals a negative trend at the significance level of 95% (Mann,
1945; Kendall, 1975) as expressed in Equation (5).

S =

n−1
∑

i=1

×

n
∑

ji+1

Sgn (Xj− Xi) (5)

It is documented that when the number of observations is over
10 (n≥ 10), the statistic, S, is approximately normally distributed
with the mean, and the result value of statistic in the MK test
of E(S) becomes 0 (Kendall, 1975). Here, the variance statistic is
given as Var (S) and computed using Equation (6).

Var(S) =
n(n− 1)(2n+ 5)−

∑m
i=1= 1tj

(

tj− 1
)

(2tj+ 5)

18
(6)

Where n is the observations number and tj are the ties of
the sample time series. The test statistics Zc is expressed
using Equation (6).

Zc =















S−1
σ

, if S > 0
0, if S = 0

S+1
σ

, if S < 0
(7)

Theil (1950) and Sen (1968) slope estimator methods predicted
themagnitude of the trend. A positive value of β shows an upward
trend, which is increasing values with time, while a negative value
of β shows a downward trend. Here, the slope (Ti) is of all data
pairs computed using the method developed by Sen (1968). It
estimated the slope Ti between any two values of a time series
x from Equation (8).

Ti =
Xj− Xi

j− i
(8)

Where Xj and Xi are considered as data values at time j and i (j>i),
correspondingly. The median of these N values of Ti represented
as Sen’s estimator of the slope, which computed as Qmed=T
(N+1) /2 if N appears odd, and it is considered as Qmed =

[TN/2+TN+2)/2)/2] if N appears even. A positive value of Qi
shows an upward or increasing trend, and a negative value of Qi
gives a downward or decreasing trend in the time series.

RESULTS AND DISCUSSIONS

Analysis of Land Use Land Cover Change
Aerial Photo and Satellite Image Analysis
The aerial photos of 1957, 1958, and 1967 for Jimma and
Sokorru, Bedelle, and Bonga with a spatial resolution of 25m
× 25m were used to prepare land use of the land cover of
these towns, respectively. The 1987 land-sat TM and 2018
Landsat OLI image of the dry season were used to prepare
land use land cover maps of the study area using ERDAS
2015 image processing software (Table 2). Pre-processing of
the satellite image, band composite, and masking the image
for the study area was performed, and then images were
visually interpreted, pre-processed, and ready for classification
(Table 2).

Classification of the satellite images is the process that enables
us to classify pixels in the image to the same information,
class identification of training points, or signature editor used.
Depending on the training point’s signature editor value, all
the pixel values were classified to the correct class with
the parametric rule of a maximum likelihood classification
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algorithm. The area was classified into four major categories
of land use types practiced based on field survey data, which
were collected using GPS as well as structural plan data
from the land management office of each town, and was
referred and cross-checked using the image from Google Earth.
Four thematic LULC classes, built-up, vegetation, agriculture
or cropland, and wetlands were generated for the years
1957, 1987, and 2018 using supervised image classification
(Figure 2). Land uses are classified with a top-level of accuracy.
Land use land cover of the study area for Jimma City,
Bedelle, Bonga, and Sokorru Towns were mapped through
visual interpretation of aerial photographs at a scale of
1:50,000 for 1957, 1958, 1967, and 1957, respectively (Table 3;
Figure 2).

Land Use Land Cover Change in the Urban
Areas
The land use land cover change in urban areas of southwest
Ethiopia were analyzed by using classification change detection
techniques in GIS environment, and then summarized in tables
and illustrated in spatial maps. Land use and type change are
considered as any change that occurred from the starting year
onwards. LULC change detection findings revealed that all urban
centers experienced a change in LULC over the past 60 years, even
though there seems to be persistence of land cover classes due to
their land size throughout the study period, as summarized in
Table 3.

The analysis of land use land cover change showed, in Jimma
City for instance, both cropland and vegetation have a decreasing
pattern from 1957 to present by 470 and 1427 hectares, whereas
the built-up areas have increased by 2,360 hectares (Table 4;
Figure 2). The results, therefore, revealed that built-up areas
increased from the year 1957 (220 ha) to 1987 (372 ha) and 2018
(2,580 ha). Contrary to the highly urbanized trend, vegetation
coverage showed a slight increment from 1957 (4,307 ha) to 1987
(4,644 ha) but significantly decreased in 2018 to 2880 ha. Also,
the wetland was highly decreased throughout 1957–2018 by 463
ha. Since 1957, vegetation coverage in Jimma City has declined by
1,427 hectares (Table 2; Figure 2). In contrast, the built-up area
of Jimma City has expanded from the central part to eastern and
southern directions, with the rate of expansion ranging from 2%
in 1957 to 23% in 2018 (Table 3; Figure 2).

Our findings of a significant increase in built-up areas and
a decrease in cropland, wetland, and vegetation in all urban
centers under this study are consistent with the previous study
as documented by Abebe et al. (2019), which showed that
increases in built-up areas resulted because of illegal settlement
and transformation of land over the past two decades. The LULC
change detection results were also similar to the previous study
conducted on green areas of Addis Ababa City by Tesfaye (2017),
where vegetation coverage declined, with a significant increase in
land surface temperature in the city. The findings we generated
for other towns also complied with the results of Herold et al.
(2003) and Patra et al. (2018), which identified that the massive
changes in LULC patterns had imposed a negative effect on urban
environmental conditions.

LULCC Classification Accuracy Assessment and Test
After preparing land use land cover, accuracy assessments
were done for LULCC based on ground truth points, which
were collected based on GPS coordinates and Google Earth.
Error matrix or confusion matrix then were constructed and
comparisons were made between known reference data or
ground truth and the corresponding results that were generated
from the automated classification process as documented by
Lillesand et al. (2015). This matrix helps us to validate the
classified image’s accuracy, which is usually expressed as a
percentage and interpreted using Kappa statistics. Based on the
Congalton (1991) assessment technique, our findings showed
strong agreement between the ground truth and the classified
images. The overall accuracy and Kappa statistics (κ) values met
the minimum accuracy requirements for LULC change detection
studies (Anderson et al., 1976). After applying the above
techniques, we summarized the LULC classification accuracy for
the Jimma City in the table (Supplementary Table 1A).

The overall accuracy of image classification for Jimma City
was 88.71%, and its Kappa index agreement was 0.8472. This
implies that the LULC classification process avoided 88% of
errors that a random classification generates. The accuracy of
individual class (Built-up, Vegetation, Cropland, and Wetland)
varies from 76.92 to 94.74% for producer’s accuracy and
from 84.62 to 90.91% for user’s accuracy. Thus, all land use
land cover classification was found to be accurate with the
computed value of over 75%, which elevated to a better
standard. Similarly, the overall accuracy and Kappa Statistic
for Bedelle, Bonga, and Sokorru towns were found to be
86.67% and 0.8297, 92% and 0.8923, and 88.33% and 0.8422,
respectively (Supplementary Tables 1A–D). The producer’s and
user’s accuracy range from 81.25 to 90% and 85.71 to 88.89%
for Bedelle, 88.89 to 95.24%, and 90.91 to 94.12 for Bonga,
and 80 to 93.75% and 81.82 to 88.24% for Sokorru, respectively
(Supplementary Tables 1A–D).

Land Use Land Cover Change Detection
Matrix
This study applied the land change detection assessment
technique to individual image classification outputs to identify
respective change trajectories of four urban centers under study.
The gain, loss, persistence, absolute value of net land change,
and total change calculated for all four were classified into image
classes (Pontius et al., 2004; Braimoh, 2006). Gain is the amount
of land use class i that was added between time t1 and time t2,
whereas loss is the amount of land use class j that was lost from
time t1 to time t2. Persistence is the land-use class that does not
change from time t1 to time t2. Swap is the simultaneous loss and
gain of land use class in a landscape, which implied that an area
of land use is lost at one location while the same size is gained at a
different location. The land use category’s total change is the sum
of the net change and the swap or the total sum of the gains and
losses. Also, the net change is the difference between the gain and
losses during the study period.

The major change detection matrix computed between 1957
and 1987 in Jimma City showed that cropland and wetland
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FIGURE 2 | Maps showing land use land cover (LULC) of (A) Jimma, (B) Sokorru, (C) Bedelle, and (D) Bonga urban center as observed in1950s.
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TABLE 3 | LULC type and change (ha, %) over (A) Jimma, (B) Sokorru, (C) Bedelle, and (D) Bonga urban centers from 1957 to 2018.

(A) LULC Type Share of LULC type of total area of the town LULC type change in hectare (ha)

Jimma 1957 1987 2018 1957–1987 1987–2018 1957–2018

ha % ha % ha %

Cropland 3,036 29 2,774 27 2,566 24 −262 −208 −470

Vegetation 4,307 41 4,644 44 2,880 28 337 −1,764 −1,427

Wetland 2,901 28 2,674 26 2,438 23 −227 −236 −463

Built-up 220 2 372 3 2,580 25 152 2,208 2,360

(B) LULC Type Share of LULC type of total area of the town LULC type change in hectare (ha)

Sokorru 1957 1987 2018 1957–1987 1987–2018 1957–2018

ha % ha % ha %

Cropland 129 41 119 37 82 26 −10 −37 −47

Vegetation 98 31 83 26 66 21 −15 −17 −32

Wetland 71 22 67 21 54 17 −4 −13 −17

Built-up 20 6 49 16 116 36 29 67 96

(C) LULC Type Share of LULC type of total area of the town LULC type change in hectare (ha)

Bedelle 1958 1987 2018 1958–1987 1987–2018 1958–2018

ha % ha % ha %

Cropland 265 31 238 28 189 22 −27 −49 −67

Vegetation 436 51 352 41 251 30 −84 −101 −185

Wetland 108 13 106 13 87 10 −2 −19 −21

Built-up 43 5 156 18 325 38 113 169 282

(D) LULC Type Share of LULC type of total area of the town LULC type change in hectare (ha)

Bonga 1967 1987 2018 1967–1987 1987–2018 1967–2018

ha % ha % ha %

Cropland 463 34 443 32 395 29 −20 −48 −68

Vegetation 664 49 589 43 548 40 −75 −41 −116

Wetland 187 14 145 11 128 9 −42 −17 −59

Built-up 54 4 191 14 297 22 137 106 243

shrunk from 3,033 ha in 1957 to 2,772 ha in 1987 and from 2,899
ha in 1957 to 2,672 ha in 1987, respectively (Table 4). In contrast,
the built-up area has expanded from 220 ha in 1957 to 372 ha
in 1987 (Table 4; Figure 3). Parts of the city that were previously
covered by vegetation increased from 4,044 ha in 1957 to 4,641
ha in 1987. However, in the following decades, between 1987 and
2018, cropland and vegetation have decreased from 2,754 ha and
4,620 ha in 1987 to 2,249 ha and 2,197 ha in 2018, respectively.
Similarly, wetland and built-up land area changed from 2,665 ha
and 371 ha in 1987 to 3,129 and 2,835 ha in 2018, respectively,
which showed that there is a high transition of land use land
cover change in built-up areas because of urbanization and the
persistent land use of each class, as shown in bold inside Table 4,
during the study period.

LULC change detection matrix that was computed between
the initial (1957) and final (2018) states was calculated to observe

the shifts of land cover classes in Jimma City over the past 60
years (Table 4; Figure 3). Similarly, of the 2,917 ha of land that
was dedicated to crop farming, 566 ha remained as the same
class in 2018, with 794, 768, and 21 ha converted to vegetation,
wetland, and built-up areas during this period. From vegetation
class, 1,140 ha of the area remained as the same class in 2018
with 665, 385, and 6 ha converted to cropland, wetland, and built-
up areas, respectively, in 2018. Likewise, from the wetland/open
land in Jimma City, 856 ha remained in this class in 2018 while
870, 1,380, and 22 ha converted into cropland, vegetation, and
built-up class, respectively, in 2018 (Table 4).

The major observed land use and type change during the
period between 1957 and 1987 in Sokorru Town increased in
cropland, wetland, and built-up areas from 108, 69, 19 ha in 1957
to 118, 107, and 48 ha in 1987, respectively, then later decreased
in the areas of vegetation coverage from 120 ha in 1957 to 43 ha in
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TABLE 4 | Jimma City LULC change matrix as computed between the 1950s, 1980s, and 2010s.

(A) LULCC in 1987

From the year 1957 LULC Cropland Vegetation Wetland/ Open land Built-up Row Total Total change Net change

Cropland 1,857 933 242 1 3,033 654 1,176

Vegetation 852 2,216 1,192 45 4,305 4,044 3372

Wetland/ Open land 63 1,491 1,232 113 2,899 2,203 2,657

Built-up 0 1 6 213 220 523 1

Column total 2,772 4,641 2,672 372 10,457 4,391 10,457

Gains 915 3,708 2,430 371 7,424

Loss −261 336 −227 152 −3033

(B) LULCC in 2018

From the year 1987 LULC Cropland Vegetation Wetland/ Open land Built-up Row Total Total change Net change

Cropland 557 629 935 633 2,754 1,187 2,197

Vegetation 931 1,251 1,245 1193 4,620 −855 3,991

Wetland/ Open land 698 296 889 782 2,665 2,658 1,730

Built-up 63 21 60 227 371 4,666 633

Column total 2,249 2,197 3,129 2,835 10,410 4,902 10,410

Gains 1,692 1,568 2,194 2,202 7,656

Loss −505 −2,423 464 2,464 −2754

(C) LULCC in 2018

From the year 1957 LULC Cropland Vegetation Wetland/ Open land Built-up Row Total Total change Net change

Cropland 566 665 870 816 2,917 815 2,351

Vegetation 794 1,140 1,380 969 4,283 −556 3,618

Wetland/ Open land 768 385 856 879 2,888 2,498 2,018

Built-up 21 6 22 171 220 4,634 816

Column total 2,149 2,196 3,128 2,835 10,308 4,474 10,308

Gains 1583 1,531 2,258 2,019 7,391

Loss −768 −2,087 240 2,615 −2,917

The bold values indicate persistence of the same land use land cover during the study period.

1987 (Figure 4). Between the year 1987 and 2018, cropland and
wetland decreased from 103 to 88 ha in 1987 to 55 and 52 ha
in 2018, respectively. In contrast, vegetation and built-up areas
have increased from 36 to 43 ha in 1987 to 56 and 107 ha in 2018,
respectively. This change happened because of the high transition
of land use land cover change to built-up areas because of the
fast expansion in urbanization. The change detection matrix,
computed as the difference between 1957 and 2018 states, was
calculated to detect any shift of land cover classes in Sokorru town
over the past 60 years (Figure 4).

For instance, from an initial 55 ha of cropland, 15 ha remained
as the same class in 2018, while 25, 10, and 5 ha of croplands
converted into vegetation, wetland, and built-up areas during this
period. The vegetation class change showed that 18 ha of the
area persisted, while 23, 13, and 3 ha converted into cropland,
wetland, and built-up areas in 2018. For the wetland/open land,
16 ha remained as the same type, whereas 16 ha converted to
the cropland class, with the rest converted to vegetation and
built-up areas. The cropland, vegetation, and wetland areas have
significantly shrunk, but the built-up areas have expanded and
override other parts of the town previously dedicated to other
land types throughout the study period until 2018 (Figure 4).

The major change detection in the period between 1958
and 1987 in Bedelle town displayed an overall area decrease of

vegetation from 236 ha in 1958 to 176 ha in 1987 and an increase
in cropland, wetland areas, and built-up areas from 213, 107, 42
ha in 1958 to 217, 153, 52 ha in 1987, respectively. Between 1987
and 2018, cropland and vegetation decreased from 211, 430 ha
in 1987 to 151, 153 ha in 2018, respectively, whereas wetland
and built-up areas increased from 107 to 43 ha in 1987, 163 and
324 ha in 2018, respectively (Figure 4). These findings revealed a
high transition of plain land cover change into built-up areas due
to urbanization.

Change detection matrix computed between the initial
(1958) and final (2018) states were calculated to observe the
shifts of land cover classes in Bedelle town over 60 years
(Figure 4A; Supplementary Table 1B). Of 152 ha of cropland,
55 ha remained the same class in 2018, 37 ha converted to
vegetation, 48 ha to wetland, and 12 ha to built-up areas during
this period. The change for vegetation, which was 61 ha of the
area, was persistent/remained as the same class in 2018, while 47
ha converted to cropland, 36 ha to wetland, and 36 ha to built-
up areas in 2018. For the wetland/open land, 59 ha remained in
this class in 2018, 46 ha converted to the cropland class, 32 ha
to vegetation class, and 26 ha by the built-up areas. From 324
ha of built-up area, 109 ha remained in this class in 2018, 67 ha
converted to the cropland, 44 ha converted to vegetation, and 104
ha converted to wetland/open land through the study period till
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FIGURE 3 | LULC change detection maps of (A) Jimma and (B) Sokorru from 1957 to 1987, 1987 to 2018, and1957 to 2018.
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FIGURE 4 | LULC change detection maps of (A) Bedelle, and (B) Bonga Town from 1958/1967 to 1987, 1987 to 2018, and1958/1967 to 2018.
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2018, which showed a high conversion of land use to built-up
areas (Figure 4A; Supplementary Table 1B).

The major change detection matrixes observed in the period
between 1967 and 1987 in Bonga town showed an overall area
decrease of vegetation from 587 ha in 1967 to 281 ha in 1987
and an increase in the areas of crop land, vegetation, and built-
up areas from 363, 33, and 54 ha in 1967 to 413, 413, and 228
ha in 1987, respectively (Figure 4). During the period between
1987 and 2018, cropland and wetland/open land decreased from
433, 425 ha in 1987 to 400, 397 ha in 2018, respectively, whereas,
vegetation and built-up areas increased from 281 and 228 ha in
1987 and 303 and 267 ha in 2018, respectively, which showed a
transition of land use land cover change from one class to another
(Figure 4).

The change detection matrix computed between the initial
(1967) and final (2018) states were calculated to observe the shifts
of land cover classes in Bonga town over the period (Figure 4).
From 380 ha of cropland, 300 ha remained as the same class in
2018, 71 ha converted to vegetation, and the other two to wetland
and built-up areas. Vegetation class was the majority with 303
ha of the area remaining as the same class in 2018, with no
conversion to other classes observed during the period. For the
wetland/open land not in this class in 2018, 29 ha converted to
cropland, 68 ha to vegetation, and there was no conversion to
built-up areas. From 267 ha of built-up area, 54 ha remained
as in this class in 2018, 33 ha was converted to cropland, 2 ha
converted to vegetation, and 178 ha converted to wetland/open
land through the study period from 1967 to 2018 in Bonga town
(Figure 4).

Temperature and Rainfall Trends and
Variability in Southwest Ethiopia Urban
Centers
The computed annual and seasonal mean, CV, Standardized
Rainfall Anomaly, and MK test on time series data of
climatic parameters, particularly on temperature (maximum and
minimum) and rainfall, were analyzed for the urban centers of
southwest Ethiopia. The missing data and outlier values were
checked for completeness before analysis, and homogeneity was
checked using Pitittis curve. Overall, the results have tended
toward normally distributed patterns. In the MK test, parameters
like Kendall’s tau, S-statistic, and the Z-statistic were analyzed to
identify the trend in the time series of climatic parameters. The
results are discussed separately for each climate parameter in the
subsequent subsections.

Seasonal and Annual Rainfall Trends and Variability
The results generated from the annual rainfall analysis showed
a positive trend over time during the years of 1953–2018
in Jimma, Bonga, and Bedelle by 10, 3, and 2 mm/year,
respectively, with the highest observed rainfall in Jimma (Table 5;
Supplementary Figures 1, 2). This shows an upward trend
in annual rainfall in three urban centers, with a declining
trend by −30 mm/decade for Sokorru Town, with Kendall
tau-b statistically significant at 95% confidence level (Table 5;
Supplementary Figures 1, 2). The average areal analysis made
over southwestern urban centers revealed that the annual

rainfall amount has increased by 25 mm/decade with strong
spatiotemporal variations among the urban regions. The average
annual rainfall total in the study area was divided into two
climatic normals. This enabled us to compare any systematic
change in annual rainfall totals between 1953–1986 and 1987–
2018 climatic normal periods. We found that southwest urban
centers received 1,660 and 1,720mm of annual rainfall totals
during the first and second climatic normals, respectively, with
a positive change of rainfall totals by +60mm. From seasonal
time scale analysis, Jimma City, for instance, experienced an
increasing rainfall trend during spring, summer, autumn, and
winter, with the rate of increment by 40, 34, 29, and 2mm/decade,
respectively (Table 5; Supplementary Figures 1, 2).

The study’s findings from the Mann-Kendall test revealed
that, during the study period of 66 years in all study towns,
winter season rainfall signaled a decreasing trend. However,
the summer rainfall contribution for annual rainfall totals is 2-
fold compared to spring, and an increase/decrease of rainfall
totals during one of these seasons significantly impacts southwest
Ethiopia urban centers. The results we summarized in Table 4

are highly comparable with other studies (Korecha and Barnston,
2007; Kassa, 2015), where 50–80% of annual rains fall during
Kiremt (summer). Therefore, most severe droughts were related
to the failure of Kiremt rain to meet agricultural productivity
in Ethiopia. When seasonal rainfall variability was analyzed, the
winter, spring, and autumn rainfall were more highly variable
than Kiremt rainfall, which implies more inter-seasonal than
annual rainfall variability in study towns. Our current results are
comparable with the findings of Viste et al. (2013) and Arragaw
andWoldeamlak (2017), where more variability in other seasonal
rainfall than the Kiremt rainfall in most parts of Ethiopia was
disclosed. Philippon et al. (2002) also found a similar finding
of a strong interannual variability over the last four decades in
equatorial East Africa.

During the study period (1953-2018), the slopes of linear
regressions were 10.06, 2.3, and 1.6 mm/year for annual rainfall
despite being statistically insignificant over Jimma, Bedelle, and
Bonga, respectively (Table 5; Supplementary Figures 1, 2).These
findings were similar to earlier studies (Getenet and Bewket,
2009; Mohammed, 2018). These scholars argued that the rainfall
trend in Jimma and Bedelle was increasing but then substantially
declined over Sokorru.

A Standardized Rainfall Anomaly (SRA) method was also
applied to assess how inter-annual rainfall fluctuated in the study
region. Although the seasons did not exhibit any persistence in
the pattern of wet and dry conditions, the dry years and seasons
were more frequent than the wet years and seasons during
the 66 year study period (Figure 5; Supplementary Figure 2),
with Figure 6 showing a distinct seasonal rainfall trend in
Jimma City. This finding correlated with earlier studies (Getenet
and Bewket, 2009; Mohammed, 2018), who argued that since
there are no consistent patterns or trends in daily rainfall
characteristics or seasonal rainfall, it is difficult to conclude
whether the climate of the study area is becoming progressively
drier or wetter. However, the observed occurrence of dryness
in southwest Ethiopia is becoming apparent, which calls for
proactive attention of concerned bodies ahead. Our findings were
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TABLE 5 | Mann-Kendall trend test on observed seasonal and annual rainfall time series of the four urban centers from 1953 to 2018 using (two-tailed test at 0.05

significance level) and Sen’s Slope Estimator (mm/year).

Study Town/station Attribute/season Mean SD CV (%) % Contribution P-value Sen’s slope

Jimma Winter 115.7 66.8 57.8 7 −0.20 −0.108

Spring 488.6 179.8 36.8 28 2.43 3.996

Summer 732.2 171.0 23.4 42 2.11 3.378

Autumn 398.2 140.6 35.5 23 2.55 3.250

Annual 1734.7 432.5 24.9 2.09 9.430

Bonga Winter 167.8 80.0 47.7 9.5 −2.42 −1.265

Spring 537.3 121.5 22.6 30.4 0.89 1.118

Summer 628.7 150.8 24 35.6 2.14 1.990

Autumn 432.3 129.5 30 24.5 0.72 0.614

Annual 1766.0 284.4 16.1 0.46 1.692

Bedelle Winter 58.56 37.70 64.4 3 −0.51 −2.41

Spring 413.00 125.54 30.4 21.4 1.29 1.184

Summer 932.85 135.21 14.5 48.3 0.00 0.000

Autumn 527.64 210.03 39.08 27.3 −0.16 −0.567

Annual 1932.05 373.79 19.3 −0.04 −0.083

Sokorru Winter 81.8 60.5 74 5.9 −1.87 −1.55

Spring 345.8 107.4 31.1 25 −0.05 −0.046

Summer 672.8 108 16 48.7 −1.28 2.76

Autumn 281.2 97.5 34.7 27.3 1.61 2.617

Annual 1381.6 176.7 12.8 −1.58 −4.885

also consistent with the Funk et al. (2012), which documented
that Belg and Kiremt rainfall have decreased by 15–20%
between 1975 and 2010 over southwestern and southeastern parts
of Ethiopia.

Monthly, Seasonal, and Annual Temperature Trend

Analysis
An increase in temperature is one manifestation of global climate
change. To examine the local climate patterns in urban centers
of southwest Ethiopia, analysis of monthly, seasonal, and annual
temperature was undertaken to detect strong variability and
temporal trends in the study area for the periods of 1967–2018.
In this study, two climatic normals for maximum, minimum,
and mean temperatures from the first period of 1967–1988 were
found to be 26. 0, 11.6, and 18.8◦C, respectively and for the
second period of 1989–2018, 27.0, 12.5, and 19.8◦C, respectively.
This study further implies that the difference between two
consecutive climatic normals resulted in positive changes with
the values 1.0, 0.9, and 1.0◦C for maximum, minimum, and
mean temperatures, respectively. When two climatic normal
were compared, the temperature increased in the latter case over
the study area, which revealed the global warming footprint in
the southwest urban centers of Ethiopia (Figures 7A–C, 8A,B).

Table 5 below summarizes monthly, seasonal, and annual
temperature (minimum and maximum) patterns for each
urban center and temporal trends during the period under
examination, as well as trends for each town depicted
in Supplementary Figures 3, 4. The mean minimum and
maximum temperature in the study area ranges from 17. 6 to
20.5◦C with an annual mean temperature of 19.2◦C. Using a

linear regression model, the rate of temperature changes over the
study region is 0.41, 0.32, and 0.32◦C per decade for maximum,
minimum, and mean temperature, respectively, between 1967
and 2018 (Table 6; Figures 7A–C). The long-term anomalies
(Table 7; Figures 7, 8) of mean annual temperature showed there
had been recurrent interannual and seasonal variability (the trend
after 1988 has been higher than the long-term average) which is
evidence of a warming trend since the last three decades of the
twentieth century.

This finding is lower than the global warming rate, which
is estimated at 0.6◦C, as documented in IPCC (2014) for the
past century. Slight differences arose between our findings and
a global rate because our study covers only a grid point with only
four meteorological observation sites. Besides, we thought that
in addition to the presence of vast natural tropical rain forests
and 10 months of the rainy period, the region is located far from
the country’s industrial zones, which might contribute to the low
GHGs emissions potential. The results we generated in this study
are substantially comparable with previous studies on the average
annual temperature of Ethiopia, where the rate of change was
documented as +0.37◦C per decade (EEA, 2008). Furthermore,
as documented by EEA (2008), Ethiopia has been warming for
the past four decades, with most warming occurring through the
second half of the 1990s. This implies that the warming trend in
southwest urban centers of Ethiopia is slower than the rest of
the country because of the remnants of natural forests and the
presence of better moisture status in the region.

As shown in Table 7, MK trend test results revealed that
maximum and minimum average temperatures have increased
since the 1950s, and the trend is statistically significant at the 95%
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FIGURE 5 | Areal-averaged (A) annual rainfall trend, and (B) standardized rainfall anomaly computed for Southwest urban centers of Ethiopia dining the period

1953–2018.

level. The monthly maximum temperature has also increased,
and for many months the trend is statistically significant at a 95%
significance level.

Mann Kendall tests, both seasonal and annual for minimum
and maximum temperature, showed to be statistically significant
with the increasing trend at α = 0.05 level spatial variations
over towns (Table 7). In Jimma City, the maximum temperature
increased in all seasons and annually except during the winter,
whereas the minimum temperature had a significant increase
during winter and summer seasons. For Bedelle town, both
minimum and maximum temperatures have an increasing
trend during autumn. In Sokorru town, maximum temperature
has an increasing trend, but it is not statistically significant

for most seasons or annually except during summer when
both minimum and maximum temperatures have significantly
increased (Table 7; Supplementary Figure 4). Regarding inter-
seasonal and annual variability of temperature during the study
period, the minimum temperature has higher seasonal variability
with the lowest Coefficient of variation (4.3%) in summer over
Jimma City and the highest CV (19.7%) during autumn over
Bonga, while themaximum temperature showed lower variability
(Table 7).

The overall increase in annual temperature observed in the
study area was attributed to an increase in the minimum
temperature (the minimum temperature increment is more
pronounced than the maximum). The empirical result is in
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FIGURE 6 | Time series of Standardized annual and seasonal Rainfall Anomaly (SRA) as computed for Jimma urban center during 1953 to 2018.
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FIGURE 7 | Time series graph showing areal-averaged (A) Maximum, (B) Minimum, and (C) Mean temperature as computed for the southwest urban centers of

Ethiopia during the period 1967–2018.
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FIGURE 8 | Time series graph showing (A) Annual, (B) Seasonal maximum temperature trend over Jimma urban center during the period 1967–2018.

agreement with the findings of similar studies conducted in
various parts of Ethiopia (Conway et al., 2004; Tabari and Talaee,
2011; Roy and Das, 2013; Daniel et al., 2014; Asfaw et al., 2018),
where the increasing trends in the minimum temperature series
were higher than those in the maximum temperature. The result
generated from our study, which is based in southwest Ethiopia,
is consistent with similar research made for Addis Ababa (Feyisa
et al., 2016). Therefore, it is apparent that temperatures in
urban centers are warmer than the outskirts and its bio-physical
conditions are up to 3.7◦C, which needs further research in
the study area. This study’s findings are also complementary
to the findings documented in the Cities Alliance (2017). One

of the driving forces behind this narrative is that in Ethiopia,
cities developed and expanded because of unplanned urban
growth, unmanaged old and new vehicles for transportation, and
energy needs in cities, which resulted in a temperature rise in
recent decades, decline in rainfall totals, and increased incidences
of extreme events. It was also found that very low rainfall
anomaly values, which correspond to severe drought periods,
had links to ENSO events and other global changes. Therefore,
it is imperative to adjust the urban development under extreme
variation in climate systems because of the changing climate.
The data will also help in designing effective urban planning and
implementation of climate change adaptation strategies ahead of
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TABLE 6 | Results from linear regression analysis of rainfall (1953–2018) and temperature (1967–2018), and their temporal changes in urban centers of Southwest

Ethiopia.

S/N Attribute Jimma Bedelle Bonga Sokorru Areal-averaged change

I Rainfall

1 Change of RF (mm/year) 10.06 1.618 2.342 −2.95 2.559

2 Change of RF (mm/decade) 100.6 16.18 23.42 −29.5 25.59

3 R2 0.222 0.00 0.024 0.027 0.036

II Minimum Temperature

Change of temp (◦C/year) 0.028 0.057 −0.002 0.021 0.032

Change of temp (◦C/decade) 0.28 0.57 −0.02 0.21 0.32

R2 0. 393* 0. 533* 0.000 0.178 0. 366*

III Maximum temperature

Change of temp (◦C/year) 0.037 0.013 0.076 0.012 0.041

Change of temp (◦C/decade) 0.37 0.13 0.76 0.12 0.41

R2 0. 666* 0.062 0. 656* 0.000 0. 752*

IV Mean temperature 0. 32◦C/decade) R2
=0. 705*

*indicates that R2 is statistically significant at 0.05 significant level.

TABLE 7 | Mann-Kendall trend test on seasonal and annual temperature in urban centers of Southwest Ethiopia.

Town Attribute/ Mean (◦C) SD (◦C) CV (%) P-value Sen’s slope

/station Season Tmax Tmin Tmax Tmin T max T min T max T min Tmax Tmin

Jimma Winter 28.7 8.2 0.94 1.5 3.3 18.7 1.83 2.35 0.017 0.014

Spring 28.7 12.3 0.9 1.1 3.1 8.6 2.17 2.2 0.023 0.016

Summer 25.0 13.4 0.82 0.6 3.3 4.3 2.02 2.17 0.290 0.013

Autumn 26.8 11.2 0.73 1.1 2.7 10.2 2.16 1.83 0.017 0.010

Annual 27.3 11.3 0.7 0.8 2.6 7.3 2.06 1.9 0.025 0.014

Bonga Winter 28.6 10.7 2.0 1.7 7.1 15.9 0.73 0.02 0.000 0.000

Spring 27.8 12.5 1.7 1.7 6.2 12.5 0.97 0.79 0.000 0.006

Summer 25.7 12.6 1.5 1.8 6.0 14.3 0.95 0.98 0.000 0.007

Autumn 26.8 11.8 1.7 2.31 6.2 19.7 1.63 1.43 0.000 0.010

Annual 27.7 11.9 2.84 1.7 16 13.9 0.83 1.17 0.000 0.008

Bedelle Winter 27.8 13.3 1.4 0.6 5.3 4.8 1.75 0.74 0.018 0.067

Spring 27.5 14.3 1.2 0.8 4.3 5.7 0.93 1.75 0.003 0.059

Summer 23.1 12.3 0.9 0.8 3.8 6.5 0.13 0.56 0.000 0.000

Autumn 24.5 12.6 0.8 0.8 0.9 5 3.28 2.35 0.160 0.027

Annual 25.6 13.3 0.8 0.6 3.0 4.5 1.60 0.34 0.013 0.040

Sokorru Winter 27.8 13.3 0.8 0.6 2.8 4.8 0.65 1.98 0.023 0.030

Spring 27.7 14.3 1.1 0.8 3.8 5.7 1.74 1.42 0.029 0.009

Summer 23.8 13.2 0.8 0.7 2.9 6.2 2.37 1.99 0.031 0.011

Autumn 25.6 12.6 0.7 0.8 2.9 6.2 0.48 2.32 0.000 0.035

Annual 26.2 13.3 0.6 0.6 2.2 4.5 1.09 1.53 0.013 0.025

time and mitigation actions to scale up the adaptive capacity and
resilience of southwest Ethiopia’s urban centers.

Impacts of Urbanization on LULCC and
Local Climate
The rapid increase in built-up areas was the central cause
behind various social, economic, and environmental changes
throughout the study period. In this study, the results from
LULC classification and climate variables, noticeably temperature

and rainfall data analyses, showed that urban expansion induced
significant impacts on land use land cover changes. Built-
up areas expanded at the expense of shrinking of vegetation,
cropland, and wetland areas (Table 3). This study has indicated
the rapid expansion of anthropogenic influence on the LULC,
where urban areas increased highly in the last three decades.
Minimum temperature has also increased at a rate higher than
that of mean and maximum temperature during the entire study
period. Thus, this study revealed that during the early 2000s, the
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rate of change of areal averaged temperature over entire urban
centers was greater than the 1990s, with the mean, minimum,
and maximum increased by 0.7, 1.3, and 0.3oC, respectively. In
East India, Partha et al. (2019) documented that an increase in
areal-averaged temperatures was associated with LULC changes
of urbanization, and with spatio-temporal variation, up to
half of the warming due to LULC change in urban centers.
Similarly, over four urban centers in Southwest Ethiopia, LULCC
could possibly be attributed to the areal-averaged observed
minimum, maximum, and mean temperature change with the
order of 0.32, 0.41, and 0.32oC/decade, respectively (Tables 3,
6; Figure 7; Supplementary Figures 2–4). LULCC, therefore,
induced a significant warming in urban centers as a result of
changing in vegetation cover. In contrast, a change in rainfall
amounts varied from place to place, where it increased over
Jimma, but decreased more over Bedelle, Bonga, and Sokorru in
the last 30 years than in the first 30 years of the study period.

In Ethiopia, much research has been done to examine the
impact of urban expansion on LULCC. For instance, the study
carried out in Addis Ababa (Abebe and Megento, 2016); Adama
(Sinha et al., 2016); Mekelle (Tahir et al., 2013); Hawassa
(Gashu and Gebre-Egziabher, 2018); and Dire Dawa (Taffa
et al., 2017) showed that there was a significant increment
in built-up areas, while there was a decline in green areas
and open spaces. These findings are similar to the results
we deduced in this study. Similar studies made for other
major towns in Ethiopia also indicated that the temperature
increased in recent decades and was projected to increase in
the future, with no clear trend on precipitation change. For
instance, the temperature change has shown an increasing
trend over Mekelle, Bahirdar, Gondar, Adama, Diredawa, Gode,
Jigjiga, Batu, Arbaminch, and others (Beyene, 2016; Mulugeta
et al., 2017), as well as fluctuations in annual rainfall trends
(Abebe, 2016). Climate-related impacts have also been highly
reported for urban centers in part due to urban land use
land cover change that directly related to a systematic rise
in temperature, as well as intensive urban flooding during
rainfall seasons. Results that were generated from similar studies
resembled our findings, which revealed that urbanization could
trigger substantial LULC changes that in turn resulted in local
climate changes in urban centers of Southwest Ethiopia. In
fact, as this study focused on four heterogenic urban centers,
more research is required to understand comprehensive urban
LULC changes and other factors linked to local and regional
climate change. Nevertheless, as urban areas are currently
undergoing rapid transformation due to intensive developmental
activities, this could accelerate the rate of climate change in
urban areas.

CONCLUSION

This study adopted a combined method of multi-temporal
remote sensing image interpretation and GIS spatial analysis
to characterize the dynamics of urban land use land cover
change and emerging climatic extremes in the urban area of
southwest Ethiopia during the period of 1957 to 2018. The

LULCC analysis, which we carried out in four main urban
centers, revealed a substantial land use land cover change
between 1957 and 2018 due to the use of urban land for different
human activities. As a result, the built-up areas showed an
increasing trend over the last six decades in all urban centers,
in contrast to the decline of vegetation, wetland, and cropland
because of the conversion of lands to built-up areas. The rapid
increase of built-up areas coupled with the sharp decline of
green space because of urban expansion and urbanization led
to the fast decline of agricultural and crop lands, which is
practiced in many developing countries, leading to the changing
of the local microclimate of the urban centers. The urban
centers’ surface temperature is warmer than the outskirts; the
findings coincided with many studies claiming cities are “Heat
high lands.” Areal-averaged rainfall totals of southwest Ethiopia
urban centers have declined since the 1950s, coupled with
recurrent extreme rainfall events with a strong spatial and
temporal variation.

Since the early 1950s, annual rainfall totals have somewhat
increased by <5 mm/year over parts of the urban centers,
although the change is not statistically significant. The Mann
Kendal test results showed there is intra seasonal and inter-
annual rainfall variability while the summer and annual
rainfall is less variable than other seasons. In this study we
identified that there is a warming trend in the southwest
urban centers and hence the latter half of the study period
is warmer than the first half of the period. The local
warming trend is accounted for because of the expansion
of urbanization with buildings, the use of excessive energy
sources, and expansion of new factories, business centers,
and vehicles that contribute to localized warming in central
parts of urban regions. Therefore, the study results revealed
that the maximum, minimum, and mean daily temperatures
have increased by 0.3, 1.3, and 0.7◦C during 1987–2018 and
from 1953 to 1986. Whereas, the results generated from a
linear regression model showed an increasing trend of daily
mean, minimum, and maximum temperatures by 0.21, 0.24,
and 0.18◦C per decade, respectively, from 1953 to 2018.
These values are relatively comparable with the national
(NMSA, 2001) and IPCC (2013) values, which is 0.3◦C/decade
on average.

Over the second study period, the urban centers of southwest
Ethiopia experienced abrupt land use land cover change because
of the momentum of urbanization and human activities, which
also showed a similar temperature trend over recent decades.
Thus, the urban centers of southwest Ethiopia are under the
threat of climate change. Similar to other developing countries,
urban centers that emerge from unplanned urban expansion
and development at the expense of the urban environment
and local climate, should devise strategies to comply with
sustainable urban development so they can become more
livable and resilient cities in the dynamic world of challenging
climate change.

For many nations, the heart of politics, technological
development, and economic growth lie in their urban
centers, which also hosting rampant poverty, inequality,
environmental hazards, and communicable diseases. Urban
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centers in developing countries are hampered by shortages of
infrastructure services, and the unplanned development and lack
of infrastructural development in urban areas of study towns
escalated the effects of climate change.

Climate change is expected to exacerbate several threats to
urban dwellers’ health and well-being through direct physical
injuries from the recurrence of extreme weather events, such
as intense heavy rainfall that leads to flooding, often damage
trees and infrastructure facilities, and disrupts access to clean
water and food. Also, it causes water-borne diseases, food-
borne diseases resulting from bacterial growth in foods exposed
to higher temperatures, illnesses from a range of vector-
borne infectious diseases, respiratory illnesses because of a
worsening of poor air quality related to changes in temperature
and precipitation resulting in the formation of smog, and
vulnerability because of stress from hotter and longer heat
waves, which are aggravated by the urban heat island effect.
Climate change imposes an additional expense for more energy
consumption even for buildings that use air conditioning and
other technologies during hot summers. Most of the urban
poor live in in environmentally unsuitable neighborhoods of
urban regions, for instance along the hillsides, riverbanks, and
water basins subject to landslides, flooding, or hazards which
favor the spread of communicable and non-communicable
diseases, pollution, poor nutrition, and other catastrophes. How
much these environmental changes could associate with newly
emerging climatic factors, land use land cover change, building,
and infectious diseases needs further epidemiological research.

Although extensive urbanization has become an irreversible
phenomenon, urban governments have to consider policies
that enhance community participation in poverty reduction,
addressing proper urban environmental issues, improving rural-
urban linkages to improve food security, implementing urban
safety net programs for social protection and health services,
and increasing the capacity of urban dwellers to adapt to the
challenges of climate change while seeking to reduce unplanned
urbanization, which reduces the land use land cover change of
urban areas.
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This study examined ways in which climate information was mobilized for use under

Future Climate for Africa (FCFA), an applied research program to improve the use of

climate information to support medium-term (5–40 years) policies and planning in sub-

Saharan Africa. Past research has underscored the interdependent relationship between

user engagement and knowledge mobilization in effective climate knowledge uptake.

The study used a document analysis of 46 program ou tputs and semi-structured

interviews with 13 FCFA researchers to contrast user-centered and knowledge-centered

approaches to effectively mobilize climate information uptake for use. A total of 20

knowledge mobilization tools and approaches were identified across the program and

analyzed. This analysis reveals a complex interplay between user engagement and

knowledge mobilization processes, including the strategic or flexible use and re-use

of knowledge products as the user engagement process evolved. These findings

have important implications for future programmatic design and planning in promoting

engagement and mobilization approaches that can contribute to long-term policy

and decision-making.

Keywords: climate information, climate services, knowledge mobilization, knowledge co-production, user

engagement, Africa

INTRODUCTION

Despite the widely-documented exposure of lives, livelihoods, and assets in the global South to
rising climate risks, the integration of information about those risks into planning and decision
remains limited (Webber, 2019). In particular, researchers have highlighted challenges associated
with encouraging the use of medium to longer-term climate information in many developing
countries (Jones et al., 2017). As a recent review by (Singh et al., 2017: 394) notes, despite
the critical need to consider decadal and multi-decadal time scale information in planning,
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“there are very few clear examples of long-term climate
information linking directly to on-the-ground decision-making.”
Numerous recent studies have sought to better understand
the barriers to this integration, highlighting factors related to
the nature of the climate information (its salience, legitimacy,
credibility, and accessibility); and the nature of the ties between
producers and users of that information (Cash et al., 2003;
Jones et al., 2017). They also point to individual, organizational
and systemic constraints that affect actors’ capacities to act
appropriately on information, including technical, financial,
social, and psychological barriers to action (Watkiss and Cimato,
2015; Singh et al., 2017; Vincent et al., 2017, 2020b; Carr et al.,
2020).

The challenges related to the uptake of this information
are particularly salient in the context of the growing number
of investments being made through bilateral and multilateral
funding initiatives into research and capacity strengthening
for National Meteorological and Hydrological Services
(NMHSs), particularly in sub-Saharan Africa (see Harvey
et al., 2019a; Mahon et al., 2019; Carr et al., 2020). Rising
investment into major applied climate research programs
aspiring to improve both the quality and use of climate-
related information offers an opportunity to advance our
understanding of this gap between knowledge production and
its integration into use. These programs reflect a growing
range of strategies, tools and approaches to knowledge
mobilization and, hence, an important opportunity to assess
their effectiveness. The programs also stand to contribute to
improved outcomes for communities in the sites where they are
being implemented.

This study addresses this opportunity space by examining an
array of user engagement strategies and knowledge mobilization
approaches, which were implemented over a common time
period and under a common program, and which sought to
improve medium- to long-term (5–40 years) policies, planning
and investment by African stakeholders and donors. More
specifically, we look at work carried out under the Future Climate
for Africa (FCFA) program in 14 African countries between 2015
and 2019. We have focused our analysis on two complementary
entry points for promoting the use of climate information: user-
centered engagement (strategies used to identify and build links
to particular communities of potential users of the information),
and knowledge-centered approaches (knowledge mobilization
used to organize, translate, and present this information for
users). Through this work we sought to understand:

1. How user engagement strategies and knowledge mobilization
approaches were put into practice across particular user
groups and decision contexts; and

2. The reported barriers and enablers of their effectiveness.

Analysis for these two questions, however, also revealed
important additional insights on the ways that user engagement
and knowledge mobilization are being brought together within
successful program strategies. We explore these insights in the
discussion that ensues.

Limited comparative evidence of this nature has been
published to date. In doing so we are able to draw lessons

related to particular forms of engagement and mobilization of
climate information, as well as broader lessons about how climate
research programs can better contribute to positive social and
political outcomes.

Evolutions in Climate Information Use in
Sub-Saharan Africa
There is no single universal strategy or solution to promoting the
use of climate information amongst a range of users, especially
considering the wide range of contexts in which it might be used.
Initially it was the inherent uncertainty in the climate system
itself, as well as limits in forecasting capacity, that significantly
impeded the availability of weather and climate information
(Hulme et al., 2001). Subsequent critiques highlighted that the
scientific presentation of information, for example use of terciles
in probabilistic seasonal forecasts, impeded its use (Patt and
Gwata, 2002). Case studies in a variety of locations across Africa
highlighted that issues of accessibility and comprehension were
impeding its use in decision-making (Vogel and O’Brien, 2006;
Roncoli et al., 2009; Hansen et al., 2011). In short, the information
produced in early iterations of user-oriented climate information
did not meet the criteria for “actionable knowledge,” namely for
it to be legitimate, credible, and salient (Cash et al., 2003).

The recognition that decision-makers often failed to take up
climate information prompted the development of the field of
climate services. The rise of climate services has placed much
more explicit focus on providing timely and tailored information
to suit decision contexts (Hewitt et al., 2012; Buontempo et al.,
2014; Vaughan and Dessai, 2014). This has led to increased
interest in strategies that can most effectively mobilize1 climate
information for use in decision contexts—whether by improving
availability of information, translating information into more
accessible formats, or enlisting “intermediaries” to broker more
effective communication between climate information producers
and users (McNie, 2012; Jones et al., 2016; Vaughan et al.,
2016; Harvey et al., 2019a). Despite these advances, there remain
well-recognized challenges with many climate service initiatives,
including concerns about institutional capacity to develop and
sustain the services (Dinku et al., 2014; Harvey et al., 2019a);
availability of and access to the climate information itself (Jones
et al., 2017; Vaughan et al., 2019); as well as concerns about the
impact of commercializing services as a means of ensuring their
availability and sustainability (Webber and Donner, 2017).

The combined challenges of lower-than-expected engagement
of users of climate services, weak accuracy and availability
of highly localized or contextualized climate information,
and broader concerns about the presumed primacy of
Western science in some African decision contexts have
also prompted an epistemological shift toward co-producing
climate services (Lemos et al., 2012; Meadow et al., 2015; Bremer
and Meisch, 2017; Vincent et al., 2018). In co-production

1Canada’s Social Sciences and Humanities Research Council (SSHRC), describes

knowledge mobilization as “an umbrella term encompassing a wide range of

activities relating to the production and use of research results, including

knowledge synthesis, dissemination, transfer, exchange, and co-creation or co-

production by researchers and knowledge users” (SSHRC, 2019).
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processes, rather than emphasizing the supply and “transfer”
of knowledge to specific audiences (also referred to as “push”-
style communication), the aim is to transform the process of
knowledge construction to one where the ontological pluralism
of producers and users is leveraged to generate new, actionable
knowledge (Dilling and Lemos, 2011; Mach et al., 2020). As such,
knowledge co-production often brings user engagement and
knowledge mobilization together into a single process where the
distinction between producers and users of knowledge becomes
blurred (Pohl et al., 2010). However, empirical evidence on
how this process of co-production is undertaken in practice,
or agreement on how to best gauge its impacts remains scarce
(Jagannathan et al., 2020; Mach et al., 2020; Vincent et al., 2020a).
As a consequence of this ambiguity, argue Mach et al. (2020, p.
31), co-production persists as an “idealized, yet also diversely
and imprecisely defined concept that inevitably falls short of
meeting its own standards,” and risks crowding out other forms
of interactive science methods and practices.

FRAMEWORK AND METHODS

This study examined the user engagement and knowledge
mobilization activities undertaken under the Future Climate
for Africa program, a 5-year, £20 million program funded by
the UK Department for International Development (DFID) and
Natural Environment Research Council (NERC). The program
was implemented by five research consortia, each featuring an
international set of partner institutions (see Table 1). Together
these consortia worked toward FCFA’s three primary aims:

• Significantly improving scientific understanding of climate
variability and change across Africa and the impact of climate
change on specific development decisions.

• Demonstrating flexible methods for integrating improved
climate information and tools in decision-making.

• Improving medium term (5–40 years) decision-making,
policies, planning, and investment by African stakeholders
and donors.

FCFA research consortia adopted a range of different strategies
for and approaches to promoting the uptake of climate
information, thus creating a valuable opportunity to compare
and draw lessons from across their practices. Preliminary data
collection was undertaken through an analysis of 46 program
publications to identify the range of user engagement and
knowledge mobilization tools and approaches that were used and
the lessons that were documented on their use. A total of 20
different tools and approaches were identified, with some being
used by more than one consortium. We then conducted semi-
structured interviews with representatives from all five FCFA
consortia to better understand how the tools and approaches
that were identified were used in practice, and whether that
use evolved over time. A total of 13 researchers were identified
using purposeful sampling, based on their roles in developing
or implementing the tools and approaches identified. This
included interviews with two Principal Investigators, 10 Co-
Investigators and one Early Career Researcher, of whom four

were from partner organizations based in Africa. In terms of
disciplinary focus, four respondents were from the physical
climate sciences, three were social scientists, and six were from
applied sciences.

In line with principles of action learning (Zuber-Skerritt,
2002), our analysis also draws on the extensive experiential
knowledge of four members of the author team, who were
active participants in many of the consortium meetings and
field activities over the life of the program. These insights
informed our collective analysis of the data, and were
critical in understanding the generalizability of evidence from
anonymized interview data. One member of the author team
was also an interview participant, though her responses (along
with all other interview data) were anonymized prior to
collective analysis.

Recent research has increasingly underscored the
interdependent relationship between user engagement and
knowledge mobilization in the uptake of climate information
into decision-making (Dilling and Lemos, 2011; Lemos et al.,
2012; Harvey and Cook, 2018). As noted at the outset of the
paper, user-centered and knowledge-centered approaches are
different entry points to achieve the same output (knowledge
uptake). User engagement strategies often seek to establish
connection, contextual awareness, and trust between producers
and specific communities or individual users of climate
information. Knowledge mobilization, in contrast, tends to
start with the information or knowledge that producers aim to
see used more frequently or effectively. It involves identifying
and implementing approaches that best align with the specific
information type, intended use contexts, users, and desired
outcomes or impacts (Phipps et al., 2016).

However, the nature of the links between these processes
is not consistently set out in the literature, or in practice
(Harvey et al., 2019b). The reasons for this inconsistent
framing of the relationship are multiple, but often stem from
competing ontological and epistemological positions on the
nature of knowledge and knowledge production. Differing
disciplinary starting points have also shaped orientations
to both the potential users of climate information and
the processes aimed at promoting the integration of this
information into practice. Researchers and practitioners
have, for instance, adopted approaches grounded in
communications and social marketing theories, knowledge
brokering and knowledge management theories, theories
from participatory development, from the learning sciences,
as well as more recent theories specifically focused on
knowledge co-production, not to mention initiatives that
have brought two or more of these orientations together
(Harvey et al., 2012). While there are clearly intersections
between these different disciplinary orientations, each
brings its own norms and assumptions regarding the
sequencing, prioritization, and assumed relationship between
engagement with potential users of information and the
development of tools, technologies and other products
to synthesize or translate information and facilitate
its use. To study these two inter-related dimensions
of promoting the uptake of climate information—user
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TABLE 1 | FCFA Consortia and their respective focus areas.

Acronym Full name Research and geographical focus

AMMA-2050 African Monsoon Multidisciplinary Analysis

2050

Understand how the West African monsoon will change in future decades,

and how this information can be used to support climate-compatible

development in the region; case studies in Burkina Faso (water resources)

and Senegal (agriculture)

FRACTAL Future Resilience for African Cities and

Lands

Increase the climate resilience of nine southern African cities by including

climate knowledge in decision-making processes; case studies in Lusaka,

Maputo, Windhoek, Cape Town, Johannesburg, Durban, Blantyre, Harare,

Gaborone.

HyCRISTAL Integrating Hydro-Climate Science into

Policy Decisions for Climate Resilient

Infrastructure and Livelihoods in East

Africa

Improve understanding of East African climate variability and change, their

impacts, and support effective long-term (5–40 years) decision making;

case studies in Uganda and Kenya on climate-resilient livelihoods and water

management

IMPALA Improving Model Processes for African

Climate

Develop a very high-resolution pan-African climate model that better

captures key processes and local-scale weather phenomena, including

extremes.

UMFULA Uncertainty Reduction in Models for

Understanding Development Applications

Improve climate information for decision-making in the water-energy-food

sectors in central and southern Africa; case studies in the Rufiji basin in

Tanzania and Shire basin in Malawi.

CCKE Coordination, Capacity Development and

Knowledge Exchange Unit

Cross-cutting support to the five research consortia.

engagement and knowledge mobilization—we conducted
a thematic analysis of the data drawing on two
established frameworks:

Examining User Engagement Through the
Lens of Co-production
There is a recognized need to identify and engage potential users
of climate information, whether to understand their information
needs, build trust, or to prioritize who should be engaged.
Knowledge co-production has increasingly been framed as a
“gold standard” of sorts for engaged science (Lemos et al., 2018:
722) and climate services (e.g., Vincent et al., 2018; Bremer
et al’s., 2019; Carter et al., 2019), albeit one that remains idealized,
as noted above. Descriptions of co-production processes (e.g.
Mauser et al., 2013; Vincent et al., 2018; Carter et al., 2019)
often begin with stages of stakeholder identification, trust-
building, and joint meaning-making before advancing to the
collective development of products or solutions. This offers a
useful framing for applying a “user-centric” analysis of how
climate information and services have been conceived and
developed for use in FCFA. To capture the full extent of this
engagement, we coded participant responses by adapting Carter
et al. (2019) and Vincent et al.’s (2018) frameworks for knowledge
co-production, which set out four stages of climate services
co-production: Identifying actors and building partnerships;
co-exploring need; co-developing; co-delivering solutions; and
evaluating the results of user engagement. Our adoption of
this framing does not imply that all user engagement activities
in the field of climate services were (or indeed should be)
instances of co-production. However, the framework’s four stages
provide a useful point of reference for understanding the form
and extent of user engagement that has shaped the approaches
under study.

A Spectrum of Knowledge Mobilization
Practices
We use the term “knowledge mobilization” to describe a
range of approaches and processes used to organize, translate,
and present information for users at the science-to-decision
interface. Interpretations of how terms like knowledge brokering,
knowledge translation, knowledge transfer, knowledge exchange,
and knowledge mobilization differ from one another vary
across the literature, leading Shaxson et al. (2012) to coin
the term “K∗” to highlight the fuzzy boundaries between
definitions and functions of these terms. To clarify the
distinctions between these different orientations to knowledge
mobilization, Shaxson et al. (2012) and other scholars in
the field of climate and environment (e.g. Michaels, 2009;
Harvey et al., 2012; Hammill et al., 2013; Jones et al., 2016)
developed a spectrum of approaches to knowledge mobilization
categorizing forms of knowledge mobilization, from relatively
linear information provision (information intermediation),
which tends to focus on making information available in
appropriate formats, to approaches aimed at influencing the
decision contexts and the wider climate services system
(innovation brokering) (see Figure 1). Jones et al.’s (2016) use
of this framework for studying the contributions of NGOs in
supporting climate service delivery provides a reference point for
our own analysis.

There is always an element of subjectivity in situating activities
on a spectrum, for instance in deciding whether a particular
knowledge mobilization activity is better described as knowledge
brokering or innovation brokering. To address areas of
uncertainty we reviewed our assessment collectively as an author
team and compared written descriptions of particular activities
with FCFA members’ interpretations of how these unfolded
in practice.
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FIGURE 1 | A spectrum of knowledge mobilization approaches (from Hammill et al., 2013).

It is also important to note that, while our analysis considers
user engagement processes and knowledge mobilization
approaches in turn, in some cases these have been planned
together and exist under a common strategy. In other cases,
these are attended to sequentially, with user engagement and
knowledge mobilization building upon one another. The
dynamics between these processes ultimately form an important
dimension to how we understand efforts to promote the use
of climate information. In doing so we seek to extend Lemos
et al.’s (2012) call to “delve deeper into understanding the
processes and mechanisms that move information from what
producers of climate information hope is useful, to what
users of climate information know can be applied in their
decision-making” (p. 789).

RESULTS

Strategies for User Engagement
Regardless of the approaches to knowledgemobilization adopted,
there is a need to identify and engage with potential users of
climate information. Through a series of interviews, we sought
to understand which strategies they deemed effective in engaging
potential users of climate information and knowledge. We used
thematic coding to group responses around the four stages of
climate services co-production adapted fromVincent et al. (2018)
and Carter et al. (2020) and have noted the frequency with
which respondents from one of the five consortia mentioned each
strategy listed as being effective (Table 2).

We find close alignment between the user engagement
strategies highlighted by interview respondents and those set out
in the co-production framework. Consortia have used a wide
range of strategies to engage current and potential knowledge
users, but we see clear trends in using in-person engagement

(directly or via trusted intermediaries) for identifying entry
points and engaging with potential users, and use of long-
term multi-prolonged engagements in building trust with key
stakeholders (e.g., Steynor et al., 2020). These are not unusual
practices but they underscore the fact that effective engagement
strategies start early and remain intensive through the duration
of program activities—regardless of the approaches to knowledge
mobilization that accompany them. Given FCFA’s focus on
medium term climate change, the process of co-exploring needs
included an emphasis on being open about the inherent limits in
data and models.

The third stage of the user-engagement framework sees
users and researchers engaging in the co-production of specific
knowledge products or processes. In practice, not all tools or
processes that emerged from the user engagement were co-
produced—as we discuss in the sections that follow. Respondents
reported instances where these strategies were not used and the
consequences that sometimes resulted. One researcher recounted
the challenges of effectively sequencing research plans and
developing knowledge mobilization strategies that met the needs
of a range of users:

The first kick-off meeting we talked about what the key metrics

of high impact on climate change were in different sectors and

that was good to get [...] everybody on the same wavelength, and

then the climate scientists went off and produced those [in] a long

and technical way, bringing in new bias corrected data sets and

training early career scientists. So that process was [...] definitely

good in terms of building the skills of early career scientists. But

then we, you know, produced big [...] documents that hang off our

website, they were [...] even within the consortium, people found

some of them a bit tricky. [...] The way that they were presented

made sense to a scientist but not necessarily to a policy-maker.
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TABLE 2 | User engagement strategies highlighted by FCFA consortia mapped to

stages of co-production.

Identify actors and build

partnerships

• Stakeholder meetings, early scoping visits, and in-

person visits (4/5);

• Draw on well-connected personnel and prior

contacts (4/5);

• Enhance receptivity by using project

brochures/presentations to communicate goals

and potential outcomes (4/5).

• Monitor demands for information and training that

are communicated directly or indirectly to the

project (1/5).

• Prolonged engagement through events and regular

communication (3/5);

• Joint production of knowledge products (2/5);

• Establish a relationship coordinator and personal

rapport (2/5);

• Draw on credibility of partnering institutions,

reputation of the project team (3/5);

Co-explore need • Demonstrate commitment to partners’ needs (3/5).

• Transparency about the uncertainties in data,

models, research process, and futures (4/5);

• Knowledge sharing through workshops or training

sessions (2/5);

• Communicate through scenarios, instead of

uncertainty (3/5);

• Use visual aids paired with in-person support for

interpreting (3/5).

Co-develop and

co-deliver solution

• Ensure that the communication formats of climate

information are most accessible to users (4/5);

• Encourage participation through co-production

(2/5);

• Use iterative engagements to inform

development (2/5)

Monitor/evaluate the

results of engagement

• Monitor changes in policy or user engagement

through key informant interviews, surveys, and

document analysis (3/5);

• Monitor requests from partners coming through

ongoing correspondence (2/5);

• Look for evidence of use noted in other data

collection activities (3/5);

• Specific case studies of evidence use (1/5)

The final stage of the co-production process cycle is to evaluate
the effectiveness of the process and its results. Here we
found limited evidence of results from the evaluation of user
engagement activities that aimed to promote use of climate
information, though some consortia reported having conducted
some preliminary investigations. Respondents for three consortia
suggested that it was premature to assess whether there had been
uptake of the information or recommendations being shared. A
member of the AMMA-2050 consortium, for instance, noted that
the results of uptake would take time to unfold, so their current
strategy was to look for “evidence of change” through informal
discussions and email exchanges with partners. This strategy was
part of AMMA-2050’s broader evaluation framework for tracking
institutional and individual changes against project baselines.

Respondents in other consortia shared some common
approaches to monitoring uptake, as set out in Table 2 above.
While these are effective monitoring approaches, we note that
only one of the approaches highlighted involves a structured

analysis of context-specific progress or outcomes. Claims that
it is premature to evaluate impact have merit, particularly in
longer-term behavioral change processes. However, past research
highlights the risk that evaluation plans left until the closing
stages of the program often encounter time, human and financial
resources constraints that impinge on their implementation (see
Harvey et al., 2019c), as well as lack of reliable data if baselines
and monitoring processes have not been set up to gather the data
required for effective analysis. This concern was recognized by
one consortium co-lead who noted the need for tracking long-
term program impacts “after the project ended,” but observed
that doing so requires the project management team to “maintain
a strong network.”

Categorization of Knowledge Mobilization
Activities in FCFA
Having reviewed the strategies used in FCFA to engage users,
we then looked at how knowledge was mobilized to enable
access to new climate information for decision-making among
the range of potential users. Particular attention was paid to how
the function of knowledge varied according to context. Figure 2
illustrates the distribution of the categories of FCFA’s knowledge
mobilization activities.

While we see a distribution of tools and approaches across this
spectrum, we find a predominance of cases in the intermediary
and translation categories, which emphasize ensuring that
information and knowledge are available and are in accessible
language or formats. This is perhaps unsurprising, given that
such tools (such as the production of policy briefs and brochures)
have long been used by projects to translate and communicate
information for targeted audiences. However, evidence suggests
that, used in isolation, such tools tend to be less effective for
engaging with non-expert audiences, for building capacity, or
for shifting behavior (Bielak et al., 2008; Turnhout et al., 2013).
Theymay nonetheless be helpful for raising the awareness among
actors already active in the climate information and services
field (such as other researchers). Also worth considering in these
intermediary and translation categories is the ways in which
these activities are embedded in wider processes or strategies of
engagement to enable knowledge uptake. We explore this point
in section Interplay Between User Engagement and Knowledge
Mobilization Processes below.

We also find examples of more interactive approaches to
knowledge mobilization being used by most consortia. These
include the co-development of stories and narratives describing
climate risk, and forums. These approaches have tended to be
used as conversation starters to engage targeted stakeholders
in more sustained knowledge mobilization processes. As one
FRACTAL researcher noted in speaking about the power of these
interactive knowledge production and uptake process,

Fundamentally it’s the process that has produced the uptake

of the information, but I just want to emphasize, it’s not just

information, it’s the understanding. It’s the relational capacity

amongst the participant groups, it’s the exchanges across the cities.
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FIGURE 2 | Stages and indicative strategies for user engagement in knowledge co-production.

FIGURE 3 | Categorization of knowledge mobilization tools and approaches used in FCFA.

The lack of examples categorized as “innovation brokering” is
also noteworthy. These are tools and approaches that operate
at the level of climate information systems (the network of
actors, institutions, policies, and infrastructure that govern
the production and use of climate information) to open up
the possibility for innovations in practice. These systems-
scale approaches can offer scope for deeper transformations
in the technical, social and institutional relationships that
shape knowledge production and use, but require time
and sustained resourcing required to affect this kind of
change (Klerkx, 2012). Recent studies have highlighted the
potential mismatch between project-based initiatives and these
more systemic efforts at transformation, and may help to
explain the relative lack of these systems-level approaches in
FCFA (Harvey et al., 2019b).

Distribution of Tools and Approaches by Context and

Intended User Groups
Having established the overall distribution of the categories
of knowledge mobilization activities, we then looked at the
alignment between the tools and approaches used and the
contexts and audiences that were targeted. As evidenced in
Table 3, the tools and approaches used by FCFA consortia
spanned a wide range of user types and scales. While some tools
and approaches appeared to target a diverse set of users, the
majority target a clearly defined audience and/or use context.
This is in line with the growing awareness of the importance
of context-informed knowledge mobilization, and may also be
due to the expectation that all FCFA activities have clearly
targeted stakeholder groups at the proposal development stage.
However, in looking at categories of mobilization and their
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TABLE 3 | Tools and approaches to knowledge mobilization and uptake by targeted users.

Category of

mobilization

Name of tool or approach Tool type Targeted users Example of outcomes

Informational functions

(Information intermediary)

Integrated Database for

African Policymakers (IDAPS)

(HyCRISTAL)

Online database of climate

modeling, agronomy and

hydrology

Policy-makers at national,

district, and sub-district levels

The modules of IDAPS have

been tested in Uganda to

support livelihood and policy

decisions

Transport Pilot Project

(HyTPP) (HyCRISTAL)

Reports on current- and

future-climate analysis

World Bank and their

consultants

The reports were shared by

the World Bank at a workshop

in October 2018

Visual storytelling of changes

(HyCRISTAL; UMFULA)

Videos Local communities;

Local government;

International donors

Too early to assess.

Modeling and simulations

(IMPALA; AMMA-2050,

UMFULA; HyCRISTAL)

Large-scaled synthesized

data with simulations and

modeling

Research institutions A high resolution

meteorological dataset is

expected to be published in

the UK CEDA and used in

collaboration with other

universities

Informational-Relational

functions (Knowledge

translation)

Policy briefs, Infographics,

Stakeholder slides, Project

brochures (CCKE;

AMMA-2050; HyCRISTAL;

UMFULA; FRACTAL)

Written briefs;

infographics; summary

slides; brochures; etc.

A wide range of stakeholders

(e.g., farmers, researchers,

NGOs, policy-makers)

The briefs are used in various

policy documents.

WASH infrastructure and

Services Planning Platforms

(HyCRISTAL)

A web-based data sharing

platform

Policy-makers and

practitioners

Flood Mapping, IDF curves

(AMMA-2050)

Maps of inundated area

with land use scenarios

City planners, infrastructure

companies

Decision-makers have

requested IDF curves for

particular infrastructure

project

Climate Risk Screening tool

(CCKE)

Screening tool Rwanda Green Fund staff,

expert reviewers and project

developers

Too early to assess

Relational functions

(Knowledge brokering)

Theater Forum (AMMA-2050) Play designed to enable

dialogue.

Scientists, government

officials, farmers, and more.

Promoted discussion on

adaptation options with

National and regional

decision-makers, and

researchers.

Stakeholder Value Stories

(HyCRISTAL)

Stakeholder narratives of

information use

Policy-makers Used to inform the IDAPS

database development.

Climate Risk Narratives

(CRNs) (FRACTAL)

Textual descriptions of

plausible climate futures

City decision-makers Contributed to the

city-specific strategy and

action plan in Windhoek,

Namibia

Collaborative learning fora

(UMFULA)

Multi-stakeholder

discussion on climate

impacts, decision

trade-offs and robust

options

Policy and decision-makers at

the national and river basin

levels

Too early to assess (ongoing)

Systems functions

(Innovation brokering)

Embedded researcher

(FRACTAL)

Researchers embedded in

city government

City decision-makers Developed networks with

decision-makers

alignment to user types, no strong trends emerge. We do see
a tendency for interactive knowledge brokering approaches to
focus on policy makers (at a range of scales), which is in
line with past reviews (see Harvey et al., 2012). While this
could suggest a lack of clear consensus on which categories
of knowledge mobilization are most effective with particular
stakeholder groups, it may also highlight that the alignment of

knowledge mobilization tools and approaches with specific user
groups can depend on additional factors. Indeed, we find that
additional variations in the use of similar tools (briefing notes,
for instance) such as the intended outcomes and stage of user
engagement at which they are used, can greatly shape how they
“fit” within the knowledge generation process. We explore this
finding below.
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Interplay Between User Engagement and
Knowledge Mobilization Processes
Our analytical framework examined approaches to user
engagement and knowledge mobilization processes in turn,
recognizing them to be complementary entry points to achieve
common outcome (knowledge uptake). However, interviews
with consortium members underscored the significance of the
interplay between these two processes and the varied ways
that they were brought together in program initiatives. One
HyCRISTAL researcher, for example, noted that, although
“each pilot [study] has its own specific knowledge product, [...]
they were not used independently” as “a source of knowledge”
for a specific targeted user group. Instead, a combination of
knowledge tools and approaches was used “in conjunction with
the [climate] narratives and other tools” to engage stakeholders.
This use of combinations of tools and knowledge products
within user engagement processes helped the teams achieve
smaller, interim steps toward their overall project objectives.
One FRACTAL researcher also explained that their policy
briefs “were not targeting [city learning lab] participants,” but
were rather designed to help participants “in their roles [...] to
inform their bosses or their stakeholders.” In the context of the
learning labs, which focused on co-learning and co-production
of solutions, knowledge mobilization tools could “only work
within a process that allows for engagement and conversation” to
build “relationships and trust.” As the researcher argued, “were
any of those products outside of that process, I don’t think we’d
really have achieved much.”

In other cases the interplay between mobilization and
engagement processes revealed a strategic or flexible use and
re-use of knowledge mobilization tools as user engagement
processes evolved. For example, policy briefs in UMFULA were
initially designed to translate project baseline evidence, but
ultimately served as “the key” in getting consortium researchers
invited to contribute to Tanzania’s national climate policies. In
FRACTAL’s work in Zambia, although the primary objective of
developing policy briefs was to increase awareness of climate
change in Lusaka, the process of co-producing the briefs guided
the rest of “the research activities [and] all the engagement
activity for most of the learning lab process.” Policy briefs
thus acted as a boundary object shared by the researchers
and stakeholders in both FRACTAL and UMFULA to initiate
more extended engagement processes, some of which included
knowledge co-production activities (see Box 1).

The dynamic use of knowledge products in concert with
extended user engagement processes highlights the importance
of being “responsive and flexible” in enhancing the uptake
of climate information. FRACTAL members emphasized the
learning component of “listening to what participants were
requesting” and being willing to change the research team’s
view about “what was either needed or important or how
things [should] be communicated” in their City Learning
Labs. As one member described, the Maputo City lab “was
an example where the engagement didn’t work very well” at
the beginning, so the team had to “reframe the information”
and “change directions [...] a few times to try and find
some traction.”

These examples of the successful interplay between user
engagement and knowledge mobilization processes reveal a
number of important insights. First, in many of these cases the
contribution of knowledge products themselves (briefs, guides,
etc.) rested less on the credibility, legitimacy and saliency of
their content (in terms of knowledge translated or transferred),
and more on the spaces they opened up for more extended
interactions. Second, the co-productive dimensions of many of
these processes were emergent over time, rather than designed.
Together, these insights suggest a more complex relationship
between production and use of climate knowledge than is
reflected in many models of evidence use. We reflect on these
insights below.

DISCUSSION

FCFA consortia have used a wide range of tools and approaches
to promote greater use of climate information in planning and
decision-making, which we have loosely grouped into “user-
centered” and “knowledge-centered” entry points to knowledge
uptake. This offers an opportunity to better understand how
and why particular tools and approaches have been beneficial,
for whom, and in what contexts. Having a better understanding
of what has or has not worked, we argue, can help to improve
the ways in which researchers engage with “user” communities,
and potentially challenge perceptions about those relationships.
Looking across the analysis we find some evidence to advance
our understanding of how best to mobilize medium-term climate
information, but also some important questions that will require
further exploration.

Applying Principles of Co-production for
Engaging Users of Medium and
Longer-Term Climate Information
We find a strong alignment between the principles of effective
knowledge co-production set out in the wider literature and
practices cited as effective across the 20 FCFA examples we
studied. This seems particularly significant given the range of
approaches that were inventoried in Figure 3. The value of long-
term engagement, trust-building, and in-person engagement
is emphasized by respondents. This underscores the need to
consider both process and product in the development of any
resources for knowledge mobilization. Emphasizing the value of
these principles of co-production offers a good starting point for
future initiatives, particularly at planning and design stages.

Dynamic Interplay Between User
Engagement and Knowledge Mobilization
While our analysis examines user engagement processes and
knowledge mobilization approaches in turn, in many cases these
were planned together and exist under a common strategy or
approach to co-production. Though our review of literature on
knowledge mobilization strategies confirms the importance of
tailoring tools to particular stakeholder groups, our review of
the alignment of specific categories and tools/approaches with
particular stakeholder types did not reveal clear trends in FCFA.
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BOX 1 | Policy briefs as boundary objects in FRACTAL’s City Learning Labs in Lusaka.

The city learning processes in Lusaka have led to the “fundamental changes in key decision pathways (around water, flooding, land use and infrastructure development)

to increase the [city’s] resilience” (Koelle et al., 2019, p. 25). One important factor that contributed to this policy impact was the process of co-developing policy

briefs with the decision-makers. In Lusaka, policy briefs acted as boundary objects (Michaels, 2009) that resided between the social worlds of the decision-makers

and scientists. Boundary objects are objects or ideas that emerge through collaboration and dialogue which are both adaptable to local needs yet “robust enough

to maintain a common identity” (Star and Griesemer, 1989, p. 393).

In fact, the development of policy briefs was not a pre-planned output of Lusaka’s City Learning Labs. The idea came from the participants during a media training

event where they recognized the need for media statements about the “burning issues” in Lusaka related to climate change. Therefore, co-developing policy briefs

became a mutual priority. As boundary objects, the briefs brought city planners and scientists together for more in-depth dialogue and became “the red thread”

that guided “research activities [and] all the engagement activity for most of the learning lab process in Lusaka.” In the fourth and fifth Learning Labs, the decision-

makers and the project teams even sat and wrote the policy briefs together “over a number of days (and evenings)” (Mwalukanga et al., 2018, p. 1). As a result,

these policy briefs are now a shared product between all members involved. A shared ownership of such products is essential for medium to long-term knowledge

uptake, as it allows all members to use these policy briefs as a new form of boundary objects to initiate diverse dialogues and engage future collaborations with other

decision-makers, researchers and practitioners.

Since the Lusaka learning labs concluded, city representatives have expressed a desire to continue an engagement similar to the learning lab. In keeping with the

aims of innovation brokering, this outcome suggests a newly established norm of policy learning in the decision-making space. It also indicates a potential benefit of

the co-productive practice in establishing long-term engagement and trusting relationships between partners.

What we did find, however, were numerous cases where similar
mobilization tools and approaches were being embedded in wider
user engagement strategies toward quite different ends—often
with those strategies being in a regular state of flux.

To take the case of the “briefing note”—one of the
most commonly used knowledge translation tools for policy
stakeholders—these performed a range of different functions in
FCFA. This included a more traditional “gap filling” function
of matching an evidence “supply” with a perceived knowledge
“need;” a “priming” function where briefs served to stimulate
more in-depth user engagement; a “help desk” function where
briefs were generated later in the engagement process in response
to stakeholder-identified needs; and a “co-production” function
where jointly-produced brief served as the boundary object
in a joint meaning-making process. As noted above, some of
these functions emerged out of engagement practices rather
than being established through a design process. While past
research has distinguished between science-driven “push;” user-
driven “pull;” and iterative “co-production”models of knowledge
production (Dilling and Lemos, 2011), case evidence from FCFA
demonstrates how extended knowledge mobilization processes
may combine or move between these modes, either strategically
or adaptively, as user engagement dynamics evolve.

Not all of the tools and approaches reviewed in the study
reflected this form of interplay, of course. There remain
knowledge mobilization activities that reflect a push to showcase
research evidence with limited awareness of how the evidence
might be taken up in use, or by whom. We note that the
wider climate research system, including many funders and
academic institutions, continues to rely on incentives and
performancemetrics that prioritize research “outputs” (products)
over “outcomes” (societal impacts) (Jones et al., 2018). Further,
we cannot conclude that those tools or approaches that did
feature the interplay described here were necessarily more
impactful over time. Indeed, the lack of evaluative data on these
strategies within the program makes it challenging to draw firm
conclusions on how to best align mobilization approaches with
particular user groups, as we discuss below.

What we do observe from these examples, is the diversity

of trajectories toward effectively supporting the use of climate
information, even when pursued under a common programmatic

framework and in line with a relatively common set of principles
of good practice, as found in FCFA. We find that extended

engagement processes toward co-production with intended users

will not necessarily be the product of careful design as they might
be in more controlled environments such as research teams (see

Cundill et al., 2019). This makes the task of monitoring progress
and tracking the effects of these forms of engagement over time
particularly challenging, yet critical.

These insights reflect earlier reviews of knowledge

mobilization practice from Ward et al. (2009), who observed
that “the boundaries between [approaches] are often blurred”

with many projects combining elements of different tools
and approaches to meet users’ needs. “This is often done”

they suggest, “without recourse to any underlying model or
framework of knowledge transfer or knowledge brokering
and causes difficulties when evaluating individual brokering
interventions” (p. 274–275). While Ward et al. appear to raise
concerns about a seemingly haphazard approach to combining
strategies, our results suggest that this may actually be indicative
of a type of strategic agility within teams.

Better Assessing Outcomes and Impacts
Despite being a relatively large, lengthy, and well-resourced
initiative, our document analysis yielded limited data reporting
on the effectiveness of specific approaches to promoting the use of
climate information in FCFA. Where data did exist, it was largely
in relation to ongoing expressions of demand, or responses to
information that had been shared rather than assessments of
the outcomes or impacts of evidence use. Many respondents
cited the project timeline as the biggest barrier to gathering this
outcome and impact-level information—as they felt it was too
early to meaningfully assess. This gap limits our ability to assess
whether there are clear “best matches” between tools/approaches
and particular audiences, aims, or stages of engagement, or
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whether there are tools or approaches that have particularly wide-
ranging utility. These are important questions for the future of
research-to-action linkages on climate information services in
Africa. A more robust testing of tools and approaches could
yield important insights. Some preliminary analysis has been
undertaken by FCFA consortia to compare the advantages and
challenges of some knowledge mobilization tools and approaches
(see Harold et al., 2019 for a comparison of tailored slides, policy
briefs, infographics and narratives). Future investigation could
examine a wider range of approaches and contexts.

A call for more robust evaluation of these approaches should
not be perceived as a push for researcher accountability but rather
as an opportunity to better understand how particular strategies
for knowledge mobilization and user engagement contribute
to evidence use and behavior change. Evaluations that focus
on outcomes with specific stakeholder groups and decision
settings and at different points across the co-production process
seem particularly important based on the evidence from these
cases. Addressing these needs would demand new emphasis on
monitoring during a program lifespan, as well as methods for
assessing the longer-term impacts of knowledge mobilization
activities, many of which may not emerge until long after the
conclusion of program activities. One promising monitoring
approach that emerged from the strategies of some FCFA
consortia is the use of incremental progress markers that identify
and track evidence of interim steps toward longer-term changes
in the use of climate information in planning and decision-
making. These can include shifts in attitudes, knowledge, and
behavior, for example. AMMA-2050 developed a key informant
score card, combining qualitative and quantitative questions
administered to a panel of researchers and decision-makers at
program base-, mid- and end-line. Use of progress indicators is
not new to monitoring and evaluation (see Earl et al., 2001) but
their use in this context remains limited. Applying such process
markers would better enable rigorous analysis of progress toward
the intended impacts that are often only seen long after the end of
a program. However, where responsibility for this “post-project”
impact monitoring should rest remains unclear.

Limited Strategies Aimed at System-Scale
Knowledge Mobilization
Finally, we note the relative absence of knowledge mobilization
tools and approaches falling in the “innovation brokering”
category, where attention is typically placed on enabling systems-
scale changes. In an emergent field of practice like climate
services, where there is a recognized need to strengthen the
overall functioning of the climate information system (Dinku
et al., 2014) this form of mobilization would seem to be of
critical importance. However, past research has suggested that
the time-bound and closely focused nature of most project-based
initiatives (such as FCFA) makes efforts to support systems-
scale changes (Harvey et al., 2019b). This does not mean,
however, that other types of knowledge mobilization activities
did not ultimately have systems-level impacts. The case of
FRACTAL’s City Learning Labs (Box 1), for instance, appears
to have led to a more fundamental shift in local practices,
while AMMA-2050 reports changes in institutional norms in

terms of attention to decision-making needs within collaborating
research institutions.

Work at this systems level involves engaging with the
established norms and institutional cultures that shape work on
climate services. This can be a significant challenge for initiatives
led by outside organizations, or organizations working to strict
timelines and budgeting constraints. Klerkx (2012), for instance,
describes the “funding paradox” of innovation brokers in the
context of agricultural systems, where efforts to tacklemarket and
system failures are themselves undermined when the initiatives
aiming to do so are subject to the same flawed system. Similar
challenges can be found in the field of climate services (Daly
and Dilling, 2019; Harvey et al., 2019a) highlighting the need to
examine approaches beyond specific initiatives or programs.

CONCLUSIONS

This study has sought to better understand the growing range of
ways that user engagement and knowledgemobilization are being
used to promote the use of medium-term climate information
in planning and decision-making in sub-Saharan Africa. To do
so, we studied a sample of 20 tools and approaches emerging
from a common program (Future Climate for Africa), loosely
grouping them into “user-centered” or “knowledge-centered.”
This framing allowed us to look across a wide range of approaches
to evidence uptake and use, from more traditional, linear modes
of information intermediation and knowledge translation to
forms of knowledge co-production that have increasingly become
seen as a model of practice in climate services.

Our findings reveal the central role of co-production
principles in engaging potential users of climate information,
regardless of the knowledge mobilization approach being
used. They also highlight the complex interplay that can
unfold between user engagement and knowledge mobilization
processes, dynamics that belie the sometimes narrow depictions
of the relationship between knowledge production and use
in the literature. These insights reflect Bremer, Wardekker,
Dessai, Sobolowski, Slaattelid and van der Sluijs (2019)
assertion that “recognizing knowledge co-production as a multi-
faceted phenomenon, able to be worked on along several
different dimensions, could help climate services scholars and
practitioners more fully realize the potential of this process”
(p. 49).

Recognizing the complex and often-iterative dynamics of
these processes, where seemingly linear modes of engagement
may actually serve to initiate, or provide boundary objects
that support more extended pathways toward knowledge co-
production, highlights the need for better approaches to
monitoring and assessing their impact. Investment into more
nuanced and longer-term assessments of the impacts and
outcomes that user engagement and knowledge mobilization
efforts yield for particular stakeholders and contexts, remains a
significant gap. We hope that these findings serve to highlight
this need, as well as opportunities for continued work to ensure
climate information supports effective decision making and
climate resilience in Africa.
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