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Editorial on the Research Topic
 Neuromodulatory Function in Auditory Processing



Neuromodulatory systems are generally known to play roles in complex behaviors such as the sleep/wake cycle, attention, arousal and learning (Picciotto et al., 2012). Canonical modulatory circuitry emanates from discrete nuclei throughout the brain, and projects broadly to virtually every region. However, most scientific investigation of modulatory signaling has focused on higher order computational centers in the forebrain, where its impact on neural response properties may be understood in the context of complex functions such as attention or arousal (McGinley et al., 2015; Carcea et al., 2017). Much less is understood about how neuromodulation shapes processing in subcortical sensory regions, or how it may influence circuitry during development.

The works presented here provide a broader view of how neuromodulation may influence auditory processing; from brainstem to cortex, from computationally simple regions to the complex, and on time scales ranging from transient to long-term. The challenges of investigating neuromodulation in vertebrates stem from poor understanding of the conditions under which modulatory ligands are released, the wide variety of receptors that bind each of them, and the spatial and temporal ranges of action which is so different from classical neurotransmitters. In tackling these challenges in the vertebrate brain, the auditory system provides the experimental advantages of a robust functional understanding of auditory processing from the ear to cortex.


NEW MODULATORY PATHWAYS

This topic's contents include what are likely to be enduring discoveries providing new insights into the anatomy of cholinergic circuitry influencing auditory nuclei. Beebe et al. focused on cholinergic input to the superior olive, a cluster of nuclei that processes several fundamental aspects of auditory input, and Noftz et al. documented cholinergic inputs to the inferior colliculus (IC) in unprecedented detail using viral vectors, tract tracing, and immunohistochemistry. Together they describe major output projections of cholinergic neurons in the pontomesencephalic tegmentum (PMT), which is not just a primary source of cholinergic output in the brain, but may serve as a hub for multiple neuromodulators.



MODULATION OVER SHORT TIME SCALES

Several works appearing in this volume illustrate the power of investigating neuromodulatory physiology in the auditory system, where modulation of stimulus driven activity in real-time can be interpreted in its functional context. Instkerveli and Metherate demonstrated how activation of nicotinic signaling increases response gain and shortens response latency across populations of auditory cortex neurons. These changes improved response reliability across trials and countered adaptation to repeated stimuli which may be important for processing ongoing signals including speech. Similarly, Rivera-Perez et al. revealed the cellular mechanisms for nicotinic gain control in a genetically defined population of neurons in the IC. Specifically, they showed that α3β4 nicotinic receptors are primarily responsible for mediating a depolarizing inward current that both boosts membrane excitability and enhances summation of excitatory inputs. Together these papers show that modulation by acetylcholine can rapidly and consequentially enhance responses to sound in two major auditory centers.

Auditory modulation is not limited to cholinergic input however, and several studies collectively demonstrated the wide variety of factors that are brought to bear on auditory computation. Serotonin is a neurotransmitter well known to be released in specific behavioral contexts such as mating. Polese et al. presented anesthetized mice with broadband vocalizations while recording IC neuron responses in the presence or absence of serotonin agonists. They showed that serotonin released in the context of mating has the potential to sharpen neural selectivity for specific vocalizations and call features.

Two review contributions highlight bodies of work that reveal complex and varied influences of metabotropic glutamate receptors (mGluRs) and nitric oxide (NO) signaling. Goel et al. illustrate the many ways that mGluRs control both presynaptic release at excitatory synapses and simultaneously modulate the excitability of the postsynaptic cells in the sound localization circuitry of both birds and mammals. Kopp-Scheinpflug and Forsythe review how NO, synthesized in response to Ca++ entry during synaptic activity, can mediate a myriad of effects in both postsynaptic and presynaptic neurons. Importantly, NO as a soluble messenger has the potential to act on neurons away from its site of production and independently of synaptic connections, including non-auditory or multisensory neurons.



MODULATORS MAY SHAPE CIRCUITRY OVER LONG TIME PERIODS

Modulation may not necessarily derive from discrete clusters of functionally similar neurons releasing a canonical transmitter, nor is modulatory function temporally constrained to influence processing in time scales limited to stimulus duration or behavioral state. One example of modulatory release from principal auditory neurons themselves is provided by Wollet and Kim. Activity-dependent BDNF release is known to influence synaptic plasticity during long term potentiation Xu et al. (2010). Here, Wollet and Kim demonstrate that sound driven BDNF signaling also influences auditory circuitry on developmental time scales. Heterozygous BDNF (+/–) mutant mice failed to develop normal frequency-dependent patterning of intrinsic neural properties. A second compelling example is presented by Pagella et al., who showed that Urocortin 3, a neuropeptide transmitter released during stress, and its receptor CRFR2, are expressed broadly in the auditory pathway by principal and interneurons, respectively, suggesting a reverse modulation from principal neurons to the canonical modulatory neurons. Urocortin 3 knockout animals have been shown to be particularly sensitive to noise damage suggesting that the auditory pathways express modulators that confer an auto-protective function (Fischl et al., 2019). Finally, Knipper et al. propose a model by which trauma induced hyperexcitability along the auditory pathway influences BDNF signaling to disrupt the balance of excitation and inhibition. They go on to propose that downstream changes to NO signaling may disrupt the neural-vascular interface which may cause deficits beyond the auditory system.

These studies open new lines of inquiry beyond investigations of excitation and inhibition in principal auditory neurons to include the additional layers of complexity provided by modulation from the ear to cortex and back again. Further, it is evident that modulatory circuitry shapes neural responses on time scales ranging from long-lasting developmental processes to immediate effects in the mature organisms. We hope the work presented here will stimulate further exploration into what promises to be a rich and emerging field of auditory neuroscience.
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The inferior colliculus processes nearly all ascending auditory information. Most collicular cells respond to sound, and for a majority of these cells, the responses can be modulated by acetylcholine (ACh). The cholinergic effects are varied and, for the most part, the underlying mechanisms are unknown. The major source of cholinergic input to the inferior colliculus is the pedunculopontine tegmental nucleus (PPT), part of the pontomesencephalic tegmentum known for projections to the thalamus and roles in arousal and the sleep-wake cycle. Characterization of PPT inputs to the inferior colliculus has been complicated by the mixed neurotransmitter population within the PPT. Using selective viral-tract tracing techniques in a ChAT-Cre Long Evans rat, the present study characterizes the distribution and targets of cholinergic projections from PPT to the inferior colliculus. Following the deposit of viral vector in one PPT, cholinergic axons studded with boutons were present bilaterally in the inferior colliculus, with the greater density of axons and boutons ipsilateral to the injection site. On both sides, cholinergic axons were present throughout the inferior colliculus, distributing boutons to the central nucleus, lateral cortex, and dorsal cortex. In each inferior colliculus (IC) subdivision, the cholinergic PPT axons appear to contact both GABAergic and glutamatergic neurons. These findings suggest cholinergic projections from the PPT have a widespread influence over the IC, likely affecting many aspects of midbrain auditory processing. Moreover, the effects are likely to be mediated by direct cholinergic actions on both excitatory and inhibitory circuits in the inferior colliculus.

Keywords: acetylcholine, auditory, choline acetyltransferase, midbrain, viral tracing, hearing, neuromodulation, arousal


INTRODUCTION

Acetylcholine (ACh) plays a wide range of roles in normal auditory function, exerting influence from the cochlea to the auditory cortex. In the forebrain, ACh contributes to memory, learning, and attention (Hasselmo and Sarter, 2011; Leach et al., 2013). In the thalamus, ACh differentially influences the efficacy of inputs to a cell, affecting the gating of information flow and possibly biasing a cell toward top-down vs. bottom-up modulation (Sottile et al., 2017). At many levels of the auditory system, ACh can increase spontaneous activity and excitability of auditory neurons and can alter tuning profiles of cells (Farley et al., 1983; Sarter and Bruno, 1997; Ji et al., 2001; Metherate, 2011; Suga, 2012). Finally, ACh is a primary neurotransmitter in the olivocochlear system and plays a critical role in the cochlear amplifier (Dallos et al., 1996; Ryugo et al., 2011). Although much of the previous research on ACh in the auditory system has been done at the levels of forebrain and cochlea, the evidence is accumulating for widespread and varied effects of ACh in the inferior colliculus (IC), a midbrain hub for both ascending and descending auditory pathways (Winer and Schreiner, 2005; Schofield and Beebe, 2019).

Application of ACh to the IC affects the responses to auditory stimuli of a majority of IC neurons (Watanabe and Simada, 1973; Farley et al., 1983; Habbicht and Vater, 1996). Such effects can modify temporal processing and forward masking (Felix et al., 2019). Supporting the idea of widespread effects of ACh in the IC, both nicotinic and muscarinic ACh receptors are present throughout the IC, as is acetylcholinesterase, the enzyme that degrades ACh (Shute and Lewis, 1967; Cortes et al., 1984; Glendenning and Baker, 1988; Henderson and Sherriff, 1991; Happe and Morley, 2004). This is relevant because the physiological studies described above focused on cells in the central nucleus of the IC (ICc), the main lemniscal division of the IC. The dorsal cortex (ICd) and the lateral cortex (IClc) are extralemniscal subdivisions that give rise to parallel ascending pathways that terminate in different parts of the thalamus and serve a variety of functions. These three subdivisions vary concerning cholinergic innervation; in fact, the extralemniscal divisions typically exhibit the highest levels of cholinergic receptors. Staining for β4 nicotinic cholinergic receptor subunits is heaviest in layer 2 of the IClc, with moderate expression in the ICc and less in the ICd (Gahring et al., 2004). These receptors have recently been reported to aid in the modulation of spike timing and forward masking in the IC (Felix et al., 2019). The IClc has also been noted for its comparatively high levels of the α7 nicotinic receptor subunit and high levels of acetylcholinesterase (Happe and Morley, 2004; Dillingham et al., 2017). Muscarinic receptors also stained differentially in the IC, with an expression of m2 receptors highest in the IClc and ICd and less so in the ICc (Hamada et al., 2010). All of this points to a diverse effect of ACh onto several different regions of IC which are known to participate in different parallel ascending auditory and multisensory pathways (Calford and Aitkin, 1983; Rouiller, 1997; Mellott et al., 2014).

Despite the numerous studies of cholinergic receptors in the IC, there is very little information about the identity of IC cells that are directly targeted by the cholinergic inputs. Neurons of the IC are glutamatergic or GABAergic, with GABAergic neurons constituting 20–40% of this population (Oliver et al., 1994; Winer et al., 1996; Merchán et al., 2005; Mellott et al., 2014). Both glutamatergic and GABAergic IC cells likely receive direct cholinergic inputs. Yigit et al. (2003) provided evidence that cholinergic inputs directly activate GABAergic IC cells during development. Sottile et al. (2017) showed that both GABAergic and glutamatergic IC cells can express nicotinic receptors, but their methods did not provide information on the subcellular localization of those receptors (in fact, their study was focused on cholinergic effects on the axon terminals of IC cells that project to the thalamus). An understanding of cholinergic effects in the IC will require identification of the cell types that receive direct cholinergic inputs.

The major source of cholinergic input into the IC is from the pontomesencephalic tegmentum (PMT; Motts and Schofield, 2009, 2011; Schofield et al., 2011). The PMT is the primary source of cholinergic innervation of the thalamus and brainstem and is closely associated with the sleep-wake cycle, sensory gating and attention (Reese et al., 1995a,b,c; Jones, 2017; Cissé et al., 2018). It comprises two groups of neurons: the laterodorsal tegmental nucleus (LDT) which is situated largely within the periaqueductal gray (PAG), and the pedunculopontine tegmental nucleus (PPT). Of the two components, the PPT is the predominant source of cholinergic inputs to the IC (Motts and Schofield, 2009). At its caudal end, the PPT is ventrolateral to the PAG and surrounds the superior cerebellar peduncle. The PPT extends rostro-ventrally from this location almost as far as the substantia nigra in the rostral and ventral midbrain. Nearly half of the neurons in the PPT region respond to sound, and the cholinergic neurons have been implicated in acoustic startle and tone-specific plasticity (e.g., Reese et al., 1995a,b,c; Xiong et al., 2009; Suga, 2012; Azzopardi et al., 2018).

Here we take advantage of viral vectors and a transgenic rat line to allow for the selective tracing of cholinergic projections into the IC. This is important because the PMT contains a mixed population of neuronal neurotransmitter phenotypes, including cholinergic, GABAergic, and glutamatergic cells (Wang and Morales, 2009). Traditional tract-tracing methods rely on axonal transport of tracers without regard for neurotransmitter phenotype, making it difficult to identify the neurotransmitter associated with any particular axon. We used viral vectors that express fluorescent protein only in cells that contain Cre-recombinase. The vectors were injected into the PPT in ChAT-Cre rats, in which Cre-recombinase is expressed only in cholinergic cells. We then use antibodies against glutamic acid decarboxylase (GAD), a specific marker of GABAergic neurons, to distinguish GABAergic from glutamatergic IC neurons. Our analyses focus on the central nucleus (ICc), the lateral cortex (IClc), and the dorsal cortex (ICd), three of the largest IC subdivisions, and the focus of most previous studies of cholinergic effects in the IC. We observed cholinergic axons from the PPT throughout the IC ipsilateral and contralateral to the labeled PPT cholinergic neurons. The axons typically possessed many boutons, including ones in close apposition to GAD-immunopositive (GAD+) and GAD-immunonegative (GAD−) neurons in all the IC subdivisions examined. These results suggest that cholinergic axons from the PPT directly contact glutamatergic and GABAergic IC neurons and thus could modulate both excitatory and inhibitory circuits that arise from these cells.



MATERIALS AND METHODS

All procedures were conducted following the Northeast Ohio Medical University Institutional Animal Care and Use Committee and National Institutes of Health guidelines. Eighteen Long Evans LE tg (ChAT-Cre) 5.1 Deis rats (Rat Resource and Research Center, University of Missouri; 12 female; six male) received injections of the vector into the PPT. Efforts were made to minimize the number of animals and their suffering. A list of all key resources used in this study are presented in Table 1.

TABLE 1. Key resources.
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Surgery

Each rat was deeply anesthetized with isoflurane in oxygen (3.5%–5% isoflurane for induction; 1.75%–3% for maintenance). The rat’s head was shaved and disinfected with Betadine (Perdue Products L.P., Stamford, CT, USA). Atropine sulfate (0.08 mg/kg, i.m.) was given to minimize respiratory secretions and Ketofen (ketoprofen; 5 mg/kg, s.c.; Henry Schein, Melville, NY, USA) or Meloxicam SR (1.5 mg/kg, s.c.; ZooPharm, Laramie, WY, USA) was given for pain management. Moisture Eyes PM ophthalmic ointment (Bausch and Lomb, Rochester, NY, USA) was applied to each eye to protect the cornea. The animal’s head was positioned in a stereotaxic frame with a mouth bar positioned 3.5 mm ventral to the horizontal plane through interaural zero. Body temperature was maintained with a feedback-controlled heating pad. Sterile instruments and aseptic techniques were used for all surgical procedures. An incision was made in the scalp and the surrounding skin was injected with 0.5% bupivacaine (Hospira, Inc., Lake Forest, IL, USA), a long-lasting local anesthetic. A craniotomy was made using a dental drill. A 1 μl Hamilton microsyringe was mounted in a manipulator that was rotated caudally in the sagittal plane so that the syringe came in at a 30° angle above the horizontal axis. Following viral injection, Gelfoam (Harvard Apparatus, Holliston, MA, USA) was placed in the craniotomy and the scalp sutured. The animal was then removed from the stereotaxic frame and placed in a clean cage. The animal was monitored until it could walk, eat, and drink without difficulty.



Viral Tracing

Long Evans LE tg (ChAT-Cre) 5.1 Deis rats were obtained from the Rat Resource and Research Center (University of Missouri). Cre-recombinase is expressed in nearly all cholinergic neurons in these animals (Witten et al., 2011). Two viral vectors were used. Each vector delivers a gene for the expression of fluorescent protein (EYFP or mCherry). The gene is in double-inverted orientation (DIO), so it is expressed only in neurons that contain Cre-recombinase (i.e., in cholinergic neurons). rAAV2/EF1a-DIO-EYFP (titer: 4.6 × 1012; UNC Vector Core) or rAAV2/EF1a-DIO-mCherry (titer: 3.2 × 1012; UNC Vector Core) was injected in the right PPT of each animal. Coordinates for the injections were chosen to target the caudal PPT, where the cholinergic cells that project to the IC are concentrated (Motts and Schofield, 2009). In two animals, 50 nl vectors were deposited over 2 min at a single site. In the remaining animals, 300–400 nl was delivered over 10 min at one site (12 animals) or each of two sites (four animals). In the latter cases, the syringe was inserted twice, so that one deposit was positioned 0.4–0.5 mm dorsal to the other. After each deposit, the syringe was left in place for 2 min before being withdrawn.



Perfusion and Tissue Processing

Four weeks after surgery, the animal was deeply anesthetized with isoflurane and perfused transcardially with Tyrode’s solution, followed by 250 ml of 4% paraformaldehyde in 0.1 M phosphate buffer, pH 7.4 and then by 250 ml of the same fixative with 10% sucrose. The brain was removed and stored at 4°C in fixative with 25–30% sucrose for cryoprotection. The following day, the brain was prepared for processing by removing the cerebellum and cortex and blocking the remaining piece with transverse cuts posterior to the cochlear nucleus and anterior to the medial geniculate body. The tissue was frozen and cut on a sliding microtome into 40 μm thick transverse sections, collected in six sets. Before staining, sections were permeablized in 0.2% Triton X-100 in phosphate-buffered saline (PBS) for 30 min at room temperature, then blocked in 10% normal goat serum in 0.2% Triton X-100 and PBS for 1 h, also at room temperature. Sections were then processed for markers as described below. EYFP label was amplified using an antibody against the green fluorescent protein (GFP, 1:400, Molecular Probes A10262; RRID: AB_2534023; note this antibody cross-reacts with EYFP) in combination with a Tyramide Signal Amplification Kit (Molecular Probes). In two cases, an antibody against ChAT (Chemicon AB144P 1:100; RRID: AB_2079751) was used to verify that viral expression was limited to cholinergic neurons. Putative GABAergic cells were stained with an antibody against GAD67 (1:400; Millipore MAB5406; RRID: AB_2278725). Neurons were counterstained with an antibody against the neuronal nuclear protein (NeuN; 1:500; Millipore ABN78; RRID: AB_10807945). In cases where the ChAT antibody was used, a biotinylated anti-goat antibody (1:100; Vector BA-5000; AB_2336126) was used followed by an AF546 Streptavidin tag (1:100; Thermo Fisher Scientific Cat# S-11225; RRID: AB_2532130) to label ChAT-positive neurons in the PPT. In all other cases, a mixture of an AF488 streptavidin tag (1:100; Thermo Fisher Scientific Cat# S11223; RRID: AB_2336881), an AF564 conjugated anti-mouse secondary (1:100; Thermo Fisher Scientific Cat# A10036, RRID: AB_2534012), and an AF750 conjugated anti-rabbit secondary (1:100; Thermo Fisher Scientific Cat# A21039; RRID: AB_10375716) were used to label GFP, GAD67, and NeuN, respectively. Stained sections were mounted on gelatin-coated slides, allowed to dry and coverslipped with DPX.



Data Analysis

Cholinergic neurons stained with anti-ChAT or labeled by the viral vector injections were used to identify the cholinergic nuclei according to previously published criteria (Motts et al., 2008). In the original study describing the generation of the ChAT-Cre rats, the authors tested the specificity of labeling after injection of a viral vector carrying a gene for Cre-dependent expression of YFP (Witten et al., 2011). Their results showed that over 90% of the YFP-labeled neurons were immunoreactive for ChAT, a specific marker of cholinergic neurons. To ensure that subsequent mutations had not interfered with that specificity, we immunostained sections from two animals with anti-ChAT. IC subdivisions were also identified based on previous criteria (Coote and Rees, 2008; Beebe et al., 2016). Plots and analyses were performed using a Neurolucida system (MBF Bioscience; RRID: SCR_001775) attached to a Zeiss AxioImager Z2 fluorescence microscope (Carl Zeiss MicroImaging, Inc., Thornwood, NY, USA).

For each experiment, fluorescent neurons in the PMT were plotted to visualize the extent of the injection site. The IC was then examined at high magnification in every sixth section through its entire rostral-caudal extent (typically 4–6 sections per animal). The amount of labeling varied across animals. In some cases, especially those with fewer labeled cells in the PPT, there were no labeled axons in the IC; this was not unexpected, given that PPT cholinergic cells projects to many structures throughout the brainstem and thalamus. Those cases were excluded from the present study. Labeled axons were examined to assess possible routes from the PPT to the IC. The results were consistent across cases and suggested several possible routes to both ipsilateral and contralateral IC. To illustrate routes to and within the IC, a representative case with many labeled axons was chosen for detailed plotting. The labeled axons were drawn in every sixth section through the midbrain. The distribution of boutons within the IC was also documented by visual examination of every sixth section through the ipsilateral and contralateral IC. The overall pattern of labeling was consistent across cases, with variations appearing to relate generally to the relative size of the injections (i.e., the relative number of labeled cells in the PMT). For a quantitative description of the labeled boutons, we selected two cases with a large number of labeled axons. We then plotted the labeled boutons, identified as distinct swellings along a labeled axon, in every sixth section through the IC.

A substantial number of labeled boutons appeared to be in close apposition to an IC neuron that was labeled with anti-NeuN and, in some cases, anti-GAD67. Such contacts were apparent across animals; two with a large number of labeled axons and robust immunostaining for both NeuN and GAD were chosen for quantitative analysis. Sections spaced 240 μm apart were chosen to include large parts of the major IC subdivisions in each animal (two sections from one case and three from the second case). The IC in each section was examined at high magnification (63× objective, NA 1.4) and the location of each neuron that appeared to be contacted by a cholinergic axon was plotted with a symbol indicating whether the neuron was GAD− or GAD+.

Photomicrographs were taken with a Zeiss AxioImager Z2 fluorescence microscope with either an AxioCam HRm camera (Zeiss) or an Orca Flash 4.0 camera (Hamamatsu). Additions of color, scale bars, and arrows as well as, cropping and global adjustment of levels were done in Adobe Photoshop (Adobe Systems).




RESULTS


Injection of Viral Vector Into PPT Labels Cholinergic Neurons

Injection of either AAV-EF1a-DIO-mCherry or AAV-EF1a-DIO-EYFP into the PPT of Long Evans ChAT-Cre transgenic rats yielded expression of fluorescent protein in neurons associated with the PPT (Figure 1). The number of labeled cells varied across cases, leading to quantitative differences, but qualitatively the results were similar with the two vectors and across sexes. In one case, we saw labeled neurons in the adjacent LDT, the other component nucleus of PMT (not shown). Results, in this case, did not differ from cases in which the label was confined to PPT. In some cases, additional labeled cells were present in the parabigeminal nucleus, a nucleus on the lateral edge of the rostral midbrain that includes a dense cluster of cholinergic cells. These cases were excluded from the analysis in the present study. In the remaining 18 cases, all produced labeled axons in the IC. Twelve of these cases had substantial labeling (“good to very good”) while the remaining cases had fewer labeled axons that served to support and confirm the conclusions. By plotting the labeled cells in every 6th section, we could assess both the viral spread and the efficacy of the labeling. In the twelve better cases, the labeled cell bodies were located across 1–5 sections, indicating that the injection site extended rostrocaudally from a minimum of less than 240 μm to a maximum of ~1,200 μm. The number of fluorescent cells in these cases ranged from 7 (in a single section) to 328 across five sections. Interestingly, the cases that yielded the most labeled axons in the IC were not those with the most labeled PMT cells; we believe this reflects the fact that only a subset of PMT cells projects to the IC, and these cells are interspersed with those that project to other targets (see Motts and Schofield, 2009; Motts and Schofield, 2010).
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FIGURE 1. Injection of viral vector into the PPT of ChAT-Cre transgenic rats labeled neurons at the site of injection. Photomicrographs show virally-expressed fluorescent protein in PPT neurons. (A) A representative example of mCherry expression in neurons of the left PPT following injection of rAAV2/EF1a-DIO-mCherry. Transverse section; lateral is left, dorsal is up. Scale bar = 500 μm. (B) A representative example of EYFP expression in neurons of the right PPT following injection of rAAV2/EF1a-DIO-EYFP. Transverse section; lateral is right, dorsal is up. Scale bar = 500 μm. (C) A representative three-dimensional reconstruction showing the extent of labeled neurons in the PPT through six transverse sections (spacing: 240 μm between sections). The image on the left shows the six sections stacked, with each EYFP-labeled cell indicated by a green circle. The image on the right shows the stack rotated for a lateral view. The “cloud” of labeled cells shifts ventrally moving from caudal to rostral, reflecting the orientation of the PPT. Aq, cerebral aqueduct; D, dorsal; IC, inferior colliculus; LL, lateral lemniscus; M, medial; PAG, periaqueductal gray; PPT, pedunculopontine tegmental nucleus; R, rostral, scp, superior cerebellar peduncle.



Within the PPT, our injections labeled cells mostly in the caudal portion of the nucleus, surrounding the superior cerebellar peduncle at the same rostrocaudal levels as the IC. An example of a large injection site is shown in Figure 1C, where each green marker represents a single EYFP-labeled PPT neuron. Cholinergic neurons are not as densely packed in more rostral regions of the nucleus (which extends as far as the substantia nigra in the ventral midbrain; Mesulam et al., 1983). Our cases contained few or no labeled cells in these rostral regions, so we may have missed a portion of the cholinergic projections to the IC. If so, it is likely to be a very small component because the majority of PPT cells that project to the IC are concentrated in the caudal PPT (Motts and Schofield, 2009).

We stained sections with antibodies against ChAT to determine whether the expression of the fluorescent protein was limited to cholinergic (i.e., ChAT+) cells (Figure 2). In these sections, all virally-labeled PPT neurons were co-labeled with the ChAT antibody (Figure 2, green arrows), indicating that the viral vector is selective for cholinergic neurons. However, it was common to see ChAT+ neurons that were not labeled by the viral gene, even though adjacent neurons were so labeled (Figure 2). It is impossible to determine whether this was a failure of the transgene (i.e., Cre-recombinase was not expressed in the cholinergic neuron) or a failure of viral uptake of fluorescent gene expression by the presumptive cholinergic neurons. We chose three cases that produced the most labeled axons in the IC and counted both the virally-labeled cells and the ChAT+ PPT cells in the same sections. On average, 18% of the ChAT+ cells were labeled by the viral vector (range: 14–23%), suggesting that the efficacy of viral labeling is limited. We completed a similar analysis for a fourth case that had fewer labeled axons in the IC despite having many more labeled cells in the PPT. This case had 155 virally-labeled cells in five sections, which constituted 72% of the ChAT+ cells. Clearly, some cases had greater efficacy of labeling, although we never observed 100% labeling. We conclude that the labeled axons and boutons that we observed in the IC are cholinergic and likely underrepresent the PPT-to-IC cholinergic pathway.
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FIGURE 2. Viral injection selectively labeled ChAT-positive neurons in the PPT. (A) EYFP-expressing PPT neurons (green arrows) following AAV injection. (B) Same region as shown in (A), but imaged to show immunostaining for ChAT. (C) Merged image showing colocalization of ChAT antibody and viral EYFP expression (green arrows). Scale = 100 μm.





Cholinergic Axons Course Through the Tegmentum to Reach Ipsilateral and Contralateral IC

From the PPT, cholinergic axons travel to many regions of the brainstem and thalamus. Labeled axons were present in the IC bilaterally, with more axons present on the ipsilateral side (Figure 3). Axons coursing toward the IC take multiple routes. Axons leave the PPT dorsally and dorsolaterally to enter the ICc through its ventral border. Axons reaching the ipsilateral IClc do so either through the ventrolateral border of the IC or by coursing through the ICc and turning laterally. Axons traveling to the ICd travel first through either the ICc or the IClc.
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FIGURE 3. Cholinergic axons travel through the tegmentum to reach ipsilateral and contralateral IC. Fluorescent-labeled axons (magenta lines) were observed throughout transverse IC sections after labeling cholinergic cells in the left PPT (magenta squares). The plots show the axons in a series of transverse sections through the IC at caudal (A), middle (B), and rostral levels (C). On both sides, labeled axons appear to enter the IC all along its ventral border. Sections are 40 μm thick and 240 μm apart. Scale bar = 1 mm.



The organization of labeled axons suggests several possible routes from the PPT to the contralateral IC. First, axon fragments could be followed from the PPT across the midline, traveling ventral to the PAG or even through the ventral PAG to the ventral border of the contralateral IC. At this point, the axons entered the contralateral IC all along its ventral border and were distributed to each major subdivision in a pattern similar to that in the ipsilateral IC. Also, labeled axons were present in the IC commissure. The directionality of these axons could not be determined, so they could represent a projection from one PPT through the ipsilateral IC to the contralateral IC, or a recurrent loop from the PPT to the contralateral IC and then back to the ipsilateral side.



Cholinergic Boutons Are Present in all IC Subdivisions

Labeled axons typically were thin and studded with en passant and terminal boutons. Figure 4 shows results from a case that had substantial labeling of axons in the IC. Cases with fewer labeled axons had fewer boutons but otherwise were similar to one another. In all cases, more boutons were present ipsilaterally than contralaterally and typically were present in all the IC subdivisions on both sides. Individual axons were observed to cross any of the borders between IC subdivisions, with boutons clearly visible in each subdivision; Figure 4G (asterisks) shows examples of axons crossing the ICc/IClc border. Within a subdivision, there was no obvious relationship between the axons or boutons and other features of the subdivision architecture. In the ICc, labeled axons were oriented in several directions without any clear relationship to the orientation of fibrodendritic laminae. In the shell areas (ICd and IClc), the labeled axons showed no particular relationship to borders between layers or between the “GABA modules” and the extramodular domains (see Chernock et al., 2004).
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FIGURE 4. Labeled cholinergic axons with many boutons were present in each subdivision of the IC. (A–C) Expression of mCherry in axons from PPT in (A) ICc, (B) IClc, and (C) ICd. (D–F) Expression of EYFP in axons from PPT in (D) ICc, (E) IClc, and (F) ICd. Scale bar in (F) = 25 μm and applies to (A–F). (G) Montage showing EYFP-labeled cholinergic axons in the ICc and IClc (separated by the dashed line), including individual axons that cross the border (asterisks), providing boutons to both subdivisions. Scale = 25 μm.



As described above, the labeled axons in the IC were typically studded with boutons, suggesting many sites of ACh release. Figure 5 plots the distribution of labeled boutons (green circles), demonstrating their wide distribution throughout the ipsilateral and contralateral IC. Consistent with the axonal pattern, the boutons were more numerous on the ipsilateral side than on the contralateral side. Also, labeled boutons were more numerous in the caudal part of the IC, even within a subdivision (compare Figure 5C vs. Figure 5A).
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FIGURE 5. Cholinergic boutons are present in multiple IC subdivisions. Plots of transverse sections through the IC (the same sections illustrated in Figure 2) showing the distribution of labeled boutons (green circles) in the IC after fluorescent labeling of cholinergic cells (magenta squares) in the left PPT. Cholinergic boutons were found in (A) caudal, (B) mid-IC, and (C) rostral sections of IC, where they terminated in the three major subdivisions: dorsal cortex (ICd), lateral cortex (IClc) and central nucleus (ICc). Scale bar = 1 mm.





Cholinergic PPT Axons Contact GAD+ and GAD− Neurons in the IC

A majority of the labeled boutons were located in the neuropil between the labeled neuronal cell bodies, but a substantial number of boutons were in close apposition to the cell bodies, suggesting possible synaptic contacts. By staining the tissue with an antibody to GAD, we could examine the relationship of the labeled cholinergic boutons to presumptive GABAergic cells. Figure 6 shows examples of virally-labeled cholinergic boutons (green) in close contact (arrows) with GAD+ IC neurons (magenta). We also stained the tissue with a neuron-specific marker (NeuN), allowing us to distinguish GAD+ cells from GAD− cells (presumptive glutamatergic neurons). A neuron that is NeuN+ and GAD− located close to GAD+ profiles is considered to be non-GABAergic. GAD− neurons are likely glutamatergic neurons as IC neurons are either GABAergic or glutamatergic (reviewed by Schofield and Beebe, 2019). Glutamatergic neurons make up the majority of IC neurons and were frequently contacted by labeled cholinergic PPT boutons (Figures 7A,B, arrows).
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FIGURE 6. Cholinergic axons contact GAD+ neurons in the IC. The upper panel in each column shows fluorescent-labeled cholinergic axons in the IC (green). The lower panel in each column shows the same axons overlaid with an image of the GAD stain (magenta). Arrows show points of close contact between labeled boutons and the GAD+ cells. Images (A,C,D) are from the IC central nucleus; (B) is from IC lateral cortex. Scale bar = 20 μm.




[image: image]

FIGURE 7. (A,B) Cholinergic axons contact GAD− neurons in the IC. The upper panel in each column shows fluorescent-labeled cholinergic axons (green) and NeuN+ neurons (cyan). Labeled boutons are in close contact (arrows) with several of the NeuN+ cells (*). That these contacted cells are non-GABAergic is shown by the lower panel, which shows GAD immunostain in magenta. None of the asterisk-marked cells are GAD+, despite the presence of GAD+ cells nearby. IC, lateral cortex. Scale bar = 20 μm.



We observed cholinergic contacts onto neurons in both the ipsilateral and contralateral IC. Figure 8 shows the distribution of contacted cell bodies in two sections through the IC in a representative case. Several points are clear. First, contacts occur bilaterally in all three IC subdivisions, with more contacts ipsilateral than contralateral. Second, contacts occurred on both GAD− cells (presumptive glutamatergic cells, Figure 8, cyan symbols) and GAD+ cells (presumptive GABAergic cells, Figure 8, magenta symbols). Thus, cholinergic axons from a single PPT appear to contact GAD+ and GAD− neurons in each major IC subdivision both ipsilateral and contralateral to the injected PPT.
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FIGURE 8. GAD-positive and GAD-negative IC neurons are contacted throughout the IC. Plots of transverse sections through the caudal (A) and rostral (B) IC show the distribution of neurons contacted by cholinergic boutons after labeling cholinergic cells in the left PPT and laterodorsal tegmental nucleus (LDT; green squares). Contacted cells included both GAD+ neurons (magenta triangles) and GAD− neurons (cyan triangles) in each of the major IC subdivisions. Contacted IC neurons were more numerous on the ipsilateral side than the contralateral side. Contacted GAD− neurons outnumbered contacted GAD+ neurons. Scale bar = 1 mm.





Individual Cholinergic Axons Can Contact Both GAD+ and GAD− Neurons

Individual sections often contained relatively long segments of labeled axons that allowed several observations. In each of the IC subdivisions, individual axons appeared to contact multiple IC neurons. Figure 7 includes examples of single cholinergic axons that appear to contact multiple GAD− neurons. Figure 9 shows additional patterns of multiple targets, including multiple GAD+ neurons (Figure 9B) and axons that contact both GAD+ and GAD− neurons (Figures 9A,B). Each pattern of contact—onto multiple GAD+ neurons, multiple GAD− neurons, or both GAD+ and GAD− neurons—was observed ipsilateral and, less often, contralateral to the injection site.
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FIGURE 9. Single cholinergic axons contact both GAD+ and GAD− IC neurons. The upper panel in each column shows fluorescent-labeled cholinergic axons (green) overlaid with an image of GAD staining (magenta). The lower panel in each column shows the same image overlaid with an image of the NeuN stain (cyan). (A) An axon segment in the IC lateral cortex appears to contact one GAD+ neuron (magenta arrowheads) and two different GAD− neurons (cyan arrowheads). (B) shows an axon segment from the IC central nucleus that appears to contact two GAD+ neurons (magenta arrowheads) and a nearby GAD− neuron (cyan arrowheads). Scale bar = 20 μm.






DISCUSSION

We used selective viral tract-tracing of cholinergic PPT neurons to identify cholinergic projections to the IC. The PPT is a prominent source of cholinergic innervation of the thalamus and brainstem and is involved in wide-ranging functions such as arousal, sensory gating, sleep-wake cycle, and plasticity (reviewed by Schofield et al., 2011; Schofield and Hurley, 2018). The present results demonstrate that cholinergic axons from the PPT terminate in the three largest IC subdivisions: the ICc, ICd, and IClc (Figure 10). These subdivisions contribute to different aspects of hearing, each of which may be affected by cholinergic modulation. The cholinergic axons typically contain many boutons and can cross borders between IC subdivisions as well as within subdivisions (e.g., the laminar boundaries in the IClc). Cholinergic axons contact IC cells that are GAD+ (presumptive GABAergic) and GAD− (presumptive glutamatergic), suggesting that ACh acts on both excitatory and inhibitory IC circuits. Moreover, an individual cholinergic axon can contact cells of both neurotransmitter phenotypes. Taken together, PPT cholinergic neurons appear to contact many excitatory and inhibitory cells across multiple IC subdivisions, suggesting wide-ranging effects of ACh in the IC.
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FIGURE 10. Cholinergic PPT cells project throughout the IC and contact GABAergic and presumptive glutamatergic cells. Green arrows show cholinergic projections from PPT to all three subdivisions of the IC. Cyan stars represent cholinergic-contacted glutamatergic neurons and magenta stars represent cholinergic-contacted GABAergic neurons. Aq, cerebral aqueduct; ICc, d, lc, inferior colliculus central nucleus, dorsal cortex, and lateral cortex; ICcomm, commissure of the IC; PAG, periaqueductal gray; PPT, pedunculopontine tegmental nucleus.




Technical Issues

The combination of Cre-expressing cholinergic cells in transgenic animals and Cre-dependent expression of fluorescent proteins delivered via viral vectors provides an opportunity for highly selective labeling of a cholinergic pathway (e.g., Stornetta et al., 2013). Following immunostaining with anti-ChAT, we found that fluorescent protein expression was limited to ChAT+ cells. We conclude that the labeled axons were cholinergic. The same analysis showed numerous ChAT+ cells that did not express fluorescent protein despite being among other cells that were so labeled. It is unclear whether this reflects a failure of Cre expression or failure of viral uptake and subsequent expression of the fluorescent label. The two vectors used here were serotype 2, selected because of relatively high efficiency in anterograde labeling of neuronal pathways (Aschauer et al., 2013; Salegio et al., 2013). However, possibly a different serotype would label some of the cholinergic cells that were unlabeled here. We conclude that our experiments probably labeled <100% of the pathway of interest, and cannot rule out the possibility that a specific subtype of cholinergic cell failed to express the fluorescent proteins.

There are disparate views on volume vs. synaptic cholinergic transmission (Descarries et al., 1997; Zoli et al., 1999; Parikh et al., 2007; Lendvai and Vizi, 2008; Sarter et al., 2009; Muñoz and Rudy, 2014; Takács et al., 2018), with no data to argue strongly for one mode or the other in the IC. Of course, the specificity of cholinergic action also depends on the nature and location of cholinergic receptors, with opportunities for both presynaptic and postsynaptic effects. As discussed above (Introduction), the IC contains a variety of nicotinic and muscarinic receptor types, but as yet little is known about the specific cells and circuits associated with these receptors. By using light microscopy, we have been able to assess the distribution of cholinergic axons and likely release sites over a large area. The results suggest that a single PPT releases ACh across a wide expanse of both ipsilateral and contralateral IC. Although a majority of boutons were located in the neuropil, many of the cholinergic boutons were in close apposition to neuronal (NeuN+) cell bodies, allowing us to assess some of the cell types most likely affected by ACh. By adding immunostain for NeuN and GAD67, we were able to conclude that ACh is likely to have direct effects on both GAD+ (likely GABAergic) and GAD− neurons. Given that IC neurons are mostly either GABAergic or glutamatergic, the GAD− neurons are likely to be glutamatergic cells. Our conclusion that ACh affects both glutamatergic and GABAergic IC cells is consistent with previous studies showing physiologic activation of GABAergic cells (Yigit et al., 2003) and the presence of cholinergic receptor mRNA in both cell types (e.g., Sottile et al., 2017). Ultimately, electron microscopy will be needed to identify synaptic release sites for ACh. The present results indicate that such studies will be needed in each of the IC subdivisions.



Functional Implications

The present results extend the conclusions reached via retrograde tracing experiments that identified the PPT as the largest source of cholinergic input to the IC (Motts and Schofield, 2009). Those experiments were based on large injections of tracer that typically encroached on multiple IC subdivisions. The present results show that cholinergic PPT axons innervate each of the large IC subdivisions: ICc, ICd, and IClc. Also, the retrograde tracing studies indicated that, overall, more PPT cells project to the ipsilateral IC and fewer project to the contralateral IC. The present results indicate that the axonal distribution reflects a similar pattern, with denser projections to the ipsilateral IC than contralateral IC. Ipsilateral dominance applies to each of the IC subdivisions.

The widespread distribution of PPT cholinergic axons is consistent with studies of cholinergic receptors, which describe nicotinic and muscarinic receptors throughout the IC (Schwartz, 1986; Glendenning and Baker, 1988; Morley and Happe, 2000; Gahring et al., 2004; Happe and Morley, 2004). Given that cholinergic axons are distributed widely in the IC, one would expect that a majority of IC cells are affected by cholinergic inputs. The available studies are consistent with such a view, but the data are limited to studies in which the location of recorded units was not related to IC subdivision (Curtis and Koizumi, 1961; Watanabe and Simada, 1973; Farley et al., 1983), or to studies in which the units were restricted to the ICc (Habbicht and Vater, 1996; Ji et al., 2001; Yigit et al., 2003). The present results suggest that direct cholinergic effects would be observed upon recording neurons in the ICd and the IClc.


Cholinergic Effects in the ICc

Information on cholinergic effects within specific IC subdivisions has been limited to the ICc. Previous studies showed that cholinergic agents affect the firing rate but not the temporal response patterns of IC neuronal responses to sounds (Farley et al., 1983; Habbicht and Vater, 1996). They suggested that ACh acted through nicotinic and muscarinic receptors to set the level of neuronal activity in the IC, likely modulating neuronal sensitivity as well as gain. Cholinergic effects in other subcortical auditory nuclei have led to similar conclusions. Oertel and colleagues (Fujino and Oertel, 2001; Oertel and Fujino, 2001; Oertel et al., 2011) suggested that ACh enhances responses of T stellate cells in the cochlear nucleus, perhaps to enhance coding of spectral peaks and thus to improve interpretation of sounds in noise. Caspary and colleagues have suggested that cholinergic effects in auditory thalamus similarly support hearing in a noisy environment, and further that deterioration of the cholinergic system with aging could relate to presbycusis (Sottile et al., 2017). It is worth noting that the PPT is a source of cholinergic innervation to the cochlear nucleus and auditory thalamus, as well as the inferior colliculus. Moreover, individual PPT cells can send branching axons to innervate two or more of these target structures (e.g., one IC as well as left and right auditory thalamus; Motts and Schofield, 2011). Such divergent projections are typical of many modulatory systems and may reflect a common effect across auditory nuclei (reviewed by Schofield and Hurley, 2018).

The origin of the inputs from the PPT may provide additional insight into cholinergic functions. Within the context of auditory processing, the PPT has been associated with arousal, plasticity (especially driven by top-down circuits) and sensory gating (Xiong et al., 2009; Schofield et al., 2011; Schofield and Hurley, 2018). The PPT projections to the auditory thalamus have been implicated in the enhancement of hearing in a noisy environment, in part by cholinergic enhancement of ascending inhibitory pathways as well as enhancement of top-down modulation (via effects on corticothalamic circuits; Sottile et al., 2017). Gut and Winn (2016) proposed that the PPT, particularly the caudal part (as studied here), is especially important for an organism’s ability to act quickly in response to sensory stimuli. This proposal ties together the sensory aspects of the PPT with its well-known ties to the basal ganglia. Many cells in the PPT respond to acoustic stimuli, so it is not surprising that they would contribute to auditory function (Reese et al., 1995a,b,c). Slee and David (2015) have shown that IC cells respond differently depending on whether the subject is performing a task. They concluded that arousal associated with task performance likely accounted for part of the difference in responses. Cholinergic projections as demonstrated in the present study may contribute to such responses. Kuenzel and colleagues (Goyer et al., 2016; Gillet et al., 2018; Kuenzel, 2019) have suggested a similar role for projections from the PPT to the cochlear nucleus, where ACh can modulate neuronal sensitivity in accord with an animal’s behavioral state and level of arousal.

Suga and colleagues have shown evidence for a cholinergic role in corticofugal-driven plasticity of subcortical auditory nuclei, including plasticity in the IC (Xiong et al., 2009; Suga, 2012). Stimulation of the auditory cortex can lead to the retuning of an IC cell’s response selectivity. Such plasticity can involve a variety of stimulus parameters, such as shifting the frequency to which the IC cell responds most readily. The retuning of IC responses can outlast the period of cortical stimulation by minutes to hours as a result of plasticity in both cortical and subcortical circuits. Significantly, that plasticity is dependent on ACh in the IC. We believe that the details of the retuning (e.g., whether a given cell retunes to a higher or a lower acoustic frequency) is determined by the massive direct projections from the auditory cortex to the IC, with cortical axons activating both excitatory and inhibitory circuits within the IC. ACh, on the other hand, provides a permissive signal that allows synaptic plasticity to sustain the effects of the cortical stimulation. Such a permissive signal could: (1) be elicited by direct auditory cortical projections to cholinergic PPT cells that project to the IC (Schofield and Motts, 2009; Schofield, 2010); and (2) affect multiple IC cells via highly divergent cholinergic axons, including axons that contact both glutamatergic and GABAergic IC cells (current results).

Interestingly, the work by Suga (2012) like that cited earlier regarding cholinergic effects on IC cells, focused on responses of cells in the ICc. It will be of interest in future studies to identify the effects of ACh on responses of IC cells outside the central nucleus, particularly given these non-central regions being the prime targets of cortical inputs as well as centers for multisensory processing.



Cholinergic PPT Axons Likely Modulate Lemniscal and Extralemniscal Auditory Pathways

The termination of cholinergic axons across IC subdivisions is significant when we consider that each IC subdivision contributes differentially to three parallel auditory pathways: a lemniscal pathway, a polysensory pathway, and a diffuse pathway (Calford and Aitkin, 1983; Rouiller, 1997; Mellott et al., 2014). Each pathway is thought to serve different aspects of hearing. The lemniscal pathway is tonotopically organized and provides the primary-like representation of sound. It encompasses projections from the ICc to the ventral medial geniculate nucleus and on to tonotopically organized regions of the auditory cortex. The polysensory pathway incorporates inputs from other sensory systems, especially the somatosensory system. These inputs terminate heavily in the IClc. Projections from the IClc, along with projections from ICc, converge in the medial division of the medial geniculate nucleus, which then projects widely to auditory cortical areas and other forebrain targets to form the polysensory pathway (De Ribaupierre, 1997). Finally, the diffuse pathway originates from the ICd, which projects to the dorsal medial geniculate nucleus and then on to secondary and temporal auditory cortical areas. The ICd has long stood out as unique among IC subdivisions, with descending inputs from the auditory cortex appearing to dominate over ascending inputs (Ehret, 1997). ICd cells are typically broadly-tuned and respond only weakly to simple auditory stimuli, but respond more robustly to complex contextual stimuli (such as the cries of isolated offspring; De Ribaupierre, 1997). Early lesion studies suggested that ICd plays a particularly important role in auditory attention (Jane et al., 1965). The present results show that cholinergic axons from the PPT terminate broadly in each of the large IC subdivisions and are in a position to modulate the activity in each of the ascending parallel pathways. At the level of the thalamus (another target of PPT cholinergic projections), ACh can have different effects on lemniscal vs. extra-lemniscal cells (Mooney et al., 2004). The differences are thought to be mediated through different cholinergic receptors. In the IC, Gahring et al. (2004) noted higher levels of the nicotinic receptor subunit β4 in the IClc compared to other IC subdivisions. Happe and Morley (2004) noted high levels of the nicotinic receptor α7 subunits in the IClc. To the best of our knowledge, none of these receptors have been associated with specific output pathways from the IClc or ICd. Nonetheless, the current data, along with the prominent contributions of each IC subdivision to the parallel ascending pathways, suggests that PPT cholinergic modulation could affect a wide range of auditory functions.



Cholinergic Axons Target Both GABAergic and Glutamatergic IC Neurons

Several studies have shown that ACh affects the majority of IC cells’ response to sound (Watanabe and Simada, 1973; Farley et al., 1983; Habbicht and Vater, 1996). The effects can be mediated via nicotinic and muscarinic receptors. In general, cholinergic agents can affect response rate but appear to have little effect on the temporal patterns of a neuron’s response to a sound, or on the selectivity for specific stimulus parameters. These studies could not discern direct from indirect cholinergic effects on the recorded cell, so the underlying mechanisms remain unclear. The present study suggests that the cholinergic effects are mediated by direct actions on both excitatory and inhibitory IC cells. We showed that PPT cholinergic axons are closely associated with both glutamatergic and GABAergic IC neurons. This sets the stage for postsynaptic effects on the closely apposed cell bodies or dendrites (without ruling out presynaptic effects on nearby axon terminals that contact the same postsynaptic cell). Evidence for cholinergic effects on identified GABAergic or glutamatergic IC cells is limited. Sottile et al. (2017) showed that GABAergic and presumptive glutamatergic IC cells express mRNA for nicotinic receptor subunits. These results do not indicate where the receptors are expressed on the cells [indeed, Sottile et al. (2017) were examining cholinergic effects on the collicular axon terminals in the thalamus]. In vitro recordings from the IC provide additional support. Yigit et al. (2003) provided physiological evidence that GABAergic IC cells are activated via muscarinic receptors. Those experiments were conducted in young animals and could potentially reflect mechanisms that disappear after the system has developed (see Morley and Happe, 2000 for a discussion of separate cholinergic roles during and after the development of the auditory system). In a preliminary study, Rivera-Perez et al. (2020) demonstrated direct nicotinic depolarization of VIP-expressing IC cells (which are known to be glutamatergic; Goyer et al., 2019). Additional experiments will be needed to identify the receptor types on glutamatergic and GABAergic IC cells and to differentiate presynaptic vs. postsynaptic effects.





CONCLUSION

The PPT, the largest source of cholinergic projections to the IC, sends axons to terminate bilaterally throughout the three major subdivisions of the IC. This termination pattern suggests that ACh modulates auditory processing associated with all three parallel ascending pathways to the thalamus—the tonotopic, multisensory, and diffuse pathways—and thus affects most aspects of auditory processing. Cholinergic boutons are found in close association with both glutamatergic and GABAergic IC cells, suggesting that ACh modulates both excitatory and inhibitory IC circuits. Overall, the PPT is likely to set the sensitivity of IC cells, modulating neuronal responses according to behavioral state and level of arousal. Further, by providing a permissive signal for plasticity in IC cells driven by top-down (corticofugal) mechanisms, ACh is likely to have both long-term as well as short-term effects on midbrain auditory processing.
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The ability of humans and animals to localize the source of a sound in a complex acoustic environment facilitates communication and survival. Two cues are used for sound localization at horizontal planes, interaural time and level differences (ITD and ILD), which are analyzed by distinct neural circuits in the brainstem. Here, we review the studies on metabotropic glutamate receptor (mGluR)-mediated neuromodulation of both intrinsic and synaptic properties of brainstem neurons in these circuits. Both mammalian and avian animal models have been used, with each having their advantages that are not present in the other. For the mammalian model, we discuss mGluR neuromodulation in the ILD circuit, with an emphasis on the recent discovery of differential modulation of synaptic transmission of different transmitter release modes. For the avian model, we focus on reviewing mGluR neuromodulation in the ITD pathway, with an emphasis on tonotopic distribution and synaptic plasticity of mGluR modulation in coincidence detector neurons. Future works are proposed to further investigate the functions and mechanisms of mGluRs in the sound localization circuits.

Keywords: neuromodulation, mGluR, sound localization, ITD, ILD


INTRODUCTION

Glutamate, the most ubiquitous excitatory neurotransmitter used in the nervous system, activates two types of receptors, ionotropic and metabotropic receptors (iGluRs and mGluRs). These receptors are tasked with fast and slow neurotransmission respectively. Soon after mGluRs were discovered (Sladeczek et al., 1985; Nicoletti et al., 1986a,b), studies on their structure, functional expression, and signaling pathways followed (Sugiyama et al., 1987; Houamed et al., 1991; Masu et al., 1991). To date, eight members of mGluRs have been identified. They are classified into three groups based on signaling mechanisms and amino acid sequences (reviewed by Niswender and Conn, 2010). Group I mGluRs consist of two members, mGluR1 and mGluR5. They are typically expressed in postsynaptic cells, and function through Gq/G11 proteins. Group II mGluRs consist of mGluR2 and mGluR3, and group III mGluRs have four members (mGluR4, 6, 7, and 8). Both group II and group III mGluRs are expressed primarily on presynaptic loci and function through Gi/Go proteins. Since mGluRs play a crucial role in modulating many neural circuits, mGluRs have been targets for drug development to treat various psychiatric conditions such as anxiety disorders, depression, schizophrenia, and chronic pain (reviewed by Swanson et al., 2005; Krystal et al., 2010; Crupi et al., 2019). This review focuses on mGluR modulation of sound localization circuits in the brainstem. The general topics of mGluRs can be found in other reviews (reviewed by Krystal et al., 2010; Niswender and Conn, 2010; Nicoletti et al., 2011; Tharmalingam et al., 2012; Lodge et al., 2013). Additionally, mGluR modulation of both synaptic transmission and intrinsic excitability of auditory neurons, which is important for modulation of auditory processing, has been reviewed previously (reviewed by Lu, 2014; Tang and Lu, 2018).

Sound localization allows an organism to discern spatial characteristics of sounds, providing a clear evolutionary advantage in terms of communication and survival skills. For sound localization in the horizontal plane, two cues are used, interaural time differences (ITD) and interaural level differences (ILD; reviewed by Grothe et al., 2010). While ITD cues help process low-frequency sounds, ILD cues are well suited for high-frequency sounds (Goupell and Stakhovskaya, 2018). It is conceivable that mGluRs are involved in sound localization pathways, because glutamate is the principal excitatory neurotransmitter expressed from the cochlea to the auditory cortex, and mGluRs are found to be expressed in all these auditory stations (reviewed by Lu, 2014; Tang and Lu, 2018). The brainstem is the preliminary location of integrating complex auditory processes such as sound localization. Understanding the functions of mGluRs in auditory circuits will provide a deeper appreciation for modulatory mechanisms involved with auditory processing and help cultivate potential therapeutic approaches targeting mGluRs in treating hearing disorders such as tinnitus (ringing of the ear without external sound stimuli; reviewed by Galazyuk et al., 2019). Here, we review the studies on mGluRs in the avian ITD and the mammalian ILD circuits with a focus on brainstem structures.



mGluRs IN MAMMALIAN ILD PATHWAY

The mammalian ILD pathway is extensive and spans many subcortical and cortical structures. The auditory nerve enters the brainstem and innervates the cochlear nucleus (CN). The CN has three sub-nuclei: dorsal CN, anteroventral CN (AVCN), and posteroventral CN (PVCN). These sub-nuclei have diverse functions and neuromodulation (Farago et al., 2006). Outputs from the AVCN lead to excitation of the ipsilateral lateral superior olivary (LSO) complex. The LSO also receives synaptic inhibition from the ipsilateral medial nucleus trapezoid body (MNTB), which receives excitatory input from the contralateral AVCN and converts the excitation to an inhibitory output. The integration of ipsilateral excitation and contralateral inhibition allows LSO to encode ILDs (reviewed by Tollin, 2003). Thus, our discussion will be focused on mGluRs in AVCN, MNTB, and LSO (Figure 1).
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FIGURE 1. Metabotropic glutamate receptor (mGluR) modulation in the mammalian brainstem interaural level differences (ILD) pathway. Modulation of neuronal properties by mGluRs has been observed at the ILD-coding site lateral superior olivary (LSO), as well as the input nuclei, anteroventral cochlear nucleus (AVCN) and medial nucleus trapezoid body (MNTB). At the LSO, groups I and II mGluRs at the postsynaptic site generate Ca2+ signaling. Presynaptic group II mGluRs regulate the inhibitory input from MNTB while groups II and III mGluRs regulate the excitatory input from AVCN. At the AVCN, the group I mGluRs facilitate the excitability of bushy cells. At the MNTB, besides facilitating the excitability, the group I mGluRs exert release-mode dependent modulation on both the excitatory and inhibitory inputs to MNTB. Group III mGluRs may also be involved in modulating the excitatory input to MNTB. The text boxes containing the subtypes of mGluRs indicate postsynaptic (within a particular nucleus) or presynaptic (outside of the nucleus) modulation.



In AVCN, at the mRNA and protein levels, mGluR1 (a subtype of group I mGluRs) is moderately expressed (Shigemoto et al., 1992; Petralia et al., 1997; Bilak and Morest, 1998; Kemmer and Vater, 2001). Chanda and Xu-Friedman (2011) have provided physiological evidence for the presence of tonic activity of group I mGluRs in AVCN. Depolarization of bushy cells by activation of mGluR1 and/or mGluR5 is believed to enhance the excitability of these cells (Chanda and Xu-Friedman, 2011), forming a contrast with the inhibition mediated by GABAB receptors (GABABRs). For groups II and III mGluRs, very little is known about their expression or function in the AVCN (Ohishi et al., 1998).

The expression and in vitro physiology of mGluRs in MNTB has been relatively extensively studied. Group I mGluRs are expressed primarily on the postsynaptic membrane of MNTB neurons (mGluR1: Kushmerick et al., 2004; mGluR5: Peng et al., 2020). Kushmerick et al. (2004) has shown that via retrograde signaling, a postsynaptic group I mGluRs (predominantly mGluR1) inhibit glutamatergic transmission at the calyx-MNTB synapse. Remarkably, mGluR5 (and maybe mGluR1 too) is also expressed presynaptically in the calyx of Held, and enhances spontaneous glutamate release, via regulating a persistent voltage-gated Na+ channel current (Peng et al., 2020). The differential mGluR modulation on spontaneous vs. evoked glutamate release is consistent with our finding that group I mGluRs differentially modulate spontaneously vs. evoked inhibitory postsynaptic currents (sIPSCs and eIPSCs, respectively) based on the neurotransmitter (glycine or GABA; Curry et al., 2018). Group I mGluRs selectively increase glycine sIPSCs while depressing GABA eIPSCs and having minimal effect on glycine eIPSCs and GABA sIPSCs (Curry et al., 2018). Our results (Curry et al., 2018; Peng et al., 2020) support the theory of different synaptic vesicular pools for spontaneous and evoked release and provide potential evidence of multivesicular spontaneous release under mGluR modulation. Besides modulating synaptic properties, the group I mGluRs can also increase the excitability of MNTB neurons via different mechanisms from the presynaptic modulation (dos Santos E Alhadas et al., 2019). Activation of these receptors leads to MNTB membrane depolarization, inhibition of inward rectifier K+ channels, promotion of action potentials (APs), improvement in the neuron’s ability to follow high-frequency excitatory inputs, and these effects persist into adulthood (P90; dos Santos E Alhadas et al., 2019). The enhancement of cellular excitability of MNTB neurons by the group I mGluRs remains in the presence of the antagonists for the major known ionotropic receptors (Peng et al., 2020), indicating postsynaptic actions of these receptors. Also, KV3.1b phosphorylation, which underlies the high-threshold KV conductances, is subject to modulation by the group I mGluRs (Song and Kaczmarek, 2006). Because the high-threshold KV conductances critically define the ability of MNTB neurons to follow spike inputs at high frequency (HF; Johnston et al., 2010), the mGluR modulation of their phosphorylation status affects the inhibitory output of MNTB. Other mGluRs in MNTB are less well understood. Group II mGluRs are shown to be present at synapses of MNTB (Elezgarai et al., 2001). One group III member, mGluR4, is identified at the presynaptic glutamatergic terminals, and its activity is developmentally regulated (functioning before hearing onset; Elezgarai et al., 1999). Functionally, mGluRs make a small (10%) yet physiologically relevant contribution to the presynaptic depression of the excitatory input to MNTB from the calyx (von Gersdorff et al., 1997). Limited data also showed that the excitatory input to MNTB is negatively regulated via group III mGluRs (Billups et al., 2005). These studies demonstrate multi-directional regulations by mGluRs of neuronal properties of MNTB. Although MNTB has been considered a simple sign-inverting relay station, the evidence reviewed above suggests rich possibilities for neural plasticity.

In the LSO, mGluR modulation seems to be limited during development. The expression of group II mGluRs is mostly detected in early development (P4) but not after hearing onset (Nishimaki et al., 2007). Supporting this anatomical observation, Ene et al. (2003) showed that the intracellular Ca2+ concentration is increased by activation of groups I and II mGluRs in LSO neurons obtained in P0-P4 mice. This mGluR-triggered response in the intracellular Ca2+ concentration reduces its amplitude in later animal ages (P20; Ene et al., 2007). Activation of mGluRs (likely groups II and III) inhibits evoked glutamate release at LSO in P14–22 rats, forming feedback control of the excitatory input (Wu and Fu, 1998). Meanwhile, Nishimaki et al. (2007) reported suppression of the inhibitory input to LSO neurons, apparently via activation of mGluRs on the inhibitory terminals by glutamate spillover escaped from the synaptic cleft of the excitatory terminals, and the effects diminish a few days after hearing onset. These results suggest a role of mGluRs in the development of the neural circuits involving the LSO.

In summary, mGluRs modulate synaptic inputs to the LSO, and extensively modulate the neuronal properties of the projecting neurons in AVCN and MNTB, constituting a network modulation of the ILD circuit in mammals.



mGluRs IN AVIAN ITD PATHWAY

For studies of mGluRs in the avian ITD circuit, the chicken auditory brainstem represents an excellent model because of its defined and specialized anatomy, and its well-characterized functions (reviewed by Rubel et al., 1990; Grothe, 2003; Burger et al., 2011). There are two subnuclei in the avian CN, the cochlear nucleus angularis (NA) and nucleus magnocellularis (NM), both of which receive excitatory inputs from the auditory nerve (8th nerve). Cells in NM are primarily bushy cells equivalent to bushy cells in mammalian AVCN. The nucleus laminaris (NL), the avian equivalent of MSO in mammals, receives bilateral excitatory inputs from the NM. These two excitatory inputs are morphologically and physiologically symmetrical (Lu et al., 2018). While the NA is tasked with intensity (ILD) cues, NM and NL circuits process temporal (ITD) characteristics. Besides the excitatory inputs, all these three lower brainstem nuclei (NM, NL, and NA) receive synaptic inhibition from projection neurons in the ipsilateral superior olivary nucleus (SON; Burger et al., 2005), as well as from local GABAergic interneurons (Yamada et al., 2013). The SON is driven by excitatory inputs originating from the NA and NL. Therefore, the inhibitory input from the SON onto these lower brainstem nuclei forms a functionally important feedback loop, regulating the synaptic strength of the excitatory inputs to the ITD-coding circuit. The local interneurons are driven by the auditory nerve input and form feedforward inhibition, regulating ITD sensitivity in low-frequency NL neurons (Yamada et al., 2013). Compared to their mammalian counterparts, cells of NM and NL are more homogenous. Our discussion will be focused on mGluRs in NM and NL (Figure 2).


[image: image]

FIGURE 2. mGluR modulation in the avian brainstem interaural time differences (ITD) pathway. Modulation of neuronal properties by mGluRs has been observed at the ITD-coding site nucleus laminaris (NL), as well as the excitatory input nucleus, nucleus magnocellularis (NM). At the NL, postsynaptic group II mGluRs interact with KV channels, enhancing high frequency (HF) following ability. Presynaptic groups II and III mGluRs co-regulate both the excitatory and inhibitory transmission at NL. Importantly, this modulation varies depending on the coding-frequency region. At the NM, mGluRs on the presynaptic terminals exert fine control on the strength of the inhibitory input from superior olivary nucleus (SON), and postsynaptic mGluRs help maintain Ca2+ homeostasis. Data on mGluR modulation of neuronal properties of SON neurons is still lacking.



Immunohistochemistry has revealed the expression of group I and II mGluRs in NM neurons (Zirpel and Parks, 2001; Tang et al., 2013). The activity of mGluRs in NM neurons was first reported by Zirpel et al. (1994), in which an increase in the phosphatidylinositol metabolism was observed in response to glutamate. A series of subsequent studies demonstrated the importance of mGluRs in the regulation of Ca2+ signaling in NM neurons (Lachica et al., 1995, 1998; Zirpel et al., 1995, 1998; Kato et al., 1996; Zirpel and Rubel, 1996; Kato and Rubel, 1999; Zirpel and Parks, 2001). Because of the high activity of the excitatory input to NM neurons from the auditory nerve, these neurons need to buffer efficiently the activity-induced increase in Ca2+ concentration and maintain Ca2+ homeostasis for their survival. Modulation of Ca2+ signaling by mGluRs constitutes one of the mechanisms, e.g., via reduction of Ca2+ influx mediated by voltage-gated Ca2+ channels in NM neurons (Lachica et al., 1995; Lu and Rubel, 2005). In addition to postsynaptic neuromodulation, multiple mGluRs from all three groups also regulate presynaptic properties of NM neurons, via regulation of the inhibitory transmission originating from the ipsilateral SON. The SON inhibitory inputs to NM neurons are unusual because unlike other inhibitory transmissions in the adult brain the GABAergic input to NM elicits depolarizing responses, which exerts an inhibitory action through shunting inhibition (Hyson et al., 1995; Lu and Trussell, 2001; Monsivais and Rubel, 2001). Paradoxically, the GABAergic input could drive the postsynaptic cells to fire APs (Lu and Trussell, 2001; Kuo et al., 2009; Tang et al., 2009), which would be unlikely phase-locked to the excitatory inputs. Such unusual spiking activity could disrupt NM response to excitatory inputs and reduce the phase-locking fidelity of NM neurons, a property essential for accurate ITD coding. Multiple mechanisms have been discovered as a means to regulate inhibitory signals and prevent GABA-induced spiking. One of the important mechanisms, as we review here, is that mGluRs may tonically reduce the inhibitory synaptic strength to NM neurons (Lu, 2007), while a feedback regulation of the GABAergic system is provided by GABABRs (Monsivais and Rubel, 2001), which may help ensure precise coincidence detection process and ITD coding in the NL.

Synaptic excitation to NL neurons is tonotopically distributed. EPSCs recorded in neurons in HF-coding regions are faster in kinetics and stronger in amplitude compared to low frequency (LF)-coding neurons (Sanchez et al., 2010; Slee et al., 2010). Conversely, synaptic inhibition in NL is also tonotopically distributed. In LF neurons, phasic IPSCs are fast in kinetics and the tonic inhibition is minimal. In contrast, phasic IPSCs are slower and the tonic inhibition is stronger in middle frequency (MF) and HF neurons (Tang et al., 2011; Tang and Lu, 2012a; Yamada et al., 2013). Group II mGluRs are found to be expressed in a graded manner along the frequency axis of NL (Tang et al., 2013). The greatest expression of mGluRs within the NL is in the LF neurons, lesser mGluR expression in the MF neurons, and the smallest expression in the HF neurons. Consistent with the anatomical evidence, physiological results by Okuda et al. (2013) demonstrated that mGluRs regulate EPSCs in NL with different modulation strength depending on the frequency-coding region. In LF neurons, activation of groups II and III mGluRs substantially suppresses the glutamatergic transmission. In contrast, in the MF and HF neurons, the modulation is less strong. This forms a complementary regulation when compared to the modulation by mGluRs of the inhibitory transmission across different frequency regions. Groups II and III mGluRs modulate the inhibitory input to NL neurons (primarily in MF and HF neurons), controlling the synaptic inhibitory strength via a mechanism similar to that in NM (Tang et al., 2009). Taken together, mGluR modulation of both the excitatory and inhibitory inputs to NL may help maintain a balance in excitation and inhibition and improve synaptic integration at particular sound frequencies.

Given the symmetrical bilateral excitatory inputs each NL neuron receives from the two ears, the NL serves as an excellent model to address possible plasticity of mGluR modulation. After removing the cochlea from one ear, we witnessed a dramatic reduction of evoked EPSCs and surprisingly a selective increase in group II mGluR expression and physiological suppression of the excitatory input from the deafferented pathway (Lu et al., 2018). The results suggest that unilateral cochlear ablation disrupts the animal’s binaural processing capacity, and the upregulation of mGluRs modulation over eEPSCs presents an interesting case of anti-homeostatic plasticity. It is worth to point out that most of the studies on mGluRs in the avian auditory system have used relatively mature chicken tissues, and the developmental aspects of mGluRs have not been examined except for one study in which the modulatory strength of mGluRs on the inhibitory input to NL gradually increases over age (Tang and Lu, 2012b), in contrast to the mammalian system where mGluRs usually diminish over development. Therefore, the anti-homeostatic plasticity observed after hearing deprivation is unlikely a reversion to the pre-hearing status. Besides, the intrinsic neuronal properties of NL neurons are also regulated by mGluRs in a coding frequency-dependent manner (Hamlet and Lu, 2016). By using a technique that preserves intracellular signaling pathways (perforated patch-clamp recording), we reported that the high threshold KV currents in NL neurons are enhanced, with the strongest modulation in LF neurons. This mGluR enhancement of KV currents renders NL neurons the ability to follow high-frequency inputs, via an increase in the membrane outward rectification and sharpening of the waveform of APs (Hamlet and Lu, 2016). We propose that this modulation provides a feedforward modulatory mechanism that enhances temporal processing, especially when the peripheral input is of high intensity. Based on these studies, we conclude that mGluR modulation of neuronal properties in the ITD-coding NL neurons is tonotopically distributed, consistent with the tonotopic distribution of the synaptic excitation and inhibition mediated by their respective ionotropic receptors. The differential modulation by mGluRs of the neuronal properties in different frequency coding regions of the NL represents a great example of fine-tuning of auditory processing within a single nucleus.



CONCLUDING REMARKS AND FUTURE WORKS

Here, we reviewed the studies on mGluRs in the sound localization circuits in both the mammalian and avian auditory brainstem, with an emphasis on the latest discoveries regarding mGluR modulation in the mammalian MNTB and the avian NL. While we have a decent grasp of mGluR expression in these circuits, a huge gap remains in our knowledge about mGluR physiology at the cellular and systems levels. There is no data on mGluRs for ITD-coding neurons in the mammalian MSO and the ILD-coding neurons (in the posterior portion of the dorsal nucleus of the lateral lemniscus). Thus, more studies regarding mGluR modulation of those circuits need to be performed. Research conducted from the 1980s up until 2010s of human brain slices concludes that humans possess an MNTB, MSO, and LSO (Kulesza and Grothe, 2015). These structures play a vital role in auditory processing and provide evidence to believe that ITD and ILD coding are interlinked and multi-dimensional in humans. Thus, our understanding of their proper function in different animal species directly correlates to the understanding we have of their function, or lack thereof, in our species. There are many vital questions about the roles of mGluR in sound localization circuits that still need to be answered. Are the presence and activity of mGluRs essential to the development of the auditory circuits underlying sound localization? Whether and how mGluRs regulate binaural sound processing at the systems level? Can mGluRs be used as potential targets for developing therapeutics to improve binaural auditory processing in cochlear implant patients? These questions warrant more active research in this field and our lab’s ongoing works aim to address some of these unknowns.
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Systemic nicotine enhances neural processing in primary auditory cortex (A1) as determined using tone-evoked, current-source density (CSD) measurements. For example, nicotine enhances the characteristic frequency (CF)-evoked current sink in layer 4 of A1, increasing amplitude and decreasing latency. However, since presenting auditory stimuli within a stream of stimuli increases the complexity of response dynamics, we sought to determine the effects of nicotine on CSD responses to trains of CF stimuli (one-second trains at 2–40 Hz; each train repeated 25 times). CSD recordings were obtained using a 16-channel multiprobe inserted in A1 of urethane/xylazine-anesthetized mice, and analysis focused on two current sinks in the middle (layer 4) and deep (layers 5/6) layers. CF trains produced adaptation of the layer 4 response that was weak at 2 Hz, stronger at 5–10 Hz and complete at 20–40 Hz. In contrast, the layer 5/6 current sink exhibited less adaptation at 2–10 Hz, and simultaneously recorded auditory brainstem responses (ABRs) showed no adaptation even at 40 Hz. Systemic nicotine (2.1 mg/kg) enhanced layer 4 responses throughout the one-second stimulus train at rates ≤10 Hz. Nicotine enhanced both response amplitude within each train and the consistency of response timing across 25 trials. Nicotine did not alter the degree of adaptation over one-second trials, but its effect to increase amplitudes revealed a novel, slower form of adaptation that developed over multiple trials. Nicotine did not affect responses that were fully adapted (20–40 Hz trains), nor did nicotine affect any aspect of the layer 5/6 current sink or ABRs. The overall effect of nicotine in layer 4 was to enhance all responses within each train, to emphasize earlier trials across multiple trials, and to improve the consistency of timing across all trials. These effects may improve processing of complex acoustic streams, including speech, that contain information in the 2–10 Hz range.
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INTRODUCTION

Activation of nicotinic acetylcholine receptors (nAChRs) increases neural excitability due to the influx of cations through the receptor ion channel (Dani and Bertrand, 2007; Albuquerque et al., 2009). However, the effect of nicotine on neural processing cannot be inferred from this cellular action alone since nAChRs are found on both excitatory and inhibitory neurons and in different neural compartments, regulating, for example, presynaptic release of neurotransmitter, postsynaptic depolarization, and action potential propagation along axons (Dani and Bertrand, 2007; Albuquerque et al., 2009; Poorthuis et al., 2013). Since sensory-evoked current-source density (CSD) profiles reflect integrated synaptic activity within neural circuits, they provide a circuit-level measure that can be used to evaluate nicotinic regulation of neural processing (Muller-Preuss and Mitzdorf, 1984; Metherate et al., 2012). In primary auditory cortex (A1) of rodents, for example, nicotine enhances the characteristic frequency (CF)-evoked thalamocortical response (layer 4 current sink), increasing peak amplitude and decreasing both onset and peak latencies (Intskirveli and Metherate, 2012; Askew et al., 2017). This effect is likely due to multiple nAChR-mediated cellular actions in A1, including increased excitability of thalamocortical axons, excitation of a subset of inhibitory interneurons, and depolarization of pyramidal neurons due to disinhibition (i.e., excitation of interneurons that innervate other interneurons) (Kawai et al., 2007; Intskirveli and Metherate, 2012; Askew et al., 2019).

However, acoustic stimuli rarely occur in isolation and can trigger complex response dynamics when presented within a stream of auditory stimuli (Todorovic et al., 2011; Phillips et al., 2017). A simple example is the response adaptation that occurs when a stimulus is presented repetitively; i.e., evoked responses become progressively weaker during a train of CF stimuli, with the degree of adaptation increasing with repetition rate. Response adaptation is weak in the lower auditory pathway and increasingly prominent in the auditory forebrain, especially cortex. In A1, CF-evoked responses begin to adapt at very low repetition rates, e.g., 1–2 Hz, and adapt fully at rates of 15–20 Hz (Creutzfeldt et al., 1980; Wang et al., 2008; Yao et al., 2015).

Since repetitive stimulation produces strong adaptation in A1 and systemic nicotine enhances cortical responses, here we examined the effects of nicotine on response adaptation during CF stimulus trains (one-second trials of 2–40 Hz stimuli; trials repeated 25 times). For the CF-evoked current sink in layer 4, nicotine enhanced responses throughout the stimulus train at rates ≤10 Hz. Nicotine increased response amplitude, and notably, also enhanced the consistency of response timing. While nicotine did not affect the degree of adaptation over one-second trials, the drug revealed a novel, slower adaptation that emerged over multiple trials after initial response enhancement. The overall effect of nicotine was to enhance all responses within each train, to emphasize earlier trials across multiple trials, and to improve the consistency of timing across trials.



MATERIALS AND METHODS


Animal Preparation

Adult (60–80 days old) male FVB mice were used for all procedures in accordance with the National Institutes of Health Guide for the Care and Use of Laboratory Animals and as approved by the University of California, Irvine Institutional Animal Care and Use Committee (IACUC). Mice were anesthetized with urethane (Sigma; 0.7 g/kg i.p.) and xylazine (Phoenix Pharmaceutics; 13 mg/kg i.p.) in saline, placed in a sound-attenuating chamber (model AC-3, IAC, Bronx, NY, United States) and maintained at 36–37°C. Anesthesia was supplemented as necessary (0.13 g/kg urethane, 1.3 mg/kg xylazine i.p.) via a catheter to avoid movement of the mice. The head was secured in a stereotaxic frame (model 923, Kopf Instruments, Tujunga, CA, United States). After a midline incision, the skull was cleared and secured to a custom-made head holder. A craniotomy was performed over the right auditory cortex and the exposed brain was kept moist with warm saline. A burr hole was made over vertex and a dental screw with connector inserted for recording the auditory brainstem response (ABR).



Electrophysiology

For mapping A1, stimulus-evoked local field potentials (LFPs) were recorded with a glass micropipette filled with 1 M NaCl (∼1 MΩ at 1 kHz). ABR and LFP recordings were filtered and amplified (1–1000 Hz, AI-401, CyberAmp 380; Axon Instruments), digitized, and stored on a computer (AxoGraph software). LFPs for CSD profiles were recorded using a 16-channel silicon multiprobe (∼2–3 MΩ at 1 kHz for each 177-μm2 recording site, 100-μm separation between recording sites; NeuroNexus Technologies), filtered and amplified (1 Hz to 10 kHz, AI-405, CyberAmp 380), digitized and stored on a computer.



Acoustic Stimulation

Acoustic stimuli were digitally synthesized and controlled with custom software and delivered through an open-field speaker (FF-1 with SA1 amplifier and RP2.1 Real Time-Processor; Tucker-Davis Technologies) positioned ∼3 cm in front of the left ear. For calibration [sound pressure level (SPL), in dB re: 20 μPa] a microphone (model 4939 and Nexus amplifier; Bruel and Kjaer) was positioned in place of the animal at the tip of the left earbar. For mapping A1, tones were 100 ms in duration with 5-ms linear rise and fall ramps (range 5–40 kHz and 0–70 dB SPL). For determining ABR threshold, white-noise stimuli (10 ms duration, 3 ms rise/fall ramps) were delivered at 2/s for 100 repetitions and repeated at 0–70 dB SPL. For multiprobe recordings, 10 ms tones (3 ms rise/fall ramps) were delivered at 2, 5, 10, 20, and 40 Hz for 1 s trials in sets of 25 trials at 30 dB above threshold.



Determining the A1 Recording Site

To find a recording site in A1 we used our method previously described (Intskirveli and Metherate, 2012). Briefly, we recorded tone-evoked responses from multiple sites ∼250 μm apart along the anterior-posterior axis in auditory cortex at a depth of ∼400 μm (approximately layer 4). Based on responses to a standard set of tones (5–40 kHz in 2.5-kHz steps, 0–70 dB SPL in 5-dB steps), we determined CF (frequency with the lowest threshold) for each recording site. After constructing a CF map and confirming the tonotopy expected for A1, including a reversal of tonotopy at the border with the anterior auditory field (Stiebler et al., 1997), we chose a region within A1 and mapped along the dorsoventral axis to identify a recording site (CF 10–20 kHz) with a short-latency, large-amplitude response in layer 4 for all subsequent procedures. At this site we inserted a 16-channel multiprobe perpendicular to the pia surface to record LFPs throughout the cortical depth and re-determined CF (1-kHz steps) and threshold (5-dB steps) based on LFPs at a depth of 300–400 μm. Threshold responses exceeded three standard deviations of the mean baseline determined over 100 ms preceding the tone.



Drug Application

(−)-Nicotine hydrogen tartrate (Sigma) was dissolved in saline, adjusted to pH 7.0 and delivered subcutaneously (2.1 mg/kg, free base). This dose is reliably suprathreshold for nicotine effects in mouse A1 (Intskirveli and Metherate, 2012).



Data Analysis

For each one-second trial, tone-evoked LFP responses were baselined using the 10 ms period before the first stimulus, and one-dimensional CSD profiles constructed off-line using custom Matlab script. CSD profiles are the second spatial derivative of the LFP laminar profile (Muller-Preuss and Mitzdorf, 1984); conventionally, a current sink implies the location, timing, and magnitude of underlying synaptic excitation. In each CSD profile we identified two prominent current sinks based on onset latency and depth. First, the current sink in the middle layers (typically 200–400 μm depth) with shortest onset latency was designated the “layer 4” current sink. A second, deeper current sink, typically 300 μm below the layer 4 sink, was designated the “layer 5/6” current sink. Current-sink peak amplitudes and latencies (for the max peak within 100 ms from stimulus onset) were measured in each condition. Coefficient of variance was calculated to show changes in latency variability after nicotine injection. Adaptation ratio during a train stimulus was calculated as the peak amplitude of the mean adapted response divided by the first response (“mean adapted response” is 2nd response for 2 Hz, mean 3rd–5th response for 5 Hz and mean 3rd–10th response for 10 Hz). Statistical comparisons were performed with GraphPad Prism. Related means (for pre-drug, saline, and nicotine responses) were compared using repeated measures (RM-) ANOVA and Tukey’s post hoc test for multiple comparisons. Since for each mouse all data were obtained at a single recording site, for group statistics “n” refers to the number of animals.



RESULTS

After mapping with a microelectrode to determine the location of A1 in each animal, we selected a single recording site from among those exhibiting robust CF-evoked LFPs in the middle layers. The selected recording sites exhibited CFs of 10–20 kHz. At the selected site we inserted a 16-channel linear multiprobe to record LFPs and derive CSD profiles. We analyzed two prominent CF-evoked current sinks: the shortest-latency middle-layer current sink (“layer 4”) and the infragranular sink in layer 5/6. For stimulus trains, CF tones (10 ms duration, 30 dB above threshold) were presented at each rate (2, 5, 10, 20, and 40 Hz) for one second, repeated 25 times (2.5 s between trial onsets, total duration of each set ∼1 min). Stimulus sets for each rate (2–40 Hz) were presented in random order and the entire series (five rates) repeated so that results for each rate were averaged from two stimulus sets per condition. Stimulus sets were presented under three conditions: before any manipulation (Pre), after systemic saline (Saline) and after systemic nicotine (Nicotine; 2.1 mg/kg, s.c.). The total duration of acoustic stimulation in each condition was ∼12–15 min, which is less than the typical duration (∼30 min) of nicotine effects from a single injection (Intskirveli and Metherate, 2012).

Figure 1A depicts one stimulus set for a 5-Hz CF train (left) alongside a representative set of responses (right) showing the layer 4 current sink evoked in the Pre (black traces) and Nicotine (red traces) conditions. Averaged responses for this animal are in Figure 1B and exhibit typical response adaptation in the pre-drug condition (each trace is average of two sets of 25 trials): adaptation was minimal at 2 Hz but increased with stimulus rate until complete adaptation occurred at 20 and 40 Hz. Inset traces above 5 and 40-Hz responses show ABR recordings that exhibited no adaptation even at 40 Hz. Since, in most animals, stimulus rates of 20–40 Hz produced complete adaptation of cortical responses, only data for rates up to and including 10 Hz were analyzed for effects of nicotine. Data were obtained from 10 mice, but three early experiments did not include 2 Hz stimulation. In four animals, 10 Hz produced complete adaptation and the results were not analyzed further. One experiment had a faulty ABR electrode and was excluded from ABR analysis.
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FIGURE 1. Effects of systemic nicotine on layer 4 current sink evoked by CF stimulus trains. (A) Schematic of 5 Hz stimulus set (left): 25 trials, each with five CF stimuli presented over one second; 1.5 s inter-trial interval. Red boxes represent data averaged across 25 trials, as in panel B and Figures 2, 4, or averaged within each trial, as in Figure 3. Traces (right) show example 5 Hz responses in pre-drug condition (black traces) and after systemic nicotine (2.1 mg/kg; red traces). In this and the following figures, horizontal marks indicate 10 ms tone presentation. (B) Representative layer 4 current sinks evoked by CF stimuli presented at different rates (2–40 Hz); responses shown are for the first half of each 1-s trial and traces are average from two sets of 25 trials. Inset above 5 Hz response shows simultaneously recorded ABR (example traces) and group data for ABR peak amplitude in each condition. Inset above 40 Hz response shows separately recorded ABR (10 ms white noise stimulus).



Systemic Nicotine Enhances Layer 4 Response to CF Stimulus Trains

Consistent with previous studies (see section “Introduction”), systemic nicotine enhanced the layer 4 response to the first stimulus in each train. The example in Figure 1B and group data in Figure 2 show that nicotine increased the peak amplitude of each first response compared to pre-drug and saline responses and reduced its peak latency. For subsequent responses within each train, nicotine similarly enhanced response amplitude despite adaptation that increased with stimulus rate (Figures 2A,B; inset traces are examples of adapted responses at 5 and 10 Hz). When normalized to pre-drug amplitude, nicotine’s enhancement of adapted responses was similar to its effect on the first response (Figure 2; first response to 2–10 Hz trains enhanced 32–44%, adapted responses enhanced 33–60%). Fully adapted responses at the highest rates (20–40 Hz) were not enhanced by nicotine (Figure 1B). Systemic saline had no effect on any measure (Figures 1, 2, blue traces, graphs, and histograms).
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FIGURE 2. Nicotine increased peak amplitude and decreased peak latency for responses to CF stimulus trains. (A) Group data show peak amplitude (normalized to value of first pre-drug response) for trains at 2, 5, and 10 Hz. Insets for 5 and 10 Hz show example traces for adapted responses, vertical scales represent 25 mV/mm2. Histograms show amplitudes separately for first response and adapted responses combined. In this and following figures, *indicates p < 0.05. (B) Group data show peak latency separately for first response and adapted responses.


Graphs in Figure 2A (left), suggest enhancement of peak amplitude for nicotine compared to pre-drug and saline responses. For statistical analysis (Figure 2A, right), data are grouped separately for the first response at each rate and for subsequent adapted responses (for this and the following analyses, data for 5 and 10 Hz exclude 2nd response due to variable reduction before a plateau level of adaptation); asterisks indicate significant enhancement compared to pre-drug and saline values (RM-ANOVA with Tukey post hoc tests; 2 Hz: 1st response p = 0.0004, 2nd response p = 0.0020, n = 7; 5 Hz: 1st response p = 0.0009, 3rd–5th response p = 0.0035, n = 10; 10 Hz: 1st response p = 0.0005, 3rd–10th response p = 0.0023, n = 6). Post hoc tests confirmed no effect of saline on any measure of amplitude or latency (p’s ≫ 0.05).

Despite enhanced amplitudes, nicotine did not alter the degree of adaptation as estimated by the ratio of adapted responses to the first response. This adaptation ratio for pre-drug responses averaged 0.67 ± 0.04 for 2 Hz, 0.43 ± 0.04 for 5 Hz and 0.3 ± 0.02 for 10 Hz and did not change with saline or nicotine (RM-ANOVA, p’s ≫ 0.05). Thus, nicotine enhanced response amplitudes, but did not affect adaptation, within each stimulus train.

Simultaneous ABR recordings showed no effect of nicotine or saline on brainstem responses (Figure 1B, inset data at 5 Hz; peak amplitude averaged for 1st–5th response; RM-ANOVA, p = 0.331, n = 9), indicating that the locus of nicotine’s effect is more central.

As in prior studies, nicotine reduced the peak latency of the first response at all rates (Figure 2B; RM-ANOVA, 2 Hz: p = 0.0065, n = 7; 5 Hz: p = 0.0051, n = 10; 10 Hz: p = 0.0020, n = 6). Note, as shown in Figure 2A, inset traces, that adapted responses to 5 Hz trains (and 2 Hz, not shown) had longer-latency peaks than did 10 Hz responses, and at times exhibited two peaks, at short and long latencies (arrows in inset traces, Figure 2A). In contrast, 10 Hz responses exhibited only short-latency peaks (inset traces, Figure 2A). Since short and long latency peaks were not always evident, only a single value (max peak) was used for analysis. For 2 Hz and 5 Hz adapted responses, max peaks were altered by nicotine, exhibiting larger amplitudes (above, Figure 2A) and shorter latencies (Figure 2B; RM-ANOVA; 2 Hz: 2nd response p = 0.0120, n = 7; 5 Hz: 3rd–5th response p = 0.0065, n = 10). However, for the 10 Hz responses, nicotine had no effect on peak latencies of adapted responses (3rd–10th response p = 0.447, n = 6). The 10 Hz data likely reflect adaptation of longer-latency response components that did not recover between stimulus trials, leaving only a shorter-latency peak (latency ∼20 ms) that was not affected by nicotine.

Thus, nicotine enhanced partially adapted responses throughout one-second stimulus trains at 2–10 Hz by increasing peak amplitude, and for 2–5 Hz trains also reduced peak latency. However, nicotine did not change the degree of adaptation and did not affect fully adapted responses at 20–40 Hz.



Nicotine Improves Timing Consistency of Layer 4 Response to Repeated Trials

We next examined the degree to which nicotine altered response consistency from trial to trial (over 25 trials). As illustrated schematically in Figure 1A, this analysis involved averaging all responses within each trial (i.e., averaging 2, 5, or 10 responses per trial) and plotting the result for the 25 trials in each stimulus set. An example for a 5 Hz stimulus set is in Figure 3A and group data are in Figures 3B,C. For peak amplitude (Figure 3B), control responses (pre-drug and saline) exhibited little change over 25 trials, suggesting weak or no effects of stimulation that outlasted the 1.5 s interval between the end of one trial and the beginning of the next (pre-drug adaptation ratio for trials 20–25: 2 Hz: 0.95 ± 0.07; 5 Hz: 0.92 ± 0.07; 10 Hz: 1.13 ± 0.16). Nicotine, however, revealed an additional effect: while the drug increased response amplitude across all 25 trials, its effect was more prominent in early trials (Figure 3B). At each rate, nicotine enhanced response amplitudes for both the first six and last six trials in the stimulus set (RM-ANOVA; 2 Hz: first six trials p = 0.0005, last six trials p = 0.0203, n = 7; 5 Hz: first six trials p = 0.0048, last six trials p = 0.0028, n = 10; 10 Hz: first six trials p = 0.0119, last six trials p = 0.0154, n = 6). And, for 2 and 5 Hz stimuli, the increase in amplitude for the first six responses was greater than that for the last six responses (t-tests, 2 Hz: p = 0.0066; 5 Hz: p = 0.0062; 10 Hz: p = 0.983), indicating a more prominent effect of nicotine early in the stimulus set. Similarly, for 2 and 5 Hz stimuli the initial response in nicotine showed greater adaptation than in controls (RM-ANOVA, 2 Hz, p = 0.009; 5 Hz, p = 0.0139; 10 Hz, p = 0.925). Overall, nicotine enhanced response amplitude across 25 trials in the stimulus set and its effects were more prominent for early trials.


[image: image]

FIGURE 3. Nicotine enhanced responses across 25 trials—preferentially for initial trials—and improved timing consistency. (A) Example response to 5 Hz stimulus set. Each trace is average of all five responses within a trial (see horizontal red box in Figure 1A); figure depicts responses across 25 trials. (B) Group data show that nicotine enhanced response amplitudes for 2–10 Hz trains (as expected, cf. Figure 2A), but enhancement was greater early in the stimulus set, whereas pre-drug and saline controls show little change over 25 trials (group data are average of two stimulus sets in each of 6–10 animals; for clarity, error bars are not shown). (C) Nicotine reduced peak latency (as expected, cf. Figure 2B) and reduced latency variability across 25 trials (left), as reflected in coefficient of variation (right), for 2 and 5 Hz trains.


Note that data for all stimulus rates (2–40 Hz) were collected after a single nicotine injection and that stimulus sets at different rates were presented in random order. Moreover, group data (Figure 3B) are based on two stimulus sets for each rate, delivered at different times after the nicotine injection. Thus, the greater effect of nicotine on early trials is not due to stronger effects immediately after the nicotine injection that dissipate over time. Rather, the results suggest a nicotinic effect on auditory processing that strongly enhances initial responses then adapts slowly to a lower level where it remains for the entire stimulus set. The degree of adaptation is estimated by the adaptation ratio (above), whereas the rate of adaptation can be estimated by fitting the nicotine data with an exponential decay function (smooth red line in Figure 3B); the decay rates (tau, 2 Hz: 1.6 trials; 5 Hz: 2.5 trials; 10 Hz: 1.0 trials) are similar over a five-fold range of stimulus frequency, suggesting a mechanism independent of frequency.

The effect of nicotine on peak latency across 25 trials is shown in Figure 3C. Control latencies (pre-drug and saline) exhibited trial-to-trial variability that changed little over 25 trials (Figure 3C, left). For 2 and 5 Hz trains, nicotine reduced peak latencies, as expected (cf. Figure 2B), but also reduced trial-to-trial variability so that latencies were more consistent across the stimulus set. We compared variability among conditions by determining the coefficient of variation (CV; Figure 3C, right) and found that nicotine reduced CV (RM-ANOVA; 2 Hz: p = 0.0087, n = 7; 5 Hz: p = 0.0100, n = 10). For 10 Hz, peak latencies in control conditions were already short (as described above), exhibited little variability, and were not affected by nicotine (p = 0.4443). Note that while slower stimulus rates (2–5 Hz) could generate current sinks with one or two peaks (arrows in Figure 2A, inset trace for 5 Hz), 10 Hz stimuli generated only single, short-latency peaks (Figure 2A, inset trace for 10 Hz stimulus). It appears, therefore, that longer-latency peaks adapt with 10 Hz stimulation and that nicotine does not regulate the latency of the remaining peak (but does regulate its amplitude; Figure 3B).

Overall, this analysis of nicotine’s effects across 25 trials shows that the drug enhances response amplitude for 2–10 Hz trains, as expected (Figure 2A), but responses early in the stimulus set are affected more strongly. Nicotine also reduced response latency, and latency variability, for 2–5 Hz trains so that trial-to-trial consistency was enhanced. Thus, over a stimulus set, nicotine served to enhance response amplitude and consistency, emphasizing response amplitude to initial stimuli in particular. A comparison of within-trial (Figure 2) and across-trial (Figure 3) responses reveals two mechanisms of adaptation: the well-documented, within-trial adaptation is unaffected by nicotine (even as response amplitudes are enhanced), whereas a novel, comparatively slow, across-trial adaptation is prominent only when responses are initially enhanced by the presence of nicotine.



Nicotine Does Not Affect Train-Evoked Responses in Layer 5/6

Finally, we examined the infragranular CSD profile to determine the effects of systemic nicotine (Figure 4). The CF-evoked layer 5/6 current sink reflects synaptic activity in infragranular neurons (Cruikshank et al., 2002; Zhou et al., 2010), though compared to the layer 4 current sink it is smaller (inset in Figure 4A) and exhibits a shorter-latency peak (Figure 4B). Results for the layer 5/6 current sink were obtained simultaneously with data in layer 4. In response to CF stimulus trains of 2–10 Hz, the layer 5/6 current sink exhibited weaker adaptation (Figure 4A) than observed in layer 4 (Figure 2A). However, unlike in layer 4, systemic nicotine had no effect on either the peak amplitude (Figure 4A) or peak latency (Figure 4B) of the CF-evoked layer 5/6 current sink (RM-ANOVA; p ≫ 0.05, n = 6–10). It may be worth noting that the peak latency of the layer 5/6 current sink is short (∼20 ms) and similar to that of adapted 10-Hz responses in layer 4 whose latencies also are not affected by nicotine (Figures 2B, 3C). These short-latency responses may reflect a greater contribution of afferent thalamocortical, rather than intracortical, processes.
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FIGURE 4. Nicotine had no effect on CF-evoked current sink in layer 5/6. Infragranular current sink recorded simultaneously with current sink in layer 4. (A) Systemic nicotine did not affect peak amplitude of responses to stimulus sets (2–10 Hz). Inset shows example “first response” to CF stimulus in layer 5/6. (B) Group data for peak latency, separately for first response of train and for adapted responses combined.




DISCUSSION

We examined the effects of systemic nicotine on CSD responses to CF stimulus trains of 2–40 Hz in urethane/xylazine-anesthetized mice. Nicotine generally enhanced the tone-evoked current sink in layer 4 resulting in three novel findings: (i) within each one-second trial of CF trains at rates of 2–10 Hz, nicotine enhanced the first response and subsequent, partially adapted responses without affecting the degree of adaptation (adaptation ratio); (ii) across 25 trials in each stimulus set, nicotine preferentially enhanced early-trial responses revealing a novel, slower form of adaptation with a time-course of seconds; (iii) across trials, nicotine also enhanced the consistency of response timing for 2–5 Hz trains. Nicotine had no effect on the layer 5/6 current sink in A1, nor on brainstem ABRs. The overall effect of nicotine in layer 4 was to enhance all responses within each trial, to emphasize earlier trials across multiple trials, and to improve the consistency of timing across trials. These effects may improve cortical processing of acoustic streams, such as speech envelopes, that encode information in the 2–10 Hz range.


Adaptation of CSD Responses Evoked by Acoustic Trains

An advantage of using CSD recordings for this study is that current sinks reflect summed synaptic integration within local circuits rather than simply their output (action potentials) (Muller-Preuss and Mitzdorf, 1984; Metherate et al., 2012). The middle-layer current sink with the earliest onset is considered to be the site of thalamocortical input (designated “layer 4”). However, although the layer 4 current sink is triggered by thalamocortical input, by the time the response reaches peak amplitude at a latency of ∼30–50 ms it is dominated by intracortical activity (Intskirveli et al., 2016). Thus, the layer 4 current sink reflects both monosynaptic thalamic input, especially at short latencies, and progressively greater contributions of intracortical activity at longer latencies. It follows that the preferential adaptation of longer-latency components at moderate stimulus rates (e.g., 10 Hz, Figure 2A) likely reflects the failure of multi-synaptic intracortical activity, whereas adaptation of shorter-latency components at all rates could also reflect reduced thalamic input (Creutzfeldt et al., 1980). The present study demonstrates that current-sink adaptation—which increased with stimulus rate and was complete at ≥ 20 Hz—resembles that described for single units in anesthetized and waking animals (Creutzfeldt et al., 1980; Wang et al., 2008; Yao et al., 2015). Studies in waking animals including humans describe more complex response dynamics in addition to simple adaptation (Todorovic et al., 2011; Phillips et al., 2017), indicating that the present study targets only a subset of mechanisms. Still, the results illustrate the usefulness of CSD recordings for studying nicotinic regulation of adaptation.

In the present study, urethane anesthetic was preferred for its limited depressive effects on nicotinic responses compared to other anesthetics (Hara and Harris, 2002). Still, urethane does reduce sensory cortex responsiveness (Sceniak and Maciver, 2006), though not synaptic activity mediated by glutamate or GABA (Sceniak and Maciver, 2006), and the present studies should be extended to awake animals. However, since nicotine can alter cognition-related electrophysiological responses (Harkrider and Hedrick, 2005), tests in awake animals should control behavioral state as well.

CF train stimuli can be useful for understanding auditory processing since stimuli within an acoustic stream elicit more complex response dynamics than tones in isolation. The present results point to potential consequences of activating nAChRs during an acoustic stream, with the caveat that some effects will likely depend on brain state, especially states such as arousal and attention that are associated with release of endogenous acetylcholine (Celesia and Jasper, 1966; Parikh et al., 2007). That is, dose-dependent effects of nicotine will depend on endogenous, as well as exogenous, activation of nAChRs. Consistent with this notion, studies in human subjects have found that effects of nicotine can vary with baseline measures, i.e., enhancement of performance in subjects with weaker baseline performance, but not in subjects with stronger baselines (Baschnagel and Hawk, 2008; Knott et al., 2014a,b; Behler et al., 2015). Notably, during attention, adaptation is sensitive to “top-down” regulation, being reduced for unexpected stimulus trains and enhanced for expected trains (Todorovic et al., 2011). While it is unclear to what extent top-down regulation is cholinergic, the effects demonstrated in the present study reflect potential mechanisms by which endogenous acetylcholine and/or exogenous nicotine can regulate processing. A better understanding of these mechanisms may be therapeutically useful, e.g., for development of drug treatments for auditory processing deficits (see final section, below).



Nicotinic Enhancement of Acoustic Train-Evoked Responses

The effects of systemic nicotine on the CF-evoked layer 4 current sink likely involve actions within the auditory thalamocortical pathway and intracortical circuits in A1 (Kawai et al., 2007; Intskirveli and Metherate, 2012; Askew et al., 2017, 2019). Activation of nAChRs within the thalamocortical pathway increases axon excitability to decrease the latency of thalamic-evoked axon spikes and increase the consistency of spike timing (decreased latency CV). Increased synchrony within a population of thalamocortical axons should enhance summation of converging inputs to cortical neurons, thereby enhancing cortical responses. Intracortical actions include recently identified mechanisms by which robust nicotinic excitation of inhibitory interneurons expressing Vasoactive Intestinal Peptide (VIP) produces disinhibition of pyramidal neurons—likely via VIP-interneuron projections to other interneurons—thereby enhancing responsiveness to afferent inputs (Askew et al., 2019). Although nicotine is delivered systemically and nAChRs are found throughout the auditory pathways (Morley and Happe, 2000; Sottile et al., 2017; Noftz et al., 2020), we have not observed effects of systemic nicotine in the auditory brainstem (ABR, present study) or midbrain and thalamus (Askew et al., 2017) that might contribute to enhanced CF-evoked cortical responses [although midbrain and thalamic effects of systemic nicotine do contribute to the narrowing of cortical receptive fields (Askew et al., 2017)].

The present study describes three novel findings: First, systemic nicotine enhanced the peak response (increased amplitude, decreased latency) of partially adapted responses to CF trains at rates of 2–10 Hz (Figure 2). Adaptation per se is not affected by nicotine since the adaptation ratio was not altered and nicotine did not prevent complete adaptation at higher rates (20–40 Hz). Thus, nicotine enhances responses to CF trains but does not affect within-trial adaptation (time-course of hundreds of milliseconds).

Second, analysis across the 25 trials of each stimulus set revealed a slower adaptation (time-course of seconds), that is evident only in the presence of nicotine to enhance initial responses (Figure 3B). Nicotine does regulate this slower adaptation since it is weak or absent in controls, and the adaptation may depend on nicotinic mechanisms since the adaptation rate is similar across a five-fold range of stimulus frequency. For example, the slow adaptation could involve neuromodulatory mechanisms since nicotinic regulation of tone-evoked responses in A1 requires activation of intracellular MAP kinase (Intskirveli and Metherate, 2012). Previous studies have demonstrated multiple forms of adaptation in A1 with time-courses ranging from hundreds of milliseconds to tens of seconds (Ulanovsky et al., 2004). Similarly, fast and slow forms of adaptation over hundreds of milliseconds and tens of seconds, respectively, can be observed in the in vitro auditory cortex with stimulation of afferent inputs (Metherate and Ashe, 1995), suggesting mechanisms that are cortical (or thalamocortical) in origin. Nicotinic regulation of these mechanisms may contribute to top-down regulation of auditory cortex, e.g., during attention-related release of acetylcholine that activates nAChRs.

Third, a striking effect of nicotine in the present study is the enhanced consistency of response timing across trials for 2–5 Hz trains (Figure 3C). That is, nicotine reduced trial-to-trial variability of peak latency even as peak amplitude was enhanced and then adapted. This regulation of peak latency only occurred in responses with longer-latency response components (peak latency ∼30–50 ms), whereas the absence of such responses for 10 Hz trains, likely due to adaptation of intracortical response components, precluded this effect. The nicotinic effect on peak timing is reminiscent of effects on axon spike timing in thalamocortical axons described above (Kawai et al., 2007) and may reflect, in part, increased synchrony of discharge among afferent inputs. Given the importance of timing in auditory processing, it is likely that increased consistency could enhance auditory processing generally.

Finally, in contrast to the effects of nicotine on the layer 4 current sink, we observed no effect on the simultaneously recorded infragranular current sink (layer 5/6; Figure 4) or brainstem responses (ABR; Figure 1B). The infragranular sink exhibits very short latencies (e.g., onset <10 ms, peak ∼20 ms) and likely reflects collateral projections of the main thalamocortical input (Cruikshank et al., 2002; Zhou et al., 2010). Compared to the layer 4 response, the infragranular current sink exhibited weaker adaptation at each stimulus rate tested, and neither its peak amplitude nor peak latency was affected by systemic nicotine. The ABR exhibited no adaptation even at the highest rate tested (40 Hz) and its peak amplitude and latency were not affected by nicotine. Although the ABR recordings were of insufficient resolution to measure individual components, ABR studies in human subjects also found limited effects (reduced Wave I; no effect on Waves III and V) by systemic nicotine (transdermal patch) (Harkrider et al., 2001). However, studies in human subjects did observe nicotinic enhancement (increased amplitude, decreased latency) for longer-latency potentials of presumed thalamocortical and cortical origin (Harkrider and Champlin, 2001) and improved consonant-vowel discrimination measured both behaviorally and electrophysiologically (Harkrider and Hedrick, 2005).



Implications for Possible Therapeutic Use of Nicotine

In human subjects, cortical activity tracks the envelope of ongoing speech at frequencies ≤10 Hz that correspond to the occurrence of syllables, words and phrases (Vander Ghinst et al., 2019; Fuglsang et al., 2020). Cortical speech tracking is enhanced by attention, and enhanced tracking is associated with better speech comprehension, even as subjects age (Mesgarani and Chang, 2012; Decruy et al., 2019). Indeed, envelop tracking increases more with comprehension in older subjects than in young adults (Decruy et al., 2019), and with hearing loss in older adults (Fuglsang et al., 2020), suggesting that compensatory brain mechanisms enhance speech tracking when the task is more difficult (e.g., with aging and/or hearing loss). Such results raise the possibility that activation of nAChRs by exogenous agonist, including nicotine itself, could help compensate for auditory deficits by increasing the gain and temporal consistency of cortical responses (Metherate et al., 2012), similarly to the findings of the present study. Indeed, recent psychoacoustic studies show performance enhancement with systemic nicotine (polacrilex gum) in normal-hearing young adults, especially in more difficult listening conditions (Pham et al., 2020). Future studies will explore this in human subjects with auditory processing deficits associated with aging or communication disorders.



DATA AVAILABILITY STATEMENT

The original contributions presented in the study are included in the article/supplementary material, further inquiries can be directed to the corresponding author/s.



ETHICS STATEMENT

The animal study was reviewed and approved by University of California, Irvine, IACUC.



AUTHOR CONTRIBUTIONS

II and RM contributed to the conception and design of the study. II collected and analyzed the data. Both authors prepared the manuscript and approved the submitted version.



FUNDING

This work was supported by the National Institute on Deafness and Other Communication Disorders R01 DC013200 and R01 DC017687.



ACKNOWLEDGMENTS

We thank Emily Provenzano for assistance with pilot studies.



REFERENCES

Albuquerque, E. X., Pereira, E. F., Alkondon, M., and Rogers, S. W. (2009). Mammalian nicotinic acetylcholine receptors: from structure to function. Physiol. Rev. 89, 73–120. doi: 10.1152/physrev.00015.2008

Askew, C., Intskirveli, I., and Metherate, R. (2017). Systemic nicotine increases gain and narrows receptive fields in A1 via integrated cortical and subcortical actions. eNeuro 4:ENEURO.0192-17.2017.

Askew, C. E., Lopez, A. J., Wood, M. A., and Metherate, R. (2019). Nicotine excites VIP interneurons to disinhibit pyramidal neurons in auditory cortex. Synapse 73:e22116.

Baschnagel, J. S., and Hawk, L. W. Jr. (2008). The effects of nicotine on the attentional modification of the acoustic startle response in nonsmokers. Psychopharmacology 198, 93–101. doi: 10.1007/s00213-008-1094-y

Behler, O., Breckel, T. P., and Thiel, C. M. (2015). Nicotine reduces distraction under low perceptual load. Psychopharmacology 232, 1269–1277. doi: 10.1007/s00213-014-3761-5

Celesia, G. G., and Jasper, H. H. (1966). Acetylcholine released from cerebral cortex in relation to state of activation. Neurology 16, 1053–1070. doi: 10.1212/wnl.16.11.1053

Creutzfeldt, O., Hellweg, F. C., and Schreiner, C. (1980). Thalamocortical transformation of responses to complex auditory stimuli. Exp. Brain Res. 39, 87–104.

Cruikshank, S. J., Rose, H. J., and Metherate, R. (2002). Auditory thalamocortical synaptic transmission in vitro. J. Neurophysiol. 87, 361–384. doi: 10.1152/jn.00549.2001

Dani, J. A., and Bertrand, D. (2007). Nicotinic acetylcholine receptors and nicotinic cholinergic mechanisms of the central nervous system. Annu. Rev. Pharmacol. Toxicol. 47, 699–729. doi: 10.1146/annurev.pharmtox.47.120505.105214

Decruy, L., Vanthornhout, J., and Francart, T. (2019). Evidence for enhanced neural tracking of the speech envelope underlying age-related speech-in-noise difficulties. J. Neurophysiol. 122, 601–615. doi: 10.1152/jn.00687.2018

Fuglsang, S. A., Marcher-Rorsted, J., Dau, T., and Hjortkjaer, J. (2020). Effects of sensorineural hearing loss on cortical synchronization to competing speech during selective attention. J. Neurosci. 40, 2562–2572. doi: 10.1523/jneurosci.1936-19.2020

Hara, K., and Harris, R. A. (2002). The anesthetic mechanism of urethane: the effects on neurotransmitter-gated ion channels. Anesth. Analg. 94, 313–318. doi: 10.1097/00000539-200202000-00015

Harkrider, A. W., and Champlin, C. A. (2001). Acute effect of nicotine on non-smokers: II. MLRs and 40-Hz responses. Hear. Res. 160, 89–98. doi: 10.1016/s0378-5955(01)00346-x

Harkrider, A. W., and Champlin, C. A. (2001). Acute effect of nicotine on non-smokers: III. LLRs and EEGs. Hear. Res. 160, 99–110. doi: 10.1016/s0378-5955(01)00347-1

Harkrider, A. W., Champlin, C. A., and McFadden, D. (2001). Acute effect of nicotine on non-smokers: I. OAEs and ABRs. Hear. Res. 160, 73–88. doi: 10.1016/s0378-5955(01)00345-8

Harkrider, A. W., and Hedrick, M. S. (2005). Acute effect of nicotine on auditory gating in smokers and non-smokers. Hear. Res. 202, 114–128. doi: 10.1016/j.heares.2004.11.009

Intskirveli, I., Joshi, A., Vizcarra-Chacon, B. J., and Metherate, R. (2016). Spectral breadth and laminar distribution of thalamocortical inputs to A1. J. Neurophysiol. 115, 2083–2094. doi: 10.1152/jn.00887.2015

Intskirveli, I., and Metherate, R. (2012). Nicotinic neuromodulation in auditory cortex requires MAPK activation in thalamocortical and intracortical circuits. J. Neurophysiol. 107, 2782–2793. doi: 10.1152/jn.01129.2011

Kawai, H., Lazar, R., and Metherate, R. (2007). Nicotinic control of axon excitability regulates thalamocortical transmission. Nat. Neurosci. 10, 1168–1175. doi: 10.1038/nn1956

Knott, V., Choueiry, J., Dort, H., Smith, D., Impey, D., de la Salle, S., et al. (2014a). Baseline-dependent modulating effects of nicotine on voluntary and involuntary attention measured with brain event-related P3 potentials. Pharmacol. Biochem. Behav. 122, 107–117. doi: 10.1016/j.pbb.2014.03.020

Knott, V., Impey, D., Philippe, T., Smith, D., Choueiry, J., de la Salle, S., et al. (2014b). Modulation of auditory deviance detection by acute nicotine is baseline and deviant dependent in healthy nonsmokers: a mismatch negativity study. Hum. Psychopharmacol. 29, 446–458. doi: 10.1002/hup.2418

Mesgarani, N., and Chang, E. F. (2012). Selective cortical representation of attended speaker in multi-talker speech perception. Nature 485, 233–236. doi: 10.1038/nature11020

Metherate, R., and Ashe, J. H. (1995). GABAergic suppression prevents the appearance and subsequent fatigue of an NMDA receptor-mediated potential in neocortex. Brain Res. 699, 221–230. doi: 10.1016/0006-8993(95)00909-a

Metherate, R., Intskirveli, I., and Kawai, H. D. (2012). Nicotinic filtering of sensory processing in auditory cortex. Front. Behav. Neurosci. 6:44.

Morley, B. J., and Happe, H. K. (2000). Cholinergic receptors: dual roles in transduction and plasticity. Hear. Res. 147, 104–112. doi: 10.1016/s0378-5955(00)00124-6

Muller-Preuss, P., and Mitzdorf, U. (1984). Functional anatomy of the inferior colliculus and the auditory cortex: current source density analyses of click-evoked potentials. Hear. Res. 16, 133–142. doi: 10.1016/0378-5955(84)90003-0

Noftz, W. A., Beebe, N. L., Mellott, J. G., and Schofield, B. R. (2020). Cholinergic projections from the pedunculopontine tegmental nucleus contact excitatory and inhibitory neurons in the inferior colliculus. Front. Neural Circuits 14:43. doi: 10.3389/fncir.2020.00043

Parikh, V., Kozak, R., Martinez, V., and Sarter, M. (2007). Prefrontal acetylcholine release controls cue detection on multiple timescales. Neuron 56, 141–154. doi: 10.1016/j.neuron.2007.08.025

Pham, C. Q., Kapolowicz, M. R., Metherate, R., and Zeng, F. G. (2020). Nicotine enhances auditory processing in healthy and normal-hearing young adult nonsmokers. Psychopharmacology 237, 833–840. doi: 10.1007/s00213-019-05421-x

Phillips, E. A. K., Schreiner, C. E., and Hasenstaub, A. R. (2017). Diverse effects of stimulus history in waking mouse auditory cortex. J. Neurophysiol. 118, 1376–1393. doi: 10.1152/jn.00094.2017

Poorthuis, R. B., Bloem, B., Verhoog, M. B., and Mansvelder, H. D. (2013). Layer-specific interference with cholinergic signaling in the prefrontal cortex by smoking concentrations of nicotine. J. Neurosci. 33, 4843–4853. doi: 10.1523/jneurosci.5012-12.2013

Sceniak, M. P., and Maciver, M. B. (2006). Cellular actions of urethane on rat visual cortical neurons in vitro. J. Neurophysiol. 95, 3865–3874. doi: 10.1152/jn.01196.2005

Sottile, S. Y., Ling, L., Cox, B. C., and Caspary, D. M. (2017). Impact of ageing on postsynaptic neuronal nicotinic neurotransmission in auditory thalamus. J. Physiol. 595, 5375–5385. doi: 10.1113/jp274467

Stiebler, I., Neulist, R., Fichtel, I., and Ehret, G. (1997). The auditory cortex of the house mouse: left-right differences, tonotopic organization and quantitative analysis of frequency representation. J. Comp. Physiol. A 181, 559–571. doi: 10.1007/s003590050140

Todorovic, A., van Ede, F., Maris, E., and de Lange, F. P. (2011). Prior expectation mediates neural adaptation to repeated sounds in the auditory cortex: an MEG study. J. Neurosci. 31, 9118–9123. doi: 10.1523/jneurosci.1425-11.2011

Ulanovsky, N., Las, L., Farkas, D., and Nelken, I. (2004). Multiple time scales of adaptation in auditory cortex neurons. J. Neurosci. 24, 10440–10453. doi: 10.1523/jneurosci.1905-04.2004

Vander Ghinst, M., Bourguignon, M., Niesen, M., Wens, V., Hassid, S., Choufani, G., et al. (2019). Cortical tracking of speech-in-noise develops from childhood to adulthood. J. Neurosci. 39, 2938–2950. doi: 10.1523/jneurosci.1732-18.2019

Wang, X., Lu, T., Bendor, D., and Bartlett, E. (2008). Neural coding of temporal information in auditory thalamus and cortex. Neuroscience 154, 294–303. doi: 10.1016/j.neuroscience.2008.03.065

Yao, J. D., Bremen, P., and Middlebrooks, J. C. (2015). Emergence of spatial stream segregation in the ascending auditory pathway. J. Neurosci. 35, 16199–16212. doi: 10.1523/jneurosci.3116-15.2015

Zhou, Y., Liu, B. H., Wu, G. K., Kim, Y. J., Xiao, Z., Tao, H. W., et al. (2010). Preceding inhibition silences layer 6 neurons in auditory cortex. Neuron 65, 706–717. doi: 10.1016/j.neuron.2010.02.021


Conflict of Interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Copyright © 2021 Intskirveli and Metherate. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.











	
	ORIGINAL RESEARCH
published: 15 July 2021
doi: 10.3389/fncir.2021.715369





[image: image2]

Multiple Sources of Cholinergic Input to the Superior Olivary Complex

Nichole L. Beebe1,2†, Chao Zhang3†, R. Michael Burger3 and Brett R. Schofield1,2*


1Department of Anatomy and Neurobiology, Hearing Research Focus Group, Northeast Ohio Medical University, Rootstown, OH, United States

2Brain Health Research Institute, Kent State University, Kent, OH, United States

3Department of Biological Sciences, Lehigh University, Bethlehem, PA, United States

Edited by:
Catherine Carr, University of Maryland, College Park, United States

Reviewed by:
Randy J. Kulesza, Lake Erie College of Osteopathic Medicine, United States
Laura M. Hurley, Indiana University Bloomington, United States

* Correspondence: Brett R. Schofield, bschofie@neomed.edu

†These authors have contributed equally to this work and share first authorship

Received: 26 May 2021
 Accepted: 24 June 2021
 Published: 15 July 2021

Citation: Beebe NL, Zhang C, Burger RM and Schofield BR (2021) Multiple Sources of Cholinergic Input to the Superior Olivary Complex. Front. Neural Circuits 15:715369. doi: 10.3389/fncir.2021.715369



The superior olivary complex (SOC) is a major computation center in the brainstem auditory system. Despite previous reports of high expression levels of cholinergic receptors in the SOC, few studies have addressed the functional role of acetylcholine in the region. The source of the cholinergic innervation is unknown for all but one of the nuclei of the SOC, limiting our understanding of cholinergic modulation. The medial nucleus of the trapezoid body, a key inhibitory link in monaural and binaural circuits, receives cholinergic input from other SOC nuclei and also from the pontomesencephalic tegmentum. Here, we investigate whether these same regions are sources of cholinergic input to other SOC nuclei. We also investigate whether individual cholinergic cells can send collateral projections bilaterally (i.e., into both SOCs), as has been shown at other levels of the subcortical auditory system. We injected retrograde tract tracers into the SOC in gerbils, then identified retrogradely-labeled cells that were also immunolabeled for choline acetyltransferase, a marker for cholinergic cells. We found that both the SOC and the pontomesencephalic tegmentum (PMT) send cholinergic projections into the SOC, and these projections appear to innervate all major SOC nuclei. We also observed a small cholinergic projection into the SOC from the lateral paragigantocellular nucleus of the reticular formation. These various sources likely serve different functions; e.g., the PMT has been associated with things such as arousal and sensory gating whereas the SOC may provide feedback more closely tuned to specific auditory stimuli. Further, individual cholinergic neurons in each of these regions can send branching projections into both SOCs. Such projections present an opportunity for cholinergic modulation to be coordinated across the auditory brainstem.

Keywords: acetylcholine, gerbil, pontomesencephalic tegmentum, modulation, arousal, plasticity, hearing, collateral


INTRODUCTION

The superior olivary complex (SOC) serves as a major computation center in the brainstem auditory system. It participates in a variety of brainstem auditory circuits and is a hub for many ascending and descending auditory pathways. Among the many functions SOC serves in hearing, its roles in sound localization are well known (Harrison and Feldman, 1970; Grothe et al., 2010). Ascending auditory inputs to SOC emerge from the cochlear nucleus (CN; Cant and Casseday, 1986; Kuwabara et al., 1991; Thompson and Schofield, 2000). In turn, ascending projections from the SOC project primarily to nuclei of the lateral lemniscus and the inferior colliculus (IC), with smaller projections to the superior colliculus and auditory thalamus (Schofield et al., 2014; Mellott et al., 2018; Mansour et al., 2021). The SOC neurons that are responsible for computing the location of sound sources in the azimuth plane include medial superior olive (MSO) and lateral superior olive (LSO) neurons (Helfert and Aschoff, 1996). To ensure computational stability and accuracy, these neurons establish a complex and precise neural circuitry (Adams and Mugnaini, 1990; Schofield and Cant, 1991; Smith et al., 1998). In this network, the role of excitation and inhibition in shaping sound-evoked responses are well studied using simple acoustic stimuli (Brugge and Geisler, 1978; Albrecht et al., 2014; Grothe and Pecka, 2014). However, in response to more complex stimuli, the ability to maintain computational stability and accuracy may be challenged. Elevated input intensity or complicated input components causes synaptic depression, and weakened synapses affect the timing and strength of signal transmission among these SOC neurons (Banks and Smith, 1992; Grothe and Sanes, 1993; Song et al., 2005; Kopp-Scheinpflug et al., 2008). In addition to the known excitatory and inhibitory inputs, neuromodulatory mechanisms may be available to modify the SOC network dynamically for optimized performance. Numerous studies have suggested that SOC neurons employ local neuromodulation to regulate synaptic transmission to accommodate the complexity of acoustic inputs. In the MNTB, a number of ion channels and/or receptors are involved in regulating the signal transmission at its large and highly reliable synapse from the calyx of Held (Kopp-Scheinpflug et al., 2011). In the MSO, GABAB receptors modulate binaural synaptic inputs to ensure the precision of neural computation (Pecka et al., 2008; Hassfurth et al., 2010; Fischl et al., 2012). In the LSO, serotonergic modulation induces synaptic suppression of both excitatory and inhibitory inputs (Fitzgerald and Sanes, 1999).

The role of broad neuromodulatory systems that pervade most regions of the brain has received little attention at the level of the SOC. ACh regulates neural activity at several levels of auditory processing including the cochlea (Taranda et al., 2009; Ciuman, 2010), cochlear nucleus (e. g, Fujino and Oertel, 2001; Goyer et al., 2016; Kuenzel, 2019), inferior colliculus (Farley et al., 1983; Habbicht and Vater, 1996), thalamus (Sottile et al., 2017a,b) and cortex (Metherate, 2011; reviewed by Schofield and Hurley, 2018). Numerous reports suggest acetylcholine (ACh) is a neuromodulator of computational importance in the SOC. Receptor binding indicates that SOC nuclei have high levels of cholinergic receptors (Morley and Happe, 2000; Gahring et al., 2004; Happe and Morley, 2004). Developmental knock-out of alpha-7 nicotinic receptors suggests that ACh may contribute to temporal processing in the superior paraolivary nucleus (Felix et al., 2019). We have shown previously that, in the MNTB, ACh affects suprathreshold response magnitude, enhances near-threshold level discrimination, and enhances coding for signal in noise (Zhang et al., 2021).

Subcortical auditory centers derive their cholinergic input from two primary sources, the pontomesencephalic tegmentum (PMT) and the SOC. The PMT comprises the pedunculopontine tegmental nucleus (PPT) and the laterodorsal tegmental nucleus (LDT), both of which contain cholinergic and non-cholinergic neurons. The SOC contains multiple groups of cholinergic cells, including the well-known olivocochlear cells as well as lesser-known cholinergic cells that project to the cochlear nucleus or the MNTB (Sherriff and Henderson, 1994; Zhang et al., 2021). Cholinergic neurons in the PMT project broadly to CN, IC, and auditory thalamus (Schofield et al., 2011). We previously showed that the MNTB receives input from cholinergic cells of the SOC and the PMT (Zhang et al., 2021). In that report, we showed a tracer deposit restricted to the MNTB resulted in labeled cholinergic cells in the PMT and SOC. Larger tracer deposits that encroached on adjacent nuclei in the medial SOC produced similar results, but because none of those deposits excluded the MNTB, the sources of ACh input to other SOC nuclei were ambiguous. Here, we investigate cholinergic inputs to the SOC more broadly and we investigate the possibility of bilaterally branching projections from cholinergic cells of the SOC and the PMT into the SOC.

To identify the sources of cholinergic input to the SOC, we employed in vivo extracellular recordings to physiologically identify major nuclei in the SOC in the adult gerbil. Recordings were followed by injections of retrograde tracers (RetroBeads) to label innervating neurons. Among retrogradely labeled neurons, cholinergic cells were identified with an antibody to choline acetyltransferase (ChAT). Subsequent analysis revealed that both PMT and SOC provide cholinergic innervation of the ipsilateral and contralateral SOC. In addition, a small number of cholinergic cells in the lateral paragigantocellular nucleus (LPGi) project to at least some SOC nuclei. Individual cholinergic cells in each of these areas can send branching axons to innervate the SOC bilaterally. The results suggest a widespread cholinergic innervation of the SOC, with many SOC nuclei receiving cholinergic input from multiple sources, including cells that project bilaterally to the SOC.



MATERIALS AND METHODS


Surgery and Perfusion

All procedures were conducted in compliance with Public Health Service and Institutional Animal Care and Use Committee (IACUC) guidelines. Adult Mongolian gerbils (Meriones unguiculatus) aged at least 3 months of either sex were used in all experiments. Tract tracer injections were made using methods described previously (Zhang et al., 2021). Initial anesthesia was administered with an intraperitoneal injection (5 ml/kg body weight) of a mixture consisting of 20% ketamine (100 mg/ml) and 2% xylazine (100 mg/ml) in 0.9% NaCl solution, yielding a final dose of 100 mg/kg body weight for ketamine and 10 mg/kg body weight for xylazine. The anesthetic depth was constantly monitored by assessing muscle tone and respiration rate. To maintain appropriate anesthesia, supplemental doses of anesthetic (0.05–0.10 ml) were injected subcutaneously every 30 min or whenever necessary. Subjects were transferred to a sound-attenuation booth (Industrial Acoustics) and mounted in a custom-made stereotaxic instrument. Body temperature was maintained at 37°C to 39°C by a heating pad through a homeothermic controller. One to three small craniotomies were performed on the interparietal bone caudal to the transverse sinus. The number of craniotomies depended on the number of injection targets. The dura was opened to expose the brain tissue.

Acoustic stimuli were digitally generated using TDT system III (Tucker-Davis Technologies) commanded through SPIKE, a custom-made software was used to collect spike times as well as analog chart recordings. The stimuli were attenuated (PA4/PA5; Tucker-Davis Technologies) and delivered to E.A.R. 3A earphones that are coupled to the external auditory meatus with tubes and calibrated using a [image: image]-inch free-field microphone and a microphone preamp (model 2221, Larson Davis). A low impedance glass search electrode (<1 MΩ) filled with 1M NaCl was first advanced using a remotely driven actuator into the brain stem to map the approximate borders of SOC nuclei. Major SOC subdivisions were identified based on differential noise-burst evoked responses. LSO neuron responses are evoked by ipsilateral sound stimulation and suppressed by contralateral sound (Boudreau and & Tsuchitani, 1968; Tollin and Yin, 2002). MSO neuron clusters are driven by either ipsilateral or contralateral sound (Goldberg and & Brown, 1969; Yin and Chan, 1990). Monaural MNTB neurons only respond to contralateral ear stimulation (Guinan and Li, 1990; Koka and Tollin, 2014). Because the MNTB is adjacent to VNTB and SPN, two other contralaterally driven SOC nuclei, the low-impedance search electrode was then replaced by a high impedance electrode (>5 MΩ) to record single-unit responses for a more precise identification of the MNTB population. Neurons with sustained sound-evoked responses that phase lock to low frequency stimulation were considered MNTB neurons. To ensure precise targeting, each population was demarcated from stereotaxic coordinates obtained from multiple search penetrations. Once the location was confirmed, the search electrode was withdrawn from the brain and replaced by a micropipette that was first backfilled with mineral oil and then front loaded with green or red RetroBeads (Lumafluor Inc.) diluted tenfold in 0.9% saline. Retrobeads were used because they are highly sensitive and are taken up minimally or not at all by fibers of passage unless the fibers are damaged (Katz et al., 1984; Schofield, 2008). To minimize damage to surrounding tracts, small deposits of diluted Retrobeads were made using a glass micropipette. Areas of tracer deposit showed minimal tissue damage under microscopic inspection, so we are confident that the vast majority of retrogradely-labeled cells had axon terminals in the tracer deposit site. For deposits directed at medial SOC, the electrode was lowered to the same coordinates identified for the MNTB whereas more lateral deposits were directed toward the coordinates identified for the LSO. Once the electrode was lowered to the desired depth, 100–200 nL of tracer was injected using a Nanoliter injector (World Precision Instruments). In a few cases, the same tracer was deposited via both medial and lateral locations to encompass a larger area of the SOC. In some animals, red beads were injected into the SOC on one side of the brain and green beads were injected on the opposite side. For this goal, separate micropipettes were used for each tracer to avoid cross-contamination.

After the retrograde tracers were deposited, the micropipette was removed and the craniotomy was covered with aseptic silicone gel and the incision was closed with Vetbond glue (3M). The animals then recovered on a heating pad under frequent monitoring for 24 h. Additional analgesic measures were applied during this period if necessary. After 48–72 h, the animals were injected with 0.2 ml/kg body weight Somnasol euthanasia solution (Henry Schein) intraperitoneally (yielding a final dose of 78 mg/kg body weight for pentobarbital sodium and 10 mg/kg body weight for phenytoin sodium) and perfused intracardially with 0.9% NaCl in 0.01 M phosphate buffer (PBS) followed by 4% paraformaldehyde in PBS. The brains were harvested and post-fixed in the latter solution at 4°C overnight. The brains were maintained in 30% sucrose PBS until processing for immunostaining.



Immunohistochemistry

After removal of the cerebral cortex, the brain was frozen and cut on a sliding microtome into 40–50 μm sections in the transverse plane. Sections were treated in 0.4% Triton X-100 in PBS for 30 min (all steps at room temperature unless noted). After three 5-min washes in PBS, the tissue was treated with 20% normal rabbit serum (NRS) with 0.1% Triton X-100 in PBS for 1 h. Goat anti-ChAT polyclonal antibody (Chemicon AB 144P) was applied with 0.1% Triton X-100 and 1% NRS in PBS for 24–72 h at 4°C. The concentration of the primary antibody varied from 1:100–1:400. Following three 5-min washes in PBS, the tissue was incubated for 1 h with a secondary antibody (biotinylated rabbit anti-goat IgG, BA-5000, Vector Lab), at a 1:100 concentration with 1% NRS in PBS. Following three additional 5-min washes, tissue was incubated with an AlexaFluor 647-labeled streptavidin (1:100; Molecular Probes S- 21374) for 1 h at room temperature. The sections were rinsed in PBS then mounted on gelatin-coated slides and allowed to dry, then coverslipped with DPX (Aldrich Chemical Co., St. Louis, MO).

The anti-ChAT antibody recognizes choline acetyltransferase, the synthetic enzyme for acetylcholine found in cholinergic neurons. In guinea pig tissue, pre-adsorption with the ChAT peptide eliminated staining, and the antibody recognized a single band on a Western blot of guinea pig brainstem tissue (Motts et al., 2008). The pattern and appearance of ChAT staining reported here matched that seen in previous studies and in other species.



Photography and Data Analysis

Photomicrographs of RetroBeads and ChAT-labeled cells were taken with a Zeiss AxioImager.Z2 microscope with an attached Apotome 2 to provide optical sectioning at 0.5 μm depth intervals. Low magnification images were taken using a 5× objective without the Apotome, while high magnification images were taken using a 63× oil-immersion objective (NA=1.4) with the Apotome. High magnification images shown are maximum intensity projections of image stacks. Adobe Photoshop was used to colorize and crop images and for global adjustment of levels. Plots of RetroBead- and ChAT-labeled cells were created with a Neurolucida system (MBF Biosciences) attached to a Zeiss AxioImager.Z1 microscope. Results from 14 tracer deposits in nine gerbils were used for analysis. We used anti-ChAT immunostaining to identify the Ch5 and Ch6 cholinergic groups, which mark the PPT and LDT, respectively (Mesulam et al., 1983). The LDT is located largely within the periaqueductal gray whereas the PPT extends through the pontomesencephalic tegmentum from a dorso-caudal location surrounding the superior cerebellar peduncle to a rostroventral location approaching the substantia nigra (Woolf and Butcher, 1986). The nuclei of the SOC are similar to those in guinea pigs and can be distinguished readily based on differences in background fluorescence of the cells and neuropil (Schofield and Cant, 1991). We are not aware of descriptions of the LPGi in gerbils, but we were able to identify the nucleus based on descriptions in other species (Andrezik et al., 1981; Kamiya et al., 1988; Stornetta et al., 2013). Every third section through the rostro-caudal extent of each area of interest was examined for ChAT+ cells, RetroBead-labeled cells, and cells labeled with multiple markers. The location of each labeled cell was plotted with a symbol indicating the labels present in the cell. After all the sections were plotted, the numbers of labeled cells were exported using Neurolucida Explorer, and were further analyzed in Microsoft Excel. Plots to show the distribution of labeled cells were exported from Neurolucida Explorer and figures were prepared with Adobe Illustrator CC.




RESULTS


Injection Sites

Each of the cases described here had deposits of RetroBeads that included various parts of the SOC. The large size of RetroBeads (on a molecular scale) often leads to irregular diffusion patterns and an irregular border of the deposit site (Schofield, 2008). In fact, a single injection can appear as multiple deposits in a single tissue section. As described in Methods, we frequently deposited RetroBeads at multiple sites in order to include a larger portion of the SOC, so it was essential to evaluate the entire SOC to identify the nuclei that were included in each experiment. Figure 1A shows an example of a large deposit of red RetroBeads. For this experiment, the beads were deposited via two penetrations at different medial-lateral locations. Figure 1B illustrates the spread of these deposits as seen in three different rostro-caudal levels through the SOC, showing that all major nuclei of the SOC were involved as were many periolivary nuclei. In other experiments, the deposits involved primarily medial SOC nuclei (Figure 1C) or lateral SOC nuclei (Figure 1D); the distributions are summarized in Table 1. In many cases, RetroBeads spread into the reticular formation just dorsal to the SOC, but the results in these cases did not differ from those with deposits restricted to the SOC.
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FIGURE 1. Examples of RetroBead injections in the SOC. (A) Photograph showing multiple deposits of red RetroBeads (magenta) in the SOC of case G18-3027. (B) Drawings depicting the rostro-caudal extent of the red RetroBead injection in case G18-3027. Section 7 corresponds to the photograph in panel (A). This injection included most major SOC nuclei. In this and subsequent panels, sections are arranged from caudal (section 1) to rostral. (C) Drawings depicting the extent of the green RetroBead injection in case G18-2009. The deposits, in this case, were located in central parts of the SOC. (D) Drawings depicting the extent of the green RetroBead injection in case G18-3033. This deposit included only lateral parts of the SOC. Abbreviations: D, dorsal; LNTB, lateral nucleus of the trapezoid body; LSO, lateral superior olivary nucleus; M, medial; MNTB, medial nucleus of the trapezoid body; MSO, medial superior olivary nucleus; SOC, superior olivary complex; SPN, superior paraolivary nucleus; VNTB, ventral nucleus of the trapezoid body.



TABLE 1. Summary of tracer deposits.
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Results were similar for red RetroBeads and green RetroBeads. Deposits of either tracer resulted in retrogradely-labeled cells in many auditory nuclei, including the cochlear nucleus and inferior colliculus, matching previous reports of inputs to the SOC (reviewed in Thompson and Schofield, 2000). Here, we focus on two questions regarding cholinergic inputs to the SOC. Our first goal was to identify the locations of cholinergic cells that project to the SOC, which we identified as cells that contained RetroBeads and were also immunopositive for choline acetyltransferase (ChAT), a selective marker of cholinergic cells. We focused on cholinergic cells in the PMT and the SOC, the primary sources of cholinergic input to the brainstem auditory nuclei (reviewed by Schofield and Hurley, 2018), and identified in our previous study of cholinergic inputs to the MNTB (Zhang et al., 2021). We also describe a small projection from the lateral paragigantocellular nucleus (LPGi) that projects to at least some of the SOC nuclei. Our second goal was to determine whether individual cholinergic cells send branching axonal projections (i.e., collateral projections) to both left and right SOC. For both goals, the presence of deposit sites within the SOC limited our ability to fully assess projections from within the injected SOC. Nonetheless, the results indicate that many of the SOC nuclei receive cholinergic inputs from multiple sources.



The SOC Receives Cholinergic Input From Multiple Regions

Our previous report described cholinergic projections to the medial SOC, concentrating on the MNTB. Here, we expanded our study to include the entire SOC. In every case, the retrogradely labeled cells included both ChAT+ and ChAT-negative cells. In general, more cells were labeled after larger tracer deposits. While our goal was to assess inputs to the SOC overall, a few tracer deposits were limited to just one or two SOC nuclei; observations from these cases are described where relevant. Retrogradely-labeled cells in the PMT were quantified. Retrogradely-labeled cells are also described in the SOC and in the LPGi, however, cells in these areas were not quantified due to limited overall numbers of retrogradely-labeled/ChAT+ cells and because of proximity to the injection site.


Projections From the Pontomesencephalic Tegmentum

Figure 2 shows cells in the PMT that were retrogradely labeled with red RetroBeads (“red beads”, RB) or green RetroBeads (“green beads”, GB). Many of these cells were ChAT immunopositive (ChAT+), suggesting they are cholinergic (Figures 2A–G). Other retrogradely labeled cells were clearly ChAT-immunonegative (“ChAT-negative”, Figure 2H). The presence of nearby cells with strong ChAT staining suggests that the lack of immunostaining in these retrograde cells was not due to failure of the immunostain (e.g., from lack of tissue penetration by the reagents). In addition to cholinergic cells, both the PPT and the LDT contain glutamatergic and GABAergic neurons, each of which could contribute to the ChAT-negative population (Wang and Morales, 2009; Boucetta et al., 2014; Kroeger et al., 2017). Similar results were produced by smaller tracer deposits, including deposits limited to the MNTB (G18-2007 RB; Zhang et al., 2021) as well as deposits restricted to the LSO/LNTB (G18 3033 RB) or the SPN (G18-2010 RB). Regardless of deposit size, ChAT-negative cells were among the tracer-labeled population, indicating that both cholinergic and non-cholinergic PMT cells project to the SOC nuclei.
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FIGURE 2. Cholinergic and non-cholinergic PMT cells project to the SOC. (A–D) Paired photographs show tracer-labeled cells (left panel, magenta or green) in the PPT ipsilateral to the injected SOC. The right panel in each pair shows the ChAT immunostain (cyan) from the same area, demonstrating that the tracer-labeled cells were also ChAT-immunopositive. Examples were seen with both red beads [“RB”, in (A and B)] and green beads [“GB” in (C,D)]. (E,F) ChAT+ cells labeled with RB in the PPT contralateral to the injected SOC. (G) Example of a ChAT+ RB-labeled cell in the ipsilateral LDT. (H) Example of a ChAT-negative, GB-labeled cell in the LDT contralateral to a GB injection. Panels (A) and (F) are from deposit G18-3033 RB (lateral SOC); the remaining panels are from deposit G18-2012 (medial SOC deposits). Scale bar = 20 μm. Abbreviations: LDT, laterodorsal tegmental nucleus; PMT, pontomesencephalic tegmentum.



For quantitative assessment of projections from the PMT nuclei, we chose eight deposits with the most substantial retrograde labeling along with robust immunostaining (Table 1). On average, 19–32% of retrogradely labeled cells were ChAT+ (Table 2). We conclude that both cholinergic and non-cholinergic cells in the PPT and LDT project to the SOC.

TABLE 2. Percentage of retrograde cells in each nucleus that were ChAT+.
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Despite variation in tracer deposit size or involvement of different nuclei, the distribution of labeled cells in the PMT nuclei was qualitatively similar across cases. Figure 3 illustrates the distribution of ChAT+, RB-labeled cells (magenta triangles) in the PPT and LDT after a large injection (Case G18-3027; deposit site shown in Figures 1A,B). ChAT+ tracer-labeled cells were present bilaterally in PPT and LDT, with more cells ipsilateral than contralateral and, on each side, more cells in PPT than in LDT (Table 3).
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FIGURE 3. Retrogradely labeled cholinergic cells (magenta triangles) were located in the pontomesencephalic nuclei ipsilateral and contralateral to an injection of red RetroBeads in the left SOC. Each symbol represents a single labeled cell. ChAT+ cells that did not contain RetroBeads are illustrated (cyan diamonds) to indicate the extent of the pedunculopontine and laterodorsal tegmental nuclei (PPT and LDT, respectively). Numbered sections are arranged from caudal to rostral and represent the dorsal tegmental region (indicated by the rectangle in the orientation section). The dashed line indicates the ventral border of the periaqueductal gray (PAG). The magenta asterisk at the bottom of each section outline indicates the side ipsilateral to the RB deposit in the SOC. Aq, cerebral aqueduct; IC, inferior colliculus, IV, fourth ventricle.



TABLE 3. Distribution of tracer-labeled, ChAT+ cells in the PMT nuclei.
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Projections From the Superior Olivary Complex

Even though the tracer deposits obscured some of the SOC, it was possible to identify retrogradely labeled cells in parts of the SOC separated from the deposit sites. Such cells were numerous, reflecting well-known intra-olivary connections (reviewed by Thompson and Schofield, 2000). Figure 4 shows examples of tracer-labeled cells in the SOC ipsilateral or contralateral to a tracer deposit. Both ChAT+ (Figures 4A–E) and ChAT-negative (Figure 4F) tracer-labeled cells were observed. ChAT+ cells were scattered across the SOC, located among nearly all periolivary nuclei as well as within the LSO and around its borders (in the peri-LSO region). Similar results were observed after smaller tracer deposits. Deposits in the lateral SOC (LSO and LNTB) labeled ChAT+ cells in the ipsilateral and contralateral SOC (Figures 4C,D). A deposit restricted to the SPN also labeled ChAT+ cells bilaterally in the SOC. In all cases, tracer-labeled cells included ChAT-negative as well as ChAT+ cells. Figure 5 shows the distribution of ChAT+ and ChAT-negative retrograde cells (magenta and green, respectively) in the SOC after a deposit of green RetroBeads in the right SOC. Variation between cases was common; e.g., the VNTB often contained more ChAT+ retrograde cells than depicted in Figure 5. Such cells could also be clustered in an undefined region lateral to the MNTB, along the medial border of the MSO (a region noted to contain olivocochlear cells in gerbils; Aschoff et al., 1988). Across our cases, the only nucleus that never contained a ChAT+ retrograde cell was the lateral nucleus of the trapezoid body. It is likely that different cholinergic cells have different targets within the SOC, but further experiments will be needed to address this issue.
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FIGURE 4. Cholinergic and non-cholinergic SOC cells were labeled by retrograde transport from the SOC. (A–C) Examples of ChAT+ tracer-labeled cells in the VNTB ipsilateral to the tracer deposit. Paired photographs show tracer-labeled cells (magenta or green, left panel) and ChAT immunostain (cyan, right panel), demonstrating that the tracer-labeled cells could be ChAT-immunopositive. Examples included cells labeled with green beads (GB) or red beads (RB). (D,E) Examples of ChAT+ tracer-labeled cells in the contralateral lateral superior olivary nucleus [LSO, panel (D) or contralateral VNTB (panel E)]. (F) Example of a GB-labeled ChAT-negative neuron in the LSO ipsilateral to a tracer deposit. LSO, lateral superior olivary nucleus; VNTB, ventral nucleus of the trapezoid body. Panels (A,E, and F) are from deposit G18-2012 GB (medial SOC deposit), panel (B) is from deposit G18-2011 RB (medial SOC deposit), and panels (C) and (D) are from G18-3033 (lateral SOC deposits). Scale bar = 20 μm.
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FIGURE 5. Retrogradely labeled cholinergic cells were located in the SOC both ipsilateral and contralateral to a tracer deposit. The plot shows a deposit of green beads (GB, deposit shown in gray) in the right SOC. GB-labeled cells that were ChAT+ (magenta circles) were scattered among SOC nuclei on both sides. In addition, a large number of GB-labeled cells that were ChAT-negative were also labeled (open green circles). Numbered sections are arranged from caudal to rostral and represent the ventral portion of each section to show the SOC (indicated by the rectangle in the orientation section). IV, fourth ventricle; Cb, cerebellum; CN, cochlear nucleus; LNTB, lateral nucleus of the trapezoid body; LSO, lateral superior olivary nucleus; MNTB, medial nucleus of the trapezoid body; MSO, medial superior olivary nucleus; SOC, superior olivary complex; SPN, superior paraolivary nucleus; VNTB, ventral nucleus of the trapezoid body.



Small tracer deposits again provide additional information about cholinergic targets. Deposits in the lateral SOC (LSO and LNTB) labeled ChAT+ cells in the ipsilateral and contralateral SOC (Figures 4C,D). A deposit restricted to the SPN also labeled ChAT+ cells bilaterally in the SOC. In both cases, the labeled cells included ChAT-negative as well as ChAT+ cells. These cells were scattered among the olivary nuclei, similar to that seen after larger injections (i.e., in VNTB and LSO as well as other periolivary regions).



Projections From the Lateral Paragigantocellular Nucleus (LPGi)

As described above, our tracer deposits routinely labeled ChAT+ PMT and SOC cells. Given the spread of tracer deposits across cases, these results are consistent with cholinergic projections from these sources that terminate broadly throughout the SOC. Another area, the LPGi, has been reported in mice to project to several auditory brainstem areas, including parts of the SOC (Stornetta et al., 2013). The LPGi, a nucleus of the reticular formation also known as the medial rostral ventrolateral medulla, is located caudal to the SOC, just lateral to the medullary pyramid. This nucleus has been closely tied to autonomic and respiratory functions and has numerous connections with auditory structures (Andrezik et al., 1981; Kamiya et al., 1988; Bellintani-Guardia et al., 1996). In the present study, we found retrogradely labeled cells in the LPGi in some but not all cases. The LPGi is small (typically present in just one section in a one-in-six series). A single section generally contained just a few retrograde labeled cells. Like the PMT and SOC, the LPGi contains a variety of neurotransmitter phenotypes, and the retrogradely labeled cells included both ChAT+ and ChAT-negative examples (Figure 6). Such cells were observed ipsilateral and contralateral to the tracer deposit.
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FIGURE 6. The lateral paragigantocellular nucleus (LPGi) contains cholinergic cells that project to the SOC. Paired photographs show tracer-labeled cells (magenta or green, left panel) and ChAT immunostain (cyan, right panel), demonstrating that the tracer-labeled cells could be ChAT-immunopositive. (A–D) ChAT+ cells labeled with red RetroBeads (RB; A,B) or green Retrobeads (GB, C,D) in the LPGi ipsilateral to a tracer deposit. (E,F) GB-labeled ChAT+ cells in the LPGi contralateral to the tracer deposit. (G,H) Tracer-labeled ChAT-negative cells in the LPGi. Panel (B) is from deposit G18-3033 RB (lateral SOC deposit); panel (H) is from deposit G18-3030 GB (medial SOC deposit); remaining panels are from deposit G18-2012 (medial SOC deposits). Scale bar = 20 μm.



The presence of ChAT+ retrograde cells in LPGi did not appear to be related simply to the size of the tracer deposits. The small number of cholinergic cells in the LPGi may explain some of the variability, but another possibility is that the LPGi projections do not terminate throughout the SOC. The limited evidence available from mice suggests that LPGi projections to SOC terminate most densely in the LSO and along the dorsal margin of the SOC, with smaller projections to some of the other SOC nuclei (Stornetta et al., 2013). In the present study, we observed ChAT+ retrograde cells in the LPGi after large deposits restricted to medial or lateral SOC as well as a smaller deposit restricted to the SPN (case G18-2010 RB). The small injection in the MNTB (case G18-2007 RB) labeled cells in the LPGi, but none were ChAT+.


Axonal Branching Allows Individual Cholinergic Cells to Innervate Left and Right SOC

Six of our experimental animals received bilateral injections, with RB in one SOC and GB in the opposite SOC. If an individual cholinergic neuron has an axon that branches to innervate both left and right SOC, we could expect to find such cells triple-labeled with the two tracers and the ChAT immunostain. We observed numerous cells in the PMT nuclei that contained both retrograde tracers; many, but not all, of these cells, were ChAT+. Figure 7 shows ChAT+, double-retrograde-labeled cells in the PPT (Figures 7A,B) and the LDT (Figure 7C). Triple-labeled cells were observed more often in the PPT than in the LDT, reflecting the pattern seen with single retrograde labeling. Figure 7D shows a double-retrograde cell in the LDT that was ChAT-negative. Such cells were observed in the PMT in all our cases with bilateral tracer deposits, suggesting that noncholinergic PMT cells also project bilaterally to the SOC.
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FIGURE 7. Cholinergic and non-cholinergic cells in the PMT send branching axonal projections to innervate the SOC bilaterally. (A–C) Each row of photographs shows a single field of view. The first two columns show the tracer label (RB in magenta; GB in green), with the first column showing the tracer injected into the ipsilateral SOC and the second column showing the tracer injected into the contralateral SOC (relative to the labeled cells). Magenta/green arrows identify cells that contain both retrograde tracers. Column 3 shows the ChAT staining, with arrows pointing to the same cells as in the first two columns. Column 4 shows the images merged, highlighting the triple-labeled cells. Examples are from the PPT (A,B) and LDT (C). (D) A single cell in the LDT that contains both retrograde tracers, indicating a bilateral projection to the SOC, but is ChAT-negative (column 3), indicating it is unlikely to be cholinergic. All panels from case G18-2012. Scale bar = 20 μm.



Double-retrograde cells were also observed in the SOC. While the presence of the tracer deposits hindered full analysis of labeled SOC cells, there were clear examples of ChAT+, double-retrograde labeled cells in numerous SOC nuclei (Figures 8A–E). ChAT-negative double retrograde cells were also labeled (Figure 8D, cell on right); we focus here on the cholinergic (ChAT+) cells. Across cases, these cells were scattered across many of the SOC nuclei, including the LSO and various periolivary regions. Several of the examples shown in Figures 8C–E are from G18-3033, which had tracer deposits limited to the lateral SOC. In contrast, the examples in Figures 7A,B are from a case in which the tracer deposits focused on medial SOC nuclei (G18-2012; see Table 1). These results suggest that bilateral cholinergic projections can terminate in both the lateral and the medial SOC.


[image: image]

FIGURE 8. Cholinergic cells in the superior olivary complex (SOC) and lateral paragigantocellular nucleus (LPGi) send branching axonal projections to innervate the SOC bilaterally. Each row of photographs shows a single field of view. The first two columns show the tracer label (RB in magenta; GB in green), with the first column showing the tracer injected into the ipsilateral SOC and the second column showing the tracer injected into the contralateral SOC (relative to the labeled cells). Magenta/green arrows identify cells that contain both retrograde tracers. Column 3 shows the ChAT staining, with cyan arrows pointing to the same cells as in the first two columns. Column 4 shows the merged image, highlighting the triple-labeled cells. (A–E) Triple-labeled cells were found in numerous SOC nuclei, indicated by the labels in column 1. VNTB, ventral nucleus of the trapezoid body; LSO, lateral superior olivary nucleus, SPN, superior paraolivary nucleus. ChAT-negative cells could also be labeled with both retrograde tracers (panel D, cell on the right). (F,G) Triple-labeled cells in the LPGi. Panels (A,B, and F) are from G18-2012 (medial SOC deposits); panels (C,D, and E) are from G18-3033 (lateral SOC deposits); panel (G) is from case G18-3030 (medial SOC deposits). Scale bar = 20 μm.



As described above, the LPGi contained retrogradely labeled, ChAT+ cells both ipsilateral and contralateral to the tracer deposit in several of our cases. Despite the small number of labeled cells in LPGi, we observed triple-labeled cells in cases with bilateral tracer deposits (Figures 8F,G), indicating that individual LPGi cholinergic cells can project bilaterally to the SOC. The number of cells was too small for quantitative analysis, but the fact that we observed triple labeled cells with a method that underestimates such projections (Schofield et al., 2007) suggests that bilateral projections may be a particularly common pattern for LPGi cholinergic cells.






DISCUSSION

Here, we’ve shown that the SOC receives cholinergic input from within the ipsilateral SOC, from the contralateral SOC, and bilaterally from the PMT (Figure 9). Projections from the PMT arise from both the PPT and the LDT, with ipsilateral projections more prominent and, on each side, PPT projections outnumbering LDT projections. Non-cholinergic PMT cells also appear to project to the SOC. Both cholinergic and non-cholinergic SOC cells also appear to project to many SOC nuclei. While non-cholinergic projections are especially numerous within the SOC, cholinergic SOC cells appear to innervate many of the SOC nuclei. Finally, a portion of the cholinergic cells that project to the SOC appear to have midline crossing axonal collaterals, allowing them to innervate both left and right SOC nuclei, presumably to provide a coordinated bilateral modulation of auditory processing in the SOC. In addition to the substantial cholinergic projections from the PMT and SOC, we document a smaller bilateral projection from the LPGi, a small nucleus of the reticular formation with connections to numerous auditory nuclei. Each of these regions, the PMT, the SOC, and the LPGi, provide cholinergic input to the SOC that likely serves a wide range of functions.
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FIGURE 9. Schematic summarizing major findings from the present study. (A) Cholinergic inputs to each SOC originate from three areas. One area is the pontomesencephalic tegmentum (PMT), comprising the pedunculopontine tegmental nucleus (PPT) and the laterodorsal tegmental nucleus (LDT). Each SOC receives cholinergic input from both ipsilateral and contralateral PPT and LDT. The second source of cholinergic input to the SOC is from SOC cells themselves. Each SOC receives cholinergic input from neurons within the same SOC as well as from neurons in the contralateral SOC. A third, smaller source is the lateral paragigantocellular nucleus (LPGi). Both ipsilateral and contralateral LPGi project to the SOC. (B) A second finding is that individual cholinergic neurons can send branching axons to innervate the SOC bilaterally. Such collateral projections can arise from cholinergic cells in each of the regions that supply cholinergic innervation to the SOC (for simplicity, projections are shown only from one side).




Technical Considerations

The tracers and immunostains used here have been validated in previous studies and are unlikely to exhibit serious difficulties for interpretation (e.g., Motts and Schofield, 2010; Zhang et al., 2021). The main factor for consideration is the possibility of the retrograde tracer labeling axons of passage, i.e., axons that traverse but do not terminate in the area of the tracer deposit. As described in “Materials and Methods” section (Section “Surgery and Perfusion”), Retrobeads show little if any labeling of axons of passage unless those axons are damaged. We used fine glass micropipettes to limit such damage. Nonetheless, some axons may have been damaged during physiological recording or by the tracer micropipette. This concern was greatest for cells within the SOC that were injected, so we chose to report the presence and distribution of the labeled cells but not to quantify the labeled cells within the SOC. PMT cells are located a significant distance away from the SOC, so we had fewer concerns about quantifying the cells within these nuclei. The LPGi is located caudal to the SOC, so there is less chance that its axons were damaged unless they terminate in the SOC. Ultimately, confirmation of these findings will be from experiments based on chemically selective anterograde tracing of cholinergic axons from an identified source. Of the three sources of cholinergic input that we describe, the LPGi is the only one so far confirmed by anterograde transport methods (Stornetta et al., 2013). Similar confirmation will be needed for the cholinergic projections to the SOC from cells in the PMT and in the SOC itself. Such experiments will also provide important information about the density and distribution of cholinergic projections from each of these sources.



Effects of ACh in the SOC

Our previous work suggested multiple roles for ACh in the MNTB, including effects on suprathreshold response magnitude, enhancement of near-threshold level discrimination, and enhanced coding of signal in the noise, with evidence that the MNTB receives cholinergic inputs from both the SOC and the PMT (Zhang et al., 2021). In the nearby SPN, mice lacking the cholinergic α7 nicotinic receptor show delayed sound-evoked responses and degraded spike precision (Felix et al., 2019). Aside from these studies, there is little direct information about the effects of ACh in SOC nuclei. In the cochlear nucleus (CN), which sends auditory information into the SOC, the roles of ACh have been studied more extensively. The effects ACh has in the CN vary by both CN region and cell type. For example, in the dorsal CN (DCN), ACh can alter neuronal sensitivity, affect spontaneous firing rates, and affect synaptic plasticity (Chen et al., 1998; Zhang and Kaltenbach, 2000; Zhao and Tzounopoulos, 2011). Blocking muscarinic signaling in the fusiform cell layer of the DCN affects spontaneous activity and alters stimulus timing-dependent plasticity; given the ties between these processes and evidence of tinnitus, cholinergic signaling in the DCN may be altered in tinnitus (Stefanescu and Shore, 2017). In T-stellate cells of the ventral CN (VCN), ACh contributes to sound-evoked excitation and may play a role in the encoding of spectral peaks in noise (Fujino and Oertel, 2001; Oertel et al., 2011). In spherical bushy cells, a different VCN cell type, cholinergic signaling plays a role in setting resting membrane potential, increases dynamic range and increases temporal precision (Goyer et al., 2016). The roles of ACh in the SOC likely vary based on the nucleus and cell type.

The effects of ACh are dependent on the subtypes of ACh receptors expressed by SOC cells. Many authors have described moderate or high expression of the nicotinic α7 subunit in the SOC (Morley et al., 1977; Hunt and Schmidt, 1978; Clarke et al., 1985). As described above, mice lacking the α7 subunit have delayed evoked responses and decreased spike timing precision in several auditory nuclei, including the SPN (Felix et al., 2019). The β4 nicotinic subunit is also highly expressed in the SOC (Gahring et al., 2004), and the relatively rare α5 nicotinic subunit is highly enriched in the SOC, especially in the SPN, compared to other brain regions (Wada et al., 1989). This all points to a variety of nicotinic acetylcholine receptors (nAChRs) being especially dense in the SOC. Muscarinic acetylcholine receptors (mAChRs) are also present in the SOC (Glendenning and Baker, 1988). There is less information about which subtypes of mAChRs are present, although both M2 and M3 receptors seem to be expressed in SOC nuclei (Safieddine et al., 1996; Yao and Godfrey, 1997). Activation of nAChRs (cation channels) typically elicits fast depolarization. Calcium permeability, ligand affinity, and channel kinetics can all differ based on subunit makeup for nAChRs (Gharpure et al., 2020). In contrast, mAChRs are G-protein coupled receptors and their activation typically elicits slower responses. Activation of mAChRs can lead to depolarization or hyperpolarization depending on the associated G proteins. mAChRs have been shown to regulate synaptic plasticity and circuit activity throughout the brain (Fernández de Sevilla et al., 2020). Despite their “slow” kinetics (compared to nAChRs), mAChRs may also contribute significantly to temporal processing, even in temporally demanding auditory cell types (Kuenzel, 2019). Based on receptor expression profiles, we would expect both nicotinic and muscarinic effects throughout the SOC.



Functional Diversity of Sources of Cholinergic Projections to the SOC

A key finding in the present study is the identification of multiple sources of cholinergic input to the SOC: the PMT, cholinergic cells in the SOC itself, and for at least some SOC nuclei, inputs from cholinergic cells in the LPGi. It is likely that projections from each of these regions serve different functions.


Cholinergic Sources From Within the SOC

The present study identified cholinergic cells scattered throughout the SOC that innervate SOC nuclei on both sides of the brain. These cholinergic SOC cells clearly overlap in distribution with olivocochlear cells, but to the best of our knowledge, there is no evidence for olivocochlear cells to send axonal branches to any SOC nucleus. Medial olivocochlear cells (MOCs) situated in medial parts of the SOC send projections into the cochlea that synapse on outer hair cells to affect the cochlear amplifier (Schofield and Beebe, 2020). MOCs also send branches into the CN (Benson and Brown, 1990; Brown et al., 1991), and may be the source of cholinergic inputs onto T-stellate cell dendrites. As discussed above, cholinergic inputs to T-stellate cells have been shown to enhance the encoding of signal in noise (Fujino and Oertel, 2001), much like cholinergic inputs to the MNTB (Zhang et al., 2021). MOC branches in the CN may also serve to convey information about cochlear gain (Brown et al., 1988). If cholinergic innervation of the SOC comes in part from MOC branches, we would expect it to serve similar purposes, either enhancing signal in noise or conveying information about outer hair cell activation. Given the role of MOCs in modulating the cochlear amplifier, an intra-olivary projection might serve to modulate the SOC neuron threshold or gain to compensate for alterations in input from the ear.

Lateral olivocochlear cells (LOCs) are situated in lateral parts of the SOC and synapse in the cochlea on the afferent terminals of spiral ganglion neurons, where they meet inner hair cells (Schofield and Beebe, 2020). LOCs are more heterogeneous and less well-understood than MOCs, however, there is some evidence that they might send axon branches into the CN, and specifically to different regions of the CN than MOCs (Ryan et al., 1990). Even at the level of the cochlea where they have been most studied, the functions of LOCs are not well-understood (Frank and Goodrich, 2018).

The SOC also contains a group of small cholinergic cells in the VNTB that project to the CN and lack the characteristic morphology of MOCs (Sherriff and Henderson, 1994). Targets of these cells appear to include cells of the acoustic nerve nucleus, suggesting a role in early (and rapid) responses to startling stimuli (Gómez-Nieto et al., 2008). Here, we demonstrate that the SOC receives cholinergic input from within the ipsilateral SOC and from the contralateral SOC, however, it is unclear which cholinergic groups (MOCs, LOCs, or non-olivocochlear) participate in these projections. Based on the wide mediolateral distribution of cholinergic SOC cells that make SOC projections, we hypothesize that multiple cholinergic groups in the SOC may be involved.



Cholinergic Cells in the PMT

Cholinergic cells of the PMT are implicated in a variety of processes. As part of the ascending reticular activating system, they are active during waking and REM sleep and less active during slow-wave sleep (Boucetta and Jones, 2009). PMT cells also function in motor control, sensory gating, reward association, and attention (Garcia-Rill, 1991; Winn, 2006; Yeomans et al., 2006). Activation of cholinergic PMT cells enhances the startle response, in keeping with its wider roles in arousal (Azzopardi et al., 2018). PMT projections to auditory nuclei might serve to generally increase auditory responses during periods of increased arousal or may have a more selective response, perhaps enhancing neuronal responses only to certain salient sounds.

Cholinergic PMT cells project to many auditory nuclei, including the medial geniculate body, the inferior colliculus, and the CN (Steriade et al., 1988; Motts and Schofield, 2010; Mellott et al., 2011). Many PMT cells respond to auditory stimuli, but in contrast to SOC neurons, the PMT neurons tend to be broadly tuned for frequency and often adapt quickly to a repeated stimulus (Reese et al., 1995a,b). Some PMT neurons show a longer latency response to auditory stimuli, perhaps related to descending inputs from the auditory cortex (Reese et al., 1995a,b; Schofield and Motts, 2009). Projections from the auditory cortex have been implicated in cortically-driven plasticity of subcortical auditory neurons, including neurons in the CN, IC, and MG (reviewed in Schofield and Beebe, 2019). The present results raise the question of cortically-driven cholinergic effects in the SOC.



Cholinergic Cells in the Lateral Paragigantocellular Nucleus (LPGi)

The LPGi is well connected to other auditory nuclei: it receives input from the CN, IC, and the auditory cortex, and it projects to the CN and the IC (Andrezik et al., 1981; Kandler and Herbert, 1991; Van Bockstaele et al., 1993; Bellintani-Guardia et al., 1996). However, none of these studies marked the cholinergic cells in the LPGi, so it is unclear to what extent they are involved in the auditory circuits. The LPGi contains other neurotransmitter phenotypes (e.g., serotonin, GABA) and some of these cells may correspond to the ChAT-negative LPGi cells labeled by the tracer in the present study, but again it is impossible to relate these projections to the physiology of the cells. Complicating speculation is the unclear relationship of the auditory components in LPGi vs. autonomic components (e.g., Carrive and Gorissen, 2008; Koganezawa et al., 2008; Dergacheva et al., 2010). Auditory functions may be focused in the rostral LPGi and autonomic functions more caudally, but this remains to be confirmed physiologically (Andrezik et al., 1981). Further insight into the functions of the cholinergic LPGi cells will require more data on the response properties of these cells and their specific targets in the SOC and other auditory nuclei.


Functions of Bilateral Innervation via Branching Cholinergic Axons

At its simplest level, a branching axon allows an individual neuron to influence two (or more) distant targets. Widespread axonal branching can allow for a relatively small population of neurons to exert effects across a large portion of a pathway, supporting global adjustments of neuronal sensitivity, for example, in response to an arousing stimulus. Such branching is common among modulatory systems, including cholinergic projections from the PMT (Descarries and Mechawar, 2008). Within the subcortical auditory system, cholinergic PMT cells can send collateral projections to targets on the two sides of the brain (e.g., left and right IC), to targets at different hierarchical levels of the auditory pathway (e.g., to IC and auditory thalamus), or to a combination (bilateral and multilevel; Schofield et al., 2011). Bilateral projections from individual PMT cholinergic cells to left and right SOC demonstrated in the present study, provide another example of widespread cholinergic projections. It will be interesting in future studies to determine whether these cholinergic cells also innervate other auditory structures, extending the span of PMT cholinergic projections from the SOC to, perhaps, the thalamus.

We also observed bilateral projections from SOC and LPGi cholinergic neurons. For further insight into their function, more information is needed about the cells giving rise to these projections. Under what conditions are these cells active? How broad are their projections within the SOC? Do they project to additional targets outside the SOC? While collateral branching could provide an opportunity for widespread effects, restricted projections may indicate highly specific effects on the target cells.



Conclusions

A key issue from the discussions above is that cholinergic projections from different sources are likely to serve different functions. Projections from the PMT are likely to be activated in association with arousal and top-down modulation, perhaps contributing to plasticity driven by higher functions. Projections from the SOC are more likely to be narrowly tuned for auditory stimulus parameters and to serve as a feedback function for the earliest stages of auditory processing, from the cochlea to CN and SOC. Some cholinergic functions may be similar across SOC nuclei (e.g., the need to adjust neuronal sensitivity in response to reduced afferent input), but other functions may be more narrow, associated with individual nuclei and especially with individual cell types. The plethora of ACh receptor types could allow for varied functions within and across nuclei. A key step for future studies will be to identify the receptor types associated with specific cell types and with specific auditory circuits. Another important step will be to trace cholinergic pathways into the SOC with anterograde tracing methods. The retrograde tracing experiments here suggest widespread projections from each cholinergic area. Visualizing the terminations of each pathway will provide valuable information about the nuclei and cell types targeted by each source of cholinergic input.
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The inferior colliculus (IC), the midbrain hub of the central auditory system, receives extensive cholinergic input from the pontomesencephalic tegmentum. Activation of nicotinic acetylcholine receptors (nAChRs) in the IC can alter acoustic processing and enhance auditory task performance. However, how nAChRs affect the excitability of specific classes of IC neurons remains unknown. Recently, we identified vasoactive intestinal peptide (VIP) neurons as a distinct class of glutamatergic principal neurons in the IC. Here, in experiments using male and female mice, we show that cholinergic terminals are routinely located adjacent to the somas and dendrites of VIP neurons. Using whole-cell electrophysiology in brain slices, we found that acetylcholine drives surprisingly strong and long-lasting excitation and inward currents in VIP neurons. This excitation was unaffected by the muscarinic receptor antagonist atropine. Application of nAChR antagonists revealed that acetylcholine excites VIP neurons mainly via activation of α3β4∗ nAChRs, a nAChR subtype that is rare in the brain. Furthermore, we show that acetylcholine excites VIP neurons directly and does not require intermediate activation of presynaptic inputs that might express nAChRs. Lastly, we found that low frequency trains of acetylcholine puffs elicited temporal summation in VIP neurons, suggesting that in vivo-like patterns of cholinergic input can reshape activity for prolonged periods. These results reveal the first cellular mechanisms of nAChR regulation in the IC, identify a functional role for α3β4∗ nAChRs in the auditory system, and suggest that cholinergic input can potently influence auditory processing by increasing excitability in VIP neurons and their postsynaptic targets.
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INTRODUCTION

Growing evidence indicates that cholinergic signaling through nicotinic acetylcholine receptors (nAChRs) critically shapes sound processing in the central auditory system (Goyer et al., 2016; Askew et al., 2017; Felix et al., 2019; Zhang et al., 2021). The inferior colliculus (IC), the midbrain hub of the central auditory system, receives extensive input from cholinergic neurons in the pontomesencephalic tegmentum (PMT; Motts and Schofield, 2009), and expresses several nAChR subunits, including α3, α4, α7, β2, β3, and β4 (Clarke et al., 1985; Wada et al., 1989; Morley and Happe, 2000; Whiteaker et al., 2002; Salas et al., 2003; Gahring et al., 2004; Happe and Morley, 2004; Bieszczad et al., 2012; Sottile et al., 2017). Because activity in the PMT is influenced by the sleep-wake cycle, attention, rewards, and sensory novelty, it is hypothesized that PMT neurons regulate auditory processing in the IC as a function of behavioral state (Jones, 1991; Kozak et al., 2005; Schofield et al., 2011; Boucetta et al., 2014). Consistent with this, in vivo studies have shown that nicotinic drugs alter the gain of input-output functions in IC neurons (Farley et al., 1983; Habbicht and Vater, 1996), and human psychophysics studies indicate that nicotine improves performance in auditory attention and discrimination tasks (Knott et al., 2012; Smucny et al., 2016; Pham et al., 2020), an effect partly attributable to alterations in the IC (Askew et al., 2017). In addition, temporal coding of auditory stimuli is degraded in the IC of α7 knockout mice (Felix et al., 2019). However, despite the importance of nAChRs to auditory processing, the cellular mechanisms by which nAChRs influence the excitability IC neurons remain largely unknown.

This gap in knowledge has eluded the field mostly due to the complexity of the neuronal populations in the IC, where it has proven difficult to identify and study specific neuron classes using conventional approaches. We recently overcame this obstacle, identifying vasoactive intestinal peptide (VIP) neurons as the first molecularly identifiable neuron class in the IC (Goyer et al., 2019). Vasoactive intestinal peptide neurons are found throughout the major IC subdivisions, they are glutamatergic, and they have a stellate morphology with spiny dendrites that, within the central nucleus of the IC (ICc), typically extend across two or more isofrequency laminae. Vasoactive intestinal peptide neurons project to several auditory regions, including the auditory thalamus, superior olivary complex, and the contralateral IC, and they receive input from the dorsal cochlear nucleus, the contralateral IC, and likely from other sources. By using the VIP-IRES-Cre mouse model, we can selectively target VIP neurons for electrophysiological and anatomical experiments. Thus, we are in a position for the first time to determine the cellular mechanisms of cholinergic signaling in a defined class of IC neurons.

Here, we hypothesized that the excitability of VIP neurons in the IC is modulated by cholinergic signaling. Using immunofluorescence, we showed that cholinergic terminals are frequently located in close proximity to VIP neurons, suggesting that VIP neurons receive direct cholinergic input. We then found that brief applications of ACh elicited surprisingly long periods of depolarization and spiking in VIP neurons. These responses were not affected by atropine, a muscarinic acetylcholine receptor (mAChR) antagonist, but were largely blocked by mecamylamine, an antagonist partially selective for β4-containing receptors, and by SR16584, an antagonist selective for α3β4∗ receptors (∗ indicates that the identity of the fifth subunit in the receptor pentamer is unknown). Consistent with this, voltage clamp recordings showed that ACh puffs led to prolonged inward currents that were largely blocked by mecamylamine and by SR16584. Moreover, cholinergic responses were resistant to manipulations affecting synaptic transmission, indicating that the nAChRs mediating these responses are expressed by VIP neurons. Finally, we showed that 10 and 30 Hz trains of lower concentration ACh puffs elicited temporal summation in VIP neurons, suggesting that the in vivo firing patterns of cholinergic PMT neurons are likely to drive prolonged excitation of VIP neurons. We thus provide the first evidence that α3β4∗ nAChRs, a subtype with limited distribution in the brain, elicit direct and potent excitation of IC VIP neurons. Combined, our data reveal that cholinergic modulation exerts a surprisingly potent and long-lasting increase in the excitability of an important class of IC principal neurons.



MATERIALS AND METHODS


Animals

All experiments were approved by the University of Michigan Institutional Animal Care and Use Committee and were in accordance with NIH guidelines for the care and use of laboratory animals. Animals were kept on a 12-h day/night cycle with ad libitum access to food and water. VIP-IRES-Cre mice (VipTM 1(cre)Zjh/J, Jackson Laboratory, stock # 010908) (Taniguchi et al., 2011) were crossed with Ai14 reporter mice (B6.Cg-Gt(ROSA)26SorTM 14(CAG–tdTomato)Hze/J, Jackson Laboratory, stock #007914) (Madisen et al., 2010) to yield F1 offspring that expressed the fluorescent protein tdTomato in VIP neurons. Because mice on the C57BL/6J background undergo age-related hearing loss, experiments were restricted to mice aged P30 – P85, an age range where hearing loss should be minimal or not present (Zheng et al., 1999).



Immunofluorescence

Mice aged P53 – P85 were deeply anesthetized with isoflurane and perfused transcardially with 0.1 M phosphate-buffered saline (PBS), pH 7.4, for 1 min and then with a 10% buffered formalin solution (Millipore Sigma, cat# HT501128) for 15 min. Brains were collected and post-fixed in the same formalin solution and cryoprotected overnight at 4°C in 0.1 M PBS containing 20% sucrose. Brains were cut into 40 μm sections on a vibratome. Sections were rinsed in 0.1 M PBS, and then treated with 10% normal donkey serum (Jackson ImmunoResearch Laboratories, West Grove, PA) and 0.3% TritonX-100 for 2 h. Slices were incubated overnight at 4°C in rabbit anti-VAChT (3:500, Synaptic Systems, cat# 139103, RRID:AB_887864). This antibody was previously validated by Western blot and has been successfully used to identify cholinergic terminals in the cochlear nucleus and hippocampus (Goyer et al., 2016; Gillet et al., 2018; Zhang et al., 2019). The next day, sections were rinsed in 0.1 M PBS and incubated in Alexa Fluor 647-tagged donkey anti-rabbit IgG (1:500, ThermoFisher, cat# A-31573) for 2 h at room temperature. Sections were then mounted on slides (SouthernBiotech, cat# SLD01-BX) and coverslipped using Fluoromount-G (SouthernBiotech, cat# 0100–01). Images were collected using a 1.40 NA 63x oil-immersion objective and 0.1 μm Z-steps on a Leica TCS SP8 laser scanning confocal microscope.



Analysis of Cholinergic Terminals Adjacent to VIP Neurons

After immunofluorescence was performed, we used Neurolucida 360 software (MBF Bioscience) to reconstruct VIP neurons and assess the distribution of cholinergic terminals on reconstructed neurons. Terminals that were <2 μm from the dendrites or soma of the reconstructed cell were counted as synapses onto that neuron.



Brain Slice Preparation

Whole-cell patch-clamp recordings were performed in acutely prepared brain slices from VIP-IRES-Cre x Ai14 mice. Both males (n = 40) and females (n = 31) aged P30-P50 were used. No differences were observed between animals of different sexes. Mice were deeply anesthetized with isoflurane and then rapidly decapitated. The brain was removed, and a tissue block containing the IC was dissected in 34°C ACSF containing the following (in mM): 125 NaCl, 12.5 glucose, 25 NaHCO3, 3 KCl, 1.25 NaH2PO4, 1.5 CaCl2 and 1 MgSO4, bubbled to a pH of 7.4 with 5% CO2 in 95% O2. Coronal sections of the IC (200 μm) were cut in 34°C ACSF with a vibrating microtome (VT1200S, Leica Biosystems) and incubated at 34°C for 30 min in ACSF bubbled with 5% CO2 in 95% O2. Slices were then incubated at room temperature for at least 30 min before being transferred to the recording chamber. All recordings were targeted at VIP neurons located in the central nucleus of the IC. Because the borders of IC subdivisions are not well-defined in acutely prepared slices, it is possible that a small number of VIP neurons were recorded from just outside the central nucleus, in the dorsal or lateral cortices of the IC.



Current-Clamp Electrophysiology

Slices were placed in a recording chamber under a fixed stage upright microscope (BX51WI, Olympus Life Sciences) and were constantly perfused with 34°C ACSF at ∼2 ml/min. All recordings were conducted near physiological temperature (34°C). Inferior colliculus neurons were patched under visual control using epifluorescence and Dodt gradient-contrast imaging. Current-clamp recordings were performed with a BVC-700A patch clamp amplifier (Dagan Corporation). Data were low pass filtered at 10 kHz, sampled at 50 kHz with a National Instruments PCIe-6343 data acquisition board, and acquired using custom written algorithms in Igor Pro. Electrodes were pulled from borosilicate glass (outer diameter 1.5 mm, inner diameter 0.86 mm, Sutter Instrument) to a resistance of 3.5 – 5.0 MΩ using a P-1000 microelectrode puller (Sutter Instrument). The electrode internal solution contained (in mM): 115 Kgluconate, 7.73 KCl, 0.5 EGTA, 10 HEPES, 10 Na2 phosphocreatine, 4 MgATP, 0.3 NaGTP, supplemented with 0.1% biocytin (w/v), pH adjusted to 7.4 with KOH and osmolality to 290 mmol/kg with sucrose. Data were corrected for an 11 mV liquid junction potential.

To test the effect of ACh on the excitability of VIP neurons, acetylcholine chloride (Sigma cat # A6625), was freshly dissolved each day in a vehicle solution containing (in mM): 125 NaCl, 3 KCl, 12.5 Glucose and 3 HEPES. The solution was balanced to a pH of 7.40 with NaOH. The working concentration of ACh was 1 mM unless stated otherwise. To apply ACh puffs on brain slices, ACh solution was placed in pipettes pulled from borosilicate glass (outer diameter 1.5 mm, inner diameter 0.86 mm, Sutter Instrument) with a resistance of 3.5 – 5.0 MΩ using a P-1000 microelectrode puller (Sutter Instrument) connected to a pressure ejection system built based on the OpenSpritzer design (Forman et al., 2017). The puffer pipette was placed ∼ 20 μm from the soma of the patched cell, and five 10 ms puff applications at 10 psi and 1 min apart were presented per condition. To isolate the receptors mediating the effects of ACh on VIP neurons, we bath applied the following drugs individually or in combination: 1 μM atropine (mAChR antagonist, Sigma), 5 μM mecamylamine (Mec, relatively non-selective antagonist with higher affinity for β4 containing receptors, Sigma), 10 μM DHβE (α4β2∗ nAChR antagonist, Tocris), 50 μM SR16584 (α3β4∗ nAChR antagonist, Tocris), and 5 nM methyllycaconitine (MLA, α7 nAChR antagonist, Sigma). All drugs were washed-in for 10 min before testing how the drugs affected the responses of the recorded neurons to ACh puffs. In one experiment, antagonists for GABAA, glycine, AMPA, and NMDA receptors were bath applied to isolate direct effects of ACh on VIP neurons from possible ACh-induced changes in release from terminals synapsing onto VIP neurons. The following drug concentrations were used: 5 μM SR95531 (gabazine, GABAA receptor antagonist, Hello Bio), 1 μM strychnine hydrochloride (glycine receptor antagonist, Millipore Sigma), 10 μM NBQX disodium salt (AMPA receptor antagonist, Hello Bio), 50 μM D-AP5 (NMDA receptor antagonist, Hello Bio). All drugs were washed-in for 10 min before testing how the drugs affected the responses of the recorded neurons to ACh puffs. Except for when the effects of atropine alone were directly tested, 1 μM atropine was included in the ACSF under all conditions.



Effect of Repeated ACh Applications

ACh puffs were applied as described above except at lower concentrations (30 μM and 100 μM). Trials containing trains of 1, 2, 3, 5, or 10 puffs at 10 Hz were delivered with a 1-min intertrial period. Five trials were presented per condition.



Voltage-Clamp Recordings of nAChR Currents

For voltage-clamp experiments, the recording setup was the same as above except that recordings were performed using an Axopatch 200A amplifier. During the recordings, series resistance compensation was performed using 90% prediction and 90% correction. The series resistance of the electrode was never greater than 10 MΩ. The electrode internal solution contained (in mM): 115 CsOH, 115 D-gluconic acid, 7.76 CsCl, 0.5 EGTA, 10 HEPES, 10 Na2 phosphocreatine, 4 MgATP, 0.3 NaGTP, supplemented with 0.1% biocytin (w/v), pH adjusted to 7.4 with CsOH and osmolality to 290 mmol/kg with sucrose. As detailed above, the ACh puffer was placed approximately 20 μm from the soma of the patched cell, and five 10 ms puff applications at 10 psi were presented per condition, waiting 1 min between puffs. Receptor antagonists were applied as described above for the current clamp experiments. 1 μM atropine was included in the ACSF under all conditions. Voltage-clamp holding potentials were not corrected for the liquid junction potential.



Analysis of Electrophysiological Recordings

Action potential counts and measurements of the area under current clamp depolarizations and voltage clamp currents were made using custom written algorithms in Igor Pro 8 (Wavemetrics). Action potential counts were made with a threshold-crossing algorithm and were verified by eye. To determine the area under current clamp depolarizations, data were first median filtered using a 4000 sample (80 ms) smoothing window to remove action potentials while leaving the waveform of the underlying slow depolarization intact. The area under the median-filtered depolarization was then calculated using the “Area” function. The area under voltage clamp currents was determined by applying the “Area” function to traces that were first median filtered using the same parameters as above. Responses to the five ACh puffs delivered per neuron per treatment condition were averaged, and these average values were used for the summary analyses.



Statistical Analyses

Data were analyzed and are presented following the estimation statistics approach, which emphasizes effect sizes and their confidence intervals over p values (Bernard, 2019; Calin-Jageman and Cumming, 2019). Results from null hypothesis significance tests are also provided, but a focus on the estimation statistics is encouraged. Data analysis and significance tests were performed using custom algorithms combined with the statistical functions available in Igor Pro 8 (Wavemetrics), MATLAB R2021a (MathWorks), and R 4.1.0 (The R Project for Statistical Computing).

In Figures 2–6, comparisons of results are shown using Gardner-Altman estimation plots (two groups) or Cumming estimation plots (three or more groups). The design of these plots was heavily influenced by the DABEST package (Ho et al., 2019), although the plots shown here were made using our own algorithms in MATLAB. Since our data involved repeated measures from individual cells, our estimation plots use parallel coordinates plots to show the measured responses for each cell, with each line representing data from one cell. The parallel coordinates plots are accompanied by paired mean difference plots that show the pairwise differences between control responses and treatment responses. Paired mean differences are presented with bias-corrected and accelerated 95% bootstrap confidence intervals, which were generated using the “boot” package in R using 10,000 resampling iterations (Davison and Hinkley, 1997; Canty and Ripley, 2021). Bootstrap sampling distributions are plotted alongside the mean differences as histograms that were smoothed with the normal kernel function using the MATLAB “fitdist” command.

Statistical tests for differences between two groups were made using the “independence_test” function in the “coin” package in R (Hothorn et al., 2006; Hothorn et al., 2008). The “independence_test” is a non-parametric permutation test based on the theoretical framework of Strasser and Weber (Strasser and Weber, 1999). The “independence_test” was set to use a block design to represent the paired measurements in our data, to perform a two-sided test where the null hypothesis was zero Pearson correlation, and to generate the conditional null distribution using Monte Carlo resampling with 10,000 iterations. Statistical testing for differences between the control group and two or more treatment groups were made using linear mixed models (LMMs) implemented through the “lme4” and “lmerTest” packages in R (Bates et al., 2015; Kuznetsova et al., 2017). Drug treatments were the fixed effects and individual cells were the random effects. F statistics, t statistics, and p values for LMMs were generated using Satterthwaite’s degrees of freedom method as implemented in the “lmerTest” package. In Figure 7, summary data for the responses to trains of acetylcholine puffs are presented as mean ± SD, and the summary data were fit with a linear regression performed in Igor Pro. Test statistics for all significance tests are reported in the figure legends. Effects were considered significant when p < 0.05.



RESULTS


Cholinergic Synapses Are Found Adjacent to the Somas and Dendrites of VIP Neurons

The IC receives cholinergic input from the two nuclei that comprise the PMT: the pedunculopontine tegmental nucleus and the laterodorsal tegmental nucleus. Together, these nuclei distribute cholinergic axons and synapses throughout the IC, contacting both GABAergic and glutamatergic neurons (Motts and Schofield, 2009; Schofield et al., 2011; Noftz et al., 2020; Beebe and Schofield, 2021). However, the specific neuronal populations that cholinergic terminals synapse onto in the IC remain unclear. To test whether VIP neurons receive cholinergic input, we performed immunofluorescence on brain slices from VIP-IRES-Cre x Ai14 mice, in which VIP neurons express the fluorescent protein tdTomato, using an antibody against the vesicular acetylcholine transporter (VAChT). High resolution images were collected using a laser-scanning confocal microscope with a 1.40 NA 63x oil-immersion objective and 0.1 μm Z-steps. Analysis of these images showed that VAChT+ boutons and terminals were routinely located <2 μm from the somas, dendrites, or both of VIP neurons (Figure 1). Similar results were observed in IC sections from five mice. These results suggest that VIP neurons receive cholinergic input (Rees et al., 2017). We therefore hypothesized that cholinergic signaling modulates the excitability of VIP neurons.


[image: image]

FIGURE 1. Cholinergic terminals are routinely found in close proximity to VIP neuron somas and dendrites. Confocal images from IC sections show examples of cholinergic terminals (identified by dashed crosshairs) labeled by anti-VAChT (cyan) located <2 μm from the somas (top row, A,B) or dendrites (bottom row, C,D) of VIP neurons (magenta). The three panels in each image provide a top view and two side views centered on the cholinergic terminal identified by the crosshairs. Images are from 3 mice.




Brief Puffs of ACh Drive Prolonged Firing in VIP Neurons Via Non-α7 nAChRs

To test whether acetylcholine alters the excitability of VIP neurons, we targeted current clamp recordings to fluorescent VIP neurons in acute IC slices from VIP-IRES-Cre x Ai14 mice and used a puffer pipette to provide brief puffs of ACh near the recorded cell. We found that 10 ms puffs of 1 mM ACh delivered approximately 20 μm from the VIP cell soma drove depolarization and firing in 116 out of 126 VIP neurons. These effects were surprisingly strong and long-lasting, suggesting that cholinergic signaling can potently increase the excitability of VIP neurons (Figure 2).
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FIGURE 2. ACh-induced depolarization of VIP neurons is mediated by non-α7 nAChRs. (A) A 10 ms puff of 1 mM ACh elicited a long-lasting depolarization and spiking in a representative VIP neuron under control conditions (top). 1 μM atropine did not alter the ACh response (bottom). (B,C) Atropine did not change the average number of action potentials elicited by ACh or the average area under the median-filtered curve (spikes: paired independence test, Z = –0.486, p = 0.62, n = 6; area: paired independence test, Z = 0.086, p = 0.95, n = 6). Dashed horizontal lines show the mean of the control responses. Solid horizontal lines show the mean difference between the control and atropine conditions. Note that in all remaining experiments, 1 μM atropine was always present in the ACSF. (D) Example traces show ACh-elicited depolarization in a VIP neuron in control ACSF (top), 5 μM Mec (middle), and 5 μM Mec + 5 nM MLA (bottom). (E) Mec reduced the average number of action potentials elicited by ACh puffs from 36.6 ± 28.2 to 0.4 ± 0.7 (mean ± SD; LMM: treatment effect, F2,12 = 11.99, p = 0.001, n = 7; control vs. Mec, t12 = –4.22, p = 0.001; control vs. Mec + MLA, t12 = –4.26, p = 0.001). (F) The total depolarization elicited by ACh puffs, measured as the area under the median filtered curve, was significantly decreased by Mec and further decreased by MLA (LMM: treatment effect F2,12 = 111.6, p = 2e-8, n = 7; control vs. Mec, t12 = –12.43, p = 3e-8; control vs. Mec + MLA, t12 = –13.39, p = 1e-8). (G) When MLA was applied before Mec, MLA alone did not have a clear effect on ACh responses. From top to bottom: control, 5 nM MLA, and 5 μM Mec + 5 nM MLA. (H) The average number of action potentials elicited by ACh was not significantly affected by MLA, while subsequent application of Mec + MLA eliminated firing (LMM: treatment effect, F2,10 = 17.23, p = 6e-4, n = 6; control vs. MLA, t10 = 0.20, p = 0.85; control vs. Mec + MLA, t10 = –4.98, p = 6e-4). (I) MLA alone did not significantly alter the depolarization elicited by ACh, while subsequent application of Mec + MLA caused an 89% reduction in the average depolarization (LMM: treatment effect, F2,10 = 120.4, p = 1e-7, n = 6; control vs. MLA, t10 = 1.10, p = 0.30; control vs. Mec + MLA, t10 = –12.85, p = 2e-7). In (A,D,G) arrows indicate the time of the ACh puffs, and voltages indicate resting membrane potential. In (E,F,H,I), horizontal dashed lines indicate the level of zero mean difference, and vertical lines on the paired mean difference points indicate 95% bootstrap confidence intervals.


Since ACh depolarized VIP neurons for up to 1 s, we first hypothesized that this effect was mediated by a slow metabotropic mechanism involving mAChRs. However, we found that ACh-mediated excitation of VIP neurons was not altered by 1 μM atropine, a mAChR antagonist, indicating that mAChRs are not involved in this phenomenon (Figures 2A–C). For the remainder of this study, all recordings were conducted in the presence of 1 μM atropine, allowing us to isolate effects on nAChRs.

Next, we used mecamylamine (Mec), a broad-spectrum nAChR antagonist partially selective for β4-containing nAChRs (Papke et al., 2008, 2010), and methyllycaconitine (MLA), an antagonist selective for α7 nAChRs, to assess the contributions of nAChRs to the cholinergic excitation of VIP neurons. We found that bath application of 5 μM Mec nearly abolished the firing and strongly reduced the depolarization elicited by ACh puffs on VIP neurons. When both 5 μM Mec and 5 nM MLA were applied, the remaining depolarization was nearly eliminated (Figures 2D–F). When 5 nM MLA was applied first, ACh-elicited firing and depolarization in VIP neurons were not significantly altered. Subsequent addition of 5 μM Mec to the bath abolished the ACh effect (Figures 2G–I). Combined, these results suggest that cholinergic modulation of VIP neurons is predominately driven by non-α7, Mec-sensitive nAChRs.



Brief ACh Puffs Elicit a Long-Lasting Inward Current in VIP Neurons

nAChRs are commonly associated with fast, short-lasting depolarizations, but our data suggest that activation of nAChRs elicits prolonged depolarization in VIP neurons. To analyze the currents generated by activation of nAChRs in VIP neurons, we used voltage-clamp recordings with the holding potential at –60 mV. We found that a 10 ms puff of 1 mM ACh elicited an inward current in VIP neurons that lasted hundreds of milliseconds (mean decay τ = 438 ± 173 ms, mean ± SD, based on exponential fit; n = 5 neurons; Figure 3A). The peak of the ACh-evoked inward current was –329 ± 154 pA, and the 10 – 90% rise time was 89 ± 31 ms (mean ± SD, n = 5 neurons). Furthermore, similar to the depolarizations observed in our current-clamp experiments, 5 μM Mec abolished most of the current elicited by ACh, and the combination of 5 μM Mec and 5 nM MLA abolished the elicited current completely (Figure 3B). Therefore, our results suggest that the nAChRs mediating the effect of ACh on VIP neurons remain activated for extended periods, presumably due to slow kinetics and/or limited desensitization. Since α7 nAChRs have fast kinetics and rapid desensitization (Castro and Albuquerque, 1993; Anand et al., 1998; Papke et al., 2000; Mike et al., 2000), both the pharmacology and kinetics of the inward currents observed here are consistent with a mechanism mediated by non-α7 nAChRs.
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FIGURE 3. Brief ACh puffs elicit long-lasting inward currents in VIP neurons. (A) Example traces of currents elicited by ACh puffs in control ACSF (top), 5 μM Mec (middle), and 5 μM Mec + 5 nM MLA (bottom). Arrows indicate the time of the ACh puffs. (B) The total charge flux elicited by ACh, measured by the average area under the median-filtered curve, significantly decreased after bath application of Mec. Subsequent application of MLA did not cause a further reduction (LMM: treatment effect, F2,8 = 20.52, p = 7e-4, n = 5; control vs. Mec, t8 = –5.44, p = 6e-4; control vs. Mec + MLA, t8 = –5.65, p = 5e-4). Horizontal dashed line indicates the level of zero mean difference. Vertical lines on the paired mean difference points indicate 95% bootstrap confidence intervals.




ACh-Driven Firing in VIP Neurons Does Not Require Activation of Presynaptic nAChRs

Many glutamatergic and GABAergic neurons in the IC express nAChRs (Sottile et al., 2017). In addition, nAChRs are often located on presynaptic terminals where their activation can directly promote neurotransmitter release (Dani and Bertrand, 2007). Therefore, it is possible that the ACh-elicited excitation of VIP neurons requires activation of an intermediate population of neurons or terminals that in turn excite VIP neurons through the release of a different, non-cholinergic neurotransmitter. We therefore tested if cholinergic modulation of VIP neurons requires activation of receptors for glutamate, GABA, and/or glycine, the main neurotransmitters in the IC. By using pharmacology to block these receptors (10 μM NBQX to block AMPA receptors, 50 μM D-APV to block NMDA receptors, 5 μM gabazine to block GABAA receptors, and 1 μM strychnine to block glycine receptors), we isolated the effects of ACh puffs on VIP neurons from most other potential inputs. After bath application of the synaptic blockers, we observed that the spiking and depolarization elicited by ACh persisted and was not significantly altered (Figures 4A,B).
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FIGURE 4. Depolarization of VIP neurons by ACh is consistent with an intrinsic mechanism and not presynaptic effects. (A,B) The average number of action potentials (A) and depolarization (B) elicited by an ACh puff were not affected by bath application of antagonists against AMPA, NMDA, GABAA, and glycine receptors (10 μM NBQX, 50 μM D-AP5, 5 μM SR95537, and 1 μM strychnine; action potentials: paired independence test, Z = 0.724, p = 0.52, n = 6; area: paired independence test, Z = 1.28, p = 0.26, n = 6). (C,D) The average number of action potentials (C) and depolarization (D) elicited by an ACh puff were unaffected by decreasing the ACSF Ca2+ concentration from 1.5 to 0.5 mM (action potentials: paired independence test, Z = –1.29, p = 0.25, n = 5; area: paired independence test, Z = –0.137, p = 0.94, n = 5). (A–D) Dashed horizontal lines show the mean of the control responses. Solid horizontal lines show the mean difference between the control and treatment conditions.


Next, we globally reduced synaptic release probability by decreasing the concentration of Ca2+ in the ACSF from 1.5 mM to 0.5 mM. Since the relationship between release probability and extracellular Ca2+ is described by a power law (Dodge and Rahamimoff, 1967), this reduction in ACSF Ca2+ should dramatically decrease neurotransmitter release. We observed that decreasing extracellular Ca2+ did not significantly alter the spiking or depolarization elicited by ACh puffs on VIP neurons (Figures 4C,D). These results suggest that ACh acts on nAChRs present on VIP neurons themselves, and not via activation of presynaptic nAChRs.



α4β2∗ nAChRs Do Not Mediate the Effect of ACh on VIP Neurons

Our results thus far indicate that Mec-sensitive nAChRs mediate most of the effect of ACh on VIP neurons. However, Mec is a relatively broad-spectrum antagonist of non-homomeric nAChRs, with subtype selectivity depending on the concentration used (Papke et al., 2001, 2008, 2010). Since α4β2∗ nAChRs are widely expressed in the IC and are the most common subtype of nAChR found in the brain (Millar and Gotti, 2009), we performed current-clamp recordings to assess how DHβE, a selective antagonist for α4β2∗ nAChRs, affected the response of VIP neurons to ACh puffs. After bath-applying 10 μM DHβE for 10 min, our results showed that blocking α4β2∗ nAChRs did not significantly alter the spiking or depolarization elicited by ACh application (Figure 5). Therefore, our data suggest that cholinergic modulation of VIP neurons involves little or no contribution from α4β2∗ or α7 nAChRs, the most common nAChRs in the brain.


[image: image]

FIGURE 5. α4β2* nAChRs do not mediate the ACh-induced depolarization of VIP neurons. (A) Example traces show that a spike train elicited by a 10 ms puff of 1 mM ACh (top) was not blocked by 10 μM DHβE (bottom), an α4β2* nAChR antagonist. Arrows indicate the time of the ACh puffs, and voltages indicate resting membrane potential. (B,C) DHβE did not significantly affect the average number of action potentials (B) or the total depolarization (C) elicited by ACh puffs (action potentials: paired independence test, Z = 0.185, p = 0.82, n = 5; area: paired independence test, Z = 1.40, p = 0.26, n = 5). Dashed horizontal lines show the mean of the control responses. Solid horizontal lines show the mean difference between the control and DHβE conditions.




ACh-Driven Excitation of VIP Neurons Is Mediated by α3β4∗ nAChRs

Although α3β4∗ nAChRs are relatively rare in the brain, previous studies indicate that α3 and β4 nAChR subunits are expressed in the IC (Wada et al., 1989; Marks et al., 2002, 2006; Whiteaker et al., 2002; Salas et al., 2003; Gahring et al., 2004). In addition, Mec strongly antagonizes α3β4∗ nAChRs at a concentration of 5 μM (Papke et al., 2008, 2010), which we used in our current-clamp and voltage-clamp recordings. We therefore hypothesized that α3β4∗ nAChRs mediate the excitatory effect of ACh on VIP neurons. To test this, we used SR16584, a selective α3β4∗ nAChR antagonist (Zaveri et al., 2010). Because SR16584 is dissolved in DMSO, we first established that a vehicle control (1:1000 DMSO:ACSF) did not affect the ability of 10 ms puffs of 1 mM ACh to excite VIP neurons (Figures 6A–C). Next, we bath applied 50 μM SR16584 and found that it nearly abolished the spiking and strongly reduced the depolarization elicited by ACh (Figures 6A–C), similar to our results with Mec applications. Furthermore, after only a 10-min washout of SR16584, the excitatory effect of ACh partially recovered.
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FIGURE 6. ACh-induced depolarization of VIP neurons is predominately mediated by α3β4* nAChRs. (A) Example traces show that 50 μM SR16584, an α3β4* nAChR antagonist, blocked action potential firing and most of the depolarization elicited by 1 mM ACh puffs. Conditions from top to bottom: control, vehicle (1:1000 DMSO:ACSF), 50 μM SR16584, and 10-min washout (control ACSF). Arrows indicate the time of the ACh puffs, and voltages indicate resting membrane potential. (B) The average number of action potentials elicited by ACh was reduced to 0.64 ± 1.22 (mean ± SD) after bath application of SR16584 (LMM: treatment effect, F3,12 = 20.33, p = 5e-5, n = 5; control vs. DMSO, t12 = 0.55, p = 0.59; control vs. SR, t12 = –6.01, p = 6e-5; control vs. washout, t12 = –4.13, p = 0.001). (C) The average total depolarization was also significantly decreased by application of SR16584 (LMM: treatment effect, F3,15 = 10.90, p = 5e-4, n = 6; control vs. DMSO, t15 = 0.26, p = 0.80, control vs. SR, t15 = –4.64, p = 3e-4; control vs. washout, t15 = –2.71, p = 0.016). (D) Example traces show that 50 μM SR16584 blocked nearly all of the inward current elicited by 1 mM ACh puffs. Conditions from top to bottom: control, vehicle (1:1000 DMSO:ACSF), 50 μM SR16584, 50 μM SR16584 + 5 nM MLA. Arrows indicate the time of the ACh puffs. Holding potential was –60 mV. (E) Inward current elicited by ACh was decreased to 7.4 ± 6.2% (mean ± SD) of control by SR16584 (LMM: treatment effect, F3,18 = 27.5, p = 6e-7, n = 7; control vs. DMSO, t18 = –1.20, p = 0.25; control vs. SR, t18 = –6.93, p = 2e-6; control vs. SR + MLA, t18 = –7.01, p = 2e-6). (B,C,E) Horizontal dashed lines indicate the level of zero mean difference. Vertical lines on the paired mean difference points indicate 95% bootstrap confidence intervals.




ACh-Induced Inward Currents in VIP Neurons Are Predominately Mediated by α3β4∗ nAChRs

Based on our current-clamp results, we hypothesized that bath application of SR16584 would abolish most of the inward current elicited by ACh in VIP neurons. To test this, we performed voltage-clamp recordings as described above. As before, ACh elicited large and sustained inward currents that were not altered by the vehicle control (Figure 6D). Application of 50 μM SR16584 abolished 93 ± 6% of the inward current on average (mean ± SD), revealing a much smaller and faster current in 6 of 7 recorded cells, similar to that observed during application of Mec. This remaining current was blocked by application of 5 nM MLA plus 50 μM SR16584, suggesting that it was mediated by α7 nAChRs (Figures 6D,E). Together with our current clamp results, these results demonstrate that ACh-induced excitation of VIP neurons is mediated mainly by α3β4∗ nAChRs and provide the first evidence for a functional role of α3β4∗ nAChRs in the IC.



Repeated ACh Pulses Elicit Temporal Summation in VIP Neurons

Thus far we have examined how isolated puffs of 1 mM ACh affected the excitability of VIP neurons. However, the time course and concentration of ACh released from cholinergic synapses onto VIP neurons in vivo is unknown. Previous studies show that the average firing rates of cholinergic PMT neurons in vivo tend to be rather low, typically less than a few Hz (Boucetta et al., 2014), but arousing sensory stimuli elicit brief bursts of firing that can reach 100 – 200 Hz (Reese et al., 1995a,b; Sakai, 2012). In addition, our immunofluorescence data suggest that VIP neurons often receive multiple cholinergic inputs, which may reflect convergence from multiple PMT neurons. We therefore decided to test the effects of 10 and 30 Hz trains of ACh puffs, reasoning that VIP neurons would likely encounter these frequencies of input in vivo. Based on the slow kinetics and limited desensitization of α3β4∗ nAChRs (David et al., 2010), we hypothesized that lower concentrations of ACh delivered in trains would elicit long-lasting excitation of VIP neurons due to temporal summation of cholinergic EPSPs. To test this, we made current-clamp recordings from VIP neurons while delivering trains of 1 – 10 puffs of 30 μM or 100 μM ACh at 10 Hz (Figures 7A,E) or 30 μM ACh at 30 Hz (Figure 7I). We observed that as the number of puffs increased, VIP neurons increasingly depolarized and could transition from firing no spikes in response to a single ACh puff to firing trains of spikes in response multiple ACh puffs (Figures 7B,F,J). The amount of depolarization elicited by increasing numbers of ACh puffs, as measured by the average area under the median-filtered trace, produced rising input-output functions (Figures 7C,G,K). Linear fits to the means of the normalized responses for 10 Hz trains had slopes of 1.4 and 4.0 normalized units/puff, indicating that temporal summation was supralinear on average for both 30 μM and 100 μM puff trains, respectively (cyan data, Figures 7D,H). The 30 Hz trains of 30 μM ACh puffs resulted in sublinear integration, with a linear fit to the means of the normalized responses having a slope of 0.38 normalized units/puff (cyan data, Figure 7L). Although this relationship was sublinear, the slope was positive, and temporal summation still occurred, with the total depolarization after 10 puffs being 3.8x that elicited by a single puff.
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FIGURE 7. Trains of lower concentration ACh puffs elicit temporal summation and spiking in VIP neurons. (A) Example traces show that 10 Hz trains of 10 ms, 30 μM ACh puffs elicited increased depolarization and probability of firing as the train duration increased from 1 to 10 puffs (top to bottom, respectively). (B) In 3 out of 5 neurons, increasing the number of 30 μM ACh puffs led to spiking. LMM analysis of the responses of all 5 neurons revealed a significant difference in response between 10 puffs and 1 puff (LMM: treatment effect, F4,16 = 3.61, p = 0.028, n = 5; 1 puff vs. 2 puffs, t16 = 0.11, p = 0.91; 1 puff vs. 3 puffs, t16 = 0.19, p = 0.86; 1 puff vs. 5 puffs, t16 = 0.68, p = 0.51; 1 puff vs. 10 puffs, t16 = 3.19, p = 0.006). (C,D) In 5 out of 5 neurons, increasing the number of 30 μM ACh puffs progressively increased the absolute (C) or normalized (D) total depolarization, measured as the area under the median-filtered curve, indicating that temporal summation occurred (LMM of absolute values: treatment effect, F4,16 = 12.8, p = 7e-5, n = 5; 1 puff vs. 2 puffs, t16 = 1.23, p = 0.24, 1 puff vs. 3 puffs, t16 = 1.77, p = 0.10; 1 puff vs. 5 puffs, t16 = 2.92, p = 0.01; 1 puff vs. 10 puffs, t16 = 6.63, p = 6e-6). Cyan data in (B–D) show mean ± SD responses and linear fits to these means [(B), slope = 1.6 APs/puff, r = 0.97; (C), slope = 730 mV*ms/puff, r = 0.99; (D), slope = 1.4 normalized units/puff, r = 0.99]. (E) Example traces show that 10 Hz trains of 10 ms, 100 μM ACh puffs elicited increased depolarization and probability of firing as the train duration increased from 1 to 10 puffs (top to bottom, respectively). (F) In 4 out of 5 neurons, increasing the number of 100 μM ACh puffs led to spiking. LMM analysis of the responses of all 5 neurons revealed a significant difference between 10 puffs and 1 puff (LMM: treatment effect, F3,12 = 3.99, p = 0.03, n = 5; 1 puff vs. 3 puffs, t12 = 1.08, p = 0.30; 1 puff vs. 5 puffs, t12 = 1.72, p = 0.11; 1 puff vs. 10 puffs, t12 = 3.38, p = 0.006). (G,H) In 5 out of 5 neurons, increasing the number of 100 μM ACh puffs progressively increased the absolute (G) or normalized (H) total depolarization, measured as the area under the median-filtered curve, indicating that temporal summation occurred (LMM of absolute values: treatment effect, F3,12 = 18.0, p = 9.7e-5, n = 5; 1 puff vs. 3 puffs, t12 = 1.87, p = 0.09; 1 puff vs. 5 puffs, t12 = 3.54, p = 0.004; 1 puff vs. 10 puffs, t12 = 7.07, p = 1e-5). Cyan data in (F–H) show mean ± SD responses and linear fits to these means [(F), slope = 4.8 APs/puff, r = 0.99; (G), slope = 1860 mV*ms/puff, r = 0.99; (H), slope = 4.0 normalized units/puff, r = 0.99]. (I) Example traces show that 30 Hz trains of 10 ms, 30 μM ACh puffs elicited increased depolarization and probability of firing as the train duration increased from 1 to 10 puffs (top to bottom, respectively). (J) In 4 out of 6 neurons, increasing the number of 30 μM ACh puffs led to increased spiking. However, LMM analysis did not reveal a significant effect of puff number (LMM: treatment effect, F4,20 = 2.70, p = 0.06, n = 6). (K,L) In 6 out of 6 neurons, increasing the number of 30 μM ACh puffs progressively increased the absolute (K) or normalized (L) total depolarization, measured as the area under the median-filtered curve, indicating that temporal summation occurred (LMM of absolute values: treatment effect, F4,20 = 19.5, p = 1e-6, n = 6; 1 puff vs. 2 puffs, t20 = 0.92, p = 0.37; 1 puff vs. 3 puffs, t20 = 2.31, p = 0.032; 1 puff vs. 5 puffs, t20 = 4.02, p = 7e-4; 1 puff vs. 10 puffs, t20 = 7.91, p = 1e-7). Cyan data in (J–L) show mean ± SD responses and linear fits to these means [(J), slope = 4.1 APs/puff, r = 0.99; (K), slope = 480 mV*ms/puff, r = 0.99; (L), slope = 0.38 normalized units/puff, r = 0.99]. In (A,E,I) arrows and arrowheads indicate the times of ACh puffs, and voltages indicate resting membrane potential. LMM analysis was not run for the normalized data in (D,H,L) since LMM results for the non-normalized data are provided in (C,G,K).


Together, these results suggest that even if cholinergic synapses in vivo elicit smaller and/or briefer EPSPs, these EPSPs will be subject to temporal summation during periods of heightened PMT activity, thereby driving excitation of VIP neurons more effectively than isolated inputs. In addition, our results point to a potentially complicated relationship between the frequency of cholinergic input trains and the extent of temporal summation, suggesting that different patterns of cholinergic input may support diverse computations in VIP neurons. A more comprehensive analysis of the relationship between cholinergic input frequency and temporal summation in VIP neurons awaits a future study when cholinergic inputs to VIP neurons can be directly stimulated, most likely with optogenetics, over a wider range of frequencies. The present results suggest that specific patterns of cholinergic excitation can combine in diverse ways with the ascending and local auditory inputs that VIP neurons receive (Goyer et al., 2019) to critically reshape auditory processing in VIP neurons and their postsynaptic targets.



DISCUSSION

Here, we report the first cellular-level mechanism for cholinergic modulation in the auditory midbrain. Our data show that cholinergic terminals are routinely found in close proximity to the dendrites and somas of VIP neurons in the IC. In whole-cell recordings, brief applications of ACh to VIP neurons elicited surprisingly strong, long-lasting depolarizations and sustained inward currents. Despite the prolonged nature of these responses, they were not altered by blocking muscarinic receptors. Instead, using several nAChR antagonists, we determined that ACh excites VIP neurons mainly by activating α3β4∗ nAChRs, with a small contribution from α7 nAChRs. α3β4∗ nAChRs are rare in the brain and have mainly been studied in the medial habenula and interpeduncular nucleus, where they play an important role in nicotine addiction (Sheffield et al., 2000; Grady et al., 2009; Scholze et al., 2012; Beiranvand et al., 2014). Our results uncover a novel role for α3β4∗ receptors in the central auditory pathway, revealing a potent neuromodulatory mechanism in which ACh can drive a sustained increase in the excitability of VIP neurons. Since VIP neurons project locally, to the auditory thalamus, and to several other auditory and non-auditory brain regions, cholinergic modulation of VIP neurons has the potential to exert widespread influence on auditory processing and its downstream effects.


α3β4∗ nAChRs Mediate Prolonged Depolarization of VIP Neurons

Although nAChRs are often noted for driving fast and brief responses to cholinergic inputs, these effects are generally attributable to α7 nAChRs, which have fast kinetics and rapid desensitization (Christophe et al., 2002; Arroyo et al., 2012; Bennett et al., 2012). A growing number of studies have documented instances in which non-α7 nAChRs mediate longer-lasting changes in neuronal excitability. For example, in VIP interneurons in the auditory cortex, nicotine induces firing for up to several minutes, and this effect was blocked by DHβE, an α4β2∗ nAChR antagonist (Askew et al., 2019). In layer 1 of cerebral cortex, α7 nAChRs mediate an early, fast response to ACh, while non-α7 nAChRs mediate a later, slower response (Christophe et al., 2002; Arroyo et al., 2012; Bennett et al., 2012). Likewise, at the motoneuron-Renshaw cell synapse in the spinal cord, in combination with glutamatergic signaling, homomeric α7 nAChRs mediate an early, fast response to ACh, while α4β2∗ nAChRs mediate a slower, longer-lasting response (Lamotte d’Incamps and Ascher, 2008; d’Incamps et al., 2012; Lamotte d’Incamps et al., 2018).

While previous studies show that mRNA for α7, α4, and β2 nAChR subunits is common in the IC (Clarke et al., 1985; Wada et al., 1989; Morley and Happe, 2000; Happe and Morley, 2004; Bieszczad et al., 2012; Sottile et al., 2017), our data point to a limited role for α7 and no functional role for α4β2∗ nAChRs in VIP neurons. Instead, we found that α3β4∗ nAChRs are the dominant nAChRs in VIP neurons, mediating a strong, long-lasting depolarization in response to ACh application. Consistent with our observations, α3β4∗ nAChRs are capable of mediating sustained currents due to their slow desensitization, with time constants on the order of seconds, and relatively long single-channel open times and burst durations (David et al., 2010). In addition, in situ hybridization studies and binding studies have consistently shown that the IC is one of the few places in the brain where α3 and β4 nAChRs are expressed (Wada et al., 1989; Marks et al., 2002, 2006; Whiteaker et al., 2002; Salas et al., 2003; Gahring et al., 2004), and β4 knockout mice exhibit decreased α3 mRNA levels in the IC, supporting the hypothesis that α3 and β4 subunits interact in the IC (Salas et al., 2004). Our findings confirm and extend these results by providing the first evidence of a functional role for α3β4∗ nAChRs in the IC. Moreover, the widespread expression of α3 and β4 mRNA observed in past in situ hybridization studies suggests that other IC neuron types, in addition to VIP neurons, are likely to express α3β4∗ nAChRs. Application of the pharmacological approach used here to additional neuron types will help expand our understanding of the functional roles of α3β4∗ nAChRs in the IC.

It is important to note that α3β4∗ nAChRs can have two stoichiometries, (α3β4)2α3 or (α3β4)2β4, and can also combine with a different fifth subunit, (α3β4)2X, where the fifth subunit can be α2, α5, α6, or β3 (Scholze and Huck, 2020). Previous studies indicate that the exact subunit composition of an α3β4∗ nAChR has some effect on Ca2+ permeability and desensitization rate, but generally little or no effect on the potency and efficacy of ACh (Wang et al., 1996; Gerzanich et al., 1998; Groot-Kormelink et al., 2001; Papke et al., 2010; Stokes and Papke, 2012). It will be important for future studies to determine which type or types of α3β4∗ nAChRs are expressed in VIP neurons.



Trains of Cholinergic Inputs May Drive Long-Lasting Modulatory Effects

To mimic more in vivo-like patterns of cholinergic input, we tested how VIP neurons responded to trains of ACh puffs. Our results show that, even at a relatively low application rate of 10 Hz, cholinergic EPSPs underwent substantial temporal summation in VIP neurons. This temporal summation allowed 10 and 30 Hz trains of 30 μM ACh puffs to transition from eliciting no spikes with 1 or 3 puffs to multiple spikes with 5 or 10 puffs. Trains of 100 μM ACh puffs elicited an even more pronounced increase in firing. Although ACh puffs probably do not match the concentration and time course of synaptically released ACh in vivo, our results show that ACh strongly excited VIP neurons under a range of conditions, uncovering a cellular mechanism that likely drives similar effects in vivo and highlighting the need for future experiments to build on these results.

It is well established that cholinergic PMT neurons, the source of cholinergic input to the IC, alter their firing rate as a function of behavioral state. For example, Boucetta et al. found that cholinergic PMT neurons fired maximally during the active wake and paradoxical sleep states (mean firing rates of 2.3 Hz and 3.7 Hz, respectively) and nearly ceased firing during slow wave sleep (0.04 Hz) (Boucetta et al., 2014). Sakai found similar changes across the sleep-wake cycle, but also found that arousing stimuli (a hand clap or an air puff) drove cholinergic PMT neurons to fire bursts of 2 – 5 spikes with instantaneous frequencies of 100 – 200 Hz (Sakai, 2012). Many PMT neurons also respond to sensory stimuli. For example, almost half of PMT neurons fire in response to auditory click stimuli, with half of these neurons firing short latency bursts (Reese et al., 1995a,b). Such responses might be driven by the primary auditory cortex, which projects to the PMT (Schofield and Motts, 2009; Schofield, 2010). Furthermore, our immunofluorescence data suggest that VIP neurons often integrate multiple cholinergic inputs. It therefore seems likely that certain behavioral states and sensory stimuli drive cholinergic input to VIP neurons at rates sufficient to elicit the temporal summation we observed. Thus, our data support the hypothesis that cholinergic input from the PMT drives prolonged increases in the excitability in VIP neurons as a function of behavioral state and sensory input. Since VIP neurons project broadly within and beyond the IC, changes that alter cholinergic input to VIP neurons have the potential to drive wide-ranging changes in the excitability of the auditory and non-auditory circuits that VIP neurons target.



Functional Implications for Auditory Processing

Previous studies have identified clear roles for muscarinic signaling in the IC, including roles in cortically driven plasticity (Ji et al., 2001; Ji and Suga, 2009) and stimulus specific adaptation (Ayala and Malmierca, 2015), but the roles of nicotinic signaling in the IC are less clear. Psychophysical studies indicate that systemic nicotine exposure in non-smokers can enhance performance in auditory tasks (Harkrider and Hedrick, 2005; Knott et al., 2009; Pham et al., 2020). Intriguingly, recent work from Askew and colleagues suggests that systemic nicotine sharpens frequency tuning in the IC, which likely contributes to sharper tuning in auditory cortex and improved discrimination in behavioral tasks (Askew et al., 2017). However, the authors found that nicotine mainly suppressed activity in the IC. Since we found that activation of nAChRs increases VIP neuron excitability, this raises the interesting possibility that the local projections of VIP neurons might mainly target inhibitory neurons. Alternatively, a more complicated circuit interaction might occur. We plan to test how cholinergic modulation of VIP neurons shapes the auditory response properties of VIP neurons and their postsynaptic targets in future studies.

Finally, it is unknown how cholinergic signaling shapes the excitability of other IC neuron classes. The IC contains a rich diversity of neurons, but these have long proved difficult to reliably classify, making it difficult to investigate cholinergic modulation in a systematic way. Fortunately, in addition to VIP neurons, recent studies have identified GABAergic NPY neurons (Silveira et al., 2020) and glutamatergic CCK neurons (Kreeger et al., 2021) as distinct IC neuron classes. To gain a fuller understanding of how cholinergic modulation shapes auditory processing in the IC, it will be important to determine the diverse effects cholinergic modulation exerts on these and other, yet to be identified, neuron classes.
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Neuromodulatory systems may provide information on social context to auditory brain regions, but relatively few studies have assessed the effects of neuromodulation on auditory responses to acoustic social signals. To address this issue, we measured the influence of the serotonergic system on the responses of neurons in a mouse auditory midbrain nucleus, the inferior colliculus (IC), to vocal signals. Broadband vocalizations (BBVs) are human-audible signals produced by mice in distress as well as by female mice in opposite-sex interactions. The production of BBVs is context-dependent in that they are produced both at early stages of interactions as females physically reject males and at later stages as males mount females. Serotonin in the IC of males corresponds to these events, and is elevated more in males that experience less female rejection. We measured the responses of single IC neurons to five recorded examples of BBVs in anesthetized mice. We then locally activated the 5-HT1A receptor through iontophoretic application of 8-OH-DPAT. IC neurons showed little selectivity for different BBVs, but spike trains were characterized by local regions of high spike probability, which we called “response features.” Response features varied across neurons and also across calls for individual neurons, ranging from 1 to 7 response features for responses of single neurons to single calls. 8-OH-DPAT suppressed spikes and also reduced the numbers of response features. The weakest response features were the most likely to disappear, suggestive of an “iceberg”-like effect in which activation of the 5-HT1A receptor suppressed weakly suprathreshold response features below the spiking threshold. Because serotonin in the IC is more likely to be elevated for mounting-associated BBVs than for rejection-associated BBVs, these effects of the 5-HT1A receptor could contribute to the differential auditory processing of BBVs in different behavioral subcontexts.
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INTRODUCTION

Neuromodulatory neurons that arise outside of the auditory system and synthesize monoamines such as catecholamines and serotonin (Klepper and Herbert, 1991; Forlano et al., 2015; Nevue et al., 2016; Barr and Woolley, 2018; Ghahramani et al., 2018; Schofield and Hurley, 2018; Hurley, 2019; Petersen et al., 2020) can reconfigure auditory circuitry to modify the magnitude and timing of responses to acoustic stimuli (Hurley et al., 2004; Gittelman et al., 2013; Jacob and Nienborg, 2018; Hoyt et al., 2019; Sizemore et al., 2020). However, with some exceptions (e.g., Hurley and Pollak, 2005; Ikeda et al., 2015; Lee et al., 2018), studies of neuromodulatory effects on auditory responses have not examined how neuromodulators affect responses to the types of natural vocal signals that occur in conjunction with neuromodulatory release.

To explore this issue, we assessed the effects of manipulating the serotonergic system on the responses of mouse midbrain auditory neurons in the inferior colliculus (IC) to a type of vocalization with an established relationship to social behavior, and also to serotonin release. The vocalization type is an audible call made by mice in several different contexts. Most commonly known as “squeaks,” they have also been called low-frequency harmonic calls or broadband vocalizations (BBVs); the latter designations refer to the presence of prominent low-frequency harmonics that extend into the ultrasonic range (Grimsley et al., 2013; Lupanova and Egorova, 2015; Finton et al., 2017). During opposite-sex interactions, BBVs are predominantly produced by females (Wang et al., 2008a). Even within the opposite-sex context, females produce BBVs in different sub-contexts. During the initial investigative stages of opposite-sex interaction, females produce BBVs that correspond in number and time with kicks or lunges at males (Sugimoto et al., 2011; Finton et al., 2017). BBVs produced in this stage correspond to a smaller number of ultrasonic vocalizations (USVs) produced by males, and predict less male mounting of females in later stages of the interaction. When mounting does occur, however, BBVs are often produced as females are being mounted, and these BBVs may overlap in time with USVs (White et al., 1998; Finton et al., 2017). Males may respond to BBVs with relative attraction (Grimsley et al., 2013), or as if they constitute a signal of rejection (Hood et al., 2020), depending on the behavioral context.

Broadband vocalizations also correlate with activation of the serotonergic system within the IC, which is a hub for ascending and descending auditory pathways (Schofield and Cant, 1999; Coomes and Schofield, 2004; Loftus et al., 2010; Bartlett, 2013; Lesicko et al., 2016; Patel et al., 2017). In the IC of males interacting with females, serotonin measured voltametrically through carbon fiber electrodes is inversely correlated with the number of BBVs produced by their female social partners (Keesom and Hurley, 2016). Serotonin in the IC of males is thus higher when they experience a lack of rejection from females. The sources of serotonin to the IC are two distinct subpopulations of neurons within the dorsal raphe nucleus (DRN; Petersen et al., 2020). These subpopulations are involved in social aggression (Niederkofler et al., 2016), and show distinct responses to social context (Petersen et al., 2020). All of these findings suggest that BBVs are heard by males in different contexts, and that some of these contexts correspond to heightened serotonergic modulation. However, there is no understanding of how IC neurons respond to BBVs, or how serotonin influences the responses of IC neurons to BBVs.

Further complicating the situation is the fact that there are multiple types of serotonin receptor within the IC. Simply increasing serotonin in the IC typically causes a range of effects on the responses of IC neurons that vary across neurons, types of sound, and over time (Hurley and Pollak, 1999, 2005; Bohorquez and Hurley, 2009). In the current study, we therefore took the approach of looking at the effect of one type of receptor, the 5-HT1A receptor. This receptor type is commonly expressed across brain regions, and is prominently expressed in the IC (Thompson et al., 1994; Peruzzi and Dut, 2004; Smith et al., 2014). Many IC neurons respond to activation of the 5-HT1A receptor with suppression of sound-evoked responses (Hurley, 2006, 2007; Castellan Baldan Ramsey et al., 2010). With these points in mind, we took an experimental approach allowing the local pharmacological manipulation of 5-HT1A receptors in the IC of intact mice through iontophoresis of a 5-HT1A agonist and antagonist. This was accomplished in anesthetized mice, allowing for the stable recording of single neurons during iontophoresis. Anesthetized mice also show low endogenous levels of serotonin release (Hall et al., 2010). We found that BBVs evoke responses that are not selective at the level of individual IC neurons, but which show distinct patterns of spikes over time that vary across call types and neuron identities. Activation of 5-HT1A receptors suppresses responses to BBVs, and results in the loss of some response features but not others, altering BBV encoding.



MATERIALS AND METHODS


Animals and Surgical Procedures

All procedures followed the NIH guidelines for the proper care and use of laboratory animals, and were approved by the Bloomington Institutional Animal Care and Use Committee. 77 single units were recorded from 15 adult male CBA/J mice (The Jackson Laboratory, Bar Harbor, ME, United States). Mice were anesthetized via brief exposure to isoflurane fumes, immediately followed by intraperitoneal injection of a drug mixture consisting of 120 mg/kg ketamine and 5 mg/kg xylazine. Ophthalmic ointment was applied to prevent the eyes from drying, and a depilatory cream was used to remove the hair on top of the head. The skin on the head was incised along the midline and reflected to each side, and adherent tissue was cleared from the surface of the skull. After steadying the head with a bite bar and ear bars, a hole was drilled in the skull over each IC. The dura was incised and cleared with a tungsten probe, and each hole was filled with silicon gel. A layer of glass beads was applied to the skull anterior to lambda with cyanoacrylate glue. The mouse was transferred to a custom stereotaxic device in a sound-attenuated chamber, and a post was affixed to the skull anterior to the drilled holes using dental cement. Body temperature was maintained between 36 and 37°C with a temperature regulation system (FHC, Bowdoinham, ME, United States). Throughout the experiment, supplemental doses of either the presurgical anesthetic mixture or ketamine alone were used to maintain the level of anesthesia.



Electrodes and Recording Procedures

Responses of single cells were recorded extracellularly using high-resistance glass micropipettes (A-M Systems, Carlsborg, WA, United States), connected to a Dagan 2400 amplifier (Minneapolis, MN, United States) by a silver-silver chloride wire. Iontophoresis of drugs was done via a three-barreled pipette attached to the single-barreled recording pipette (single electrode blanks: 6010, three-barreled blanks: 6090; A-M Systems, Carlsborg, WA, United States). After three-barreled pipettes were pulled (A-M Systems; Stoelting 51210; Wood Dale, IL, United States), the tip was broken back to a diameter of 10–15 μm. The single-barrel recording pipettes were attached to the three-barrel pipette so that the recording pipette tip protruded 10–20 μm from the tip of the three-barrel pipette. Recording electrodes had a resistance of 8–20 MΩ under recording conditions. A dissecting microscope was used to visually position the assembled combination electrodes above the IC. The electrode was then lowered using a piezoelectric microdrive (Burleigh/EXFO Inchworm, Mississauga, ON, Canada) in increments of 1 μm. Search stimuli were tones corresponding to the approximate tonotopic location of the electrode (frequencies increase with increasing recording depth), and narrowband noise (NBN) with a bandwidth of 10 kHz, and a center frequency corresponding to the approximate tonotopic location. Electrodes were lowered until well-isolated action potentials (signal:noise ratio >10) responding to one of the search stimuli could be observed. Most neurons showed low levels of spontaneous activity, as previously reported for recording single neurons through glass micropipettes (Hurley and Pollak, 1999, 2005). Data collection for all stimuli began 10 ms prior to stimulus presentation. The responses of neurons to experimental stimuli were recorded before, during, and when possible after the iontophoresis of drugs or vehicle. Following data collection on a single neuron, current was ejected from the electrode to “kill” it; this was done to eliminate the possibility of recording from the same cell twice. After recording from a cell, the electrode was lowered until the next responsive cell was encountered. This was repeated until the electrode reached a depth at which cells did not respond to our vocal stimuli; at this point the electrode was raised out of the IC and repositioned to record from a new site. Spikes were passed through a spike signal enhancer (FHC, Bowdoinham, ME, United States) before being digitized through a data acquisition processor board (Microstar DAP5216A/626; Bellevue, WA, United States). Data was collected and stored for later analysis by the software package Batlab (Dr. Donald Gans, Kent State University).

Recordings were concentrated in the caudal and medial 2/3 of the IC based on landmarks including lambda and blood vessels (Hage and Ehret, 2003; Franklin and Paxinos, 2008). Electrode penetrations were centered approximately 1 mm caudal and medial to lambda and ranged up to 0.5 mm from this central point, targeting the central subdivision of the IC. Most neurons showed well-defined tuning curves. Additionally, most neurons were part of a clear tonotopic progression, with characteristic frequencies (CFs) extending from as low as 3 kHz at more dorsal electrode locations to as high as 55 kHz at more ventral locations. The location of the recording sites was confirmed in eight cases by iontophoretic deposition of neurobiotin (1% in 1M NaCl; Vector Laboratories, Burlingame, CA, United States) during the recording session using a dedicated single-barreled electrode, followed by intracardiac perfusion at the end of the experiment. After brain tissue was extracted, fixed in 4% formaldehyde and sectioned at 50 μm, sections of IC were incubated in fluorescein streptavidin (Vector Laboratories, Burlingame, CA, United States) and visualized under a fluorescence microscope (Nikon Ni-E, Nikon Instruments) at 515 nm. Neurobiotin-labeled cell bodies were observed in the central subdivision of the IC in all cases. However, since experiments consisted of multiple electrode penetrations, we cannot exclude the possibility that some neurons were located in the external nucleus as well.



Drugs and Iontophoresis

Two drugs targeting the 5-HT1A receptor were used in this study: the agonist (±)-8-hydroxy-2-dipropylaminotetralin hydrobromide (8-OH-DPAT), and (3R)-3-(Dicyclobutylamino)-8-fluoro-3,4-dihydro-2H-1-benzopyran -5-carboxamide hydrochloride (NAD-299). All drugs were obtained from Tocris Bioscience (Ellisville, MO, United States). Drugs were dissolved in 10 mM NaCl at pH 4.5. Drugs were retained in two of the three iontophoresis barrels with a current between −10 and −25 nA, and ejected using a range of currents up to +75 nA. The third barrel was filled with 1 M NaCl and balanced the currents ejected through the drug barrels. The three barrels were connected to iontophoresis pump modules [Dagan ION-100 or Medical Systems NeuroPhore (Harvard Apparatus, Holliston, MA, United States)] via silver-silver chloride wires. Control solutions consisted of the vehicle of 1 M NaCl at pH 4.5, or of 1 M NaCl with 10 mM NaBr. The same sets of stimuli were presented during the pre-drug period, during drug treatment beginning 3–5 min after the onset of drug iontophoresis, and, when neural recordings could be held for long enough, 5–10 min after drug application ceased and retention current was re-applied. 5-HT1A receptors were iontophoretically manipulated for 59 neurons. In some cases multiple drugs were iontophoresed alone and/or in combination. In total, NAD-299 was applied to 40 neurons (alone: n = 35; +8-OH-DPAT: n = 25), and 8-OH-DPAT was applied to 46 neurons (alone: n = 46; +NAD-299: n = 25). For experiments assessing the selectivity of 8-OH-DPAT by comparing it to the effects of NAD-299 in the same neurons, we used the acoustic stimuli generating the most robust responses. For the 34 neurons in the specific experiments on pharmacological selectivity (n = 20 for DPAT versus NAD and 14 for vehicle), responses to Call 5 (see below) were used for 16 neurons, responses to other calls for two neurons, and responses to tones at best frequency for 16 neurons.



Auditory Stimuli

Tone stimuli were generated by BATLAB software and were routed through a PA5 attenuator and FT-6 antialias filter (TDT, Alachua, FL, United States). Stimuli were played through a Vifa speaker, with an operational range from 1 to 120 kHz (Avisoft Bioacoustics, Glienicke/Nordbahn, Germany). Frequency tuning was measured by presenting tones of 20 ms in duration with rise and fall times of 0.5 ms across the range of frequencies that single cells were responsive to, from 10 dB below threshold to 30–50 dB above threshold at the CF. Depending on the bandwidth of the cell, the frequency intervals of the tones presented varied from 1 to 5 kHz. For neurons that did not respond to tones, narrowband noise (NBN) was used to estimate the CF, as the center frequency of a NBN with a 10 kHz bandwidth that evoked the most robust neural response.

Five different audible broadband vocalizations (BBVs, also “squeaks”) were used as stimuli. The BBVs were recorded from females during opposite-sex encounters with 16- bit resolution using a condenser microphone (CM16/CMPA; Avisoft Bioacoustics, Berlin, Germany; 200 kHz maximum range) and sound card (250 kHz sample rate, UltraSoundGate 116 Hb, Avisoft Bioacoustics). Calls were resampled using a custom Matlab script to match the output of the Microstar board. BBVs were chosen to represent a range of structural features characteristic of these call types (Figure 1; Lupanova and Egorova, 2015; Finton et al., 2017). BBVs varied in duration ranged in duration from 104.6 ms (Call 1) to 187.9 ms (Call 5). Calls also varied in their amplitude envelopes, spectrotemporal structure, and the presence and duration of deterministic chaos (DC: structured noise due to non-linear vocal fold vibration) versus harmonic structure. For example, Calls 3, 4, and 5 each contained a period of DC in the terminal portion of the call, with these segments being longer for Calls 4 and 5. Although BBVs have not been categorized in the same way that mouse USVs have been, variation in total duration and the relative duration of DC segments correspond to multiple behaviorally relevant characteristics (Finton et al., 2017). DC varies consistently and significantly across individual females, and females produce calls with a higher percent duration of DC when they are in estrus relative to diestrus. Relatively longer BBVs and BBVs with a higher relative DC duration are also more likely to occur when females are being mounted relative to when females are showing rejection of males. Measurements of responses to calls were made at 10–30 dB above the threshold for the lowest intensity evoking a response from any call.
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FIGURE 1. BBVs played to mice. (A) Oscillograms (top part of each panel) and spectrograms (lower part of each panel) of the five recorded BBVs used as stimuli for IC neurons. Calls varied in amplitude envelope as well as in duration, spectrotemporal structure, and whether deterministic chaos was present (in the latter portions of calls 3, 4, and 5). Colors represent relative intensity of specific call components. (B) Histogram of the characteristic frequencies (CF) of neurons responding to BBVs, which also responded to tones for estimation of CF.




Data Analysis

Spike trains were recorded in BATLAB and exported in ASCII format for further analysis. Spike counts represent the number of spikes per 32 repetitions of the stimulus. For a small number of neurons, 64 or 75 stimulus repetitions were presented. The selectivity index across calls was calculated as (n0 /(nt –1))∗100, where n0 is the number of calls not evoking a response, and nt is the total number of presented calls (Hurley and Pollak, 2005; similar index in Mayko et al., 2012). Responses across calls based on spike rate were compared using the formula: ([image: image](1–min/max))/n)∗100, where n = number of pairwise comparisons of the minimum versus maximum values for the two among calls (excluding comparisons with zero as denominator). With this measure, a score of 100% would still represent the response to a single call, while a score of 0% would represent an identical spike number in the response to all five calls. We also compared responses across calls based on spike number in a preference index, using the formula: (([image: image](1–min/max))/n)∗100, where n = number of pairwise ratios of the minimum versus maximum values for the two among calls, (excluding pairs in which both values were zero). With this measure, a score of 100% would still represent the response to a single call, while a score of 0% would represent an identical spike number in the responses to all five calls.

Statistical comparisons were made using Statistica software (TIBCO, Palo Alto, CA, United States). Comparisons of spike count and peak numbers across calls were performed with repeated measures ANOVAs to control for different baseline firing rates in different neurons. Effects of 8-OH-DPAT were assessed using baseline and drug values for the same calls in the same neurons before and during drug application, with call type as a categorical factor. Pearson’s correlations were used to assess the similarities of responses to different pairs of calls across neurons. A repeated measures ANOVA was used to compare the effects of 8-OH-DPAT against a background of no drug application versus NAD-299 application. To do this, the change in spikes in 8-OH-DPAT relative to the preceding baseline condition were compared to the change in spikes during the combination of 8-OH-DPAT and NAD-299 relative to the preceding application of NAD-299 alone. This comparison was made only for neurons in which recordings were made in the baseline, 8-OH-DPAT, NAD-299, and NAD-299 + 8-OH-DPAT conditions. A factorial ANOVA was used to assess whether response features that remained or disappeared in 8-OH-DPAT differed in peak spike density. Only neurons that showed more than one response peak were used in this analysis, and peak spike density values normalized to the largest peak for a given neuron were used. Otherwise, every response feature was treated as an independent value. Tukey’s honestly significant different (HSD) was used as a post hoc test of differences within significant statistical models. The standard error of the mean (s.e.m.) was used to report variation in statistical groups in the text and figures.

Spike density functions were generated following the algorithm of Shimazaki and Shinomoto (2010). This approach allows kernel size to be optimized over time in order to achieve the best fit to local spikes. Spike density functions were generated by a custom script in Matlab by author SN (MathWorks, Natick, MA, United States). Spike density functions were constructed for set of 30 neurons which showed robust responses to calls, low levels of spontaneous activity, and which were recorded in both baseline conditions and in the presence of 8-OH-DPAT.




RESULTS


IC Neurons Respond Broadly to Female BBVs

We presented a set of five recorded female broadband vocalizations (BBVs) that varied in duration, amplitude envelope, and spectrotemporal structure to 15 anesthetized adult male CBA/J mice (Figure 1). High-resistance glass micropipette electrodes were used to extracellularly record sound-evoked responses from 77 single neurons in the inferior colliculus. Responses to tones at a range of frequencies and intensities were also recorded in the same neurons. BBVs have a power spectrum biased toward low frequencies, although some harmonics extend into higher frequencies (Figure 1). Data were collected from neurons that showed a response to at least one of the BBVs. Because of this, the population of neurons responding to calls was biased toward lower frequencies. Neurons with response to tones (n = 64), had CFs in the range 6–55 Hz (mean: 21.3 ± 2.5 KHz).

We used a selectivity index to quantify how broadly neurons responded above a threshold value to the five calls. The selectivity index is (n0 /(nt –1))∗100, where n0 is the number of calls not evoking a response, and nt is the total number of presented calls (Hurley and Pollak, 2005; similar index in Mayko et al., 2012). With this index, the response of a neuron to a single call out of five would create a selectivity of 100%, while a response to all five calls would create a selectivity of 0%. The threshold value that we used to identify a response was a count of 20 spikes over 32 stimulus repetitions, or a response rate of 0.625 spikes/stimulus. This index was calculated for 69 neurons that showed a response to at least one call. Figure 2 shows neurons with different selectivity index values; one that responded strongly to all five calls and had a selectivity index of zero (Figure 2A) and one that responded only to one of the five calls and had a selectivity index of 100% (Figure 2B). Across the population of neurons, 55.1% of neurons showed a selectivity index of zero, 31.9% of neurons had a selectivity index of 25–50%, and the remaining 13% of neurons had a selectivity of 75–100% (Figure 2C). Thus, most neurons responded above a threshold value to most of the five BBVs.
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FIGURE 2. Selectivity of IC neurons for the five BBVs. (A) Raster plots of a neuron that responded to all five BBVs. (B) Raster plot of a neuron that responded robustly only to Call 5. (C) Selectivity index across a group of 69 neurons illustrating a low degree of selectivity, with most neurons responding to all calls. (D) Preference index, showing the mean per cent difference in spiking among pairs of calls across a group of 69 neurons. (E) Mean spike counts for responses across calls show significant differences, with Calls 1 and 3 evoking fewer spikes than Call 5. *p < 0.05.


Even for neurons that responded to multiple calls, there was variation in the numbers of spikes in responses to different calls (Figure 2A). We also compared responses across calls based on the total spike number in response to BBVs using a preference index with the formula: ([image: image](1–min/max))/n)∗100, where n = number of pairwise comparisons of the minimum versus maximum values for the two among calls. With this measure, a score of 100% would still represent the response to a single call, while a score of 0% would represent an identical spike number in the responses to all five calls. The majority of neurons showed a preference index of 60% or less (Figure 2D), with an average preference index of 42.3 ± 2.0%. This value indicates that there was considerable variation in the intensity of the responses to different calls, even when a neuron responded to all of them.

To assess the sources of heterogeneity in spike numbers, we examined variation in spike number both across neurons, and across calls. Unsurprisingly, different neurons showed significantly different spike numbers, when responses to all five calls were considered [one-way ANOVA on spike counts with cell identity as a categorical factor, F(68,276) = 11.36, p < 0.001]. Emphasizing the differences among neurons, the response to one call significantly correlated with the responses to the remaining four calls across the neural population (Pearson’s correlations, p < 0.00001 for all pairwise correlations among calls; Table 1). That is, the response of a neuron to a given call predicted it’s response to other calls. However, when we accounted for the strong effect of neuron identity by using a repeated measures approach, we found that different calls also evoked significantly different neural responses [repeated measures ANOVA with call type as a within-subjects factor; F(4,272) = 5.19, p < 0.001]. Call 5 evoked the largest mean response, which significantly differed from responses evoked by both call 1 and call 3 (Figure 2E, Tukey’s HSD post hoc test; p < 0.001 for call 1 versus call 5 and p = 0.004 for call 3 versus call 5). Although the cause of the higher spike count is not clear, features of Call 5 such as the relatively high-intensity and sharp risetime of the first portion of the call, or its prolonged duration, could have contributed to high spike counts. These results show that spike number was influenced by both the identities of neurons and by call type.


TABLE 1. Pairwise r2 values for Pearson’s correlations between spike numbers for different call types across neurons.
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Response Features Characterize Spiking Patterns Over Time

Although neurons showed little difference in whether they responded to most calls, they differed in the patterns of response over time. The spike trains of most neurons were not evenly distributed over the timecourse of the BBV playback. Spike trains were often characterized by distinct time bins that had high spike probabilities (see Figure 2A). We called these localized peaks “response features.” Response features were quantified in a subset of 30 neurons with robust spike trains by generating smoothed spike density functions from raster plots of responses to BBVs (Figures 3A,B; Shimazaki and Shinomoto, 2010). Response features were identified based on the first derivative of the spike density function (slope) as null crossings with preceding accelerations and following decelerations of at least 1 unit in the first derivative function (Figure 3C). This ensured a uniform classification of response features. Numbers of response peaks ranged from as few as one to as many as seven for responses to single calls, with a mean of 2.37 ± 0.10 response features across all cells and all calls. Different calls also evoked significantly different numbers of response features [repeated measures ANOVA, F(4,88) = 4.55, p = 0.002], with Call 4 evoking significantly more response features than either Call 1 or Call 3 (Tukey’s HSD, p = 0.002 for Call 1 versus Call 4, and p = 0.046 for Call 3 versus Call 4).
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FIGURE 3. Approach for measuring response features. (A) Raster plots were used to generate spike density functions. (B) Spike density function with three clear peaks (arrows) illustrating periods of high spike probability. (C) Response features were identified from the first derivative of the spike density functions as null crossings that were higher and lower than the threshold criterion (gray bar). Red arrows mark identified response features. The time axis is the same in all plots.


The color map of Figure 4A illustrates the numbers of response features in the responses to each call (columns) by the group of 30 neurons (rows). Blue indicates a single response feature for the response of a given neuron to a given call, while white through dark pink indicate increasing numbers of response features (see color key). The color map illustrates a range of patterns across neurons. Some neurons showed similar numbers of response features across all five calls; for example, neuron #4 showed single response features to Calls 1, 2, 3, and 5, and two response features to Call 4 (Figure 4Bi). In contrast, neuron #10 showed a range of response features across calls, from two for Calls 1,3, and 5 to seven for Call 4 (Figure 4Bii).
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FIGURE 4. (A) Color map of numbers of response features for the responses of 30 neurons (y-axis) across the five BBVs (x-axis). Blue indicates single response features and white through red indicate increasing numbers of features, up to seven. Gray indicates the lack of response to a specific call. (B) Normalized spike density functions for two neurons indicated by the gray boxes in (A). Spike density functions for the responses to all five calls are plotted together. For the neuron in (i), the number of response features was one for four of the calls, and two for one of the calls. For the neuron in (ii), the numbers of response peaks across calls ranged from two to seven.


The number and timing of response features varied across neurons and also within neurons, across calls. These patterns are both illustrated in Figure 5, showing normalized spike density functions for each individual neuron, to facilitate a visual comparison among neurons. Four selected neurons are depicted as colored traces, with the same color representing the responses of the same neurons across calls. Gray traces represent the spike density functions of the remainder of the sample of 30 neurons. Across calls, the largest response features for single neurons occurred at different times. This is illustrated by the varying timing of the spike density functions of the color-labeled neurons across Calls 1–5. Single neurons may show some consistency in the location of their peaks across calls. For example: the neuron indicated in purple tended to respond relatively soon after the onset of calls, while the neuron indicated in green tended to respond relatively late in the spike train. Even so, all four example neurons showed responses that varied in timing and in the numbers of response features across the five calls. Some neurons even responded after calls had ended, as for some of the gray response peaks seen for Call 2. This pattern is consistent with the rebound from inhibition exhibited by some IC neurons.
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FIGURE 5. Response features vary among neurons and calls. Oscillograms (top) and normalized spike density functions for 30 neurons across five calls. Specific colors represent spike density functions of single neurons with a range of peak response times. A given color represents responses of the same neuron across calls. Gray spike density functions are from the remaining 26 neurons.




Pharmacological Manipulation of 5-HT1A Receptors

We assessed the effect of pharmacological manipulation of the 5-HT1A receptor, which is expressed in the IC (Thompson et al., 1994; Peruzzi and Dut, 2004; Smith et al., 2014), on responses to BBVs in 59 neurons. Neural responses were recorded before, during, and when possible after the iontophoresis of the 5-HT1A agonist 8-OH-DPAT. The suppressive effects of 8-OH-DPAT on stimulus-evoked responses in the IC have been reported previously in several studies (Hurley, 2006, 2007; Castellan Baldan Ramsey et al., 2010). Although 8-OH-DPAT is a commonly used agonist for the 5-HT1A receptor, it also activates the 5-HT7 receptor, which is functionally expressed in the auditory system (e.g., Tang and Trussell, 2015, 2017). To assess the selectivity of 8-OH-DPAT, we therefore combined the application of 8-OH-DPAT with the iontophoresis of NAD-299, a 5-HT1A antagonist. Because the effects of NAD-299 on IC neurons have not to our knowledge been reported, we iontophoresed this drug both alone and in combination with 8-OH DPAT. Our objectives were to (1) measure the effects of NAD-299 at increasing iontophoretic currents, as has previously been accomplished for 8-OH-DPAT, and (2) assess whether NAD-299 counteracted the suppressive effects of 8-OH-DPAT. Due to the difficulty of holding single cells for extended periods of time, not all of these objectives were achieved in the same neurons. In total, NAD-299 was applied to 40 neurons (alone: n = 35; +8-OH-DPAT: n = 25), and 8-OH-DPAT was applied to 46 neurons (alone: n = 46; +NAD-299: n = 25).

In contrast to 8-OH-DPAT, the effects of NAD-299 iontophoresis did not correspond linearly to increasing iontophoretic current. NAD-299 sometimes had a bimodal effect on firing rates, such that spike counts increased relative to control at low iontophoretic currents (the opposite of the effect of 8-OH-DPAT), but decreased at higher currents. An inverted U-shaped dosage function has previously been reported for this drug, with lower doses acting more selectively on 5-HT1A receptors, and higher doses activating α1 and β adrenoceptors (Johansson et al., 1997; Martin et al., 1999; Ross et al., 1999). To account for the possibility that NAD-299 affected multiple targets, we compared the effects of 8-OH-DPAT relative to a baseline of no drug application and relative to a baseline of NAD-299. In this way, even if NAD-299 affected additional targets, as long as it also blocked the 5-HT1A receptor, we reasoned that it should reduce the suppressive effects of 8-OH-DPAT. For this approach to work, it was important to compare the effects of 8-OH-DPAT on a baseline of no drug application versus a baseline NAD-299 iontophoresis in the same neurons. We accomplished the entirety of these sequential conditions in a group of 20 neurons. Because this pharmacological goal did not require responses to BBVs, we quantified this comparison for responses to the stimulus producing the largest effect for a given neuron, whether this was a BBV, a tone at the BF, or NBN.

This outcome of this strategy is illustrated in Figure 6A, which shows raster plots of a single neuron to Call 5 in the baseline condition and during iontophoresis of 8-OH-DPAT, during a recovery, and during iontophoresis of NAD-299 and a combination of NAD-299 and 8-OH-DPAT (five conditions in total). For this neuron, 8-OH-DPAT showed a typical suppressive effect and recovery. NAD-299 did not alter the neuron’s response alone, but precluded the suppressive effect of 8-OH-DPAT when the two drugs were iontophoresed simultaneously. Across the group of 20 neurons that were treated with these drug combinations, 8-OH-DPAT decreased spike counts significantly less in the presence of NAD-299, [Figure 6B left panel; repeated measures ANOVA, F(1,19) = 5.08, p = 0.036]. That is, the suppressive effect of 8-OH-DPAT was greater when compared to a baseline of no iontophoresis versus a baseline of NAD-299 iontophoresis. This finding is consistent with NAD-299 precluding the effect of 8-OH-DPAT. In contrast to the effects of iontophoresed drugs, controls consisting of the iontophoresis of control solutions (1 M NaCl: n = 8; 10 mM NaBr in 1 M NaCl: n = 6) did not significantly alter spike counts [Figure 6B right panel; repeated measures ANOVA, F(1,13) = 1.19, p = 0.294].
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FIGURE 6. Activation of the 5-HT1A receptor reduces the numbers of sound-evoked spikes. (A) For a single neuron, the 5-HT1A agonist 8-OH-DPAT abolishes the response to a BBV. Iontophoresis of the 5-HT1A antagonist NAD-299 precluded the reduction in the number of spikes when it was iontophoresed before 8-OH-DPAT. The BBV was call 5 (see Figure 1), played at 10 dB above threshold. (B) Left panel: 8-OH-DPAT reduced the numbers of spikes significantly less on average when applied in the presence of NAD-299. Right panel: Application of vehicle solutions slightly increases but does not significantly alter the numbers of sound-evoked spikes relative to a no-drug baseline. *p < 0.05.




8-OH-DPAT Suppresses Spiking and Reduces Response Features

As previously reported for other types of auditory stimuli, the iontophoresis of 8-OH-DPAT decreased the number of spikes in response to BBV playback. These effects were highly significant [repeated measures ANOVA with call type as a within-subjects variable; for drug effect F(1,89) = 116.57, p < 0.001; for call type F(4,189) = 0.65, p = 0.63; for drug × call interaction, F(4,189) = 0.26, p = 0.90]. Suppressive effects were additionally not different across call types (Tukey’s HSD, p < 0.01 for baseline versus 8-OH-DPAT comparisons for each call type).

Figure 7A illustrates spike counts in the no-drug baseline versus during iontophoresis of 8-OH-DPAT, for all calls in 41 neurons with robust call responses for which 8-OH-DPAT was successfully applied. The line with a slope of one marks where points would fall if spike numbers were identical in each condition; points below this line indicate decreased spike numbers during 8-OH-DPAT application. Although spike counts increased slightly for some neurons, the effects of 8-OH-DPAT were almost exclusively suppressive. Along with the decrease in spike numbers, 8-OH-DPAT shifted the population distribution for both the selectivity index and the preference index, in the subset of 41 neurons exposed to 8-OH-DPAT (Figure 7B). The population became more selective for calls (selectivity index of 13.6 ± 4.3% in baseline versus 24.3 ± 5.2% in 8-OH-DPAT), and showed a higher preference index (preference index of 37.7 ± 2.2% in baseline versus 43.0 ± 3.1% in 8-OH-DPAT). However, only the increase in call selectivity was significant [repeated measures ANOVA for baseline versus 8-OH-DPAT selectivity index, with a category for responses to no calls, F(1,40) = 7.90, p = 0.008; repeated measures ANOVA for baseline versus 8-OH-DPAT preference index F(1,40) = 3.47, p = 0.07].
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FIGURE 7. (A) Comparison of numbers of spikes in response to specific calls in the baseline (no drug application) versus during 8-OH-DPAT application. Symbols below the line with a slope of 1 represent a suppression of spikes during drug application. Different colors represent responses to different calls. (B) Selectivity index and preference index in a subset of 41 neurons in baseline and during exposure to 8-OH-DPAT.


We next assessed the effect of 8-OH-DPAT on the patterns of response features. In parallel with its suppressive effects on spike count, 8-OH-DPAT reduced the numbers of response features in the 30 neurons in which response features were assessed [repeated measures ANOVA with call type as a categorical factor, for drug effect F(1,137) = 57.39, p < 0.001; for call type F(4,137) = 1.92, p = 0.11; for drug × call interaction, F(4,187) = 0.40, p = 0.81]. In contrast to the effects of 8-OH-DPAT on spike counts, the significant reduction in response features did not occur for all call types (Tukey’s HSD, p = 0.32 for Call 1, p = 0.003 for Call 2, p = 0.08 for Call 3, p = 0.01 for Call 4, p = 0.002 for Call 5). The lack of significant reduction in response features for Calls 1 and 3 corresponds to the lower numbers of baseline features for these calls (see above).

We further explored which types of response features were most likely to disappear. Figure 8 shows three general patterns of the effect of 8-OH-DPAT on response features: proportionate, disproportionate, and reorganizing. The most common of these was a proportionally consistent decrease in the sizes of response features, with the loss of some features. This response pattern was defined as having response features during the application of 8-OH-DPAT that had the same rank order of peak size as in the baseline. Neurons for which all response features except for the largest disappeared, and for which all response peaks including the largest disappeared, were counted in this category. For example, 8-OH-DPAT caused a proportional decrease in the sizes of the three largest of the response features of the neuron in Figure 8A, and the disappearance of the smallest response feature. A second type of pattern was the selective loss of some response features but the maintenance of others, to create a disproportionate effect. This type of effect was defined as a reversal in the rank order of peak size in the presence of 8-OH-DPAT relative to baseline. However, even if relative peak sizes reversed, if the proportional effect of 8-OH-DPAT (peak sizes in 8-OH-DPAT relative to baseline) were within 20% of each other, responses were not included in this category. For the neuron in Figure 8B, 8-OH-DPAT caused a strong suppression of response features in the middle of the spike train, but relatively lesser effects on the response features at the end and particularly the start. Finally, a pattern seen in only a few neurons was the reorganization of the spike train so that response features occurred at different times (Figure 8C). This effect was defined as the appearance in 8-OH-DPAT of new peaks with peak latencies more than 10 ms from peaks in the no-drug baseline, as long as the new peaks did not occur within rising or falling time ranges of peaks in the baseline. Out of a total of 103 responses that had more than one peak in the baseline in response to all five calls, 74 (71.8%) showed proportionate effects of 8-OH-DPAT, 19 (18.4%) showed disproportionate effects, and 10 (9.7%) showed reorganizations. Out of the 30 neurons, 14 showed only proportionate effects, although responses to many individual calls in this group had only one response peak, or showed no response peaks during 8-OH-DPAT iontophoresis. Of the 16 neurons that showed non-proportionate effect of 8-OH-DPAT on response peaks (disproportionate or reorganization), eight neurons only had one call with non-proportionate effects, three neurons had two calls with disproportionate effects, and five neurons had three calls with disproportionate effects. Thus, although most neurons showed mixed proportionate and disproportionate effects of 8-OH-DPAT across calls, a minority of neurons had a relatively high number of call responses that were disproportionate.
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FIGURE 8. Effects of 8-OH-DPAT on response features. (A) Raster plots of the responses of a neuron in (i) the baseline condition and (ii) during iontophoresis of 8-OH-DPAT. (iii) Spike density functions derived from the rater plots in (i) and (ii). The neuron in (A) showed proportionally similar suppressions of all response features, with the loss of the smallest feature. Call 4 evoked this response. (B) Neuron showing selective decreases of response features in the middle of its spike train. Call 4 evoked this response. (C) Neuron showing a reorganization of its spike train in the presence of 8-OH-DPAT. Call 5 evoked this response. Time scale is the same for all panels.


Of these patterns, the most common proportionate effect (Figure 8A) suggests that the smallest response features are the most likely to disappear. To test this hypothesis, we compared the spike densities of response features that were lost during 8-OH-DPAT versus those that were maintained. To account for the variation in spike rates, we normalized the spike densities for each response feature to the spike density for the largest response feature in the spike train. Across the population of neurons, response features that disappeared were significantly smaller than their neighbors [factorial ANOVA for normalized peak height, with status (whether peaks were lost in 8-OH-DPAT or not) and call type as categorical factors: for status F(1,209) = 97.3407, p < 0.001; for call type F(4,209) = 0.6214, p = 0.65; for status × call type F(4,209) = 1.84, p = 0.12]. Average proportional sizes for all peaks that were lost in 8-OH-DPAT versus not lost are shown in Figure 9.
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FIGURE 9. Proportional spike densities for response features that disappeared or remained during iontophoresis of 8-OH-DPAT. The peak spike densities of response features were normalized to the largest response feature in their respective spike trains.





DISCUSSION

Serotonin is a neuromodulator that conveys information on social context to auditory regions and modulates auditory processing (Wang et al., 2008b; Hall et al., 2011; Hurley and Sullivan, 2012; Hanson and Hurley, 2014; Keesom and Hurley, 2016). Although serotonin influences the responses to ultrasonic acoustic signals in the auditory system (Hurley and Pollak, 2005), whether these effects extend to audible vocal signals, and the roles of specific receptor pathways in these effects, have not been explored. In the current study, we measured how neurons in the IC respond to five exemplars of a type of audible mouse vocalization, BBVs, and how the 5-HT1A receptor pathway alters responses to this type of call. We found that IC neurons respond to BBVs with characteristic local periods of high spike probability that we called “response features.” Local activation of the 5-HT1A receptor within the IC had suppressive effects on BBV-evoked spike numbers that were similar to previously reported effects on responses to tones (Hurley, 2006, 2007; Castellan Baldan Ramsey et al., 2010). However, 5-HT1A-gated suppression interacted with response features to change the temporal patterns of neural responses to BBVs. In the following discussion, we compare the BBV responses we measured to previous reports of responses to acoustic signals in the IC, speculate on the mechanisms of the effects of 5-HT1A receptors, and frame the influence of 5-HT1A receptors in the context of additional serotonin receptor types and of the behavioral conditions that cause elevated serotonin in the IC.


How IC Neurons Respond to BBVs

Most work on the behavioral and neural responses to acoustic signals in mice has focused on USVs, an ultrasonic signal type produced by males and females in both same-sex and opposite-sex interactions (e.g., Nyby, 1983; Holy and Guo, 2005; Holmstrom et al., 2010; Hanson and Hurley, 2012; Grimsley et al., 2013; Neunuebel et al., 2015; Warren et al., 2018). Similar to USVs, BBVs, which contain human-audible harmonics (Lupanova and Egorova, 2015; Finton et al., 2017), are produced across a range of behavioral contexts. BBVs are made by both sexes during non-social distress and same-sex aggression (Irwin et al., 1971; Matthews et al., 2008; Lupanova and Egorova, 2015; Finton et al., 2017). During opposite-sex interactions, BBVs are produced largely by females as they direct kicks and lunges at males, but are also produced as females allow males to mount (Wang et al., 2008a; Sugimoto et al., 2011; Finton et al., 2017). From the perspective of a male listener, BBVs might therefore have different behavioral salience at different phases of an opposite-sex interaction. Male perception of BBVs also depends on context. Males approach speakers broadcasting BBVs less when they are paired with the odor of a predator than with female urine (Grimsley et al., 2013).

Since USV responses have been more often recorded than BBV responses, it is useful to compare the two. Given the extreme differences in the structures of BBVs and USVs, one might predict a segregation in the responses to USVs versus BBVs to neurons with low and high CFs, respectively. However, this may not be the case. Although IC neurons that respond to calls with low frequency harmonics often have at least one harmonic that falls within the frequency tuning curve, this is not always true for USVs (Portfors et al., 2009). CFs of IC neurons responding to USVs are often lower than predicted, suggesting that there may be substantial overlap in the CFs of neurons responding to BBVs and USVs. A second comparison is in the selectivity of neural responses for USVs and BBVs. Responses to USVs in the IC have from high to moderate levels of selectivity across studies in bats and mice (Hurley and Pollak, 2005; Portfors et al., 2009). In the current study, BBV responses were strikingly non-selective, with over 72% of neurons responding to four or five BBVs. The fact that mice in the current study were anesthetized could have contributed to this extreme lack of selectivity, but the different structures of BBVs and USVs could also potentially contribute to differences in the selectivity of responses to these two signals. USVs typically consist of single or at most two widely separated harmonics (Holy and Guo, 2005; Hanson and Hurley, 2012). In contrast, BBVs are composed of many harmonics that can extend into the ultrasonic range (Figure 1). This broadband structure makes it more likely that BBVs will evoke responses from neurons across a broad range of CFs, and that single neurons will respond to different BBVs. This possibility is supported by the auditory responses of IC neurons in another rodent species, guinea pigs, in which responses to human-audible vocalizations have been recorded. Guinea pigs produce multiple low-frequency harmonic calls that differ significantly in temporal structure (Šuta et al., 2003). Remarkably similar to the current study, 55% of neurons respond to every stimulus type presented in the guinea pig IC (in comparison to 55.1% of neurons in the current study).

Although IC neurons were not selective for BBVs at the level of responses to whole calls, temporal patterns in response to the same calls appeared to be relatively more selective, in that they varied across neurons and across calls (Figures 2, 5). We characterized these patterns by defining “response features,” as temporal regions of high spike probability surrounded by areas of lower probability. In the current study, response features were likely to be driven by both the specific spectrotemporal characteristics of calls and the intrinsic properties of neurons. For example, some of the neurons in Figure 5 responded near the start of calls with pronounced onsets, such as Calls 1 and 5. Likewise, some neurons responded in regions of calls characterized by deterministic chaos, which is structured noise driven by non-linear vocal fold vibration (Figure 8C; Fitch et al., 2002; Lupanova and Egorova, 2015). The burst of spikes observed shortly after the end of BBVs in some neurons is consistent with rebound firing, an intrinsic property of some IC neurons (Figure 5). With a playback sample of five calls, it is not possible to definitively state which characteristics of calls triggered specific response features. However, the general observation that IC neurons are selective for specific spectrotemporal aspects of stimuli has been observed in multiple studies using systematically varying stimuli to generate spectrotemporal receptive fields (Andoni et al., 2007; Rodríguez et al., 2010; Chen et al., 2012; Park et al., 2021). In relation to the current study, the response features that vary across neurons and across calls suggest that the neural coding of BBVs is more selective when considering response features than responses to whole calls.



5-HT1A Receptor

For most IC neurons, activation of the 5-HT1A receptor by 8-OH-DPAT exerted a suppressive gain control. This effect is similar to previous work in the IC using synthesized stimuli such as tones and FM sweeps (Hurley, 2006, 2007). Spike suppression by 8-OH-DPAT is also consistent with the effects of 5-HT1A receptors in other brain regions, where these receptors also mediate response suppression (Albert and Vahid-Ansari, 2019). The 5-HT1A receptor is generally expressed somatodendritically or in axon hillocks, and acts via G-protein coupled inward rectifier potassium (GIRK) channels to suppress firing in a number of neuron types (Albert and Vahid-Ansari, 2019). In the medial superior olive (MSO), an auditory brainstem nucleus, 5-HT1A receptors are expressed in the axon initial segment, and regulate neural output by affecting spike probability (Ko et al., 2016). In the IC, the subcellular location of the 5-HT1A receptor has not been assessed, but the fact that most neurons showed roughly uniform effects of 8-OH-DPAT for different response features is consistent with expression by the IC neurons being recorded. The differential effects of 5-HT1A activation on specific response features in some neurons (Figure 8B) also suggest the possibility that 5-HT1A receptors could influence the activity of presynaptic IC neurons with response profiles different from those of the neurons being recorded.

Even for neurons with proportionally similar effects of 8-OH-DPAT on different response features, some response features were maintained while others disappeared. The smallest peaks were the most likely to disappear during 5-HT1A activation, consistent with an “iceberg”-like effect, in which suprathreshold responses are more selective than subthreshold responses (Rose and Blakemore, 1974). Neurochemical regulation of the strength of responses relative to threshold is an established mechanism for regulating the selectivity of IC neurons. For example, the manipulation of inhibition can alter primary response characteristics such as frequency tuning (Fuzessery and Hall, 1996; Xie et al., 2007; Wu and Jen, 2009), as well as more complex response characteristics including duration sensitivity (Alluri et al., 2016) or sensitivity to the velocity of frequency modulation (Gittelman and Li, 2011). For the neurons in the current study, the outcome of 5-HT1A-induced spike suppression was to alter the response profile at the level of single neurons, as they showed fewer response features. The disappearance of peaks could also potentially translate to a sparser and more selective population response, with fewer neurons responding to specific spectrotemporal call features.



Other Serotonin Receptors

Because there are multiple types of serotonin receptor, the effects of 5-HT1A activation during serotonin release would depend on the context of other activated receptors. Members of five of the seven main families of serotonin receptor are expressed in the IC, and some of these families have more than one subtype (Hurley and Sullivan, 2012). Serotonin receptors have a wide range of effects on neural excitability and neurotransmission in the IC. In addition to spike suppression by the 5-HT1A receptor, the 5-HT2 receptor reduces the frequency and amplitude of GABAergic and glycinergic IPSCs (Wang et al., 2008b). Activation of the 5-HT1B receptor also has facilitatory effects that are consistent with the inhibition of GABAergic transmission, an effect precluded by prior activation of GABAA receptors (Hurley et al., 2008).

There are several excellent examples of how other types of serotonin receptors interact with the 5-HT1A receptor in the auditory system. In the dorsal cochlear nucleus, activation of the 5-HT2A receptor increases the excitability of principal neurons (Tang and Trussell, 2015), while increasing the recruitment of feed-forward inhibitory inputs (Tang and Trussell, 2017). At the same time, 5-HT1A receptors decrease excitatory inputs to the principal neurons evoked by auditory nerve fiber stimulation (Tang and Trussell, 2017). Since inputs from multisensory pathways do not show these presynaptic changes, this suite of effects increases responses from multisensory pathways relative to auditory-specific pathways, gating these different sources of information. In pyramidal neurons from Layers II/III of the auditory cortex, 5-HT1A and 5-HT2A receptors reduce GABAergic transmission presynaptically and postsynaptically, respectively (García-Oscos et al., 2015). At the same time, 5-HT1A activation postsynaptically reduces the amplitudes of EPSCs (Cervantes-Ramírez et al., 2019).

In the IC, two receptor types in the 5-HT1 family, the 5-HT1A and 5-HT1B receptors, overlap in their effects on single IC neurons. Activation of these receptors have opposite and additive effects on the firing rates of IC neurons, but 5-HT1A activation has effects on spike timing that are dominant to those of the 5-HT1B receptor (Castellan Baldan Ramsey et al., 2010). These findings suggest that the two receptor types may interact in non-linear ways to influence patterns of neural responses. Although the interaction of serotonin receptor types at the microcircuit level has not been described in the IC, a working hypothesis is that the 5-HT1A receptor could suppress responses to inputs closest to threshold, and increase contrast with the selective disinhibition of presynaptic inputs by other types of serotonin receptor. Because most ascending auditory pathways make synaptic connections in the IC, these effects could filter information on BBVs en route to the auditory thalamus.

An important caveat to our findings is that they were generated in anesthetized subjects. Mice would typically be awake and interacting socially when perceiving calls from other mice, with a physiological state that is different from that of an anesthetized mouse. An alternative to the approach used in this study could have been working with awake restrained mice (e.g., Gourévitch et al., 2020). Although this would differ from an anesthetized state, this model would still not fully capture the physiology of a socially interacting brain. Recording multiunit responses in behaving mice would address this issue and allow for comparison between neural responses and behavior. However, the type of recording in the current study in which well-isolated single neurons are exposed to highly localized manipulation of specific receptor types, is difficult to achieve in moving subjects. Furthermore, recording in anesthetized mice does have some advantages, one of which is the relatively low level of endogenous serotonin release in the IC (Hall et al., 2010). In awake and behaving mice, serotonin levels fluctuate in different social contexts (Hall et al., 2011; Hanson and Hurley, 2014; Keesom and Hurley, 2016), so that the availability of 5-HT1A receptors could also fluctuate, potentially leading to different effects exogenous 5-HT1A activation across contexts. Anesthesia is also unlikely to change the basic suppressive effect of the 5-HT1A receptor, since suppressive effects of this receptor have also been reported in the IC in an awake bat model (Hurley, 2007). All in all, although the use of anesthetized mice may not fully represent the responses of auditory neurons to social signals, this approach can provide a view of the potential repertoire of specific receptor types on a local scale in influencing call responses, particularly if combined with additional studies in awake animals.



Behavioral Context

In different vertebrate species, different neuromodulatory systems modify the responses to acoustic social signals in accordance with behavioral context. In auditory forebrain regions in female zebra finches, local introduction of norepinephrine or an α2 adrenergic agonist increases the signal-to-noise ratio for a range of stimuli including conspecific and heterospecific songs, in large part by decreasing spontaneous activity (Ikeda et al., 2015). These changes improve the accuracy of a stimulus classification algorithm, demonstrating improved encoding of stimuli during adrenergic activation.

A sensory region in which a feedback loop has been established between enhanced serotonin release triggered by a social signal and the effects of serotonin on signal processing is the electrosensory lobe (ELL) of brown ghost knifefish. This and other weakly electric fish species use self-generated electric organ discharges to navigate and communicate, via their electrosensory systems (Lissmann, 1951; Hopkins, 1988). Simulated conspecific electric signals cause rapid increases in serotonin in the ELL (Fotowat et al., 2016). Increased serotonin in turn selectively increases the excitability of the principal neurons in the ELL to simulated same-sex electric signals (Deemyad et al., 2013). Serotonin increases burst firing and sensitivity to fluctuations in the stimulus envelope, a change that is further reflected in enhanced behavioral responsiveness (Marquez and Chacron, 2020).

In mice, previous work describing serotonin release in the IC during opposite-sex interaction is helpful in framing the effects of serotonin on BBVs within this context. Serotonin levels in the IC of males interacting with female partners is inversely correlated with rejection, measured by the numbers of BBVs, made by female social partners (Keesom and Hurley, 2016). Although this finding alone would suggest that BBVs are not produced when serotonin levels are elevated (when females do not reject males), copious BBVs are also produced when females allow males to mount (Wang et al., 2008a; Finton et al., 2017). Furthermore, Calls 4 and 5, with longer durations and longer relative segments of DC, are similar to calls more likely to be produced during mounting behavior than during female rejection (Finton et al., 2017). Neural responses to BBVs, particularly those similar to Calls 4 and 5, in this behavioral subcontext might therefore be most subject to serotonergic modulation, with BBVs produced in the process of female rejection relatively unmodulated by serotonin. The serotonergic modulatory system could therefore contribute to the differential auditory processing of BBVs in different behavioral subcontexts. Whether these events in the IC can influence the perception of BBVs by males in these subcontexts is currently unknown.
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Nitric oxide (NO) is of fundamental importance in regulating immune, cardiovascular, reproductive, neuromuscular, and nervous system function. It is rapidly synthesized and cannot be confined, it is highly reactive, so its lifetime is measured in seconds. These distinctive properties (contrasting with classical neurotransmitters and neuromodulators) give rise to the concept of NO as a “volume transmitter,” where it is generated from an active source, diffuses to interact with proteins and receptors within a sphere of influence or volume, but limited in distance and time by its short half-life. In the auditory system, the neuronal NO-synthetizing enzyme, nNOS, is highly expressed and tightly coupled to postsynaptic calcium influx at excitatory synapses. This provides a powerful activity-dependent control of postsynaptic intrinsic excitability via cGMP generation, protein kinase G activation and modulation of voltage-gated conductances. NO may also regulate vesicle mobility via retrograde signaling. This Mini Review focuses on the auditory system, but highlights general mechanisms by which NO mediates neuronal intrinsic plasticity and synaptic transmission. The dependence of NO generation on synaptic and sound-evoked activity has important local modulatory actions and NO serves as a “volume transmitter” in the auditory brainstem. It also has potentially destructive consequences during intense activity or on spill-over from other NO sources during pathological conditions, when aberrant signaling may interfere with the precisely timed and tonotopically organized auditory system.

Keywords: auditory processing, neuronal excitability and ion channel regulation, hearing loss, neuronal nitric oxide synthase (nNOS), volume transmission, synaptic plasticity


INTRODUCTION

Nitric oxide (NO) is a small molecule, highly mobile, highly reactive and soluble in water and lipid membranes, so that once synthesized it cannot be contained. While its lifetime in biological tissues may be short, its mobility permits unimpeded diffusion over significant cellular distances. The discovery of the action of “Endothelium-Derived Relaxing Factor” on vascular smooth muscle and its identification as nitric oxide earned Furchgott, Murad and Ignarro, a Nobel Prize in 1998. NO action in the brain was first linked with NMDAR-mediated increases in cGMP in the cerebellum (Garthwaite et al., 1988) and its general signaling mechanisms in the brain have been widely reviewed (Garthwaite, 2008; Friebe and Koesling, 2009; Steinert et al., 2010).

Even the NO “receptor” is unconventional, in being a cytoplasmic hemoprotein (“soluble” guanylyl cyclase, sGC) generating cGMP from GTP. Although a misnomer, we have stuck with the term “soluble” and use of “sGC” to abbreviate guanylyl cyclase. It has been shown elsewhere in the brain, including in the inferior colliculus, that the GC is actually not soluble, but anchored to PSD-95 at the synapse (Russwurm et al., 2001; Olthof et al., 2019). Indeed, the signaling cascade exhibits extreme amplification, so that physiological signaling is thought to be achieved by NO in the nanomolar concentrations (Hall and Garthwaite, 2009; Bradley and Steinert, 2015).

Nitric oxide is synthetized from L-arginine and oxygen using NADPH and co-factors. This reaction is mediated by neuronal nitric oxide synthase (nNOS) in the brain. In the postsynaptic density of glutamatergic synapses, nNOS is activity-dependent and coupled through calmodulin to calcium influx at NMDARs. The canonical nNOS signaling pathway is shown in Figure 1, with examples of pharmacological agents (competitive antagonists, NO donors, sGC activators, and NO-chelating agents). The concentration of cGMP in any one cellular compartment is not only determined by the rate of production, but also by degradation through local phosphodiesterases, which further modulate signaling (Figure 1). Although cGMP may exert direct action on cyclic nucleotide-gated channels (Kaupp and Seifert, 2002) the majority of the signaling is via activation of protein kinase G (PKG) extending NO signaling capabilities, with different sGC isoforms providing important tissue-specific control (Friebe and Koesling, 2009). Facilitation of this signaling pathway is achieved by spatial proximity using cytoskeletal scaffolding proteins to bind sequential enzymes in the pathway, so nNOS is located in the postsynaptic density through PSD-95, which also binds NMDAR (Brenman et al., 1996; Christopherson et al., 1999).


[image: image]

FIGURE 1. Pharmacology of nitric oxide signaling. NO is generated by glutamatergic stimulation of NMDARs, but other sources of calcium from Calcium permeable AMPAR or L-type calcium channels are also recognized. Calcium influx activates nNOS (via calmodulin) which catalyzes the conversion of the amino-acid arginine to citrulline, releasing NO. nNOS activity may be blocked by competitive antagonists such as L-NAME (NG-Nitro-L-arginine methyl ester HCl), absorbed by chelating agents, or generated independently of nNOS by perfusion of NO donors. NO diffuses across cytoplasm, membranes and between cells to bind to its intracellular receptor – soluble guanylyl cyclase (sGC) which catalyzes GTP to cGMP – a cyclic nucleotide which activates protein kinase G (PKG). ODQ (1H-[1,2,4]Oxadiazolo[4,3-a]quinoxalin-1-one) is a competitive blocker of sGC, while BAY 41-2272 is a positive modulator. KT 5873 is an antagonist of PKG. cGMP signaling may in turn be suppressed with phosphodiesterases, such as PDE5, which can be blocked by sildenafil. Blockers or antagonists are shown in red, chelating agents in orange, and positive modulators in green. The canonical pathway is indicated by the thick black arrows, with links from other sources by fine arrows, and the spectrum of PKG actions via dashed arrows.


Beyond the proven link to calcium influx through NMDAR, nNOS can be activated by calcium influx through calcium-permeable AMPA receptors (Haj-Dahmane et al., 2017) and L-type voltage-gated calcium channels (Pigott and Garthwaite, 2016; see Figure 1). NO signaling also modulates neuronal intrinsic excitability by acting on voltage-gated calcium, sodium, and potassium channels (Tozer et al., 2012).

Nitric oxide modulates neuronal excitability very broadly and yet nNOS knockout mice survive, as if NO is “part” of a massively redundant system (and perhaps compensated by the remaining eNOS and iNOS genes). NO signaling is highly ubiquitous in the animal kingdom (Moroz et al., 2020) and its breadth and diversity means we have yet to build consensus about its physiological roles in the nervous system. The literature has myriad observations (including those of the authors) that have yet to be consolidated into their full physiological context. The hypothesis of retrograde NO transmission has particularly fascinated neuroscientists, for which the evidence is reviewed elsewhere (Garthwaite, 2008). However, a presynaptic focus may have biased investigations away from other NO signaling roles: consequently, less attention has focused on NO-mediated cGMP signaling beyond the synapse, on kinase regulation of ion channels, and non-cGMP signaling via nitrosylation, control of gene expression or as a free radical. The auditory pathway provides a system in which many of these issues can be explored. In fact, the generation of cGMP, NO-induced intrinsic plasticity, synaptic plasticity and changes in in vivo firing rates have been clearly demonstrated in the auditory brainstem: cochlear nucleus: (Cao et al., 2019; Hockley et al., 2019, 2020), Superior Olivary Complex: (Steinert et al., 2008, 2011; Tozer et al., 2012; Yassin et al., 2014; Kopp-Scheinpflug et al., 2015), and Inferior Colliculus: (Olthof et al., 2019) and in an animal model of tinnitus (Coomber et al., 2014, 2015).



NITRIC OXIDE SIGNALING PATHWAYS IN AUDITORY NEURONS

There are multiple elements to understanding NO signaling in the auditory system: evidence for the presence of key signaling molecules in the pathway (nNOS/sGC/NADPH, see Table 1), identification of the target proteins and ion channels modulated, and observation of physiological/behavioral change on pharmacological intervention or genetic manipulation. This evidence must be weighed against physiological data and normal behavior since there is the potential for spill-over from other NO-generating systems and pathology, for example associated with iNOS activation during inflammatory processes. An important caveat in studying NO signaling is the extent to which an in vitro experimental system supports NO signaling (e.g., possessing an arginine source, NO donor validation, etc.) and whether an in vivo system is achieving NO activation (or inactivation) within a physiological or pathological context.


TABLE 1. Sites of NO signaling in the auditory pathway.
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Adenosine 5′-triphosphate (ATP) is a major neurotransmitter and neuromodulator in the cochlea causing an increase in intracellular calcium. NO inhibits this ATP-induced calcium response via a negative feedback mechanism in inner hair cells, while at the same time enhancing the ATP-induced calcium response in outer hair cells and spiral ganglion neurons (Shen et al., 2003, 2006; Yukawa et al., 2005). Noise exposure increases nNOS expression in cochlear nucleus neurons (Coomber et al., 2014) and in spiral ganglion neurons, causing the NO concentration in the cochlea to rise from about 300 to 600 nM (Shi et al., 2002; Alvarado et al., 2016). The interaction of nNOS with activity-dependent calcium increases might be a component of the feedback in protecting inner hair cells from noise over-exposure (Shen et al., 2003; Mohrle et al., 2017). Application of nNOS inhibitors or NO donors in vivo, differentially affected spontaneous and sound-evoked firing rates in different cell types, which may contribute to increased gain during tinnitus (Coomber et al., 2015; Hockley et al., 2019, 2020).

There have been many studies of short-term plasticity at the giant calyx of Held synapse in the auditory brainstem (Taschenberger and von Gersdorff, 2000; Schneggenburger and Forsythe, 2006), but activity-dependent long-term plasticity has never been reported at this giant synapse. However, it is not always appreciated that NO reduces EPSC amplitudes at the calyx of Held through postsynaptic AMPAR modulation rather than a presynaptic mechanism (Steinert et al., 2008). Such a postsynaptic NO-action is corroborated by the lack of NO-modulation of presynaptic potassium currents, which would have changed transmitter release via the action potential (Wang and Kaczmarek, 1998; Yang et al., 2014). Nevertheless, other studies have demonstrated PKG-mediated modulation of synaptic vesicle endocytosis using capacitance measurements, although no change in transmitter release was reported (Eguchi et al., 2012). It is important to recognize that the probability of transmitter release, the number of release sites and rates of exocytosis and vesicle recycling are in a complex equilibrium (Hennig et al., 2008). Increased release probability (P) is “offset” by a reduced number of release sites (N) possessing fusion competent vesicles; hence after modulation the synapse may be in a different state (higher P, lower N; or lower P, higher N) even though there may be little evidence of a change in EPSC amplitude (Billups et al., 2005). Nevertheless, NO-signaling does cause an increase in spontaneous EPSCs in VCN T-stellate cells (Cao et al., 2019).

Direct effects of NO on evoked transmitter release have yet to be reported in the auditory pathway, so it is reasonable to postulate that NO-modulation of postsynaptic neuronal excitability (rather than synaptic mechanisms) is its primary mechanism of action. These actions may be mediated by the canonical cGMP second messenger and/or PKG-mediated phosphorylation of ion channels, for which there is direct evidence; or NO actions could be mediated by peroxynitrite formation or protein modification, such as nitrosylation (Steinert et al., 2010).

In neurons of the medial nucleus of the trapezoid body (MNTB), synaptic stimulation of the calyx of Held synapse (or perfusion of NO donors) raised cGMP and increased action potential duration, due to modulation of postsynaptic Kv3 and Kv2 potassium channels (Steinert et al., 2008, 2011). This is due to local activity-dependent generation of NO, and reciprocal modulation of potassium channel activity: so that Kv3 takes a lesser role and Kv2 takes a greater role in postsynaptic action potential repolarization, following NO signaling. This shift in intrinsic excitability reveals the hallmark of volume transmission, in that active synapses influence local quiescent neurons (having no synaptic input). This has implications for ion channel expression that follows a tonotopic gradient, such as HCN or Kv3 channels, which might be opposed (or amplified) by gradients of NO signaling, and hence ion channel activity will reflect the sum of channel expression and channel modulation (Steinert et al., 2008).

Nitric oxide also modulates HCN1 and HCN2 channels, which are differentially expressed across the superior olivary complex (Koch et al., 2004). The MNTB expresses HCN2, which has slow kinetics, while in the medial and lateral superior olive (MSO, LSO) and in the superior paraolivary nucleus (SPN), HCN channels are dominated by HCN1 subunits, which have fast kinetics. NO had distinct actions on these two channels: it facilitated HCN2 in a cGMP-dependent manner and inhibited and slowed HCN1 kinetics in a cGMP-independent manner (Kopp-Scheinpflug et al., 2015). Regulation of HCN currents is a key means of setting and regulating resting membrane potentials and the neuron membrane time-constant, since the higher Na+ permeability of HCN channels will drive the equilibrium to more positive potentials. In turn, a higher resting conductance generates a faster membrane time-constant, thereby modulating integration of synaptic inputs.

Another important homeostatic process is the control of intracellular chloride concentrations. A developmental shift in the chloride equilibrium potential in young animals is documented across many areas of the CNS, including the auditory brainstem. “Inhibitory” neurotransmitters such as GABA and glycine mediate depolarizing synaptic responses in neonatal animals, which become hyperpolarizing around the time of hearing onset, due to an upregulation of the potassium-chloride cotransporter 2 (KCC2; Kandler and Friauf, 1995; Lee et al., 2016). Very high levels of KCC2 (driving the chloride equilibrium to around −100 mV) are expressed in the SPN and in combination with large glycinergic inputs (from the MNTB) and high levels of HCN1 currents, enable the ionic computation of the end of a sound (Kopp-Scheinpflug et al., 2011). Activity-dependent regulation of KCC2 has been widely documented in the hippocampus and neocortex where changes in chloride gradients impact the strength of GABAAR-mediated inhibition (Chamma et al., 2013). In the SPN the strength of glycinergic inhibition is suppressed via a cGMP-dependent NO signaling at KCC2; creating a shift in the chloride equilibrium by +15 mV. This action is specific to those neurons that are expressing KCC2, which allows differential modulation of chloride reversal potentials in different neuronal populations (Yassin et al., 2014), all of which may be receiving the same inhibitory projection (for example from the MNTB).



DISCUSSION AND OPEN QUESTIONS

Nitric oxide signaling is widespread, with diverse sites and convoluted actions in the nervous system. Consequently, it is often difficult to identify the source of NO signaling for a specific physiological or behavioral output, and difficult to separate physiological roles from pathological consequences, with the potential for spill-over from one synthase into the signaling system of another, e.g., iNOS to nNOS (Hopper and Garthwaite, 2006). NO is an important mediator of inflammation and pathology via up-regulation of iNOS in microglia (generating micromolar concentrations of NO). Microglia are present in the auditory brainstem, where they are involved in developmental pruning of the calyx of Held synapse (Milinkeviciute et al., 2019) and in regulating inflammation. Inflammation is associated with noise-induced hearing loss (Fuentes-Santamaria et al., 2017) and mediated by pro-inflammatory cytokines. Hearing loss and inflammation can also be caused by severe hyperbilirubinemia (Schiavon et al., 2018), where subsequent degeneration of the calyx of Held synapse is mitigated by blocking NO signaling (Haustein et al., 2010). It is worth speculating that these links between hearing loss, inflammation and NO signaling could be associated with pathological actions of microglia. The wide actions of nitric oxide, nitrosylation, nitrergic stress, and inflammation are associated with multiple neurodegenerative disease mechanisms (Bourgognon et al., 2021) and perhaps underlies broader NO mediated pathology (Steinert et al., 2010).

Nitric Oxide has a broad impact on auditory neurons and signaling. It increases evoked firing rates by enhancing intrinsic excitability, by reducing inhibitory strength and by potentiating excitatory inputs via positive feedback (Wakatsuki et al., 1998; Steinert et al., 2008; Lee, 2009; Cao et al., 2019; Hockley et al., 2019). An interesting facet of auditory signaling are high rates of spontaneous AP firing; these spontaneous rates (SRs) arise from a combination of transmitter release at inner hair cells and the intrinsic excitability of all neurons along the pathway. There is a progressive decrease in SRs from the cochlea to the cortex (Eggermont, 2015), that seems to be mirrored by higher nNOS expression in the brainstem and midbrain compared to lower nNOS expression in MGB and cortex (Druga and Syka, 1993; Olucha-Bordonau et al., 2004; Lee et al., 2008). High SRs are advantageous for temporal processing tasks in the brainstem, but are less important at higher auditory centers (such as the MGB and cortex) where auditory processing has evolved from a temporal code toward a rate code. The idea that auditory brainstem SRs carry information has been comprehensively discussed elsewhere (Litvak et al., 2003; Eggermont, 2015). While synchronization and phase-locking of AP firing are important properties of sound-evoked activity, non-sound-evoked, spontaneous firing is synchronized only during development (Babola et al., 2018) or possibly during pathological auditory signaling (Herbert et al., 1991). SRs in the healthy, mature auditory system are not synchronized. This is important because incoming sound-evoked activity defines a time window within which an action potential could be generated, intrinsic excitability permitting. So when SR is high, there is a high probability that a neuron is refractory when a sound-evoked stimulus arrives, but the stochastic distribution and desynchronization of SR between neurons maximizes the number of short latency action potentials across the population. NO-mediated modulation of SR could maintain a desynchronized SR, ensuring temporally precise and faithful transmission of responses to sound. The lower SR in higher auditory brain areas would render NO-mediated desynchronization of SR redundant, in contrast to the developing auditory system (Sonntag et al., 2009; Babola et al., 2018). An open question for the future is the extent to which activity-dependent NO signaling controls basal activity rates: a low SR before hearing onset requires little NO, and high SR on maturation needs more NO, while a stressed auditory system following noise exposure would demand even higher NO concentrations. Recruitment of NO has been shown following noise exposure (Shi et al., 2002; Zheng et al., 2006; Coomber et al., 2014, 2015; Alvarado et al., 2016) and could be involved in the development of tinnitus. The question of whether NO signaling is a cause of tinnitus or a response to correct aberrant excitability and desynchronized SR, will require future studies (Sedley, 2019).

The proposed role in desynchronizing SR might explain why NO-volume transmission does not necessarily interfere with the precise tonotopically dominated sound evoked processing. A common theme of NO action in the auditory system is the homeostatic control of excitability, be that synaptic excitation/inhibition (Wakatsuki et al., 1998; Yassin et al., 2014; Cao et al., 2019), spontaneous firing rates or neuronal intrinsic excitability. The contribution of NO to synaptic plasticity and memory formation is widely accepted in higher brain centers. Recent studies in the fruit fly have proposed that NO is more associated with active forgetting and updating of memories (Aso et al., 2019; Green and Lin, 2020). Such mechanisms might underlie auditory re-mapping following temporary hearing loss (Keating and King, 2015; Resnik and Polley, 2017). Failure to update memories in the absence of NO might also explain impaired auditory fear conditioning in nNOS knockout mice (Kelley et al., 2009).

There is strong evidence for the presence of NO signaling within the auditory brainstem. There are also broad observations of NO-mediated modulation of neuronal excitability and synaptic transmission. However, a consensus on the roles of NO in the auditory pathway has yet to be reached. Elsewhere there is ample evidence for NO involvement in synaptic plasticity, but less agreement about common downstream mechanisms. This no doubt reflects the broad signaling capabilities of cGMP and PKG (and alternate signaling by direct reactions of NO with proteins). Perhaps we need to integrate our investigations of NO signaling over a much broader range of targets (genetic, ion channel, cell signaling, metabolism/growth) in homeostasis, synaptic transmission and intrinsic excitability, and include (or control for) the potential for spill-over from pathological to physiological signaling. The superior olivary complex may lack the complexity of higher centers, but it has a well-characterized anatomy and physiology in which these complex interacting systems can be carefully explored.



KEY CONCEPTS


• NO generation is activity-dependent and through NMDAR activation at excitatory synapses.

• Signaling involves both cGMP -dependent and -independent signaling cascades.

• NO acts by diffusion through a process of Volume Transmission to regulate excitability of neurons (including those that are active and inactive within a sphere of influence).

• NO modulates postsynaptic neuronal excitability via modulation of voltage-gated ion channels.

• Aberrant signaling underlies impaired auditory processing via changes in excitability and spontaneous firing rates.
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ABBREVIATIONS

cGMP, cyclic guanosine monophosphate; EPSC, excitatory postsynaptic current; GABA, gamma-aminobutyric acid; GABAAR, gamma-aminobutyric acid ionotropic receptor; GTP, guanosine triphosphate; HCN, hyperpolarization-activated cyclic nucleotide gated cation channel; HCN1, hyperpolarization-activated cyclic nucleotide gated cation channel type 1; HCN2, hyperpolarization-activated cyclic nucleotide gated cation channel type 2; KCC2, potassium-chloride cotransporter type 2; LSO, lateral superior olive; MNTB, medial nucleus of the trapezoid body; MSO, medial superior olive; N, number of synaptic release sites; NADPH, nicotinamide adenine dinucleotide phosphate; NMDAR, N-methyl-D-aspartic acid or N-methyl-D-aspartate receptor; nNOS, neuronal nitric oxide synthase; NO, nitric oxide; P, release probability; PKG, protein kinase G; PSD95, postsynaptic density 95; sGC, soluble guanylate cyclase; SPN, superior paraolivary nucleus; SR, spontaneous rate.
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Sensory systems have to be malleable to context-dependent modulations occurring over different time scales, in order to serve their evolutionary function of informing about the external world while also eliciting survival-promoting behaviors. Stress is a major context-dependent signal that can have fast and delayed effects on sensory systems, especially on the auditory system. Urocortin 3 (UCN3) is a member of the corticotropin-releasing factor family. As a neuropeptide, UCN3 regulates synaptic activity much faster than the classic steroid hormones of the hypothalamic-pituitary-adrenal axis. Moreover, due to the lack of synaptic re-uptake mechanisms, UCN3 can have more long-lasting and far-reaching effects. To date, a modest number of studies have reported the presence of UCN3 or its receptor CRFR2 in the auditory system, particularly in the cochlea and the superior olivary complex, and have highlighted the importance of this stress neuropeptide for protecting auditory function. However, a comprehensive map of all neurons synthesizing UCN3 or CRFR2 within the auditory pathway is lacking. Here, we utilize two reporter mouse lines to elucidate the expression patterns of UCN3 and CRFR2 in the auditory system. Additional immunolabelling enables further characterization of the neurons that synthesize UCN3 or CRFR2. Surprisingly, our results indicate that within the auditory system, UCN3 is expressed predominantly in principal cells, whereas CRFR2 expression is strongest in non-principal, presumably multisensory, cell types. Based on the presence or absence of overlap between UCN3 and CRFR2 labeling, our data suggest unusual modes of neuromodulation by UCN3, involving volume transmission and autocrine signaling.

Keywords: urocortin, CRFR2, auditory, stress signaling, multimodal, volume transmission, calyx of Held synapse


INTRODUCTION

Temporary changes in hearing during stressful situations or episodes of anxiety or sadness are commonly experienced by humans and animals (Neuser and Knoop, 1986; Schmitt et al., 2000; Horner, 2003; Kadner et al., 2006; Mazurek et al., 2010; Pacheco-Unguetti and Parmentier, 2014; Lin et al., 2016; Szczepek et al., 2018). Such changes can range from decreased attention to sincere auditory hallucinations (Hoskin et al., 2014). More profound and chronic stress system dysregulation such as with post-traumatic stress disorder (PTSD) can come with a plethora of associated auditory abnormalities (Shalev et al., 2000; Guthrie and Bryant, 2005; Karl et al., 2006; Clifford et al., 2018). Conversely, specific acoustic qualities of sound can trigger stress-like sensations or even fear in both humans and animals, with the acoustic startle response being the most prominent example (Davis, 1984; Trost et al., 2012; Koelsch et al., 2013; Koelsch, 2014; Behler and Uppenkamp, 2020; Hegewald et al., 2020).

There is a clear reciprocity between stress and sensory systems. On one hand, the stress response relies on incoming information from the external environment provided by sensory systems to execute its function of maintaining allostasis, while on the other hand, sensory systems have to adapt constantly to changes in external conditions that are potentially threatening to the animal’s current state. Since ears, unlike eyes, are open and sensing for 24 h a day, the auditory system plays a pivotal role in survival and has to be protected not only from noise trauma, but also from degenerative damage resulting from non-auditory stressors such as infections and head trauma. Hence, strong two-way interactions between stress signaling and the auditory system are warranted.

In the auditory system, the medial subdivision of the medial geniculate body (MGBm), the external cortex of the inferior colliculus (ICe) and the auditory cortex (Au) are well-known areas of connection to stress pathways. In particular, the MGBm-amygdala-pathway is known to be involved in auditory fear conditioning and in attributing emotional salience to sounds (LeDoux et al., 1984). The ICe receives hypothalamic input (Sakanaka et al., 1987) which might be involved in circadian regulation of stress, since both areas contain independent clocks (Park et al., 2016). The primary auditory cortex (Au1) sends direct projections to the lateral amygdala, which in turn projects to the auditory association cortex (Romanski and LeDoux, 1993; McDonald, 1998; Phelps and LeDoux, 2005). On top of these discrete connections, a wide network of mostly serotoninergic and cholinergic projections coming from the reticular formation innervate the auditory system throughout its extent from cochlea to cortex (Klepper and Herbert, 1991; Hurley and Hall, 2011; Schofield et al., 2011). Noradrenergic inputs, which mostly target the dorsal (DCN) and the granule cell domain (GCD) of the cochlear nucleus (CN), the ICe, the superior olivary complex (SOC), and the Au are even less understood (Levitt and Moore, 1978; Klepper and Herbert, 1991; Mulders and Robertson, 2001).

Non-auditory areas are crucial in shaping auditory responses by stressors coming from other sensory modalities. For example, olfactory stimulation with predator odor has been shown to trigger changes in neuronal firing rates of the locus coeruleus, a brainstem nucleus that receives auditory input and releases norepinephrine (Curtis et al., 2012). There, presentation of a stressor such as corticotropin-releasing factor (CRF) or a predator odor increases spontaneous tonic firing and decreases sound-evoked phasic firing of the neurons. Such a shift from tonic to phasic firing in locus coeruleus neurons is suggested to facilitate different behavioral reactions (Aston-Jones and Cohen, 2005).

The activation of the hypothalamic-pituitary-adrenal axis (HPA) is commonly regarded as the cornerstone of the stress response. Briefly, this entails release of CRF from hypothalamic paraventricular nucleus’ neurons into the anterior pituitary gland, which in turn secretes adrenocorticotropic hormone (ACTH) that, upon reaching the adrenal glands, stimulates cortisol synthesis and release. Cortisol targets specific cell groups throughout the body via blood circulation (Charmandari et al., 2005). In its target cells, cortisol binds to its nuclear receptor and elicits the transcriptional modifications to adapt cellular function. It takes about 30 min to reach sufficient ACTH concentrations in the blood for cortisol to be synthetized (Sapolsky et al., 2000), a delay that could impede the timeliness of the response.

Thanks to the pioneering work of the Vetter-lab, a much faster, HPA axis-independent stress axis has been discovered in the cochlea, that not only involves all the constituents for cortisol production, but also a local CRF system (Basappa et al., 2012). The CRF system consists of two receptors CRFR1 and CRFR2, four ligands and the non-membrane-bound CRF-binding-protein. The four ligands, CRF, urocortin 1 (UCN1), 2 (UCN2), and 3 (UCN3) display different affinities for the two receptor types. CRF and UCN1 are most affine to CRFR1 but may also at bind to CRFR2 at very high concentrations (Chang et al., 1993; Chen et al., 1993; Vita et al., 1993; Perrin et al., 1995; Deussing and Chen, 2018). In contrast, UCN2 and UCN3 bind exclusively to CRFR2 (Lewis et al., 2001; Reyes et al., 2001; Deussing et al., 2010).

The most abundant stress peptide in the auditory system is CRF, which is expressed in the cochlea (Basappa et al., 2012), the principal neurons of the lateral superior olive (LSO), the ventral nucleus of the lateral lemniscus (VNLL), the inferior colliculus (IC), and the medial geniculate body (MGB) (including the peripeduncular and posterior intralaminar nuclei), the Brodman areas 20, 39, 40, and 41 and, although much weaker, in the deep layers of the DCN and lateral part of the medial nucleus of the trapezoid body (MNTB) (Imaki et al., 1991). UCN1 expression in the auditory system is much more distinct and has been reported only in a small subset of lateral olivocochlear bundle cells (LOC) with high characteristic frequencies (CF) as well as in the neuropil of the DCN deep layers and IC (Kozicz et al., 1998; Kaiser et al., 2011).

To date, no data are available that suggest UCN2 expression in the auditory system (Lewis et al., 2001). That makes UCN3 the primary ligand for CRFR2. So far, UCN3 expression in the auditory system was reported in the cochlea and SOC (Lewis et al., 2001; Li et al., 2002; Fischl et al., 2019). However, the physiological importance of UCN3 and its receptor CRFR2 for auditory function has been emphasized by knockout models of UCN3 and CRFR2, both showing enhanced vulnerability to noise trauma (Graham et al., 2010; Fischl et al., 2019). Although noise trauma and systemic stress are two major causes of hearing loss in humans (Masuda et al., 2012), our knowledge of the UCN3–CRFR2 contribution to auditory signal processing is rather limited.

In the present study, we take advantage of two reporter mouse lines, one for UCN3 and the other for its receptor CRFR2 to provide an extensive description of UCN3 and CRFR2 expression in the central auditory system. Immunocytochemistry was used for co-labeling the neurons highlighted by the reporter to allow the best possible identification of specific areas and cell types.

Characteristic expression patterns throughout this study showed UCN3 expression in principal auditory neurons and CRFR2 expression in non-principal/multimodal neurons of the same nucleus. Fewer areas revealed neurons that express both the ligand as well as the receptor. Together, both types of expression suggest that volume transmission as well as autocrine regulation are possible signaling mechanisms for UCN3.



MATERIALS AND METHODS

All experimental procedures were reviewed and approved by the Bavarian district government (ROB-55.2-2532.Vet_02-18-1183) and were done according to the European Communities Council Directive (2010/63/EU). Mice were housed in a vivarium with a normal light–dark cycle (12 h light/12 h dark) and food and water ad libitum.


Mouse Models

Experiments were conducted on four UCN3 reporter mice (UCN3 tdTom) and three CRFR2 reporter mice (CRFR2 tdTom) of both sexes (five males and two females). After weaning, mice were separated by sex and group housed with same sex littermates until used in the experiment. In this absence of deliberate stressors, no differences in expression patterns were observed between males and females.

Reporter mice were generated by breeding UCN3-Cre mice [Tg(UCN3-Cre)KF31Gsat; The Gene Expression Nervous System Atlas (GENSAT) Project; Mutant Mouse Resource & Research Centers (MMRC) stock no: 033033-UCD] or CRFR2-Cre mice (Henckens et al., 2017) with R26CAG–LSL–tdTomato mice (Ai9, The Jackson Laboratory, Bar Harbor, ME, United States; stock no: 007905) as previously described (Shemesh et al., 2016).



Immunohistochemistry

Mice received an overdose of pentobarbital (400 mg kg–1 body weight; I.P.) and were perfusion-fixed with 4% paraformaldehyde (PFA) intracardially. Following overnight postfixation in 4% PFA, brainstems were sectioned coronally at 50 μm using a vibrating blade microtome (V1200S, Leica, Wetzlar, Germany). After rinsing in phosphate-buffered saline (PBS), sections were transferred to a blocking solution containing 1% bovine serum albumin, 0.5% Triton X-100, and 0.1% saponin in PBS. The floating sections were then incubated for 48 h at 4°C in blocking solution containing primary antibodies, which were used in different combinations as specified in the figures. Sections were washed three times in PBS for 15 min and were then incubated with secondary antibodies overnight at 4°C. Antibodies against calbindin D28K (SWANT, #07F Burgdorf, Switzerland, 1:300) were combined with secondary antibodies Alexa 488 (Dianova anti-rabbit, #115-545-206, Hamburg, Germany, 1:200). Antibodies against parvalbumin PV-28 (SWANT, Burgdorf, Switzerland, 1:500) were combined with secondary antibodies AMCA (Dianova, anti-mouse, Hamburg, Germany, #715-156-150, 1:100). Antibodies against VGluT1 (Synaptic Systems #135304, Göttingen, Germany, 1:500) were combined with secondary antibodies Alexa 647 (Dianova, anti-guinea pig, Hamburg, Germany, #706-605-148). Antibodies against vesicular glutamate transporter type 2 (VGluT2) (Synaptic Systems, Göttingen, Germany, #135402, 1:500) were combined with secondary antibodies Alexa 488 (Dianova anti-rabbit, #115-545-206, Hamburg, Germany, 1:200). Antibodies against glycine transporter type 2 (GlyT2; Millipore #1773, 1:1000) were combined with secondary antibodies Alexa 647 (Dianova, anti-guinea pig, Hamburg, Germany, #706-605-148). Antibodies against VChat (Synaptic System #139105, Göttingen, Germany, 1:200) were combined with secondary antibodies Alexa 647 (Dianova, anti-guinea pig, Hamburg, Germany, #706-605-148). Sections were washed in PBS, mounted on slides and coverslipped with vectashield mounting medium (Vector Laboratories, Burlingame, CA, United States).



Confocal Microscopy and Image Analysis

Confocal optical sections were acquired with a confocal laser-scanning microscope equipped with HCX PL APO CS 20×/NA0.7 and HCX PL APO Lambda Blue 63×/NA1.4 immersion oil objectives (Leica). Fluorochromes were visualized with excitation wavelengths of 405 nm (emission filter 410–430 nm) for amino-methylcoumarin (AMCA), 488 nm (emission filter 510–540 nm) for Alexa 488, 561 nm (emission filter 565–585 nm) for Cy3, and 647 nm (emission filter 663–738 nm) for Alexa 647. For each optical section, the images were collected sequentially for the different fluorochromes. Stacks of 8-bit grayscale images were obtained with axial distances of 290 nm between optical sections and pixel sizes of 120–1520 nm depending on the selected zoom factor and objective. To improve the signal-to-noise ratio, images were averaged from three successive scans. RGB stacks, montages of RGB optical sections and maximum-intensity projections were assembled using the ImageJ StackGroom plugin. Color schemes were adjusted to C-M-Y-W.



RESULTS

Expression patterns of UCN3 and CRFR2 in the cochlea and spiral ganglion neurons were reported in detail before (Graham et al., 2010; Fischl et al., 2019), so that here, we start with the description of UCN3 and CRFR2 expression in the CN. From there we proceed to the SOC, the LL, the IC, and the MGB. The auditory cortex exhibited hardly any UCN3 or CRFR2 expression so that we focused on subcortical auditory areas.


Cochlear Nucleus

The mouse CN (Figure 1A) is divided into four main areas: anteroventral (AVCN), posteroventral (PVCN), and dorsal (DCN) CN as well as the granule cell domain (GCD) (Harrison and Irving, 1965; Mugnaini et al., 1980; Willard and Ryugo, 1983). AVCN and PVCN contain similar neuronal cell types such as globular (GBCs) and spherical bushy cells (SBCs), stellate cells (T-stellate and D-stellate), and little cells (LCs), all of which are regarded as principal auditory neurons (Cant, 1993; Oertel et al., 2011; Ngodup et al., 2020). In addition, the PVCN also contains octopus cells (OCs) which inhabit their own domain near the auditory nerve root region (Oertel et al., 2000). Location, morphology and co-labeling with recognized markers were used to identify these neurons.
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FIGURE 1. Spatial segregation of UCN3 and CRFR2 expression in the cochlear nucleus. (A) Schematic coronal section showing the cochlear nucleus as the region of interest. PFI, paraflocculus; FI, flocculus; IV, fourth ventricle. (B) UCN3 expression (magenta) in the VCN and in the DCN VGluT1 (yellow) labeling dominates in the molecular layer (ML) of the DCN and the granule cell domain (GDC). (C) Same image as in (B). UCN-expression in neuronal cell bodies of the VCN magnocellular domain (MCD) and in dense fiber networks in the deep layer (DL) of DCN. (D) More caudal coronal section highlighting the lack of UCN3 expression in the octopus cell domain (OCD). Square in the MCD indicates UCN3-positive cell bodies in the MCD, shown in higher magnification in (M). (E–H) Co-staining of UCN3-positive neurons in the MCD (E) with calbindin (F). Neurons co-labeled for UCN3 (magenta) and calbindin (yellow) appear white. (H,I) UCN3-expressing fibers in the DCN deep layer (DL) do not enter the molecular layer (ML), which is characterized by yellow VChat labeling in (I). (J–L) Coronal sections in (J–L) show CRFR2 expression in different rostro-caudal positions along the cochlear nucleus. (J) CRFR2 expression in the parallel fibers of the DCN molecular layer (ML), in granule cells of the granule cell domain (GCD), but not in the MCD of the VCN. Square in the GCD indicates UCN3-positive cell bodies shown in higher magnification in (O). (K) Co-staining of CRFR2 (magenta) and VGluT2 (yellow) in a more caudal image compared to (J). White color in the GCD and the ML suggest co-labeling. (L) Same image as in (K). CRFR2 expression in ML parallel fibers, in GCD granule cells and in neurons of the small cell cap (white square), which are shown in higher magnification in (P). (M) CRFR2 expression in a more caudal section compared to (J,K), depicting again parallel fibers, granule cells, and small cells. (N) Higher magnification of UCN3-positive MCD neurons reveal a globular (asterisk) or multipolar shape (white arrows). (O) Higher magnification of CRFR2-expressing granule cells. (P) Higher magnification of CRFR2-expressing small cap cells. (Q) Quantification of cell diameters of magnocellular cells of the VCN (MC), granule cells (GC), and small cells (SC). ANOVA was used to test for statistical differences.


The UCN3 tdTom reporter mouse showed an abundance of UCN3-positive neuronal cell bodies in the magnocellular domain (MCD) of AVCN and PVCN (Figures 1B–G). Auditory nerve terminals innervate the VCN tonotopically, with ventro-lateral neurons receiving inputs originating from the apex of the cochlea and therefore being responsive to low-frequency sounds. Neurons located more dorso-medially receive input from the base of the cochlea, which is sensitive to higher sound frequencies (Liberman, 1991, 1993). UCN3-positive neurons are found predominantly in the ventro-lateral, low-frequency part of the AVCN and progress to occupy more intermediate areas in the PVCN. No UCN3 expression was observed in the octopus cell domain (OCD), which is visualized by the empty space visible in Figure 1D. Only some of the UCN3-positive neurons in the MCD of the VCN co-localize with the Ca2+ binding protein calbindin (Figures 1E–G). Therefore we used size measures to assess if these UCN3-positive neurons qualify as canonical principal auditory neurons, which in the MCD are quite large in diameter (Oertel et al., 2000; Bazwinsky et al., 2008; Lauer et al., 2013). In addition to the large soma size (mean ± SD: 19.59 ± 2.17 μm; n = 44 neurons; 3 mice; Figures 1N,Q), morphological characteristics such as a round soma, typical bush-like dendrites, and projections to the contralateral MNTB and ipsilateral LSO allowed us to identify some UCN3-positive neurons as bushy cells (Figure 1N; Webster and Trune, 1982). However, a large number of UCN3-positive neurons in the VCN seem to be stellate cells based on their distinct multipolar (stellate) shape (Figure 1N) and by prominent ascending fibers originating from these cells and profusely innervating the ipsilateral DCN (Figures 1H,I). The observation of many UCN3-positive axons leaving the VCN, crossing in the trapezoid body, but not terminating in a calyx of Held suggest a T-stellate cell origin, as the “T” in T-stellate was, indeed, given to underline the fact that very often these neurons send axons across to the other side through the trapezoid (tz) body (Oertel et al., 1990). Other UCN3-positive stellate cell axons connect the VCN to the DCN. These fibers could be of D- or T-stellate cell origin and the neuronal somata of these cell types are found rostrocaudally in the VCN. The innervation pattern of this bundle is similar to that of metabotropic acetylcholine receptor type 2 (AChR M2) recently described (Malfatti et al., 2021). Using an AChR M2 reporter mouse, this bundle was interpreted as originating from VCN T-stellate cells. After entering the DCN, the UCN3-positive fibers span the whole of the deep layers, but without entering the molecular domain, which is characterized by an abundance of cholinergic inputs (Figures 1G,H; Fujino and Oertel, 2001). In conclusion, the UCN3 tdTom reporter shows that in the VCN, a small number of globular bushy cells and a larger number of stellate cells express UCN3. Both, bushy cells and T-stellate cells are found in the MCD of the nucleus and are involved in the faithful transmission of sound information from the cochlear nerve. In contrast to the MCD, the granular cell domain (GCD) does not exhibit any UCN3-positive cells or fibers (Figures 1C,D). Instead, UCN3-positive projections originating from the VCN innervate large parts of the DCN, spanning the deep (polymorphic) and the fusiform layers up to the molecular layer but not trespassing into the GCD nor the molecular layer. The GCD forms a more or less defined area between the magnocellular core of the VCN and the DCN (Mugnaini et al., 1980). The GCD consists mainly of granule cells as well as some other less frequent cell types (unipolar brush cells, chestnut cells, and Golgi cells) (Floris et al., 1994; Weedman et al., 1996; Yaeger and Trussell, 2015). Cells in the GCD are considered non-principal neurons. Although they respond to sound stimulation, especially at high intensities, they mainly integrate sound information with multisensory inputs, rather than to encode straightforward sound properties (Yang et al., 2005; Flores et al., 2015). Much of this multisensory, integrative processing takes place in the molecular layer. The axons of the granule cells populate the molecular layer of the DCN as parallel fibers where they interact with the dendrites of fusiform cells and cartwheel cells. Inputs from non-auditory areas such as the pontine nuclei, the nucleus cuneatus, the vestibular nucleus or the spinal trigeminal nucleus (Zhao et al., 1995; Wright and Ryugo, 1996; Ohlrogge et al., 2001; Ryugo et al., 2003; Zhou and Shore, 2004; Zhan et al., 2006; Zhan and Ryugo, 2007) tend to be positive for the VGluT2, whereas primary auditory inputs are predominantly VGluT1 positive (Zhan and Ryugo, 2007; Zeng et al., 2011).

The expression pattern of CRFR2, differs considerably from the UCN3 expression patterns. In the CN, CRFR2 is expressed almost exclusively in neurons and axonal tracts of the GCD (Figures 1J–M). Cell bodies and axons span the entire rostrocaudal extent of the GCD, including the lamina between VCN and DCN (Figures 1J–M). The morphology of these cells suggests them to be granule cells (Figure 1O). They exhibit the characteristic small size with a mean (±SD) diameter of 9.51 ± 1.02 μm (n = 31 neurons; 3 mice; Figure 1Q). This size is significantly smaller then neurons of the MCD (ANOVA: p ≤ 0.001; Figures 1O,Q). Another prominent feature of granule cells are their axons, which take the characteristic parallel course with respect to the nucleus borders. The CRFR2-positive fibers inhabit the DCN molecular layer, which is also VGluT2-positive and predestines them as granule cells’ parallel fibers (Figures 1J–M; Rubio et al., 2008). In addition to CRFR2 labeling of granule cells and parallel fibers, another population of slightly bigger CRFR2-positive cells were observed at the dorsolateral edge of the DCN (Figures 1J–L,P). These neurons are slightly larger in diameter (mean ± SD: 10.45 ± 0.88 μm; n = 39 neurons; 3 mice) than granule cells (ANOVA: p = 0.036; Figures 1O–Q), but clearly smaller than magnocellular cells (ANOVA: p ≤ 0.001; Figures 1N,Q). Their size and the fact that they are not entirely embedded in the parallel fiber mesh, but rather somewhat underneath suggests them to be small cap cells (Osen, 1969; Cant, 1993; Ryugo, 2008). Small cap cells receive input from medial olivocochlear complex (MOC) neurons in the ventral nucleus of the trapezoid body (VNTB) and project back to the VNTB and also to the MGB (Benson and Brown, 1990; Ryan et al., 1990; Brown et al., 1991; Thompson and Thompson, 1991; Ye et al., 2000; Malmierca et al., 2002; de Venecia et al., 2005; Darrow et al., 2012; Hockley et al., 2021). Both areas, the GCD and the small cap cell location contain CRFR2 positive fibers. In contrast to the UCN3 expression, only a few cells in the magnocellular cores of DCN and VCN were CRFR2 positive. CRFR2-positive cells in in the AVCN are most likely GBCs that form calyces of Held in the lateral part of the MNTB as we will describe in the next paragraph.



Superior Olivary Complex

The mouse SOC is a cluster of interacting nuclei serving essential functions of auditory processing which require both temporal precision and binaural integration. Roughly, the SOC nuclei can be sorted into those involved in sound source localization in the horizontal plane like the medial and lateral nucleus of the trapezoid body (LNTB and MNTB) and the medial superior olive (MSO) and LSO and those that are not involved in sound localization (Grothe and Pecka, 2014). The latter include the periolivary nuclei like the VNTB, the superior paraolivary nucleus (SPN), and the dorsal periolivary nucleus (DPO), whose function seems to vary between species and ranges from efferent feedback to encoding communication sounds (Frank and Goodrich, 2018; Kopp-Scheinpflug et al., 2018).

We previously reported the expression of UCN3 in the auditory brainstem nuclei with respect to the protection of the auditory system from sound over-exposure (Fischl et al., 2019). Surprisingly, this protective function was not accompanied by high numbers of UCN3-positive neuronal cell bodies in the SOC, but rather with an abundance of UCN3 expressing axons and synaptic terminals in this area (Figures 2A,B). A few UCN3-positive somata are found at the dorsomedial edge of the SPN, the VNTB and in a poorly defined area around the dorsolateral edge of LSO possibly corresponding to the DPO (Figures 2B,C). Cells in the VNTB and the DPO areas are part of the MOC system. Distinct UCN3 expression was observed at the calyces of Held (Figures 2B,D). This calyceal UCN3 expression was confined to the calyces contacting MNTB neurons in the lateral subdivision of the MNTB (Figure 2B). According to the tonotopic organization of the MNTB, the neurons that receive the UCN3-positive input are low-CF cells. The UCN3 expression in the calyces of Held corroborate the UCN3-positive AVCN neurons to be identified and GBCs (Felmy and Schneggenburger, 2004). Other, contralaterally originating, ascending fibers terminate in the MSO and VNTB area. In addition, we observed ipsilateral ascending fibers, which contact lateral, low-frequency LSO neurons. The origin of these UCN3-positive axons is most likely in the AVCN bushy cells. Another distinctive bundle of UCN3-expressing fibers terminates at the level of the DPO (Figures 2B,C). Overall, compared to the CN, UCN3 expression in the SOC neurons is scarce. This is reflected by equally sparse CRFR2 expression in the SOC. However, the expression of CRFR2 in lateral calyces of the MNTB (Figure 2F) as well as in fibers in the lateral limb of the LSO (Figure 2E) should be highlighted, because they mirror the UCN3 expression in these nuclei and suggest a possible autocrine regulation of CRFR2 (Figures 2B,E).
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FIGURE 2. Urocortin 3-positive neurons and fibers dominate over sparse CRFR2 expression in the SOC. (A) Schematic coronal section showing the superior olivary complex (SOC) as the region of interest. PFI, paraflocculus; FI, flocculus; IV, fourth ventricle. (B) Dense UCN3-positive fiber bundles (magenta) enter the SOC from the contralateral side of the brain and innervate the MNTB, SPN, and LSO. Calbindin (yellow) is used as counter stain for SOC nuclei. UCN3-positive neuronal cell bodies are present in the VNTB and in the DPO (white square). Calyces of Held in the lateral, low-frequency MNTB are UCN3-positive (white square in MNTB). The data shown in (A–C) corroborate previously published findings (Fischl et al., 2019), but are shown here for direct comparison with the data on the UCN3 receptor CRFR2. (C) Higher magnification of UCN3-positive DPO neurons and fibers. (D) Higher magnification of UCN3-positive calyx synapses in the lateral MNTB. (E) Sparse CRFR2 expression (magenta) in the SOC. Instead, CRFR2-positive neurons are found in the reticular formation dorsal to the SOC. VGluT1 (yellow) is used a counterstain. (F) CRFR2 expression in the calyces of Held.




Lateral Lemnisci

The cochlear nuclei and the SOC connect to the IC via a fiber bundle that passes along the lateral edge of the brainstem and is termed lateral lemniscus (Figure 3A). Within these fibers, there are three distinct neuronal populations, the dorsal, the intermediate and the ventral nucleus of the lateral lemniscus, DNLL, INLL, and VNLL, respectively (Merchán et al., 1997; Oertel and Wickesberg, 2002; Ito et al., 2011). The nuclei of the LL receive their input predominantly from the contralateral VCN and the ipsilateral SOC (Glendenning et al., 1981). Additionally, the DNLL exchanges reciprocal projections with the contralateral DNLL (Oliver and Shneiderman, 1989). Although there is still much to learn about the LL’s role in auditory processing, a main function seems to be to send a fast feed-forward inhibition as well as a long-lasting inhibition into the IC (Ammer et al., 2015). The INLL receives additional input from the contralateral paralemniscal nucleus (Kelly et al., 2009). The nuclei of the lateral lemniscus (NLLs) seem to provide a major link between the auditory and the stress system. UCN3 is strongly expressed in both, neuronal cell bodies as well as fibers in all three nuclei, the VNLL, the INLL, and the DNLL (Figure 3B). UCN3 expression in VNLL seems to colabel with VGluT1, but less so in the INLL and DNLL (Figure 3B). A group of UCN3-positive neurons medial from the DNLL most likely belong to the brachium (Figures 3A,B).


[image: image]

FIGURE 3. Neurons and fibers of the lateral lemniscus express UCN3 but not CRFR2. (A) Schematic coronal section showing the nuclei of the lateral lemniscus (NLL) as the region of interest. IV, fourth ventricle; PL, paralemniscal nucleus; PAG, periaqueductal gray; IC, inferior colliculus. Left side shows UCN3 expression in the brachium, the intermediate (INLL), and the ventral (VNLL) nuclei of the lateral lemniscus. (B) Higher magnification of the NLL shows UCN3 expression (magenta) in the brachium and all three NLLs. White color in the VNLL suggests co-labeling of UCN3 (magenta) and VGluT1 terminals. The paralemniscal (PL) areas are medial to the INLL are positive for VGluT1, but show no UCN3 expression. (C) Instead the PL shows strong CRFR2 labeling. (D) CRFR2-positive neural cell bodies in the PL. (E) Dense network of VGluT1-positive fibers surrounding PL neurons. (F) PL neurons are calbindin-positive. (G) Co-labeling of CRFR2 (magenta), VGluT1 (yellow), and calbindin (turquoise) suggests that a subpopulation of calbindin-positive neurons also express CRFR2 (white color).


Despite the strong UCN3 expression, the NLLs seem to be devoid of CRFR2 expression. Only very few CRFR2-positive fibers pass through the NLLs (Figure 3C). Instead, CRFR2 is strongly expressed in the paraleminscal nucleus (PL) located medial to the INLL (Figure 3C). The PL is not a principal auditory nucleus, but it receives auditory input and is potentially involved in audio-vocal feedback (Covey, 1993; Metzner, 1993; Feliciano et al., 1995; Hage et al., 2006; Varga et al., 2008). CRFR2-positive PL neurons are embedded in a dense network of VGluT1-positive fibers (Figures 3D,E). Almost all of the UCN3-positive PL neurons are also expressing calbindin (Figures 3F,G).



Inferior Colliculus

The IC is an auditory midbrain structure that receives ascending input from nearly all auditory brainstem nuclei, processes this information into new coding strategies and passes it on to the auditory thalamus. The IC is divided into the central core region (ICc) which harbors principal auditory neurons and into the external shell or cortex region (ICe) which receives multimodal inputs (Winer and Schreiner, 2005). Here, we report an extensive innervation of the ICc by UCN3-positive fibers (Figures 4A,B,D). More specifically, a long-range projection originating from the ipsilateral lateral lemniscus innervates the most lateral and ventral locations in the ICc. These again, as in case of the lateral calyces in the MNTB and the inputs to the lateral limb of the LSO, are areas containing low sound frequency-tuned cells. Strong GlyT2 labeling in the UCN3-positive areas of the ICc (Figure 4C), suggest that the UCN3-positive fibers may originate from the glycinergic VNLL neurons, rather than from the GABAergic DNLL neurons. Because GlyT2 antibodies only label the vesicular transporters in the glycinergic terminals but not along the axons, the UCN3-positive fibers appear purely magenta before entering the IC, but look more whitish upon entering the ICc, suggesting co-labeling with GlyT2 (Figures 4C,D). In contrast to the abundance of UCN3-positive fibers, neuronal cells bodies expressing UCN3 were only rarely observed in the ICc and in the dorsal IC (ICd; Figure 4B).
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FIGURE 4. Spatial segregation of UCN3 and CRFR2 expression in the IC. (A) Schematic coronal section showing the inferior colliculus (IC) as the region of interest. IV, fourth ventricle; PAG, periaqueductal gray; NLLs, nuclei of the lateral lemniscus. (B) UCN3-positive fibers innervate the lateral part of the central nucleus of the IC (ICc). (C) GlyT2 expression in the IC. (D) Co-staining of UCN3 (magenta) and GlyT2 (yellow) shows a change in color of UCN3-positive fibers being magenta before entering the IC and appearing more whitish within the IC. UCN3 expression was not observed in the external (ICe) and dorsal (ICd) cortex of the IC. (E) Clusters of CRFR2-positive neuronal cell bodies in the ICe (white arrows). CRFR2-positive cells in ICc (white square) will be shown in higher magnification in (F–I). (F) Higher magnification of CRFR2-positive cell bodies in ICc. (G) Calbindin-positive neurons in ICc. (H) VGluT2 labeling in ICc. (I) Merged image reveals no overlap between CRFR2 (magenta) and calbindin (turquoise) expression.


Similar to our observations on the DCN, the expression patterns of CRFR2 seems to be spatially segregated from the UCN3 expression. CRFR2 is predominantly expressed in cell bodies of ICe and to a much lesser extent in neuronal cell bodies of the ICd and ICc. Interestingly, within the ICe, CRFR2 expression is clustered in circular patches of tissue (Figure 4E) that have been previously described as expressing GAD67 and being the targets of somatosensory and other multisensory inputs to this area (Lesicko et al., 2016). The ICe is known to be an integrative-modulatory area, and the sources of this modulation also include descending projections from principal neurons in higher auditory centers (Adams, 1980). These descending projections, however, tend to segregate neatly outside of the aforementioned patches (Lesicko et al., 2016).

In the ICc and the ICd only few neurons are CRFR2-positive. These are scattered throughout the two subdivisions do not follow a clear pattern of distribution. The CRFR2-positive ICc neurons are characterized by a stellate morphology without a strong cellular orientation axis (Figure 4F). This suggest that these neurons are of the non-flat/disc-shape type that span multiple isofrequency laminae (Meininger et al., 1986). These CRFR2-positive ICc neurons are embedded in a dense network of VGluT2-positive fibers (Figures 4F,H,I). The CRFR2-positive neurons are also distinct from those which express calbindin (Figures 4F,G,I). Both of these observations indicate that CRFR2-positive ICc neurons are different from those ICc neurons that receive the main auditory input mediating sound localization information from the lower brainstem (Takahashi et al., 1987).

The expression patterns of UCN3 and CRFR2 in the IC lack obvious synaptic contacts between the ligand- and the receptor-expressing neurons, strengthening the hypothesis of non-synaptic means of volume transmission in this system.



Medial Geniculate Body

The MGB is the auditory part of the thalamus and is composed of three main subdivisions, dorsal (MGBd), ventral (MGBv), and MGBm (Anderson et al., 2009). These subdivisions give rise to two major information streams to the cortex: the lemniscal stream (through MGBv) conveying ascending auditory information from the IC to Au1 (Winer, 1992; Anderson and Linden, 2011), and the non-lemniscal (through MGBd and MGBm) stream, conveying multimodal, more context-dependent information to secondary auditory cortex areas (Winer and Schreiner, 2005; Anderson et al., 2009). In addition, there are other parageniculate nuclei: the suprageniculate thalamic nucleus (SG), the posterior intralaminar thalamic nucleus (PIN), and the posterior limitans thalamic nucleus, which is also known as pretectothalamic lamina (PTL) (Anderson and Linden, 2011; Marquez-Legorreta et al., 2016).

Many UCN3-positive neuronal cell bodies were observed in the non-principal auditory areas like the MGBm, PIN, and PTL (Figures 5A,B). In addition, there are UCN3-positive fibers in the MGBm as well as a thin layer, which might be the marginal zone of the medial geniculate (Figures 5A,B). Counterstaining with parvalbumin, which in the brainstem is generally considered as an indicator for principal auditory neurons, showed only little overlap with UCN3-positive neurons in the MGBm (Figures 5B,D,E). However, in the MGB, many of the neurons in the MGBd and PIN are calbindin positive (Figures 5B,C,E), even though these areas are not considered to contain auditory principal neurons (Cruikshank et al., 2001; Lu et al., 2009; Marquez-Legorreta et al., 2016). This suggests that calbindin and parvalbumin might characterize different neurons in the thalamus compared to auditory brainstem and midbrain.
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FIGURE 5. Expression of UCN3 and CRFR2 in the medial geniculate body (MGB) and the pretectal thalamic transition zones. (A) Sagital view of the brain indicating the level of the schematic coronal section (below) showing the medial geniculate body (MGB) as the region of interest. APT. anterior pretectal nucleus. (B) UCN3-expression in the medial subdivision of the MGB (MGBm), in the posterior intralaminar thalamic nucleus (PIN), and in the pretectal thalamic lamina (PTL). The thin layer of UCN3-positive fibers might occur in the marginal zone of the medial geniculate (white arrows). Calbindin (C) and parvalbumin (D) expression in the MGB were used as counterstain to identify substructures of the MGB. (E) Merge shows parvalbumin (yellow) expression in ventral MGB (MGBv), the suprageniculate thalamic nucleus (SG), and APT. Calbindin is mainly expressed in dorsal MGB (MGBd) and PIN. Neither parvalbumin nor calbindin show strong expression in the UCN3-positive neurons in MGBm and PIN. (F) Few CRFR2-positive neuronal cell bodies are present in the MGBm and the PTL. A network of CRFR2-positive fibers seems to surround the MGB without entering its core. (G–I) VGlutT1 (G) and VGluT2 (H) were used as counterstain.


CRFR2-expression in the MGB was observed mostly in fibers and terminals (Figures 5F–I). These seemed to extent over several areas, but were especially prominent in the MGBm, PIN, and PTL. The origins of these CRFR2-positive fibers are most likely the multimodal domains of the IC, the ICe, and ICd. Additionally, a few CRFR2-positive neuronal cell bodies were present in the area of the PTL. However, even though the PTL also contained UCN3-positive neurons, at this point it is unclear if UCN3 and CRFR2 are expressed in the same cells. The lack of strong CRFR2 expression suggests that the receptor is expressed at a distant location like the amygdala where the UCN3-positive MGBm neurons project to. This would complete the pathway for auditory fear conditioning, hence providing an interesting link between auditory and stress system (Linke et al., 2000).



DISCUSSION

In this study, we characterized the expression patterns of the stress peptide UCN3 and its receptor CRFR2 in the mouse auditory pathway and found a strong presence in most subcortical structures. The combination of ligand and receptor expression allowed forming hypotheses about possible signaling mechanisms, which can be tested in future physiological experiments. In most auditory areas, a spatial segregation between UCN3-expression in auditory structures containing auditory principal neurons and CRFR2-expression in multisensory areas was observed (Table 1). This study introduces stress peptides as potential modulators of central auditory function.


TABLE 1. Distribution of UCN3- and CRFR2-positive neuronal cell bodies, fibers, and terminals in the auditory pathway.

[image: Table 1]

Benefits and Shortcomings of Using Reporter Mouse Lines to Study Protein Expression

The expression of the fluorescent protein starts whenever the gene of interest turns on. It then produces the fluorescent protein, which will stay in the neurons. Therefore, the most common criticism of reporter mouse lines is the question of when in the lifetime of the animal the protein of interest is expressed. Consequently, UCN3 might not be expressed constitutively in all the auditory nuclei that we described in this study and it is possible that some of these expression patterns are developmentally regulated or are subject to specific stressful events. Nevertheless, utilizing these reporter models allowed us to observe the entire expression patterns that could occur for example in different behaviorally relevant situations or at different time points in an animal’s life. Since the influence of systemic stressors on auditory processing is not yet understood, knowing the auditory areas or cell types that can potentially be modulated by stress signaling is an important first step.

A major advantage of using reporter mouse lines for stress peptide signaling is that the expression can be visualized even when the target protein is very small and is expressed at very low concentrations. This aspect is crucial because neuropeptides are notoriously produced in very small quantities, mainly because they bind to G-protein coupled receptors (GPCRs), which have nanomolar sensitivities. This is in stark contrast to most ionotropic receptors, which have micromolar sensitivities (van den Pol, 2012). The small quantity and the small size of the peptide itself (38 amino acids for UCN3) makes detection with conventional immunohistochemistry particularly challenging. In addition, CRFR2 has some quite unusual characteristics that make it also difficult to detect via antibody binding. Specifically, CRFR2 contains a non-cleavable pseudosignaling peptide (PSP) attached to its N-terminal (Schulz et al., 2010; Teichmann et al., 2012). The PSP is absent from the other receptor type, CRFR1, and it confers some unique physiological traits of CRFR2 expression. In fact, PSP has been shown to anchor CRFR2 to the endoplasmatic reticulum and prevent its expression at the level of the membrane. This could potentially also impede the detection through receptor-mediated autoradiography, because the receptor might be inaccessible for radio ligand binding if the proper physiological triggers for membrane expression have not taken place. Tethering of the receptor intracellularly might also mask antigens for immunohistochemistry and hence much information could be lost by this technique. Besides, binding of the radiolabeled ligand has to compete with the endogenous ligand binding which might already be occupying the site.

Fluorescent in situ hybridization (FISH) and other genetic-based methods are also inferior to the use of reporter mice, because they can provide only a snapshot in time of the target’s expression that portrays only the genetic material actively being translated and therefore is highly dependent on any stress-related conditions of the animal prior to the sacrifice. Initial reports utilized FISH to study the general expression patterns of UCN3 and CRFR2 in the mammalian brain included information on the auditory system (Lewis et al., 2001; Li et al., 2002).



Receptor-Ligand Mismatch

For decades, neuroscientists have reported a rather unexpected phenomenon regarding neurotransmitters and, even more so, neuropeptides: an apparent lack of direct synaptic contact between neurons expressing a receptor and those expressing its high-affinity ligand in certain brain areas and cell types (Herkenham, 1987). An observation that seems to contradict the dogma of synaptic transmission. Even if acknowledged, this phenomenon has not spurred extensive investigation, with a few notable exceptions (Agnati et al., 1995; Ludwig and Leng, 2006). Very often, this intriguing finding has been attributed to technical limitations as explained in the previous paragraph. However, other possible solutions to this mystery have been explored and even proved for some neuropeptides (Liu et al., 1994; Liu and Sandkuhler, 1995; Brown et al., 2008; Ha et al., 2013). First of all, one has to consider that neuropeptides, in contrast to classical neurotransmitters, could reach their target receptor over very long distances through blood circulation. That is the case for example for leptin, ghrelin, and insulin, which are released at the level of the gastrointestinal system, but also affect the central nervous system (Rhea et al., 2018; Stengel and Tache, 2018). Not all neuropeptides can cross the blood–brain barrier; however, experimental evidence shows generalized effects of UCN3 after central injections, supporting a neuroendocrine option for UCN3 (Sharpe and Phillips, 2009; Yeh et al., 2016).

Besides the long-range endocrine signaling, some neuropeptides such as galanin (Freund-Mercier and Stoeckel, 1995) and oxytocin can also be released by dendrites and neuronal somata (Vila-Porcile et al., 2009). In invertebrates, where mechanisms of neuropeptide release have been studied more intensely, it has been shown that neuropeptides are shuffled anterogradely and retrogradely within the same neuron using different molecular motors (Barkus et al., 2008; Wong et al., 2012).

Finally, the lack of synaptic re-uptake mechanisms and the presence of extracellular peptidases are strong indicators that volume transmission plays a major role in many instances. However, due to the presence of the extracellular peptidases, most of the effects remain local and limited in time (Defea et al., 2000). This is emphasized by the fact that neuropeptides and their receptors have an overall discrete expression in certain areas. A more widespread diffusion would defeat the purpose of this specialization.



Possible Binding of CRFR2 by Other Ligands

The possibility, that in some areas UCN3 might not be the only ligand for CRFR2 has to be taken into account when making functional considerations. UCN2 can also bind to CRFR2 with high affinity, UCN1 can bind with moderate and CRF with low affinity. To date, there is no report about the presence of UCN2 in the auditory system. However, CRF positive neuronal cell bodies are present in the DCN, lateral MTNB, ICe, DNLL, VNLL, and MGB (Imaki et al., 1991). Although CRF has a very low affinity for CRFR2 and would have to be released at extremely high concentrations to sufficiently occupy the receptor, it cannot be excluded that CRF might also act on CRFR2 receptors in the auditory pathway. Despite possible binding of CRFR2 by UCN2 or CRF, UCN3 is still the most likely ligand (Li et al., 2002). In contrast to the other ligands, UCN3 binds exclusively to CRFR2, and so its sole purpose is to be released and to bind this receptor. Hence, the spatial segregation between presynaptic UCN3 and postsynaptic CRFR2 expression that we observed in multiple auditory areas, could not simply be explained by postulating that in these areas CRF rather than UCN3 might be the main ligand. Moreover, it suggests that if UCN3 is expressed it has to bind to its exclusive receptor CRFR2 to have a functional effect even if it involves volume transmission.

Volume transmission might be corroborated by the fact that another ligand-receptor pairs of stress peptides also shows a segregation of ligand and receptor. In the IC, the ligand CRF is expressed in the integrative cells of the external cortex (Imaki et al., 1991), whereas its receptor, CRFR1 is expressed in principal auditory neurons of the central nucleus (Justice et al., 2008). A note of caution has to be given though, that the latter publication was not specifically focused on the auditory system and the identity of the cell types expressing CRFR1 was not clearly established.

Nevertheless, the general presence of other ligands gives an interesting perspective on how this system could be extremely well refined for balanced modulation. For example, certain stressors might be too mild to release a large enough quantity of CRF to compete with UCN3 for CRFR2 binding, which would make the modulation modality- and/or intensity-dependent. Alternatively, CRF might be released by a different population of neurons than UCN3, which is mostly released by neurons tuned to low sound frequencies.



Functional Implications of Urocortin 3 and CRFR2 Expression in the Auditory System

The most intriguing finding of our study is that the neuromodulatory ligand UCN3 tends to be expressed in auditory principal neurons, whereas CRFR2 labeling is mostly found in non-principal, multimodal neurons. Such a distribution is unusual, because typically the auditory principal neurons are the target of neuromodulatory inputs rather than being their source (Schofield et al., 2011; Sizemore et al., 2020). An obvious example is the CN where UCN3 is expressed in the magnocellular core of both VCN and DCN while CRFR2 is mostly found in the granular cell domain and the parallel fibers. Similarly, in the IC, UCN3 positive fibers are found within the central nucleus, while CRFR2 is expressed in the external cortex of the IC.

Normally, we would consider modulation as coming from other systems, that are either cross-modal or are devoted to modulation itself like the reticular formation, both of which would then alter the incoming auditory information. Indeed, the presence and function of modulatory inputs to auditory structures have been described in many studies (Ryugo et al., 2003). For example, a large body of work on the DCN revealed how somatosensory inputs from head and neck can suppress self-generated sound perception (Shore, 2005; Koehler and Shore, 2013; Singla et al., 2017). A lot of clarification came from identifying the anatomical origin of these modulatory fibers and in-depth mechanistic explanations (Trussell and Oertel, 2018). More so, clinical evidence from the treatment of certain types of tinnitus utilizing cranio-cervical manipulations provided additional strength to these data (Levine, 1999).

However, the occurrence of reverse patterns of modulation as we describe here for the UCN3–CRFR2 system is novel and its functional significance is up for discovery. Although a few cross-modal feedback projections from auditory structures might form part of the UCN3–CRFR2 system, to our knowledge, the finding of an on-site modulation of stressful situations has not yet been explored in the central auditory pathway.

The interesting scenario here is that sound-driven release of the ligand might affect the cells responsible for receiving external modulation and set them up for specific types of firing. For instance, release of UCN3 from fibers reaching the central nucleus of the IC might bypass the principal auditory cells in ICc and instead directly modulate the activity of the multimodal cells in the ICe via volume transmission. The timescale of volume transmission is certainly an interesting aspect with regard to the fast signal processing of primary ascending auditory information. Non-gaseous neuromodulators including UCN3 are long-lived and their lifetime is typically determined by the tissue-specific degradation processes (for review see, Russo, 2017). Although, to our knowledge, the lifetime of UCN3 in the brain is not yet known, the lifetime of other neuropeptides such as oxytocin and vasopressin in the cerebrospinal fluid is reported to be up to 20 min. These 20 min together with the downstream G-protein coupled signaling cascade of UCN3 and most other neuropeptides suggest the action of UCN3 to be slow compared to the primary auditory signal processing. However, since processing of auditory information takes place at different time scales from microseconds to many seconds or even hours, UCN3 signaling is just in time to modulate processes involved in temporal abstraction rather than temporal resolution or temporal integration (Kopp-Scheinpflug and Linden, 2021). Such a setting could maintain faithfulness of direct ascending auditory transmission on one hand, while at the same time interfering with the modulatory effects of the ICe cells and their inputs to non-auditory areas.

Another interesting finding is that CRFR2 expression in the SOC seems less abundant than that of UCN3. Instead, CRFR2 expression in surrounding non-auditory areas of the cranial nerve and nuclei of the reticular formation is very strong, suggesting that one purpose of UCN3-release by SOC neurons might be to affect surrounding non-auditory structures rather than afferent auditory principal neurons. With respect to the SOC as an evolutionary highly conserved collection of nuclei that are essential for the execution of precise and survival-promoting encoding of sound information, too much modulatory impact could even be detrimental in the SOC. An exception of the UCN3 positive structures in the SOC are the calyces of Held innervating lateral, low-frequency tuned MNTB neurons. Here, we found an area in which an autocrine modulation could take place, since these lateral calyces of Held express both the receptor and the ligand. It is still unknown, whether the same calyces express both ligand and receptor; a question that will have to be answered by single cell physiology or through the generation of a double reporter mouse line. In this case, the autocrine route seems to be the prevalent one, even if it does not exclude that volume transmission is also happening. In fact, it is known that neuropeptides can travel up to hundreds of micrometers to reach their receptor (Fuxe et al., 2010); yet the concentration that actually reaches the furthest targets declines linearly with the amount to extracellular peptidases being expressed along the way. To date, information on the presence and localization of extracellular peptidases is still lacking in these auditory areas. Hence, it seems most reasonable that the CRFR2 expressing calyces in the lateral MNTB would receive the majority of UCN3 released within the same area compared to other CRFR2 expressing cells more at a distance. Similar possible combinations of autocrine and paracrine signaling has been suggested for CRF-CRFR1 signaling between cochlear supporting cells (Graham et al., 2011).

The strong expression of UCN3 in VNTB neurons is most likely due to its contribution in the efferent feedback system of the medial olivocochlear complex (MOC). MOC neurons project to the outer hair cells of the cochlea and protect these during damaging sound intensities. However, prior research on the contribution of UCN3 during sound over exposure did not show an effect on cochlear outer hair cells (Fischl et al., 2019). Efferent projections of MOC neurons also send collaterals into the CN targeting the small cell cap. Here, we showed that the small cells express CRFR2 and therefore qualify as the MOC-UCN3-target. Indeed, a very recent study investigating the physiology of CN small cells suggest a special role for these cells in processing communication sounds, a function that is most certainly subject to stress and emotional modulation (Hockley et al., 2021).



CONCLUSION

With this work, we aim to highlight the presence of the UCN3–CRFR2 system as so far unexplored neuromodulators in the central auditory pathway. First, the expression of both factors is widespread in subcortical auditory nuclei. Second, the ligand-receptor expression patterns suggest unusual forms of neurotransmission such as local or long distance volume transmission and possibly even autocrine regulation. Third, an interesting pattern of segregation between the ligand being expressed in auditory principal cells and the receptor being expressed in non-principal neurons implies a stress-dependent modulation of the canonical modulators. These results open up a new field of research, investigating which stressors could be activated under what circumstances and how these stressors influence central auditory processing.
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Neuronal hyperexcitability in the central auditory pathway linked to reduced inhibitory activity is associated with numerous forms of hearing loss, including noise damage, age-dependent hearing loss, and deafness, as well as tinnitus or auditory processing deficits in autism spectrum disorder (ASD). In most cases, the reduced central inhibitory activity and the accompanying hyperexcitability are interpreted as an active compensatory response to the absence of synaptic activity, linked to increased central neural gain control (increased output activity relative to reduced input). We here suggest that hyperexcitability also could be related to an immaturity or impairment of tonic inhibitory strength that typically develops in an activity-dependent process in the ascending auditory pathway with auditory experience. In these cases, high-SR auditory nerve fibers, which are critical for the shortest latencies and lowest sound thresholds, may have either not matured (possibly in congenital deafness or autism) or are dysfunctional (possibly after sudden, stressful auditory trauma or age-dependent hearing loss linked with cognitive decline). Fast auditory processing deficits can occur despite maintained basal hearing. In that case, tonic inhibitory strength is reduced in ascending auditory nuclei, and fast inhibitory parvalbumin positive interneuron (PV-IN) dendrites are diminished in auditory and frontal brain regions. This leads to deficits in central neural gain control linked to hippocampal LTP/LTD deficiencies, cognitive deficits, and unbalanced extra-hypothalamic stress control. Under these conditions, a diminished inhibitory strength may weaken local neuronal coupling to homeostatic vascular responses required for the metabolic support of auditory adjustment processes. We emphasize the need to distinguish these two states of excitatory/inhibitory imbalance in hearing disorders: (i) Under conditions of preserved fast auditory processing and sustained tonic inhibitory strength, an excitatory/inhibitory imbalance following auditory deprivation can maintain precise hearing through a memory linked, transient disinhibition that leads to enhanced spiking fidelity (central neural gain⇑) (ii) Under conditions of critically diminished fast auditory processing and reduced tonic inhibitory strength, hyperexcitability can be part of an increased synchronization over a broader frequency range, linked to reduced spiking reliability (central neural gain⇓). This latter stage mutually reinforces diminished metabolic support for auditory adjustment processes, increasing the risks for canonical dementia syndromes.
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INTRODUCTION

Hearing loss is a very common problem in the aging population of industrial societies. Globally, an estimated 1.57 billion people had hearing loss in 2019, accounting for one in five people (20.3%) (Goman and Lin, 2016; Collaborators, 2021). The problem is even worse among the elderly; more than 25% of people over 60 suffer from hearing loss. Hearing loss not only impairs communication, social interaction, and quality of life, but has also been identified as a common risk factor for cognitive decline and Alzheimer’s disease (Lin F. R. et al., 2011; Livingston et al., 2017; Montero-Odasso et al., 2020). However, at the moment there has been no confirmation of a direct link between hearing loss and cognitive decline, which is, instead, currently assumed to be based on differences in myelination (Lin H. W. et al., 2011), auditory cognitive dysfunctions, or neurodegenerative processes (Fortunato et al., 2016; Uchida et al., 2019; Johnson et al., 2021).

Here, we review how impaired auditory input can affect the excitatory/inhibitory balance within the central auditory system and suggest that hearing loss and cognitive decline may be linked through changes in the excitatory/inhibitory balance associated with the functional attenuation of distinct auditory fiber types. We further suggest that these changes in the excitatory/inhibitory balance may, in turn, influence neurovascular coupling, possibly further affecting cognitive function in aging.

In the following, we lay out this idea in more detail. First, we provide an overview of the development of inhibitory GABAergic circuits (see Section “Maturation of GABA-Responsive Neurons Prior to Hearing Onset”). Second, we describe the role that different auditory nerve-fiber types might play during development and in regulating the excitatory/inhibitory balance in the auditory system (see Section “Activity-Dependent Maturation of GABAergic Inhibitory Circuits After Hearing Onset: The Potential Role of Auditory Nerve Fibers”). We then discuss the role of fast auditory processing (see Box 1) may play for maintaining the excitatory/inhibitory balance and sustaining or improving stimulus resolution and discrimination above noise after, e.g., mild acoustic trauma or hearing deficits. We hypothesize that fast auditory processing is a prerequisite for an increased central neural gain process (see Box 2). Within this multi-level reinforcing framework, activity dependent brain-derived neurotrophic factor (BDNF) and fast spiking PV-IN contribute to improving central auditory plasticity (see Section “Altered Excitation and Inhibition After Acoustic Trauma and Age-Related Hearing Loss Are Linked to Increased Central Neural Gain”). In other auditory impairments such as acute acoustic trauma, deafness, or tinnitus, hyperexcitability may be the result of reduced (tonic) inhibitory strength (see Box 3) following less-developed or impaired fast auditory processing and subsequent failure to recruit BDNF and PV-IN dependent increased central neural gain (see Section “Altered Excitation and Inhibition in Acute Acoustic Trauma, Deafness, and Tinnitus: Lost Fast Auditory Processing”). Further, we discuss how a decline in fast auditory nerve processing, when critically reducing tonic inhibitory strength in auditory nuclei, might be linked to cognitive deficits or autism (see Section “Altered Excitation and Inhibition Following Diminished Fast Auditory Processing Linked to ‘Central’ Hearing Loss”). Finally, we point to a possible role for inhibitory circuits in regulating neurovascular hemodynamic responses as a stress-sensitive process. Ultimately, under these conditions, deficits in central processing and auditory cognitive brain dysfunctions are expected. Sustained fast auditory processing and tonic inhibitory strength may be a key signature that bridge hearing and cognition (see Section “Coupling of Inhibitory/Excitatory Circuit Activation to Cerebral Blood Flow”).


BOX 1. Fast auditory processing.

We define fast auditory processing as the increase in auditory acuity that is linked to lowering of hearing thresholds, increased suprathreshold ABR waves I and IV, the shortening of first spike latencies, and widening of response dynamic range with auditory experience, all shown in DCN neurons (Eckert et al., 2021), IC neurons (Chumak et al., 2016), and auditory cortex neurons (de Villers-Sidani et al., 2007; Xu et al., 2010). Because high-SR auditory fibers determine the threshold of the auditory-nerve response measured by the compound action potential (CAP) (Bourien et al., 2014), and these highly active fibers enable the shortest-latency auditory responses whatever the characteristic frequency (Meddis, 2006; Heil et al., 2008), we hypothesize that fast (high-SR) auditory fibers are also responsible for lowering of thresholds and shortening of latency of cortical auditory responses with auditory experience (de Villers-Sidani et al., 2007). This improved auditory acuity occurs after hearing onset in rodents ∼P11 (de Villers-Sidani et al., 2007) and in humans likely between the 27th embryonic week and 6th to 12th months after birth (Neville and Bavelier, 2002). Moreover, fast auditory processing is a likely prerequisite for precise temporal auditory coding, pure tone pitch perception, and frequency discrimination – all characteristics that are required for proper speech intelligibility (Oxenham, 2018) and experience-driven auditory attention (Addleman and Jiang, 2019).




BOX 2. Increased central neural gain.

We define increased central neural gain as the identifiable network homeostasis that increases stimulus-evoked synchronous neural activity at the level of the inferior colliculus (IC) (ABR wave IV) relative to its input at the level of the auditory nerve (ABR wave I). Increased central neural gain can occur following, e.g., auditory deprivation (age, injury, and trauma) or sound enrichment. As a multi-level framework, central neural gain includes a positive auditory feedforward and positive fronto-striatal feedback cycle that require co-activation. Mechanistically increased central neural gain likely requires a reinforcement process, as it is also known from auditory perception or improved task performance [for a review see Irvine (2018a)]. During improved task performance, for example, PV-IN activity in frontal brain regions contributes to feedforward inhibition that narrows the window for temporal summation of EPSPs and action potential initiation in, e.g., principle neurons (Pouille and Scanziani, 2001). Through feedback inhibition, a sharpening of receptive fields and pattern separation is initiated (Leutgeb et al., 2007). During this process, stimulus resolution and discrimination above noise, as well as neuronal output activity, is facilitated in sensory systems through, e.g., cortical or prefrontal brain inhibitory neurons that specifically suppress the firing of other inhibitory neurons (Caraiscos et al., 2004; Cardin et al., 2009; Pi et al., 2013; Hu et al., 2014; Kim et al., 2016; Chen et al., 2017). This results in enhanced stimulus response reliability, decreased response variability, and increased signal-to-noise ratio (Sohal et al., 2009; Zhu et al., 2015; Espinoza et al., 2018).




BOX 3. Tonic inhibitory strength.

We define tonic inhibitory strength as a sustained form of microcircuit network suppression. In the case of loss of inhibitory strength, spontaneous firing rate would increase without increasing a stimulus-evoked spike output. In the cerebellar cortex, such a phenomenon was described after a blockade of tonic inhibition in granule cells (Duguid et al., 2012). It is currently assumed that tonic inhibition suppresses spontaneous activity through a reduction of the neuronal input resistance and membrane time constants, thereby improving stimulus discrimination above noise (Caraiscos et al., 2004). The ability of tonic inhibition to change conductance in many neurons is assumed to require perisynaptic and extrasynaptic δ subunit-containing GABAA receptors, which are likely activated through fast-spiking, parvalbumin (PV)-expressing and soma-inhibiting interneurons (IN) (Ferando and Mody, 2015). When tonic PV-IN activity is functionally impaired, the rapid increase in bursting reduces the signal-to-noise ratio (Duguid et al., 2012). The pathological hyper-synchronization resembles electrical seizure activity (Rossignol et al., 2013; Fröhlich, 2016; Hsieh et al., 2017), and possibly enhances baseline spontaneous gamma power, reduces evoked gamma power (Mamashli et al., 2017), and can in this way also disturb the signal-to-noise ratio.



This article should not be understood to be all-encompassing, but a reference to the respective research interests of the authors, in order to increase awareness that the brain’s hyperexcitability can have different origins, dependent on whether the inhibitory strength generated in microcircuits with auditory experience is maintained or not. We finally deliberately propose this view as a “general concept.” In the best case, we hope to inspire an interdisciplinary effort to examine the suggested hypothesis in the context of various auditory diseases. Only then can personalized intervention strategies be successfully implemented to overcome such devastating disorders as dementia, to which auditory cognitive deficits may contribute.



MATURATION OF BALANCED INHIBITORY/EXCITATORY CIRCUITS IN THE AUDITORY SYSTEM


Maturation of GABA-Responsive Neurons Prior to Hearing Onset

A balance between excitation and inhibition is crucial for the precise encoding of complex sounds. In this context, it is important to consider that balanced excitatory/inhibitory neuronal activity develops only after hearing onset. Early in neonatal development, radially migrating neurons that originate in the ventricular zone of the pallium (cortex) give rise to glutamatergic pyramidal neurons, while a second population of tangentially migrating neurons, originating in the ventricular zone of the subpallium (subcortical telencephalon), give rise to GABA-producing local-circuit neurons (Marin and Rubenstein, 2001). Tangentially migrating GABAergic neurons, which target either higher-level cortical regions or lower-level brain regions posterior to the midbrain, originate from different brain regions and are characterized by different paired-box (Pax) homeobox genes. The GABAergic interneurons that migrate from the subpallium to cortical regions are thought to express Pax6 (Maricich and Herrup, 1999; Marin and Rubenstein, 2001), while the GABAergic interneurons that migrate from ventricular zones to lower brain levels posterior to midbrain regions express Pax2 (Nornes et al., 1990; Maricich and Herrup, 1999; Rowitch et al., 1999; Fotaki et al., 2008).

In rodents, the radially migrating excitatory neurons, followed by the tangentially migrating GABAergic neurons, reach their final destinations around birth (Marin and Rubenstein, 2001; Markram et al., 2004; Li et al., 2018). At this stage, GABA at the GABA-responsive neurons still acts in excitatory fashion (Figure 1A), corresponding with a transient, initial hyperexcitability phase (Figure 1A, green arrows and crosses). In the cortex, this occurs after migration of GABAergic neurons to the cortical plate (Marin and Rubenstein, 2001).
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FIGURE 1. Maturation of neuronal inhibitory circuits in the auditory system prior to (A), during (B), and after (C) hearing onset. (A) Prior to hearing onset, when GABAergic neurons (inset, light red cell) do not yet contact target cells, GABA-responsive pyramidal neurons favor a chloride efflux (inset, red arrow) and thereby a depolarization of GABA-responsive neurons. A high intracellular chloride concentration in these cells is supported by low levels of neuronal potassium chloride co-transporter type 2 (↓ KCC2) and elevated sodium-potassium-chloride co-transporter type 1 (NKCC1↑). At this time, an initial hyper-excitability dominates (large green crosses) and IHCs show only spontaneous firing. (B) Shortly before hearing onset, BDNF is upregulated in the cochlea (Wiechers et al., 1999) and a switch in the effect of GABA from depolarizing to hyperpolarizing occurs (Lohrke et al., 2005) (B inset, GABAergic neuron and red inward arrow), accompanied by a reduced NKCC1↓ and an increased KCC2↑ expression (B, inset). This may already be driven by auditory input (Shibata et al., 2004) (B, green ABR wave on the left). (C) A switch of the GABA action from excitatory/depolarizing to inhibitory/hyperpolarizing is initiated in projection neurons after hearing onset, (P10–14). This time period parallels the maturation of the high-SR (C, orange fiber) and low-SR auditory nerve fibers (C, green fibers). The switch of GABA from excitatory to inhibitory (B,C, inset) is initiated by an upregulation of KCC2 ↑ after hearing onset, (P10–14). KCC2 promotes a lower concentration of intracellular chloride in GABA-responsive neurons and consequently promotes hyperpolarizing inhibitory postsynaptic potentials upon GABA stimulation. As up-regulation of KCC2 is driven by BDNF, and BDNF is shown to foster the maturation of parvalbumin networks (C, orange arrows), fast (high-SR) auditory fiber processing may trigger the stimulus-evoked release of BDNF from auditory projection neurons and subsequently drive synaptogenesis of complex parvalbumin-expressing GABAergic interneuron networks toward sharply clustered brain circuits that respond precisely to auditory stimuli (C, orange arrows, orange ABR wave). ABR, auditory brainstem response; IHC, inner hair cell; SGN, spiral ganglion neuron; VCN, ventral cochlear nucleus; DCN, dorsal cochlear nucleus; SOC, superior olivary complex; IC, inferior colliculus; MGB, medial geniculate body; BasF, basal Forebrain; AC, auditory cortex; EC, entorhinal cortex; PV, parvalbumin.


The initial hyperexcitability is due to the high intracellular chloride concentration of GABA-responsive neurons, which when activated by GABA favors a chloride efflux and thereby a depolarization of the neuron (Ben-Ari et al., 1989; Marin and Rubenstein, 2001; Ben-Ari, 2002) (Figure 1A, inset red arrow Cl–). In the auditory pathway of rodents, it has been shown that, early in postnatal development and prior to hearing onset, a high intracellular chloride concentration ([Cl–]i) is maintained in most neurons, ensured by the sodium-potassium-chloride co-transporter type 1 (NKCC1) (Figure 1A, inset NKCC1⇑). Hence, Cl–-mediated synaptic activities cause a depolarizing response (Balakrishnan et al., 2003; Cherubini et al., 2011; Friauf et al., 2011). Briefly, prior to hearing onset, around P5-P6 in rodents (Lohrke et al., 2005), or possibly driven by auditory experience, as shown after unilateral or bilateral cochlear ablation (Shibata et al., 2004), a switch of GABA-responsive neurons occurs and the effect of GABA changes from depolarizing to hyperpolarizing (Figure 1B). The switch from depolarizing to hyperpolarizing responses of GABA-responsive neurons is linked to an enhanced expression of the neuronal potassium chloride co-transporter type 2 (KCC2), which leads to a low concentration of intracellular chloride and, consequently, to a hyperpolarizing inhibitory postsynaptic potential upon GABA stimulation (Kandler and Gillespie, 2005) (Figure 1B, inset GABA KCC2⇑). Accordingly, the levels of the KCC2 transporter in the brainstem and ascending associated hippocampal regions are expectedly low before hearing onset (Figure 1A, inset KCC2⇓), and increase from the first postnatal week onward in a region-specific pattern (Figure 1B, inset KCC2⇑), as shown for the ascending auditory pathway (Lohrke et al., 2005) and other brain regions (Kandler and Friauf, 1995; Rivera et al., 1999; Friauf et al., 2011; Hirtz et al., 2011; Watanabe and Fukuda, 2015). This is the time when an upregulation of activity-dependent Bdnf transcripts is observed in cochlear spiral ganglion neurons (SGN) and at lower auditory brain levels (Singer et al., 2014) (Figure 1B, BDNF⇑). BDNF is suggested to modulate GABAergic synapses by postsynaptic regulation of chloride transport (Wardle and Poo, 2003). Since BDNF drives the upregulation of KCC2 expression (Ben-Ari et al., 2012) and both BDNF (Aid et al., 2007) and KCC2 (Fiumelli et al., 2005; Wake et al., 2007) are controlled by neuronal activity (Awad et al., 2018), the switch from depolarizing to hyperpolarizing responses of projecting neurons may start in the ascending auditory pathway and associated limbic frontal brain regions in response to an upregulation of activity–driven Bdnf transcripts. Activity-driven Bdnf transcripts are the result of independently transcribed non-coding exon IV and exon VI that, from a total of eight non-coding exons (I–VIII), are spliced to a common protein-encoding exon (IX) (Timmusk et al., 1993; Aid et al., 2007; Vaghi et al., 2014) (Figure 2). Both exon IV (Figure 2, cyan) and exon VI (Figure 2, yellow) comprise promoters directly or indirectly regulated by neuronal activity (Hong et al., 2008; Dieni et al., 2012; West et al., 2014; Chacon-Fernandez et al., 2016; Tuvikene et al., 2016).
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FIGURE 2. Schematic drawing of the rodent Bdnf gene, which is composed of eight non-coding exons (I–VIII) that are individually transcribed and alternatively spliced to the protein-encoding exon IX. Bdnf exon IV and VI are directly or indirectly regulated by changes in neuronal activity. In BDNF-Live-Exon-Visualization (BLEV) mice (Matt et al., 2018; Singer et al., 2018b), BDNF exon IV and VI are individually labeled with either cyan (exon IV) or yellow (exon VI) fluorescence protein in regions of activity-dependent translation of BDNF. Modified after (Aid et al., 2007; Singer et al., 2018b).


In analogy to the visual system, the upregulation of BDNF in the cochlea and ascending pathway prior to hearing onset is suggested to occur in response to the influences of top-down hypothalamic corticotropin-releasing factor (CRF) (Knipper et al., 2015; Vetter, 2015). In response to these changes, spontaneous glutamate release from inner hair cells (IHCs), long predicted to play a crucial role in the maturation of central auditory circuits (Friauf and Lohmann, 1999; Kandler and Gillespie, 2005; Kandler et al., 2009; Hirtz et al., 2011), could activate Bdnf promoters in SGN to drive the depolarizing-to-hyperpolarizing switch in a bottom-up direction within the ascending auditory circuits both prior to and following hearing onset (Figure 1B, BDNF⇑). This would prepare auditory microcircuits for the subsequently occurring experience-driven synaptogenesis of perisomatic GABAergic contacts with the ascending microcircuits (next section). Taking this into account, differences in the vulnerability of cochlear neurons related to altered cochlear BDNF (Meltser et al., 2014) or CRF levels (Graham and Vetter, 2011) may be reconsidered in future studies in the context of changes in cochlear BDNF or CRF might potentially affect GABAergic inhibitory strength in the auditory pathway.

In summary, prior to the first auditory experience and during hearing onset, an initial period of hyperexcitability exists, with excitatory activity dominating over inhibitory activity. Within this transient time period, GABA-responsive neurons have reached their target regions but still react with depolarizing responses, due to the low level of neuronal KCC2 and high [Cl–]I concentrations.



Activity-Dependent Maturation of GABAergic Inhibitory Circuits After Hearing Onset: The Potential Role of Auditory Nerve Fibers

When considering possible events that may be causally linked to inhibitory GABAergic circuit formation in the auditory system, it is interesting to focus on the differential maturation times of different types of auditory nerve fibers. These roughly 30,000 auditory nerve fibers in the mammalian inner ear receive signals from individual IHC via ribbon synapses (Spoendlin, 1969; Liberman, 1980; Nadol, 1988), and transmit the signals further to the subsequent structures of the central auditory pathway. Auditory nerve fibers differ in their spontaneous firing rates (SR) and sound level thresholds and can be divided into at least two types. The low-SR, high-threshold auditory fibers, characterized by a low spontaneous firing rate of <18 spikes/s, comprise around 40% of all auditory nerve fibers, and the high-SR low threshold fibers, which have a high spontaneous firing rate >18 spikes/s, comprise the remaining 60% (Sachs and Abbas, 1974; Liberman, 1982; Yates, 1991; Merchan-Perez and Liberman, 1996; Glowatzki and Fuchs, 2002; Grant et al., 2010). SGNs with different SRs form synapses at different modiolar-to-pillar positions along the basolateral surface of IHCs (Liberman, 1982).

The mechanism that leads to maturation and differentiation of the distinct SR characteristics of auditory nerve fiber types is still under debate. A recent study of Shrestha et al. (2018), identified characteristic patterns of genes in SGNs of mature mice (P25), that from their anatomical position across the IHCs were characteristic for SGN fates of high, middle, and low-SR auditory nerve fibers. They showed that prior to hearing onset, representative genes for the SGN fate of low-SR auditory nerve fibers are shaped out of pre-existing SGNs that have the SGN fate typical of high-SR auditory nerve fibers. This happens over time - between P3 and P8 - in an activity-dependent manner (Shrestha et al., 2018). This would mean that prior to hearing onset, the SGN fate of high-SR would precede that of low-SR fibers. In contrast, when auditory nerve activity was recorded at the time of hearing onset —in mice around P11—, their multivesicular excitatory postsynaptic currents (EPSCs) with lower amplitudes preceded and contrasted with monophasic EPSCs with sharp rise times and 10 times larger amplitudes that were recorded after hearing onset at P19–P21 (Grant et al., 2010). It was speculated that low EPSC amplitude distributions may represent fibers with low spontaneous rates (Figure 1C, light green fiber), ‘as most synaptic events may be insufficiently large to activate APs.’ In contrast, fibers with monophasic EPSCs and larger amplitudes may correspond to high-SR ANF (Figure 1C, orange fiber), as most excitatory postsynaptic potentials (EPSPs) may activate APs (Glowatzki and Fuchs, 2002; Grant et al., 2010). This suggested a substantial shift in the mode of transmitter release in IHCs, from preferential release of single vesicles in IHCs in immature animals during hearing onset, to preferential and coordinated release of seven to nine vesicles in IHCs from hearing animals (Grant et al., 2010).

In addition, medial efferents that form transient cholinergic synapses with IHCs during the first postnatal week (Glowatzki and Fuchs, 2000) may contribute to the different SR of auditory fibers or SGN fate (Knipper et al., 2015, review), as they alter the precision of spike timing of auditory fibers (Johnson et al., 2011, 2013). In analogy to the visual system, an altered spike timing precision may initiate, e.g., a hypothalamic top-down feedback signal to cochlear neurons, resulting in BDNF upregulation, here suggested to potentially influence the inhibitory strength of ANF (see Section “Maturation of GABA-Responsive Neurons Prior to Hearing Onset”). This may be analogous to the BDNF- and dopamine-induced improvement of retinal acuity through receptive-field re-organization of retinal ganglion cells (RGCs) (Sinclair et al., 2004; Witkovsky, 2004; Landi et al., 2009). Moreover, lateral dopaminergic feedback to auditory nerve fibers may influence high-SR rate characteristics, as shown by auditory nerve recording under dopaminergic receptor blockade (Ruel et al., 2006), as previously discussed in detail (Knipper et al., 2015). Here, a dopamine-induced modification of GABAA receptor-mediated tonic inhibition may be considered (Crunelli and Di Giovanni, 2014).

Overall, it can be concluded that several events may contribute to the different physiological functions and firing-rate characteristics of auditory nerve fibers in the mature auditory system (i) IHC-driven synaptic events that mature during hearing onset, (ii) differences in cochlear IHC output activity through differential maturation of efferent feedback to auditory fibers, as well as (iii) differences in the genetic fate of SGNs. After hearing onset, fast auditory processing (Box 1) matures with high-SR auditory nerve fiber responses that determine the threshold of compound action potentials of the auditory nerve (Bourien et al., 2014) and are responsible for the shortest latencies seen in auditory responses at any given characteristic frequency, suggesting that they determine the perceptual thresholds (Meddis, 2006; Heil et al., 2008). The process of high-SR auditory nerve fiber maturation is thus likely related to the increased ABR wave amplitudes and their shortened latencies after hearing onset (∼P11) in rodents (e.g., Song et al., 2006) as well as to the sharpening of cortical receptive fields observed in rodents between the 2nd and 3rd postnatal week (Lendvai et al., 2000; de Villers-Sidani et al., 2007; Takesian et al., 2018).

The sharpening of cortical receptive fields, i.e., narrower bandwidth responses, occurs for all sensory cortices, including the auditory cortex (Xu et al., 2010) as a result of the stimulus-evoked release of BDNF from cortical pyramidal neurons (Itami et al., 2007; Hong et al., 2008; Xu et al., 2010; Lehmann et al., 2012; Griffen and Maffei, 2014; Kimura and Itami, 2019) (Figures 1B,C, BDNF ⇑). The released BDNF appears to drive the synaptogenesis of a complex network from peri-somatic and dendritic fast-spiking PV-INs that contact cortical pyramidal neurons (Hong et al., 2008; Xu et al., 2010; Lehmann et al., 2012) (Figure 1C, blue, orange arrows and inset). In accordance with this, between the 2nd to 3rd postnatal week, PV-IN staining levels increase in ascending auditory circuits and their cortical projections (Lohmann and Friauf, 1996), and inhibitory strength increases in microcircuits, as also observed in other sensory systems (Lohmann and Friauf, 1996; Itami et al., 2007; Xu et al., 2010; Lehmann et al., 2012; Kimura and Itami, 2019) (Figure 1C, inset perisomatic GABAergic contacts increase).

Important to mention here is that the overall process of maturation of fast auditory processing appears to be dispensable for basal hearing function. Thus, when BDNF was deleted in GABAergic precursor neurons in the brainstem of mice under the Pax2 promoter, and despite normal hearing thresholds based on measuring outer hair cell function, supra-threshold auditory nerve (ABR wave I) amplitudes remained low and the late ABR wave IV was delayed, indicating that fast auditory processing may have not matured properly (Zuccotti et al., 2012). As a result, profound deficits in precise auditory acuity occurred (Zuccotti et al., 2012; Chumak et al., 2016; Eckert et al., 2021), and was evident in the reduced dynamic range, elevated spontaneous firing rates (SFR), delayed first-spike latency, and reduced inhibitory strength in the dorsal cochlear nucleus and inferior colliculus (IC) (Chumak et al., 2016; Eckert et al., 2021). Under these conditions also, dendritic filopodia extensions of PV-IN positive interneurons were few in the auditory cortex and hippocampus in comparison to wild-type animals, despite PV-IN being normal in numbers (Eckert et al., 2021). This suggested that in rodents during the first postnatal weeks, the maturation of fast auditory processing (Figure 1C, high-SR in orange), the maturation of inhibitory strength in the ascending auditory pathway (Zuccotti et al., 2012; Chumak et al., 2016; Eckert et al., 2021) (Figure 1C, PV, orange arrows), and the stimulus-evoked release of BDNF from cortical pyramidal neurons (Figure 1C, inset, BDNF⇑) that drives the synaptogenesis of fast-spiking PV-IN microcircuits (Xu et al., 2010) are events that depend on experiencing sound.

To obtain an idea when this critical time period of maturation of inhibitory strength occurs in auditory and associated circuits in humans, we have to consider that the fast inhibitory PV-IN activity regulates not only higher cortical microcircuit functions (Griffen and Maffei, 2014; Kimura and Itami, 2019), but also feedforward and feedback inhibition (Hu et al., 2014, 2018) and its functional correlates, i.e., the gamma- and beta frequency oscillations (Cardin et al., 2009; Sohal et al., 2009; Gill and Grace, 2014; Chen et al., 2017). In children, increased gamma oscillations, associated with feedforward inhibition, occur at the age of less than 6 months, and are followed by increased beta oscillations, reflecting feedback inhibition (Sowell et al., 2001; Ortiz-Mantilla et al., 2016). At the same time, the latencies of the sound-induced auditory brainstem response (ABR) become shorter (Neville and Bavelier, 2002; Sharma et al., 2016). In parallel, functional brain connectivity increases from the 6th month of age onwards, when the neural activity becomes more clustered and specific for sensory modalities (Sowell et al., 2001; Neville and Bavelier, 2002; Ortiz-Mantilla et al., 2016) (Figure 1B, blue arrow). The clustering of sensory modalities, in turn, is accompanied by an enhanced comprehension of speech in noise (Obleser et al., 2007; Youssofzadeh et al., 2018), all progressing with a gradually improved capacity for auditory discrimination and temporal discrimination (Sowell et al., 2001; Fox et al., 2012; Miller and Buschman, 2013; Ankmnal Veeranna et al., 2019).

We thus conclude that auditory experience-dependent maturation processes of high-SR auditory nerve fibers in the auditory system are critical for the maturation of fast auditory processing, including the formation of activity-driven, fast inhibitory PV-IN microcircuits. Only then is the neuronal network implemented for a fine-grained resolution of sound discrimination, temporally precise hearing, and fast discrimination of novel auditory information (Figures 1B,C).




ALTERED EXCITATION AND INHIBITION AFTER ACOUSTIC TRAUMA AND AGE-RELATED HEARING LOSS ARE LINKED TO INCREASED CENTRAL NEURAL GAIN

Numerous studies have indicated that acoustic trauma and age-dependent hearing loss are linked to reduced inhibition and enhanced excitation in ascending auditory circuits (Gerken, 1996; Milbrandt et al., 2000; Caspary et al., 2008; Wang et al., 2012; Ouda et al., 2015; Recanzone, 2018). Since low-SR auditory nerve fibers are vulnerable to noise damage and aging (Figure 3, low-SR in light green) (Heinz and Young, 2004; Heinz et al., 2005; Ruel et al., 2008; Kujawa and Liberman, 2009; Wang et al., 2012; Furman et al., 2013; Sergeyenko et al., 2013; Plack et al., 2014; Wu et al., 2019), deficits in this auditory nerve fiber type have been linked with temporal auditory discrimination deficits that follow acoustic trauma and age-related hearing loss in animals (Kujawa and Liberman, 2009; Plack et al., 2014; Wu et al., 2019) and humans (Liberman and Kujawa, 2017; Wu et al., 2019). Temporal auditory discimination deficits include those in spike timing and the synchronization of neural auditory responses that were shown to be required for following amplitude-modulated stimuli (Kuwada et al., 2002; Johnson et al., 2021). Auditory steady state responses are also an indicator for the proper processing of amplitude-modulated acoustic stimuli in subcortical areas and in the frontocentral cortex (Engelien et al., 2000). Previous studies indicated that during aging or after acoustic trauma, auditory response latencies can be shortened, and temporal coding, as measured through auditory steady state responses, enhanced (Möhrle et al., 2016; Eckert et al., 2021) when ABR wave IV is disproportionally elevated in response to a reduced ABR wave I (Figure 3, ABR wave in blue), a feature suggested to be linked to increased central neural gain (Box 2) (Figure 3, enhanced blue crosses).
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FIGURE 3. Central neural gain mechanism following mild acoustic trauma and aging. When the numbers of low-SR auditory fibers (in light green) decline during aging or following auditory damage, a significantly enhanced output of central circuits (central compensation and enhanced blue crosses) may critically depend on the maintained activity of high-SR auditory fibers (in orange), to assure the generation of high discharge rates and central compensation of deprived auditory input (ABR wave in blue). During this process of central neural gain (blue crosses), a BDNF- and memory–dependent amplification process requires the activation of hippocampal circuits (upper blue cross), the activation of the basal forebrain (BasF), the balancing activation of dorsolateral, medial prefrontal cortex (dlPFC and mPFC) and specific PFC regions, such as the inferior frontal gyrus (IFG), to enhance auditory signals above noise levels (feedback mechanism, blue downward arrow and cross on the right side). Modified after Knipper et al. (2021). IHC, inner hair cell; SGN, spiral ganglion neuron; SFR, spontaneous firing rate; HC, hippocampus; IFG, inferior frontal gyrus; BasF, basal Forebrain; PFC, prefrontal cortex; dlPFC, dorsolateral PFC; mPFC, medial PFC; AC, auditory cortex; PV, parvalbumin.


In addition to low-SR auditory fiber processing sounds (Bharadwaj et al., 2015; Liberman, 2017), sustained fast (high-SR) auditory processing, is thus also critical for central neural gain and temporal auditory coding (Möhrle et al., 2017; Eckert et al., 2021). In line with this, computational models suggested that in response to deprived auditory input, the generation of sufficiently high discharge rates for centrally compensating homeostatic network changes may only work under conditions of preserved high-SR auditory nerve fibers (Schaette and Kempter, 2009). Diminished auditory input after acoustic trauma (Figure 3, crossed low-SR fibers contacting IHCs) has long been reported to possibly lead to a homeostatic network change and to an upregulation of neuronal responsiveness in central circuits (Salvi et al., 2000) (Figure 3, enhanced blue crosses). This homeostatic network change can be accompanied by a disproportional elevation of discharge rates as seen in the amplitude ratio of late ABR wave IV to early ABR wave I (Figure 3, ABR wave). Enhanced output relative to input in auditory neurons after acoustic trauma is suggested to be the result of disinhibition of neurons in the ventral or dorsal cochlear nucleus (Brigande and Heller, 2009; Cai S. et al., 2009; Schaette and Kempter, 2009; Schaette and McAlpine, 2011; Gu et al., 2012) or neurons of the IC (Gu et al., 2012; Heeringa and van Dijk, 2014). The subsequent hyperexcitability (Figure 3, high-SR in orange) spreads to the auditory cortex (Lu et al., 2011). The increased output of, e.g., CN neurons has been linked to steeper rate-level functions and a smaller dynamic range (Cai R. et al., 2009). As described for improved auditory perception, the process of accentuation of auditory stimuli that leads to central neural gain may require the co-activation of the basal forebrain to amplify stimulus-induced responses at subcortical and cortical levels (Figure 3, BasF blue downward arrow and cross) (Kilgard et al., 2002; Bajo et al., 2014; Kraus and White-Schwoch, 2015; Irvine, 2018a). Also, the activation of the inferior frontal gyrus (IFG), as part of the prefrontal cortex (PFC) (Figure 3, IFG), is crucial to retaining temporal and spatial associations of auditory events during auditory perception (Schonwiesner et al., 2007; Malmierca et al., 2014; Jafarpour et al., 2019). In general, the activation of PFC brain regions during perception is crucial to memorizing behaviorally relevant signals and increasing synaptic strength (Kraus and White-Schwoch, 2015; Weinberger, 2015; Irvine, 2018b). Particular and distinct medial (mPFC) and dorsolateral PFC (dlPFC) regions display crucial functions for basal inhibition of the hypothalamic-pituitary-adrenal (HPA) axis reactivity during central adjustment processes [review in Sullivan and Gratton (2002); Meltser and Canlon (2011), Canlon et al. (2013); de Kloet et al. (2014)de Kloet et al. (2019); Irvine (2018a), and Viho et al. (2019)]. Finally, in the auditory cortex, central neural gain control has been linked to feedforward inhibition, driven by the PV-IN, that spreads from the thalamus to the auditory cortex, eliciting amplified sound responses (Rabinowitz et al., 2012; Ji et al., 2016; Lohse et al., 2020; Pennington and David, 2020). The crucial role of PV-IN activation for central neural gain is emphasized through PV-IN potentiating drugs, which in the auditory cortex can trigger an enhanced signal-to-noise ratio (Deng et al., 2020). Optogenetic activation of PV-neurons, moreover, reduced spiking in the auditory cortex in general while enhancing functional connectivity (Hamilton et al., 2013). In the somatosensory and visual systems, an activation of PV-IN neurons is linked to enhanced stimulus-induced performance (Kim et al., 2016; Chen et al., 2017) that leads to enhanced response reliability, decreased signal variability, and improved reliability of signal information processing through an improved signal-to-noise ratio (Cardin et al., 2009; Sohal et al., 2009; Zhu et al., 2015) (Figure 3, Cortical resolution ⇑).

Evidence that the activity-dependent BDNF recruitment may be part of this homeostatic central neural gain process (Figure 3, BDNF ⇑) came from experiments using BDNF-Live-Exon-Visualization (BLEV) reporter mice, generated to monitor the activity-dependent usage of BDNF from exon IV and exon VI. In these mice, stimulus-induced changes in Bdnf transcripts can be seen in nerve endings, glia cells, and capillaries (Matt et al., 2018; Singer et al., 2018b). This is in line with observations of activity-driven Bdnf transcripts shown for platelets (Chacon-Fernandez et al., 2016), capillary endothelial cells (Donovan et al., 2000), microglia, and astrocytes (Ferrini and De Koninck, 2013; Parkhurst et al., 2013). In BLEV mice 2 weeks after 80 dB SPL exposure, both wave I (Figure 4A) and wave IV (Matt et al., 2018) were elevated (=sustained elevation), whereas through mild acoustic trauma using 100 dB SPL exposure, wave I (Figure 4A) was reduced and wave IV (Matt et al., 2018) was unchanged (=centrally compensated) [see differences in Figures 4A,B, in control, 80 and 100 dB, (Matt et al., 2018)]. This was linked to elevated Bdnf exon IV/VI transcript levels both in the brainstem (Matt et al., 2018) and hippocampal CA3 region (Matt et al., 2018) (Figure 4C, yellow and cyan), associated with enhanced Bdnf exon IV transcripts in capillaries in the stratum lucidum (Figure 4C, cyan in SL). Also, PV-IN levels in perisomatic localization in the CA1 region were enhanced (Figure 4D, red) and linked with reduced PV-IN levels in dendritic localization [not shown, (Matt et al., 2018)], which together led to elevated hippocampal LTP (Figure 4E). When BLEV mice were exposed to stressful acoustic trauma of 120 dB SPL, however, that led to critically diminished numbers of high-SR auditory nerve fibers (judged from IHCs ribbon loss exceeding >50%), persistently reduced ABR wave IV amplitudes (Matt et al., 2018), failed recruitment of activity-dependent Bdnf transcripts, lowered hippocampal perisomatic PV-IN levels, and lower LTP levels were observed (Figures 4C–E, right panels) (Matt et al., 2018). This suggested that maintained fast (high-SR) auditory fiber processing is critical for central activity-dependent BDNF recruitment during homeostatic increased central neural gain. Particularly stressful acoustic trauma had, in previous studies, already been shown to lead to failed central neural gain that was linked to changes in hippocampal plasticity gene expression (Rüttiger et al., 2013; Singer et al., 2013; Matt et al., 2018).
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FIGURE 4. (A) ABR wave I responses are enhanced after sound exposure of 80 dB SPL and reduced after 100 dB SPL stimulation which can be compensated on the level of the ABR wave IV (see B), while ABR wave I amplitudes decrease after 120 dB SPL exposure. (B) ABR wave I amplitude changes are linked to changes in IHC ribbons that are mostly preserved after sound enrichment (80 dB SPL), but decline following mild acoustic trauma (100 dB SPL). In contrast, following severe stressful acoustic trauma (120 dB SPL), ribbon loss exceeds 50%, pointing to a loss of high-SR auditory fibers. (C,D) This goes along with marked increases in PV (red), Bdnf exon IV transcripts in capillaries (cyan), and exon VI transcripts in nerve endings (yellow), as can be observed in hippocampal CA3 (C) and CA1 (D) regions following 80 and 100 dB SPL, but not following 120 dB SPL exposure (Matt et al., 2018). (E) Significantly increased LTP observed after 80 dB SPL and 100 dB SPL, but not after 120 dB SPL sound exposure compared to that of the controls. Scale bars in (B,C) indicate 100 μm. Modified after Matt et al. (2018). SP, stratum pyramidale; SR, stratum radiatum; FH, fissura hippocampi; SM, stratum moleculare; SL, stratum lucidum.


Previous studies linked impaired Bdnf exon IV or VI transcripts with deficits in cognition and memory (Sakata et al., 2010; Vaghi et al., 2014; Mallei et al., 2015; Hill et al., 2016), together with deficits in cortical inhibition (Hong et al., 2008; Knipper et al., 2021), but this needs to be reconsidered in future studies with regard to deficiencies in the specific driving force for activating BDNF and inhibitory PV-IN activity.



ALTERED EXCITATION AND INHIBITION IN ACUTE ACOUSTIC TRAUMA, DEAFNESS, AND TINNITUS: LOST FAST AUDITORY PROCESSING

Hyperexcitability linked to reduced inhibition has also been observed in acquired deafness, congenital deafness, and tinnitus. The imbalance in excitation and inhibition in these auditory impairments is often interpreted as a compensatory response to auditory deprivation linked to increased central neural gain or an adaptive rewiring process. Here, we reconsider the imbalances of excitation/inhibition in these cases in the context of a loss of tonic inhibitory strength (Box 3), which can contribute to hearing disorders through decreased discharge population synchrony (enhanced variability) and a diminished signal-to-noise ratio following less developed or reduced fast (high-SR) auditory nerve fiber processing.


Lost Fast Auditory Processing Following Acquired Deafness, Acoustic Trauma, or Tinnitus

Imbalances in excitation and inhibition are observed in acquired deafness, which can be caused by cochlear damage, middle-ear ossicle removal, acoustic trauma, or drug-induced deafness (Kotak et al., 2013; Mowery et al., 2019). In previous studies, it was shown that acquired deafness in mature animals led to hyperexcitability that coincided with a decrease in GABA and glutamic acid decarboxylase (GAD65) (Bledsoe et al., 1995; Abbott et al., 1999). Acquired deafness was linked with enhanced glutamatergic transmission, as shown in the superior olivocochlear complex or the midbrain (Potashner et al., 1997), with reduced glycinergic inhibition (Suneja et al., 1998; Potashner et al., 2000) or with decreases in GAD65 (Milbrandt et al., 2000). For the adult gerbil IC, it was shown that after monaural deafening, increased excitation occurred very quickly (McAlpine et al., 1997), even within a few minutes of deafening of the contralateral ear (Mossop et al., 2000). This fast time scale argues against a rewiring process or compensating refinement as causes of the enhanced excitability (Mossop et al., 2000). The rapid occurrence of increased excitation after deafening (Mossop et al., 2000) pointed rather to faster events, such as an acute switch of the GABAergic responsiveness from inhibitory to depolarizing activity (see also Section “Maturation of GABA-Responsive Neurons Prior to Hearing Onset”). Not yet analyzed in the short-term, a re-emergence of depolarizing GABAergic signaling and decline of KCC2 has been observed 3–30 days after auditory nerve transection (Tighilet et al., 2016). In addition, a rapid decline of KCC2 and a re-emergence of depolarizing GABAergic signaling has been observed within minutes during pathological epileptic firing (Khirug et al., 2010; Lee et al., 2011; Nardou et al., 2011), a feature that may be noted in future studies in the context of sudden deafness. Previous studies reported that a majority of subjects with acquired, single-sided sudden deafness experienced tinnitus on the affected side (Lee et al., 2017). Also, in patients with normal maturation of the auditory pathway who experienced acquired sudden sensorineural hearing loss, tinnitus regularly occurs, with a prevalence of 60–90%, often on the deaf side (Van de Heyning et al., 2008; Chadha et al., 2009; Eggermont and Kral, 2016). Not surprising in this context, tinnitus-inducing acoustic trauma has been linked with hyper-excitability and disinhibition, as observed in the cochlear nucleus (Dehmel et al., 2012; Koehler and Shore, 2013; Auerbach et al., 2014; Gao et al., 2016), in the IC (Chen and Jastreboff, 1995; Bauer et al., 2008), in the medial geniculate body (MGB) (Kalappa et al., 2014), or in the auditory cortex (Norena and Farley, 2013; Eggermont and Tass, 2015). In the majority of tinnitus studies, the elevated spontaneous activity, or hyperexcitability and reduced inhibition, was discussed in the context of an increased central neural gain [see reviews: (Schaette and Kempter, 2006, 2012; Norena, 2011; Schaette and McAlpine, 2011; Auerbach et al., 2014; Sedley et al., 2016; Shore et al., 2016; Roberts, 2018; Roberts and Salvi, 2019].

Other studies showed that tinnitus is more linked to impaired homeostatic adjustment processes (Zeng, 2013; Knipper et al., 2015; Auerbach et al., 2019; Möhrle et al., 2019; Sedley, 2019) than to an increase in central neural gain [see for a review (Knipper et al., 2013, 2020, 2021; Zeng, 2020)]. This was first observed in rodent models of tinnitus (Rüttiger et al., 2013; Singer et al., 2013) and confirmed in patients (Hofmeier et al., 2018, 2021; Möhrle et al., 2019; Refat et al., 2021). In tinnitus patients, the delayed and reduced ABR wave V was shown to be accompanied by reduced blood-oxygen-level-dependent (BOLD) fMRI (functional Magnet Resonance Imaging) responses in the MGB, and in the primary auditory cortex and hippocampal regions (Hofmeier et al., 2018, 2021). It was speculated that a loss of fast auditory processing in the tinnitus frequency channels (Figure 5, crossed high-SR in orange) contributes through diminished tonic inhibitory strength (Box 3) of PV-IN (Figure 5, enhanced green crosses, reduced orange minus) to elevated response variability, reduced spike reliability and reduced signal-to-noise ratio (Zeng, 2020) in affected frequency regions (Figure 5, elevated SRF baseline red dashed line, enhanced green crosses). The relation of lost tonic inhibitory strength to reduced signal-to-noise ratio was, meanwhile, confirmed in numerous studies. Thus, e.g., optogenetic suppression of PV-IN activity, led to reduced task performance and reduced signal-to-noise ratio linked to increased baseline spontaneous gamma power and occlusion of changes in evoked gamma power (Chen et al., 2017). Also, a pharmacological PV-IN activation was previously shown to have the potential to diminish noise-induced tinnitus in animal studies (Deng et al., 2020). Moreover, reduced PV- density, but not somatostatin-positive interneurons density, in the primary auditory cortex was reported in tinnitus-perceiving animals (Masri et al., 2021). Regarding the tight correlation of BOLD to high-frequency gamma oscillations (Zumer et al., 2010; Butler et al., 2017), we thus speculate that the reduced and delayed ABR wave V and reduced BOLD fMRI responses in the auditory cortex observed in tinnitus patients (Hofmeier et al., 2018, 2021) may be the result of diminished tonic PV-IN strength, which through diminished discharge population synchrony, reduced spike reliability and enhanced spike variability (Cardin et al., 2009; Pi et al., 2013; Kim et al., 2016; Chen et al., 2017) may have contributed to an enhanced perception of internal noise (Knipper et al., 2020; Zeng, 2020).
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FIGURE 5. Lost fast auditory processing following acquired deafness, trauma or tinnitus. A critical loss of high-SR fiber (orange fibers) firing may promote the re-emergence of hyperexcitability (enhanced green crosses) in affected frequency regions through the loss of tonic inhibitory PV-IN activity (reduced orange minus) subsequent to a decrease of recruitment of activity-dependent BDNF. The subsequent elevation of basal spontaneous firing rates suggests an unbalanced prefrontal stress control (mPFC⇑, dlPFC⇓, negative feedback mechanism, and red downward arrow), which may contribute to a lack of compensation of altered auditory input (red ABR wave), further alertness and distress to, e.g., manifestations of phantom noise. Modified after Knipper et al. (2020). IHC, inner hair cell; SGN, spiral ganglion neuron; SFR, spontaneous firing rate; HC, hippocampus; IFG, inferior frontal gyrus; BasF, basal Forebrain; PFC, prefrontal cortex; dlPFC, dorsolateral PFC; mPFC, medial PFC; AC, auditory cortex; PV, parvalbumin.


If we question how, in the case of tinnitus, the internal noise can be heard as a disturbing sound, the observation becomes crucial that the tinnitus group exhibited not only reduced evoked fBOLD in the auditory cortex, but also elevated positive resting state connectivity (r-fcMRI) of default mode network activity, including the prefrontal cortex regions (PFC) (Hofmeier et al., 2018). In the tinnitus group, elevated r-fcMRI correlations were observed in the medial PFC (Hofmeier et al., 2018), a brain region said to be linked to stress excitation (McKlveen et al., 2013, 2016; Utevsky and Platt, 2014). This elevated r-fcMRI connectivity in mPFC correlated with the reduced sound-induced BOLD fMRI activity in the MGB (Hofmeier et al., 2018) and this reduced activity, in turn, correlated with increased latencies of the ABR wave V responses (Hofmeier et al., 2018) (Figure 5, mPFC⇑). Together, this points to an unbalanced extra-hypothalamic prefrontal (PFC) and hippocampal stress control (Sullivan and Gratton, 2002; Meltser and Canlon, 2011; Canlon et al., 2013; de Kloet, 2014; Irvine, 2018b; Viho et al., 2019). This unbalanced HPA stress control is suggested to contribute to further alertness and distress due to the phantom noise (Knipper et al., 2020, 2021).

Interesting in this context is that lower BDNF activation was previously associated with enhanced distress levels in tinnitus patients that suffered from BDNF Val66Met polymorphism (Vanneste et al., 2018). Also, reduced activity-dependent BDNF recruitment, linked with impaired glucocorticoid receptor phosphorylation was shown to lead to impaired long-term memory retention and to deficits in forming postsynaptic dendritic spines, for example after motor-skill training (Arango-Lievano et al., 2019). This means that diminished fast auditory processing (Figure 5, crossed high-SR fibers in orange) in distinct affected frequency regions could, through reduced activity-dependent BDNF (Figure 5, BDNF ⇓), lead to diminished PV-IN inhibitory strength (Figure 4, PV ⇓) and subsequent elevated SFR (Figure 5, SFR ⇑, red dashed line). The reduced activity-dependent BDNF recruitment in frontal brain regions would further diminish hippocampal responsiveness and diminish extra-hypothalamic prefrontal (PFC)/hippocampal stress control, and thus enhance alertness to the ‘brain noise.’ A previously suggested negative feedback of stress-receptor activation particular to fast auditory nerve response vulnerability (Singer et al., 2013, 2018a) (Figure 4) would accelerate the self-reinforcing downward spiral towards the increased stress and anxiety of tinnitus patients. Distress is, meanwhile, the best predictor of tinnitus severity, and a stronger predictor for tinnitus than any demographic factors (Crönlein et al., 2016; Beukes et al., 2021).



Failed Maturation of Fast Auditory Processing Following Congenital Deafness

Numerous studies have analyzed hearing loss prior to hearing onset induced by kainate injection or ossicle destruction. Inhibitory neuronal markers were significantly diminished (Milbrandt et al., 2000; Mossop et al., 2000), whereas the excitability of various ascending central auditory neurons was significantly increased (Nordeen et al., 1983; Kitzes, 1984; Kitzes and Semple, 1985; Popelar et al., 1994). Also, cochlear ablation prior to hearing onset (Sanes et al., 1992) or deafness in the deafness (dn/dn) mutant mouse (Oleskevich and Walmsley, 2002) led to larger EPSP amplitudes and lower inhibitory synaptic strength. This phenomenon was observed in the cochlear nucleus (Oleskevich and Walmsley, 2002), in the lateral lemniscus, and in IC neurons (Sanes et al., 1992), as well as in thalamocortical and intracortical primary auditory cortex neurons (Kotak et al., 2005, 2013; Mowery et al., 2019). It was suggested that the larger EPSP amplitudes in congenital deafness may result from an increase in AMPA- and non-NMDA receptors and a decrease in inhibitory postsynaptic potential conductance. In another deaf Vglut3–/– animal model, where glutamate release from IHCs is abolished due to deletion of vesicular glutamate transporter 3 (VGlut3) (Seal et al., 2008), elevated spontaneous activity, with longer bursts and smaller spikes, was recorded from cochlear (Babola et al., 2018; Sun et al., 2018) and from IC neurons (Babola et al., 2018). Since an enhanced excitability was seen in the IC neurons of VGlut3–/– mice, even when the auditory cortex neurons were ablated, a top-down modulatory effect as the source for the enhanced central excitability could be excluded (Babola et al., 2018). In general, in these different cases of congenital deafness, the enhanced excitability in the ascending pathway were interpreted as an adaptive response to auditory deprivation (Babola et al., 2018) as a result of central rewiring (Nordeen et al., 1983; Moore, 1994), or as a compensatory response to the absence of synaptic activity (Davis and Bezprozvanny, 2001; Oleskevich and Walmsley, 2002) due to maladaptive central synaptic refinement (Ortmann et al., 2011). We propose that the enhanced excitability in the ascending auditory pathway in congenital deafness is neither the result of a long-term wiring process nor a compensatory response to the absence of central synaptic refinement, but rather may reflect inappropriate inhibitory shaping of auditory nerve fibers through efferent feedback control, possibly contributing to a failed switching of GABA-responsive neurons from depolarizing to hyperpolarizing activity prior to the onset of hearing (Lohrke et al., 2005) (Figure 6, see also Section “Maturation of GABA-Responsive Neurons Prior to Hearing Onset”). It may also indicate a failure of a proper maturation of fast (high-SR) auditory processing in the absence of auditory experience.
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FIGURE 6. Enhanced excitability in the ascending auditory pathway (green crosses) in congenital deafness may reflect the maturational stage of the initial hyperexcitability (green crosses) in the ascending auditory pathway, when spontaneous firing dominates and fast (high-SR) auditory processing has not yet matured. During that time period, GABA-responsive neurons respond with depolarizing instead of hyperpolarizing activity. Modified after Knipper et al. (2020). IHC, inner hair cell; SGN, spiral ganglion neuron; HC, hippocampus; IFG, inferior frontal gyrus; BasF, basal Forebrain; PFC, prefrontal cortex; dlPFC, dorsolateral PFC; mPFC, medial PFC; AC, auditory cortex.


For congenital deafness in humans, this would inspire the question about a critical time period for the restoration of hearing through cochlear implants (CI); i.e., if not restored early enough, do the relevant auditory brain circuits remain in a stage of insufficient inhibitory strengths that hampers precise sharpening of receptive fields and proper inhibitory strength in the fine-grained microcircuits required for speech discrimination and temporal coding (Oxenham, 2018; Kral et al., 2019; Thompson et al., 2021)? The immediate onset of tinnitus that occurred in 60–90% of cases in children with cochlear implants when the implants were not in use (Van de Heyning et al., 2008; Chadha et al., 2009), may indicate that constant electrical stimulation through CIs is required to suppress ‘internal noise’ and to ‘silence’ phantom noise (Knipper et al., 2020). Recalling, moreover, that CIs in children are implanted on average at the age of 1–2 years (Peterson and Bergeson, 2015; Easwar et al., 2017), postponing the first auditory experience in these CI-carriers by 1–1.5 years (Sharma et al., 2002; Petersen et al., 2015) might induce a delay that is too long for some maturation steps. A judgment about a critical delay of auditory experience for proper implementation of distinct developmental steps may be assessed by looking at the prevailing deficits described in congenitally deaf CI-carriers. Deficits in CI-carriers include a reduction in binaural sound localization (Hamalainen et al., 2011; Lazard et al., 2012; Petersen et al., 2013; Slugocki and Trainor, 2014), missing left-hemisphere dominance (Petersen et al., 2013; Peterson and Bergeson, 2015; Easwar et al., 2017), weaker pitch sensitivity (Houtsma and Smurzynski, 1990; Kaernbach and Bering, 2001), lower dynamic range and higher thresholds (Sharma et al., 2002; Deroche et al., 2014), as well as lower mismatch negativity amplitudes, and prolonged CI-evoked cortical auditory evoked potential latencies (Ponton and Eggermont, 2001; Sharma et al., 2002).

To date, the latency of the auditory cortical component P1, which is used as an objective measure of developmental hearing experience (Sharma et al., 2005a,b), were reported to be shorter in early-implanted deaf children as compared to late-implanted children (Sharma et al., 2005a). This already points to a critical time window of CI implantation to achieve temporal precise hearing. The less variable performance, the reduced expansion of activated areas at the primary auditory cortex, and less exuberant connections between the visual cortex and auditory cortex in early- versus late-implanted congenitally deaf cats (Lomber et al., 2010; Land et al., 2016; Kral et al., 2019) point to critical time windows for CI implantation. In such cases, a possibly immature stage of cortical inhibitory shaping with incompletely accomplished clustering and pattern segregation of auditory-specific modalities may be considered.

It is likely that documented deficits in CI-carriers, such as in latency shift, sound localization, or pitch sensitivity, may critically depend on fast auditory processing and possibly on proper high-SR auditory fiber processing. Even missing left hemisphere dominance (Petersen et al., 2013; Peterson and Bergeson, 2015; Easwar et al., 2017) may be related to the strong impact that neuronal activity and sensory experience is predicted to have on the proliferation and differentiation of oligodendrocytes during myelination (Xin and Chan, 2020). Keeping this in mind, there is a distinct need for the influence of fast (high-SR) auditory processing on myelination progress to be urgently tested in future studies. In the course of hearing restoration through successful implementation of CIs or hearing aids, attempts should be made to monitor the implementation of proper inhibitory strength.




ALTERED EXCITATION AND INHIBITION FOLLOWING DIMINISHED FAST AUDITORY PROCESSING LINKED TO ‘CENTRAL’ HEARING LOSS


Failed Fast Auditory Processing in Autism Spectrum Disorders

An excitation/inhibition imbalance is also considered to be a characteristic feature of ASD, which is accompanied by reduced PV-IN labeling (Takano and Matsui, 2015; Pirone et al., 2018; Goel et al., 2019), elevated levels of the activity-related gene Arg3.1/Arc (Korb and Finkbeiner, 2011; Goel et al., 2019; Eckert et al., 2021), or by increased fEPSPs (Mohn et al., 2014). A reduced inhibition linked with reduced levels of GABA-synthetisising enzymes and GABA receptors was observed in the brain of patients with ASD (Fatemi et al., 2002, 2009, 2010; Reynell and Harris, 2013; Schur et al., 2016; Cukier et al., 2020). In autism patients and animal models, the reduced inhibition is said to reduce reliability (increasing variability) of signal transformation and the signal-to-noise ratio (Dinstein et al., 2012; Haigh et al., 2016). Interestingly, deficits in fast auditory processing are also reported in nearly normal-hearing children that have ASD (Fitch et al., 2013; Foss-Feig et al., 2017), and here, deficits in fast auditory processing are linked to markedly delayed and displaced auditory steady-state responses (Stroganova et al., 2020), or with rapid spectral-ripple discrimination deficits (Ankmnal Veeranna et al., 2019).

A previous study in a mouse model with a cell-specific deletion of Bdnf in Pax2 positive GABAergic precursor cells (BdnfPax2KOs mice) showed an autism-like phenotype (Eckert et al., 2021). These mice exhibited normal basal hearing function, but with reduced and delayed ABR wave IV, diminished PV-IN labeling in the auditory cortex and hippocampus, and with reduced tonic inhibitory strength and elevated spontaneous firing rates in dorsal cochlear nucleus (Eckert et al., 2021) and IC neurons (Chumak et al., 2016). These features were associated with a reduced (sound)-induced LTP/LTD adjustment, impaired learning, deficits in social behavior, and enhanced anxiety and stress levels (Eckert et al., 2021). This phenotype thus pointed to a diminished extra-hypothalamic stress control (de Kloet et al., 2019). Impaired PV-IN mediated inhibitory shaping of auditory and hippocampal circuits, as observed in BdnfPax2KOs, was moreover suggested to lead to impaired central neural gain after sound enrichment, deficits in LTD, and pathologically increased activity-related gene Arc expression (Eckert et al., 2021). Proper LTD and balanced Arc expression levels are crucial for the control of fast changes in AMPA receptor trafficking during novelty discrimination (Derkach et al., 2007; Waung et al., 2008; Blair et al., 2019; Penrod et al., 2019; Roth et al., 2020).

This finding emphasizes that deficits in fast auditory processing, leading to diminished tonic inhibitory strength, can impair central neural gain and affect not only temporal coding but also cognitive functions, including novelty discrimination tasks and learning.

Deficits in fast auditory processing may be uniquely critical in the auditory system, which in comparison to other senses relies particularly on narrow time windows and a high speed of information flow (Zajac and Nettelbeck, 2018). To further validate a causal relationship between failed maturation of fast auditory processing and the autism phenotype, it will be necessary to explore in more detail the fine-structure of ABR and auditory steady-state responses, in combination with functional electroencephalography (EEG), and fMRI in animal models and children with autism-spectrum disorders.



Failed Fast Auditory Processing During Age-Dependent ‘Central’ Hearing Loss

A link between deficits in fast auditory processing and age-related deficits in cognition has previously been proposed. Thus, studies analyzing aging animals showed that, independently of age or hearing thresholds, animals fell into two groups regarding central auditory responses to cochlear synaptopathy: The ‘high-compensating’ group was able to respond to cochlear synaptopathy with an enhanced input/output function (elevated ABR wave IV/I ratio), linked with enhanced LTP and maintained temporal processing (Eckert et al., 2021) (Figure 7A, left panel). The other, the ‘low-compensating’ group, exhibited weakened compensatory capacity (lower ABR wave IV/I ratio), linked with lower LTP, and weakened temporal coding (Marchetta et al., 2020) (Figure 7B, right panel). The reduced capacity to centrally compensate age-dependent cochlear synaptopathy, and the lower hippocampal LTP with attenuated temporal coding, was associated with a prolonged latency of the auditory nerve response (ABR wave I) in comparison to the high-compensating group (Marchetta et al., 2020), suggesting that fast (high-SR) auditory processing was mitigated in this group. In the ‘low-compensating group,’ moreover, lower levels of Bdnf IV and VI transcripts were seen in hippocampal nerve terminals and capillaries in comparison to the high-compensating group, (Figures 7C,D, compare yellow and cyan staining). Although differences in auditory response latencies, auditory neural responses to modulated tones, and LTP may point to differences in inhibitory strength following differential impairment of fast auditory fiber processing (Marchetta et al., 2020), experimental evidence for this is currently missing. Reduced GABAergic activity was, however, previously observed in ascending auditory circuits, e.g., during aging, a phenomenon that was hypothesized to be linked to cognitive decline (Ibrahim and Llano, 2019; Pal et al., 2019; Rogalla and Hildebrandt, 2020). In these cases also, it may be useful to consider deficits in fast auditory processing as being causally related to age-dependent hearing loss that is associated with cognitive deficits.


[image: image]

FIGURE 7. Schematic presentation of high and low central compensatory mechanisms in the aging auditory system. (A) Independent of aging or differences in hearing thresholds, cochlear synaptopathy can differ, depending on whether de-afferentation due to low-SR auditory nerve fiber loss dominates (A, low-SR in light green) or high-SR auditory nerve fiber loss dominates (B, high-SR in orange). In the first case, an ABR wave I reduction is associated with disproportionally increased ABR wave IV amplitude (A, left blue amplitude, plus in blue circle), with elevated Bdnf exon IV (cyan) and exon VI (yellow) expression in hippocampal circuits (C, left panel and bar graph) and higher hippocampal LTP (plus in blue circle). In the case of a critical loss of fast (high-SR) auditory nerve fiber processing (B, high-SR in orange), an attenuated temporal resolution capacity of auditory nerve fibers (B, delay) is associated with permanently decreased ABR wave IV amplitude (B, red amplitude, minus in white circle), decreased recruitment of hippocampal Bdnf exon IV and exon VI transcripts (D, right panel and bar graph) and significantly lower LTP mobilization (minus in white circle). ABR, auditory brainstem response; IHC, inner hair cell; VCN, ventral cochlear nucleus; DCN, dorsal cochlear nucleus; SOC, superior olivary complex; IC, inferior colliculus; MGB, medial geniculate body; BasF, basal Forebrain; AC, auditory cortex; EC, entorhinal cortex; PV, parvalbumin.





COUPLING OF INHIBITORY/EXCITATORY CIRCUIT ACTIVATION TO CEREBRAL BLOOD FLOW


The Role of GABAergic Activity for Neurovascular Coupling

In questioning whether reduced tonic inhibitory strength following fast auditory processing may be particularly critical for cognition, as predicted from autism animal models (see Section “Failed Fast Auditory Processing in Autism Spectrum Disorders”), the critical time period of maturation of fast auditory processing and inhibitory strength in auditory and associated limbic circuits - between the 2nd and 3rd postnatal week in rodents (Itami et al., 2007; Eckert et al., 2021) needs to be reconsidered. In rodents, this time period overlaps with the time of progressively faster BOLD signals, in which brain regions manifest an increased intensity in response to sensory stimulation (Colonnese et al., 2008). Thus, before P11 in rodents (prior to hearing onset), brain activation is not associated with sustained increases of the cerebral blood flow (CBF), which would result in none or a negative BOLD signal (Colonnese et al., 2008; Kozberg et al., 2013; Iadecola, 2017). Only in the 2nd and 3rd week does neural activity lead to increasingly faster and more intense hemodynamic responses, as shown by BOLD fMRI (Colonnese et al., 2008; Iadecola, 2017). The increased hemodynamic BOLD fMRI response during this critical time period is linked with pronounced neurovascular and systemic changes, including increases in vascular density, synaptogenesis, energy metabolism, and sensitivity of the cerebral microcirculation to vasoactive stimuli (Nehlig et al., 1989; Colonnese et al., 2008; Goyal et al., 2014; Engl et al., 2017; Iadecola, 2017). The time of increased hemodynamic BOLD fMRI responses is also the time when in rodents, long-term potentiation in the hippocampus gradually matures (Ostrovskaya et al., 2020).

We questioned whether the maturation of fast (high-SR) auditory processing, of inhibitory PV-IN microcircuits, of hemodynamic BOLD fMRI responses, and of LTP may not only be correlated in time, but also functionally. More precisely, we asked whether the imbalances in excitation and inhibition in hearing disorders that correlated with reduced tonic inhibitory strength, as predicted in the case of impaired fast auditory nerve fiber responses (Chumak et al., 2016; Eckert et al., 2021), might also have implications for hemodynamic responses.

This hypothesis is based on new insights into the mechanism of hemodynamic responses: Previously, glutamatergic neuronal activity was assumed to mainly trigger hemodynamic responses and vasodilation during a bilateral homeostatic response: Glutamatergic neuronal activity, such as neural feedforward signaling, includes neuronal-derived nitric oxide (NO) release from the glutamatergic synapses that causes a metabolic feedback signal in smooth muscle cells of parenchymal arterioles, finally leading to vasodilation [for a review see Attwell et al. (2010); Kisler et al. (2017); Ledo et al. (2021)]. Newer findings, however, suggest that arteriole vasodilation may possibly occur independently of NO (Chow et al., 2020). In line with this, neurovascular coupling is preserved in mice lacking endothelial NO synthase (Girouard et al., 2007). Also, a release of NO from GABAergic interneurons was shown to affect the hemodynamic responses through the nitric-oxide sensitive guanylyl cyclase (NOsGC) pathway (Cauli et al., 2004; Kocharyan et al., 2008; Lee et al., 2020). These observations were corroborated by experiments employing an optogenetic activation of GABAergic interneurons, which provoked a significant increase in the CBF (Uhlirova et al., 2016; Iadecola, 2017; Vazquez et al., 2018). Also, optogenetic activation of GABAergic interneurons increased CBF even when glutamatergic GABAergic activity was pharmacologically blocked (Anenberg et al., 2015). Fast PV-IN are decisive in generating gamma-oscillations, as measured with EEG in combination with optogenetic techniques to stimulate PV-INs (Cardin et al., 2009; Sohal et al., 2009; Chen et al., 2017). Thus previous studies that found a significantly reduced gamma activity following stress events that lead to impaired neurovascular coupling (Sohal et al., 2009; Lee et al., 2015; Chen et al., 2017; Han et al., 2019) would also support the involvement of PV-IN GABAergic signaling on CBF. Interestingly, in this case, reduced GABAergic activity after stress occurred in nNOS-positive interneurons (Czeh et al., 2015, 2018; Csabai et al., 2018; Han et al., 2019), underscoring PV-IN activity as possibly contributing to NO-induced vasodilation.

The contradicting assumptions, that on the one hand NO-release from GABA-IN may influence endothelia cells of blood vessels, and thereby change their diameter (Lee et al., 2020), while on the other hand arteriole vasodilation is suggested to occur independently of NO (Chow et al., 2020), may moreover find a rational solution through suggestions that put capillary dilation in the focus of hemodynamic responses, rather than smooth-muscle-cell arteriole dilation. Thus, capillary flow was recently suggested not to be a passive consequence of the flow in upstream smooth muscle-unsheathed arterioles, but vice versa; capillary dilation may be a primary event preceding arteriole dilatation (Kisler et al., 2017). In this scenario, capillary dilation would occur as a result of the relaxation of pericytes, and this local dilation would spread from capillaries toward larger arterioles in a secondary step (Hall et al., 2014; Lendahl et al., 2019; Han et al., 2020). A crucial role of pericytes for capillary vasodilation during hemodynamic responses has been shown in numerous previous studies (Lourenco et al., 2014; Sweeney-Reed et al., 2016; Caporarello et al., 2019; Alarcon-Martinez et al., 2020), although others failed to demonstrate this (Fernandez-Klett et al., 2010; Hill et al., 2015; Wei et al., 2016; Cudmore et al., 2017; Iadecola, 2017). On the other hand, pericytes have been shown to express NO-responsive enzymes (Friebe et al., 2018). Also, a pericyte-induced role for vasodilation through capillaries would become feasible, since the large surface area of capillaries and minimal changes in their diameter would produce a large change in blood flow (Han et al., 2020).

It is thus challenging to consider that the increase in PV-IN mediated inhibitory strength between the 2nd and 3rd postnatal week (Itami et al., 2007; Eckert et al., 2021) and the coinciding progressive changes in shape and intensity of BOLD signals (Colonnese et al., 2008) are functionally related events. While all these findings may support the notion that PV-IN have a potential to modulate CBF, evidence for their participation in neurovascular coupling to physiological stimuli is still limited. We may, however, conclude that, in addition to glutamatergic neuronal activity influences on vasodilation (Attwell et al., 2010; Kisler et al., 2017; Ledo et al., 2021), PV-IN GABAergic activity may play a role in hemodynamic responses.




CONCLUSION

During aging or following acoustic trauma, acute or congenital deafness, a critical diminution of fast (high-SR) auditory driving force diminishes activity-dependent BDNF activities and tonic-PV-IN strength, hippocampal LTP, extra-hypothalamic stress control and possibly proper coupling of inhibitory neuronal activity to hemodynamic responses, accelerating a negative feedback cycle (Figure 8, right side). Under healthy conditions (Figure 8, left side), when critical fast auditory processing is maintained, context-specific information through specific activation of BDNF signaling in auditory and associated circuits, allow, through increased central neural gain, the facilitation of BDNF/PV-IN dependent increase stimulus responses that in turn guarantee a balanced HPA axis control and local hemodynamic supply for a long-lasting improved signal–to-noise ratio and stimulus discrimination above noise.
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FIGURE 8. Under healthy conditions (Left), fast auditory processing (high-SR in orange) enables context-specific information processing in auditory and associated circuits (hippocampus, HPA axis) through upregulation of activity-dependent BDNF (↑). Increased central neural gain, represented by increased hippocampal LTP (black cross in blue circle), allows the facilitation of BDNF/PV-IN circuits by BDNF ↑ in glutamatergic neurons, and an increase in perisomatic inhibitory strength (GABAergic neuron contacting glutamatergic neuron) dependent on increased stimulus responses. These in turn provide a balanced HPA axis control (blue arrow and minus) and local hemodynamic supply (blood vessels) for a long-lasting improved signal-to-noise ratio and stimulus discrimination above noise (black spike train). During aging, or following acoustic trauma, acute, or congenital deafness (Right), a critical loss of high-SR auditory nerve fibers (orange) occurs, leading to reduced auditory driving force and BDNF expression (↓). This is associated with reduced hippocampal LTP (black minus in white circle), reduced tonic-PV-IN strength (reduced synaptic contacts of GABAergic neurons on glutamatergic neurons), altered extra-hypothalamic stress control (red arrow to HPA axis), and possibly disturbed coupling of inhibitory neuronal activity to hemodynamic responses, leading to altered sound processing (red spike train). IHC, inner hair cell; SGN, spiral ganglion neuron; GABA-R, GABA receptor; HPA axis, hypothalamic-pituitary-adrenal axis; LTP, long-term potentiation; BDNF, brain-derived neurotrophic factor.


In view of the increasing evidence of a link between hearing loss and dementia, a better understanding of this possible relationship is an important challenge (Livingston et al., 2017; Griffiths et al., 2020; Montero-Odasso et al., 2020). We suggest here that a differential role of auditory fiber processing for specific imbalances in excitation/inhibition can be regarded as a key signature of hearing disorders with or without cognitive decline.
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In the mammalian brain, auditory brainstem nuclei are arranged topographically according to acoustic frequency responsiveness. During postnatal development, the axon initial segment (AIS) of principal neurons undergoes structural refinement depending on location along the tonotopic axis within the medial nucleus of the trapezoid body (MNTB). However, the molecular mechanisms underlying the structural refinement of the AIS along the tonotopic axis in the auditory brainstem have not been explored. We tested the hypothesis that brain-derived neurotrophic factor (BDNF) is a molecular mediator of the structural development of the MNTB in an activity-dependent manner. Using BDNF heterozygous mutant (BDNF+/–) mice, we examined the impact of global BDNF reduction on structural and functional development of MNTB neurons by assessing AIS structure and associated intrinsic neuronal properties. BDNF reduction inhibits the structural and functional differentiation of principal neurons along the tonotopic axis in the MNTB. Augmented sound input during the critical period of development has been shown to enhance the structural refinement of the AIS of MNTB neurons. However, in BDNF +/–  mice, MNTB neurons did not show this activity-dependent structural modification of the AIS following repeated sound stimulation. In addition, BDNF+/– mice lacked a defined isofrequency band of neuronal activity following exposure to 16 kHz sound, suggesting degradation of tonotopy. Taken together, structural development and functional refinement of auditory brainstem neurons require physiological levels of BDNF to establish proper tonotopic gradients.

Keywords: BDNF, auditory brainstem, MNTB, tonotopy, axon initial segment


INTRODUCTION

Along the auditory processing pathway, the topographic organization of neurons is important for determining where sound frequencies are processed within each auditory nucleus. In the MNTB, one of the key sound localization nuclei in the auditory brainstem, neurons are arranged with graded frequency-responsiveness (from high- to low-frequency) along the medio-lateral axis, respectively. Physiological factors including ion channel expression and cell morphology (e.g., soma size) are graded along the tonotopic axis in brainstem nuclei (Weatherstone et al., 2017; Akter et al., 2018). For example, voltage-gated potassium channel (KV3) is highly expressed in high-frequency responding neurons, and expression decreases moving toward low-frequency responding neurons in a graded fashion in the mouse and avian brainstem (Li et al., 2001; Parameshwaran et al., 2001; von Hehn et al., 2004; Leao et al., 2006). In contrast to KV3 channels, KV1 channels have the opposite expression pattern within the MNTB with the highest KV1 density laterally (Leao et al., 2006). In terms of cell morphology, the soma size of MNTB neurons is different along the tonotopic axis, where lateral neurons are larger than medial neurons (Weatherstone et al., 2017). In addition, the length and location of the AIS, a key axonal domain responsible for action potential (AP) initiation and neuronal excitability, is also dependent on cell location along the tonotopic axis in the chick and mouse (Kuba et al., 2006, 2014; Kim et al., 2019). Tonotopic refinement of the AIS is impaired in deaf animals- either congenitally or via cochlear removal (Kuba et al., 2010; Kim et al., 2019). Oppositely, AIS tonotopic differentiation is enhanced following increased neural activity driven by acoustic enrichment during the critical development period in mice (Kim et al., 2019). The structural refinement of the AIS is dependent on tonotopic location and requires sound-evoked activity in the auditory brainstem. The AIS determines neuronal excitability and modulates neuronal output, thus can control auditory processing along the ascending auditory pathway (Kuba et al., 2006; Grubb and Burrone, 2010). However, the molecular mechanisms driving establishment of the tonotopic gradient of the AIS in the MNTB are unknown.

Previous work in cultured hippocampal neurons showed BDNF signaling regulates AIS location and affects neuronal excitability (Guo et al., 2017). Here, we investigated whether BDNF, an essential molecule for activity-dependent plasticity, is a molecular mediator for establishing tonotopic gradients of the AIS and associated neuronal properties in the auditory brainstem. BDNF expression begins in the inner ear at postnatal day 4 (P4) and the expression pattern follows the ascending pathway during development (Hafidi, 1999; Wiechers et al., 1999). By P14, BDNF mRNA expression is arranged tonotopically within the cochlea where expression is highest in the apical and medial turns, opposite of the NT3 mRNA expression gradient (Schimmang et al., 2003). Acoustic enrichment increases BDNF transcript levels and protein levels in rodent brainstem due to increased neuronal activity (Wang et al., 2011; Matt et al., 2018). Using anti-BDNF antibodies to neutralize BDNF signaling, activity-dependent plasticity of tonotopy following pure tone sound stimulation was prevented in the rat auditory cortex (Anomal et al., 2013). We studied the effects of globally reduced BDNF levels on structural and intrinsic properties of MNTB neurons along the tonotopic axis in BDNF+/– mice. Given the role of BDNF in sound-evoked activity, tonotopic plasticity, and structural differentiation, we found that BDNF is one of the molecular mediators responsible for establishing structural tonotopic gradients and related physiological properties of auditory brainstem neurons during postnatal development.



MATERIALS AND METHODS


Animals

Both sexes of wild-type (WT) mice and BDNF+/– mice with a C57BL/6J background were used under the guidelines approved by the UT Health San Antonio Institutional Animal Care and Use Committee. BDNF heterozygous mice (B6.129S4-Bdnftm1Jae/J) were obtained from Jackson Labs in heterozygous breeding pairs. All experiments were done between postnatal days 9 and 11 (P9-P11; Figure 3) and P18-P23 (Figures 1, 2, 4, 5) during the animals’ light cycle. Animals were housed in a 12-h light/dark cycle.
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FIGURE 1. The tonotopic arrangement of the AIS in MNTB neurons is abolished in BDNF+/– mice. (A) BDNF mRNA expression (top) and BDNF protein level (bottom) in the MNTB from WT and BDNF+/– mice using qPCR and Western Blot, respectively. BDNF mRNA expression and protein level from BDNF+/– mice were normalized by those from WT (indicated by Relative expression, %). (B) The MNTB (at P20, the yellow line indicates border) was immunostained with MAP2 (cyan) and AnkG (magenta). HF indicates the high-frequency responding region, 30% of the medial (M) MNTB, and LF indicates the low-frequency responding region, 30% of the lateral (L) MNTB. (Bottom) Magnified images of medial and lateral MNTB neurons of BDNF+/– mice. Arrows indicate the proximal and distal ends of AIS. (C) Summary of length (μm) and location (distance from the soma) of the AIS in WT MNTB neurons. (D) AIS length and distance from soma from BDNF+/– medial and lateral neurons. Each point represents individual cells from three WT mice and four BDNF+/– mice. All error bars represent mean ± SD. **** indicates p < 0.0001.
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FIGURE 2. The difference in MNTB neuron intrinsic properties along the tonotopic axis is abolished in BDNF+/– mice. (A) Representative traces of APs evoked by current injection from medial (black) and lateral (gray) MNTB neurons in WT. Inset, dV/dt phase plot against membrane potential. The arrow points to the AP threshold, which differs between medial and lateral WT neurons. (B) Summary of AP threshold; determined as the membrane potential at dV/dt = 10, AP amplitude; determined as the difference between threshold and peak potential of AP, resting membrane potential, and input resistance of WT neurons. Each point represents an individual cell from 13 mice (medial) and seven mice (lateral). * indicates p < 0.05 and **** indicates p < 0.0001. (C) Representative traces of APs from BDNF+/– medial (dark blue) and lateral (light blue) neurons. dV/dt phase plot shows no difference in AP threshold between medial and lateral. (D) Summary of AP threshold, amplitude, resting membrane potential, and input resistance from BDNF+/– MNTB neurons. n = 10 mice (medial) and nine mice (lateral). (E) Membrane potential changes in WT and BDNF+/– neurons in response to step-like current injections from −100 pA to +250 pA in increments of 50 pA (left). The number of spikes in response to depolarizing current injection (right). Repeated measures ANOVA displayed significant difference based on genotype (F(1, 99) = 12.55; p = 0.0006). *** indicates p < 0.001. (F) Rheobase current was quantified by genotype in WT and BDNF+/– neurons. ** indicates p < 0.01.
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FIGURE 3. AIS structures and intrinsic properties of MNTB neurons at pre-hearing age. (A) MNTB neurons (MAP2, cyan) and corresponding AIS (β4-spectrin, magenta) of WT and BDNF+/– mice (at P9). Scale bar represents 10 μm. Arrows point to the edge of the soma and proximal end of the AIS, indicating the distance of the AIS. (B) Quantification of AIS location and length according to genotype and tonotopic location. Each point represents an individual cell from three mice/group. ** indicates p < 0.01. (C) Representative AP traces of medial and lateral neurons from WT and BDNF+/–mice. (D) Individual cell size was quantified by capacitance (pF) measurements during whole-cell recordings. Each point represents an individual cell. (E) Summary of AP threshold, amplitude, and input resistance by genotype and tonotopic location from five WT mice and four BDNF+/– mice. * indicates p < 0.05.
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FIGURE 4. BDNF is necessary for the activity-dependent plasticity of MNTB neurons. (A) Sound stimulation paradigm schematic; 16 kHz sound for 3 h/day from P13 to P19 followed by data collection and mature and pro-BDNF protein levels in WT and WT + sound. * indicates p < 0.05. (B) MNTB neurons of BDNF+/– mice following sound stimulation were immunostained with anti-MAP2 (cyan) and anti-AnkG (magenta). (C) AIS length and location, and cell size were quantified by condition and tonotopic location. Each point represents individual cells from four mice for BDNF+/– and three mice for BDNF+/– + sound. (D) Representative AP traces from BDNF+/– medial (dark purple) and lateral (light purple) neurons after sound stimulation. Inset, dV/dt phase plot against membrane potential. (E) Summary of AP threshold, amplitude, and input resistance were quantified for each condition and tonotopic location. Each point represents an individual cell.
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FIGURE 5. High frequency sound responding neurons is not tonotopically organized in BDNF+/– mice. (A) Tone exposure paradigm schematic. P21 mice were exposed to a pure 16 kHz tone for 90 min preceded by 60 min of silence in a sound-attenuated chamber. (B) Representative image of the MNTB immunostained with MAP2 (cyan) and c-Fos (red). Scale bars represent 100 μm. (C) Quantification of the representative image in (B) displayed as proportional location of each c-Fos+ neuron from the medial edge of MNTB (see the MNTB border and proportional location in Figure 1B). Each point represents one cell. Activated MNTB neurons in BDNF+/– are more laterally located (median: 24.29% in BDNF+/ and 61.12% in WT; p < 0.0001, Mann-Whitney U test). (D) Distribution analysis of c-Fos+ neurons displayed as the proportional distance from the medial edge of MNTB where 0% is the medial edge of the MNTB and 100% is the most lateral edge of the MNTB. Activated MNTB neurons in BDNF+/– are more laterally located (p < 0.0001, Mann-Whitney U test) and widespread compared to WT (p < 0.0001, Kolmogorov-Smirnov test). **** indicates p < 0.0001. (E) Quantification of c-Fos+ neurons divided by total MNTB neurons between genotypes. BDNF+/– mice (n = 5) have larger proportion of c-Fos+ MNTB neurons compared to WT (n = 3) mice (p = 0.018, Wel.ch’s t-test). * indicates p < 0.05.




Sound Stimulation

Mice were exposed to random noise centered at 16 kHz frequency at 80 dB during their light cycle for 3 h per day from P13 to P19 (Figure 4). Sixteen kHz pure tone exposure at 80 dB occurred during the light cycle for 90 min preceded by 60 min of silence in the sound attenuation chamber (Figure 5; Med Associates, Albans, VT) and the stimuli were generated by Tucker Davis Technologies equipment and software.


Slice Preparation

Mice were anesthetized with isoflurane then rapidly decapitated. The brains were then quickly removed and immersed in ice-cold low-calcium artificial cerebrospinal fluid (aCSF) containing (in mM): 125 NaCl, 2.5 KCl, 3 MgCl2, 0.1 CaCl2, 25 glucose, 25 NaHCO3, 1.25 NaH2PO4, pH 7.4 bubbled with carbogen (95% O2, 5% CO2; osmolarity 310–320 mOsm. Transverse 200 μm-thick brainstem slices containing the MNTB were collected using a Vibratome (VT1200S, Leica, Germany). Slices were then prepared further for either electrophysiology or immunohistochemistry experiments.


Immunohistochemistry

Brain slices were fixed with 4% paraformaldehyde (PFA) for 10 min then washed with PBS three times. Free-floating slices were blocked in 4% goat serum and 0.3% (w/v) Triton X-100, 0.1% Tween 20 in PBS for 1 h and then were incubated with primary antibody overnight at 4°C. Primary antibodies used: Anti-Ankyrin G (Mouse IgG1, NeuroMab, 1:200), Anti-MAP2 (Rabbit or Mouse IgG1, Millipore, 1:500), Anti-β4-spectrin (Rabbit; Bhat lab, UTHSCSA, 1:500), Anti-c-Fos (Rabbit, Synaptic Systems, 1:500). Slices were washed with PBS three times then incubated with corresponding secondary antibodies for 2 h at room temperature. Secondary antibodies (Invitrogen): Alexa Fluor 555 goat anti-GP, Alexa Fluor 488 goat anti-rabbit, and Alexa Fluor 647 goat anti-mouse IgG1 all at 1:500 dilution. Analysis of Z-stack confocal images was performed in Fiji. Medial neurons are in the most medial 30% of the MNTB, and lateral neurons are located in the most lateral 30% of the MNTB. Identification of neuronal AIS utilized either AnkG or β4-spectrin on MAP2+ cells. A segmented line tool in Fiji was used to measure length and distance from the soma. AIS length was measured from the proximal end of AnkG+ (or β4-spectrin+) signal to the most distal end, and AIS location was measured from the proximal end of AnkG+ (or β4-spectrin+) signal to edge of cell soma. For c-Fos analysis, the double staining against MAP2 and c-Fos were performed from WT and BDNF+/– mice. MAP2- and c-Fos-positive cells (c-Fos+ neurons) were counted using the cell counter plugin of Fiji software. Only the cells with c-Fos+ nuclei were counted and the constant threshold level of fluorescence intensity was used in each slice. The percentage of c-Fos+ cells was calculated by dividing the number of c-Fos+ MAP2+ MNTB neurons by the total number of MAP2+ MNTB neurons in each slice. Details were described in Kim et al. (2019).


Electrophysiology

After vibratome sectioning, slices were incubated in a chamber containing normal aCSF bubbled with carbogen at 35°C for 30 min and then kept at room temperature. The normal aCSF was the same as the low-calcium aCSF, except 3 mM MgCl2 and 0.1 mM CaCl2 were increased to 1 mM MgCl2 and 2 mM CaCl2. Whole-cell patch-clamp recording was carried out on postsynaptic principal neurons in the MNTB at room temperature (~24°C). Action potentials (APs) were recorded in normal aCSF using the current-clamp mode of the EPC-10 (HEKA Electronik, Lambrecht/Pfalz, Germany). The pipettes were filled with an internal solution containing (in mM) 125 K-gluconate, 20 KCl, 5 Na2-phosphocreatine, 10 HEPES, 4 Mg-ATP, 0.2 EGTA, and 0.3 GTP, pH adjusted to 7.3 with KOH. The holding potential was −65 mV in the voltage-clamp mode. Current-clamp protocols were 200 ms in duration with current steps from −100 to 250 pA (50 pA increments). Patch electrodes had resistances of 4–5 MΩ. Series resistance was <15 MΩ without compensation. The threshold of AP was determined by the point where dV/dt exceeds 10 V/s and the amplitude of AP from the threshold to the AP peak in the plot of dV/dt and voltage, which were taken from the first AP evoked in depolarizing current injection protocol. Data were analyzed and displayed with Igor Pro (Wavemetrics, Lake Oswego, OR, United States).


Western Blot

Whole tissue lysate of WT and BDNF+/– brainstems (at P21) were extracted with RIPA buffer. Equal protein amounts were loaded onto a 4–15% Tris/Glycine precast gel (Bio-Rad) and transferred to a nitrocellulose membrane. Membranes were blotted with anti-BDNF (Rb, 1:200, Abcam) and anti-β-actin (Mouse, 1:1,000; Abcam), which was used for normalization. Fluorescent secondary antibodies used: Mouse-800CW (1:7,500, LI-COR) and Rabbit-680RD (1:7,500, LI-COR). Membranes were imaged on Odyssey CLx (LI-COR), and images analyzed using Fiji software.


Quantitative Polymerase Chain Reaction (qPCR)

RNA isolation and reverse transcription reaction were performed as previously described in Kim et al. (2019). RNA extraction was done from p9 whole brain tissue of WT and BDNF+/– mice using RNAqueous kit with no alterations to procedure (AM1931, Thermofisher). qPCR was executed using 7900HT Fast Real-Time PCR system (Applied Biosystems), data were analyzed using SDS v2.4 (Applied Biosystems). GAPDH was used as a reference housekeeping gene. Delta (Δ) CT (MeanGene- MeanGAPDH) was utilized to calculate ΔΔCT (ΔCTPos-ΔCTNeg), and data was normalized to WT (100%). Mouse primers used: BDNF Forward: 5’-TCGTTCCTTTCGAGTTAGCC, BDNF Reverse: 5’-TTGGTAAACGGCACAAAAC, GAPDH Forward: 5’-AGTATGACTCCACTCACGGCAA, and GAPDH Reverse: 5’-TCTCGCTCCTGGAAGATGGT.


Statistics

All statistical analyses were performed in GraphPad Prism version 9.2.0 for Windows (GraphPad Software, San Diego, CA, United States). The normality of datasets was analyzed using the Kolmogorov-Smirnov test. Parametric or non-parametric tests were carried out accordingly. To compare the two groups, an unpaired t-test with Welch’s correction (parametric) or Mann-Whitney U test (non-parametric) was carried out. To compare three or more groups, one-way ANOVA with Turkey’s multiple comparison test was used. Values in results are represented as mean ± SD. Error bars in figures are ± SD. In Figure 5, Kolmogorov-Smirnov tests are used to evaluate the distribution of c-Fos+ cells. Figure 5 contains a box and whisker plot with the median as the center to display neuron distribution within the MNTB.












RESULTS


Global Reduction of BDNF Impairs Structural Differentiation of the AIS Along the Tonotopic Axis in the MNTB

The AIS of MNTB neurons is differentiated by structure and function along the tonotopic axis during postnatal development (Kim et al., 2019). To determine whether BDNF mediates the structural refinement of the AIS along the tonotopic axis, we examined the effects of globally reduced BDNF on AIS length and location along the medial-lateral axis in the MNTB using BDNF+/− mice. Analysis of BDNF mRNA and protein using qPCR and Western Blot respectively showed a significant reduction of BDNF mRNA expression and BDNF protein level in BDNF+/− mice compared to WT (mRNA: ~75% reduction in BDNF+/–, p = 0.026, Welch’s t-test, n = 2 and 3; protein: ~22% reduction in BDNF+/–, p = 0.014, Welch’s t-test, n = 3/group; Figure 1A). In WT and BDNF+/– mice (at P20 ± 2 days), we quantified the AIS length and location, measured by the distance from principal neuron soma, as described in Kim et al. (2019). The MNTB was proportionally defined by the percent of the total distance from medial to lateral edges of the MNTB, where medial neurons are within 30% of the medial MNTB border and lateral neurons are within 30% of the lateral MNTB border (Figure 1B). Using MAP2 and AnkG immunostaining, we examined the effect of reduced BDNF on AIS structural properties of MNTB neurons along the tonotopic axis in BDNF+/– mice (Figure 1C). In WT mice, the AIS length and location of medial MNTB neurons were significantly different from lateral MNTB neurons. In WT mice, the AIS length was 15.05 ± 2.35 μm (n = 59 cells) for medial neurons and 17.43 ± 3.09 μm (n = 48 cells) for lateral neurons (p < 0.0001; Welch’s 2-tailed t-test). The AIS distance from the soma was 10.03 ± 4.10 μm (medial) and 5.51 ± 1.40 μm (lateral, p < 0.0001, Welch’s 2-tailed t-test; n = 27 and 28 cells respectively; Figure 1D). Consistent with our previous work (Kim et al., 2019), AIS length was significantly shorter and more distal from the soma in medial MNTB neurons compared to lateral MNTB neurons. In BDNF+/− mice, MNTB neurons did not show this structural differentiation in the AIS length or distance along the tonotopic axis. AIS length was 15.64 ± 3.19 μm in medial neurons and 15.21 ± 2.92 μm in lateral neurons (p = 0.43, Student’s t-test, n = 66 and 64 cells respectively). AIS distance from soma was 6.53 ± 3.29 μm in medial neurons and 6.68 ± 2.99 μm in lateral neurons (p = 0.78, Student’s t-test, n = 56 and 68 cells respectively; Figure 1E). Reduced global BDNF disrupts the tonotopic refinement of AIS properties in the MNTB, indicating that BDNF is associated with the structural development of MNTB neurons. In addition to AIS structural properties, the soma size of MNTB neurons is dependent on location; lateral MNTB neurons are larger than medial neurons (Weatherstone et al., 2017). In the current study, membrane capacitance measurements using whole-cell patch-clamp recordings showed the tonotopic gradient in WT neurons. WT medial neurons had membrane capacitance of 17.02 ± 4.25 pF (n = 25), whereas lateral neurons had 20.11 ± 4.65 pF (n = 32 neurons, p = 0.01, Student’s t-test; Table 1). Similarly, BDNF+/− mice maintained the tonotopic differentiation of membrane capacitance: medial neurons had a smaller capacitance (13.72 ± 3.20 pF, n = 27) than lateral neurons (17.18 ± 3.16 pF, n = 37, p < 0.0001, Student’s t-test; Table 1). Notably, regardless of neuron location, MNTB neurons were significantly smaller in BDNF+/− mice compared to WT. Taken together, the reduction of BDNF disrupts the tonotopic differentiation of AIS length and location in the MNTB. The result indicates that globally reduced levels of BDNF impair the structural development of MNTB principal neurons along the tonotopic axis.

TABLE 1. Summary of intrinsic properties of MNTB neurons.
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Tonotopic Organization of MNTB Neuron Intrinsic Properties Is Abolished in BDNF+/– Mouse

Next, we investigated how structural alterations of the AIS, caused by BDNF reduction, impact the intrinsic properties and firing pattern of MNTB neurons in BDNF+/− mice. APs were recorded from medial and lateral MNTB neurons in response to current injections (from −100 pA to 250 pA, Δ = 50 pA). Phasic plotting the dV/dt of APs from MNTB neurons, evoked by a depolarizing current injection, was analyzed (Figure 2A). In WT mice (at P20), medial neurons had a lower AP threshold and resting potential (more hyperpolarized) compared with lateral neurons, indicating there was a difference in intrinsic properties of MNTB neurons along the tonotopic axis (Threshold, medial: −48.98 ± 5.53 mV and lateral: −41.86 ± 3.06 mV, p < 0.0001, Welch’s test; RMP, medial: −68.58 ± 3.03 mV and lateral: −66.42 ± 1.22 mV, p = 0.01, Welch’s test). However, there was no difference in AP amplitude, half-width, or input resistance between medial and lateral WT neurons (Figure 2B, Table 1). In BDNF+/− mice, there was no difference in AP threshold or resting membrane potential of MNTB neurons along the tonotopic axis (Figures 2C,D). AP threshold was −48.87 ± 3.68 mV (n = 26) in medial neurons and −47.38 ± 3.68 mV (n = 36) in lateral neurons (p = 0.12, Student’s t-test). RMP was −66.38 ± 2.12 mV (n = 17) in medial neurons and −66.40 ± 2.52 mV (n = 24) in lateral neurons (p = 0.98, Student’s t-test). There was no difference in AP amplitude, half-width, or input resistance between medial and lateral neurons in BDNF+/− mice (Figure 2D, Table 1). Thus, global BDNF reduction affects tonotopic differentiation in the AIS and intrinsic properties of MNTB neurons during postnatal development.

Regardless of their location along the tonotopic axis, MNTB neurons from BDNF+/− mice showed an increased number of AP spikes evoked by depolarizing current injections (50 pA to 250 pA), compared with WT mice (p = 0.0006, ANOVA; Figure 2E). In response to 200 pA current injection (100 ms), the number of spikes was significantly greater in BDNF+/− mice (9.4 ± 13.04 APs, n = 61 cells) than WT mice (1.76 ± 1.11 APs, n = 41 cells, p < 0.0001, Welch’s t-test), indicating increased excitability in BDNF+/− neurons. Rheobase currents were significantly smaller in BDNF+/− mice (94.62 ± 36.58 pA) than WT mice (114.6 ± 34 pA, p = 0.006, Student’s t-test; Figure 2F). The results indicate that reduced BDNF increases the excitability of MNTB neurons regardless of their location.


At Pre-hearing Age, Reduction of BDNF Does Not Impact Tonotopic Segregation of AIS Structure in the MNTB

BDNF reduction altered structural and physiological development of MNTB neurons that might be dependent on sound-evoked activity after hearing onset at P12. It is possible that BDNF reduction impacts intrinsic properties of MNTB neurons before hearing onset when the auditory processing is dependent on the spontaneous cochlear activity instead of sound-evoked activity. Thus, to test whether a physiological level of BDNF is critical for intrinsic development, which is independent of sound input, we examined the structural properties of the AIS between pre-hearing BDNF+/− and WT mice at P9. Pre-hearing WT mice show no tonotopic segregation of AIS properties between medial and lateral neurons (Figures 3A,B), supporting the previous finding that the tonotopic refinement of AIS structures occurs in an activity-dependent manner after hearing onset. However, BDNF+/− neurons showed a tonotopic differentiation of AIS length without difference in AIS distance from the soma between medial and lateral neurons. In BDNF+/− mice at P9, AIS length was shorter in medial neurons than lateral neurons (17.71 ± 3.39 μm vs. 20.03 ± 4.61 μm, p = 0.004, Welch’s two-tailed t-test). There was no difference in AIS location along the tonotopic axis (5.29 ± 4.15 μm, n = 37 medial vs. 6.48 ± 4.01 μm, n = 32 lateral neurons, p = 0.23, Student’s t-test; Figure 3B).

Next, we examined whether the tonotopic differentiation in the intrinsic properties of MNTB neurons is present in WT and BDNF+/− mice at pre-hearing age (Figure 3C). In the whole-cell recording, membrane capacitance did not differ between genotypes in the same position along the tonotopic axis at P9 (Figure 3D). At P9 before hearing onset, the AP threshold was not tonotopically different in WT neurons. However, in BDNF+/−, lateral neurons showed a higher threshold than medial neurons (Figure 3E). AP threshold was not tonotopically organized in WT mice (p = 0.87), but BDNF+/− neurons have a tonotopic difference of AP threshold (p = 0.01, Welch’s two-tailed t-test). Similar to WT, there was no significant difference in AP amplitude between lateral and medial neurons in BDNF+/− mice (lateral: 68.97 ± 6.69 mV and medial: 70.53 ± 5.75 mV, p = 0.52, Student’s t-test). There was no significant difference in AP amplitude between lateral and medial neurons in WT mice (lateral: 68.25 ± 12 mV and medial: 68.98 ± 5.85 mV, p = 0.87, Welch’s test). BDNF+/− and WT neurons had similar input resistance within the same tonotopic location paralleling the P21 results (Figure 3E). Taken together, MNTB neurons from pre-hearing BDNF+/− mice showed tonotopic differences in AIS length and AP threshold. As opposed to unlike in WT mice. However, this tonotopic differentiation did not persist through postnatal development and disappeared after hearing onset (at P21). It suggests that BDNF level may contribute to setting intrinsic properties of MNTB neurons before hearing onset when spontaneous cochlear activity is dominant in the immature auditory system.


BDNF Is Necessary for Enhanced Tonotopic Refinement Induced by the Sound Augmented Environment

After hearing onset, sound deprivation and enhancement modify structural properties of MNTB neurons during development, and specifically, sound stimulation enhances the tonotopic differences of AIS structure (Kim et al., 2019). We hypothesized that sound stimulation increases BDNF expression which enhances the structural and physiological plasticity of MNTB neurons. Sound stimulation has been shown to increase BDNF transcript and protein levels in the brainstem (Wang et al., 2011; Matt et al., 2018). In WT mice, sound stimulation (80 dB, 16 kHz, 3 h/day) from P13 to P19 increased mature BDNF protein by 25%, but not pro-BDNF, in the auditory brainstem (mature BDNF: p = 0.02, Welch’s t-test, n = 3 per group; pro-BDNF: p = 0.40, Welch’s t-test, n = 4/group; Figure 4A). We examined whether increased endogenous BDNF by sound stimulation rescues the lack of tonotopic differentiation of AIS structure in BDNF+/− mice. In BDNF+/− mice, which were exposed to the additional sound stimulation (subsequently named BDNF+/− + Sound mice), AIS distance from the soma was 6.51 ± 2.21 μm in medial and 6.8 ± 2.20 μm in lateral neurons (n = 36 and 34 cells respectively, p = 0.58, Student’s t-test; Figures 4B,C). AIS length of medial neurons was 15.72 ± 2.24 μm and the length of lateral neurons was 15.58 ± 2.15 μm. AIS length did not differ along the tonotopic axis in BDNF+/− + Sound mice (n = 35 and 33 cells respectively, p = 0.79, Mann-Whitney U test; Figure 4C). The tonotopic difference in soma size was not observed in BDNF+/− + Sound mice (Figure 4C). The result demonstrated that augmented sound inputs could not rescue the alterations in AIS structural properties of MNTB neurons caused by global BDNF reduction in BDNF+/− mice.

Next, we examined the physiological properties of MNTB neurons in BDNF+/− mice following sound stimulation. Phasic plotting the dV/dt of APs from MNTB neurons demonstrated no difference in AP threshold or amplitude between medial and lateral neurons in BDNF+/− + Sound (Figures 4D,E). Increased sound input did not induce tonotopic differentiation of neuronal properties in BDNF+/− mice. Although exposed to sound stimulation, lack of tonotopic differentiation of AP threshold was maintained in BDNF+/− + Sound mice (medial: −45.37 ± 5.75 mV and lateral: −43.98 ± 3.62 mV, p = 0.47, Student’s t-test; Figure 4E). No significant tonotopic difference was found in AP amplitude or input resistance in BDNF+/− + Sound animals (p = 0.67, Student’s t-test; Figure 4E) like BDNF+/− animals. BDNF+/− mice were unable to establish MNTB tonotopic gradients of intrinsic or structural properties even when exposed to an augmented sound input during the critical period of development. Mice with BDNF reduction were unable to properly respond to changes in sound-evoked activity, indicating that BDNF is a key molecule for activity-dependent structural and physiological plasticity of auditory brainstem neurons.


BDNF+/– Mice Lack Frequency-Responsiveness of Neurons and Show an Impaired Tonotopy in the MNTB

Tonotopy describes a topographic organization of frequency-responsiveness of neurons within each auditory nucleus. To examine if BDNF reduction and associated structural and physiological alterations affect the tonotopy of MNTB neurons, we assessed neuronal activity of MNTB neurons in response to a high frequency tone sound (16 kHz, 90 min, 80 dB) using c-fos, an early response gene, immunostaining (Karmakar et al., 2017; Kim et al., 2019; Figure 5A). The expression of c-Fos in the MNTB in response to 16 kHz tone was different between WT and BDNF+/– mice. In WT mice, c-Fos positive neurons (c-Fos+ and MAP2+) were mostly located in the medial MNTB, forming a clear band of 16 kHz sound-sensitive neurons, in concordance with high frequency responding neurons residing in the medial portion of the MNTB (Kandler et al., 2009). However, in BDNF+/– mice, c-Fos+ cells were widely spread out across the MNTB without a distinct band-like expression (Figures 5B,C). The distribution analysis for c-Fos+ neurons along the tonotopic axis showed the expression of c-Fos in response to 16 kHz sound was specifically concentrated on the medial MNTB from WT mice, but not in BDNF+/– mice: 0% indicating most medial MNTB position and 100% indicating most lateral MNTB position (WT: 32.36% and BDNF+/–: 50.21%; p < 0.0001, Mann-Whitney U test; Figure 5D). The MNTB from BDNF+/– mice lack frequency-responsiveness of neurons to 16 kHz sound stimulation, indicating an impaired tonotopy of the MNTB within the auditory brainstem.

To examine neuronal activation in response to 16 kHz sound, we quantified the percentage of c-Fos+ neurons (c-Fos+ and MAP2+ cell #/MAP2+ cell # *100) within the MNTB between genotypes. In response to 16 kHz tone, the percentage of c-Fos+ cells was significantly higher in BDNF+/– mice compared to WT (n = 5 and 3, respectively; p = 0.018, Welch’s t-test; Figure 5E), indicating that more MNTB neurons were responsive to the 16 kHz tone sound regardless of their location. The result paralleled physiological properties showing an increased excitability of MNTB neurons in BDNF+/– mice (Figure 2E). Taken together, BDNF+/– mice had hyperexcitable MNTB neurons and disorganized isofrequency bands based on the spatial organization of neural activity in response to high frequency sound.








DISCUSSION

The results demonstrated the role of BDNF in the structural and physiological refinement of MNTB neurons along the mediolateral tonotopic axis using a BDNF+/− mouse. Our study is the first ex vivo investigation of AIS plasticity with a global reduction of BDNF, which allows us to maintain circuit connections within a sensory system dependent on peripheral inputs. Tonotopy, a driving organization principle of the auditory system, relies on not only sound input but also BDNF signaling to establish proper gradients within the auditory brainstem and ensure precise binaural processing.


Role of BDNF in the Structural Development of the MNTB

BDNF is an important neurotrophic factor for neural development in an activity-dependent manner, whether that is driven by peripheral inputs or spontaneous activity (Kuczewski et al., 2008; Jiao et al., 2011). We addressed the impact of global BDNF reduction on the structural and physiological refinement of the AIS in a sound input-dependent manner in mature MNTB neurons (at P20) and in a sound input-independent manner in immature neurons in the pre-hearing stage (at P9). Previous works show that tonotopic gradients of KV channel expression and currents require sound input since pre-hearing and congenitally deaf animals do not possess these gradients (von Hehn et al., 2004; Leao et al., 2006; Kim et al., 2019). BDNF is a molecular mediator of neural activity-dependent plasticity shown in LTP of the hippocampus CA1 synapse (Korte et al., 1995; Patterson et al., 1996) and the visual cortex (Akaneya et al., 1997; Huber et al., 1998), as well as structural plasticity of myelin following increased sound input in humans and rats (Bengtsson et al., 2005; de Villers-Sidani et al., 2010). Within the auditory system, BDNF expression is dependent on sound-evoked activity shown with increased BDNF transcript and protein levels in the brainstem following sound stimulation (Wang et al., 2011; Matt et al., 2018). Here we found that at a pre-hearing age when peripheral sound input is not involved in recruiting BDNF, a global reduction of BDNF alters the AIS location of MNTB neurons and abnormally promotes tonotopic differences of AIS length and AP threshold. As opposite to WT mice, tonotopic gradients are present at P9 in BDNF+/– that are completely abolished by P21. BDNF reduction appears to have disparate effects on tonotopic refinement pre-hearing compared to post-hearing onset, although the underlying mechanism of the disparate effects is not understood. It is known that spontaneous activity driven by supporting cells in the cochlea occurs before hearing onset and allows for intrinsic sound-independent activity throughout the auditory pathway (Sonntag et al., 2009; Babola et al., 2018). Detectable levels of BDNF are present in the brainstem by P6, and spontaneous firing from brainstem neurons drives activity-dependent expression of BDNF before hearing onset (Hafidi, 1999). Thus, the differences were seen in AIS structure between WT and BDNF+/− mice before hearing onset could be due to the discrepancy of spontaneous activity between genotypes. BDNF effects on spontaneous activity in pre-hearing age and sound-evoked activity in post-hearing age might be different during development. In the condition with reduced BDNF, spontaneous activity may play a compensatory role in setting intrinsic properties of MNTB neurons, but when switching from spontaneous to sound-evoked activity after hearing onset, this compensatory effect may disappear. It would be worthy to test this hypothesis in future studies.


BDNF Modulates the Neuronal Activity of MNTB Neurons

The effects of BDNF on neuronal excitability are variable and there are different acute vs. chronic effects. In BDNF+/− mice, chronically reduced BDNF levels decreased neuronal activity of pyramidal neurons in the entorhinal cortex (Abidin et al., 2019). We found that regardless of tonotopic location, MNTB neurons from BDNF+/− mice showed a hyperexcitability in response to depolarizing current injection and increased neuronal activity in response to high frequency tone exposure compared to WT littermates. Interestingly, an overall increase of neuronal activity was observed, but the tonotopy of the auditory brainstem has been impaired in BDNF+/− mice. In vitro administration of BDNF increased cell excitability in cultured hippocampal and sensory neurons (Zhang et al., 2008; Guo et al., 2017), but bath perfusion of BDNF reduced excitability of interneurons in the dentate gyrus (Holm et al., 2009; Nieto-Gonzalez and Jensen, 2013). The variable response to BDNF administration might be due to varied ion channel expression, which is influenced by BDNF signaling, across different brain regions.


Physiological Relevance

How does the disruption of the tonotopic arrangement of neuronal properties impact auditory function? Several genetically modified mice lacking tonotopic gradients of neuronal structure display auditory function abnormalities. CXCR1 mutant mice, which have disrupted microglia-neuron communication, lacked the soma size tonotopic gradient observed in WT mice and had longer peak latencies of the auditory brainstem responses (ABRs) with the normal threshold of ABRs (Milinkeviciute et al., 2021). Ephrin-A3 mutants, which lack a key axon guidance signaling factor, have degraded frequency-responsiveness tonotopy within the cochlear nucleus. These mice have deficits in signal conduction and frequency discrimination with a normal hearing threshold (Hoshino et al., 2021). Outside of genetic modifications, aging disrupts precise tonotopic organization from the cochlear nucleus to the auditory cortex as hearing function degrades (Caspary et al., 2005; de Villers-Sidani et al., 2010). It appears that sound input is required to establish and maintain tonotopy, which is required to maintain proper auditory processing. Thus, it is worthy to further examine whether BDNF+/− mice lacking tonotopy of MNTB neurons along the mediolateral axis have auditory processing deficits.
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Nucleus % of cells st dev

Ipsilateral PPT 42% 13%
Ipsilateral LDT 17% 8%
Contralateral PPT 31% 18%
Contralateral LDT 10% 5%

Summary of the distribution of ChAT+ retrogradely labeled cells in the four nuclei of
the PMT. Data from eight tracer deposits (see asterisks in Table 1). Total number of
retrograde cells = 2,478. Total number of ChAT+/retrograde cells = 673.
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For each tracer deposit, the extent of involvement of each SOC nucleus is indicated.
Lack of markings indicates no involvement of a given nucleus, an “X” marking indicates
minimal involvement of a nucleus, an “XX” marking indicates moderate involvement
of a nucleus, and an “XXX" marking indicates extensive involvement of a nucleus.
GB—green RetroBeads, LNTB—Ilateral nucleus of the trapezoid body, LSO—lateral
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analysis.





OPS/images/fncir-15-715369/fncir-15-715369-t002.jpg
Nucleus Average st dev Maximum

Ipsilateral PPT 32% 20% 62%
Ipsilateral LDT 21% 17% 50%
Contralateral PPT 29% 18% 57%
Contralateral LDT 19% 13% 37%

Summary of the percentage of retrogradely labeled PMT cells that were ChAT+. On
average, 25-40% of retrogradely labeled cells were ChAT+. Data from eight tracer
deposits (see asterisks in Table 1). The maximum column indicates the highest
percentage of cells that were ChAT+ across all cases for each area. Total number of
retrograde cells = 2,478. Total number of ChAT+/retrograde cells = 673.
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