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Background: Interacting with other people involves spatial awareness of one’s own body and 
the other’s body and viewpoint.  In the past, social cognition has focused largely on belief 
reasoning, which is abstracted away from spatial and bodily representations, while there is a 
strong tradition of work on spatial and object representation which does not consider social 
interactions.  These two domains have flourished independently.  A small but growing body 
of research examines how awareness of space and body relates to the ability to interpret and 
interact with others.  This also builds on the growing awareness that many cognitive processes 
are embodied, which could be of relevance for the integration of the social and spatial 
domains: Online mental transformations of spatial representations have been shown to rely 
on simulated body movements and various aspects of social interaction have been related to 
the simulation of a conspecific’s behaviour within the observer’s bodily repertoire. 

Both dimensions of embodied transformations or mappings seem to serve the purpose 
of establishing alignment between the observer and a target. In spatial cognition research 
the target is spatially defined as a particular viewpoint or frame of reference (FOR), yet, in 
social interaction research another viewpoint is occupied by another’s mind, which crucially 
requires perspective taking in the sense of considering what another person experiences 
from a different viewpoint.  Perspective taking has been studied in different ways within 
developmental psychology, cognitive psychology, psycholinguistics, neuropsychology and 
cognitive neuroscience over the last few decades, yet, integrative approaches for channelling 
all information into a unified account of perspective taking and viewpoint transformations 
have not been presented so far.

Aims: This Research Topic aims to bring together the social and the spatial, and to highlight 
findings and methods which can unify research across areas.  In particular, the topic aims 
to advance our current theories and set the stage for future developments of the field by 
clarifying and linking theoretical concepts across disciplines. 

Scope.  The focus of this Research Topic is on the SPATIAL and the SOCIAL, and we 
anticipate that all submissions will touch on both aspects and will explicitly attempt to bridge 
conceptual gaps.  Social questions could include questions of how people judge another 
person’s viewpoint or spatial capacities, or how they imagine themselves from different points 
of view.  Spatial questions could include consideration of different physical configurations of 
the body and the arrangement of different viewpoints, including mental rotation of objects 
or viewpoints that have social relevance. Questions could also relate to how individual 
differences (in personality, sex, development, culture, species etc.) influence or determine 
social and spatial perspective judgements. Many different methods can be used to explore 
perspective taking, including mental chronometry, behavioural tasks, EEG/MEG and fMRI, 
child development, neuropsychological patients, virtual reality and more.  Bringing together 
results and approaches from these different domains is a key aim of this Research Topic.  We 
welcome submissions of experimental papers, reviews and theory papers which cover these 
topics.

Citation: Kessler, K., Creem-Regehr, S. H., Hamilton, A.,  eds. (2015). Perspective Taking: 
Building a Neurocognitive Framework for Integrating the “Social” and the “Spatial”. 
Lausanne: Frontiers Media. doi: 10.3389/978-2-88919-417-9

The image shows a composite image adapted from three contributions in this eBook. The middle row 
displays images of brain activity adapted from Schurz et al. (Common brain areas engaged in false 
belief reasoning and visual perspective taking: a meta-analysis of functional brain imaging studies), 
the spatial layouts of conic shapes are adapted from Takahashi et al. (Psychological influences on 
distance estimation in a virtual reality environment), and the body images in various orientations are 
adapted from Braithwaite et al. (Fractionating the unitary notion of dissociation: disembodied but not 
embodied dissociative experiences are associated with exocentric perspective-taking).
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From carrying a table to pointing at the moon, interacting with
other people involves spatial awareness of one’s own body and the
other’s body and viewpoint. In the past, social cognition has often
focused on tasks like belief reasoning, which is abstracted away
from spatial and bodily representations. There is also a strong tra-
dition of work on spatial and object representation which does
not consider social interactions. The 24 papers in this research
topic represent the growing body of work which links the spatial
and the social. The diversity of methods and approaches used
here reveal that this is a vibrant and growing research area which
can tell us more than the study of either topic in isolation.

Online mental transformations of spatial representations are
often believed to rely on action simulation and other “embodied”
processing and three papers in the current research topic pro-
vide new evidence for this process. Surtees and colleagues reveal
that embodied egocentric transformations are used for visual
as well as for spatial perspective taking, extending the general-
ity of the embodied processing principle (Surtees et al., 2013).
Braithwaite et al.’s contribution distinguishes between embodied
and disembodied body-related hallucinations, showing that only
the latter speeds up perspective taking (Braithwaite et al., 2013).
Gardner and colleagues also highlight distinct processing routes
towards perspective taking outcomes, where some individuals use
embodied- while others use abstract (unembodied) calculation
strategies (Gardner et al., 2013).

Several of the papers in this research topic have a focus on
action systems in perspective taking. Creem-Regehr et al. ana-
lyze the literature on human judgments of other’s affordances
and how this relates to spatial perspective taking, concluding
that these are complementary processes that work to inform
understanding of another’s behavior (Creem-Regehr et al., 2013).
Maguinness et al. look at how observing another’s action of lift-
ing influences the discrimination of the weight of the objects
lifted, and how this is modulated by age (Maguinness et al.,
2013). Pezzulo et al. propose that that sensorimotor representa-
tions are recalibrated in social contexts to create shared action
spaces serving joint action or more generally, social interaction
(Pezzulo et al., 2013). Furlanetto et al. present a study exam-
ining the role of both gaze and action on perspective taking,
finding the intriguing result that when gaze and action intention
conflict, spontaneous perspective taking is increased (Furlanetto
et al., 2013). Together, these papers suggest that perception, action

and spatial processing all interact with and contribute to social
cognition.

Direct interactions between spatial factors and social factors
can be seen in a variety of domains, including emotional stim-
uli such as threat and pain. Takahashi et al. use virtual reality to
show that potentially threatening objects are perceived as closer
to the participant (Takahashi et al., 2013). Clements-Stephens
et al. investigate the influence of the presence of an agent and the
role of social skills on spatial perspective taking, finding a com-
plex relationship among tasks, targets, and context (Clements-
Stephens et al., 2013). Finally, the impact of perspective taking
on observation of other’s pain is examined by Canizales et al,
finding both subjective evaluation and neural somatosensory
responses are modulated by the perspective taken (Canizales et al.,
2013).

The relevance of social and visuospatial perspective taking for
successful communication is emphasized in five contributions in
this research topic. Focusing on the integration of action- and
spatial- perspective taking, Beveridge and Pickering propose that
alignment of spatial perspectives may serve as a prerequisite for
action language simulations (Beveridge and Pickering, 2013), in
which language users adopt a particular action-perspective or
frame-of-reference (FOR). Johannsen and De Ruiter show that
priming of a relative FOR can dominate an a priori preference
for an intrinsic FOR in communication, while communicative
success is predicted by the amount to which interlocutors adapt
to each other’s strategies—whatever these are (Johannsen and
Ruiter, 2013). De Boer and colleagues approach the question
of communicative success from the angle of individual traits
and report that motivational as well general-purpose cognitive
abilities play a crucial role (De Boer et al., 2013). The flexi-
bility of perspective taking in communication is further high-
lighted by Galati and Avraamides who show that people weigh
multiple cues (including social ones) to consider the relative
difficulty of perspective-taking for each partner, and adapt behav-
ior to minimize collective effort (Galati and Avraamides, 2013).
In this context cultural background could make a difference.
Wu and colleagues report that Westerners and East-Asians dif-
fer in their strategies of controlling ego- vs. other-centred per-
spective taking outcomes but are similar in their immediate
(egocentric) integration of communication context (Wu et al.,
2013).
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Developmental and neuroscientific approaches are also impor-
tant in understanding perspective taking. New data from Hirai
and colleagues shows that people with William syndrome find
it hard to perform a level 2 visual perspective taking (VPT2)
task, and this may be due to difficulties in spatial processing
of body postures (Hirai et al., 2013). These data complement
the review from Pearson et al. which shows that children with
autism also find these VPT2 tasks hard (Pearson et al., 2013).
Though Williams syndrome and autism are sometimes consid-
ered to have opposite effects on social cognition, here the inter-
section of spatial and social processing seems to be difficult for
both populations. Moll et al. argue against the traditional view
that VPT is simpler than cognitive perspective taking (theory
of mind) and suggest that social coordination and communica-
tion occurs developmentally prior to full VPT abilities (Moll and
Kadipasaoglu, 2013). This view contrasts with the paper from
Wheatley and colleagues which suggests that in human evolution,
brain systems for spatial processing have been repurposed for
social cognition (Parkinson and Wheatley, 2013). Finally, Schurz
and colleagues report a meta-analysis of fMRI data showing that
perspective taking and theory of mind engage overlapping brain
regions (Schurz et al., 2013). Together, these studies show clear
links between spatial and social processing, and the question
of which is “primary” may become an important debate in the
future.

Finally, advances in our experimental data need to be inter-
preted in a solid theoretical framework. Several rival theories
are available. Gross and Profitt make the claim that social con-
nections can modulate participant’s perception of space (Gross
and Proffitt, 2013). Sun and Wang consider how both spatial
and social problems can be conceptualized in terms of dif-
ferent frames of reference, and can be broken down to sim-
ilar low-level components (Sun and Wang, 2014). May and
Wendt evaluate theoretical accounts of perspective taking with
a focus on two different tasks that require laterality judgments
(May and Wendt, 2013). Limanowski and Blankenburg take a
very different approach, providing an account of the experi-
ence of “self” in terms of the free energy principle that a brain
functions to minimize surprise (Limanowski and Blankenburg,
2013).

Overall, the variety of papers in this research topic reflect
the diversity and dynamism of the field. Recognition of the
importance of studying spatial and social information process-
ing in the same framework has come from many angles. Future
studies can examine how these different types of task can scaf-
fold each other and interact, possibly in an embodied fash-
ion, to enable humans to cooperate and engage in a social
space.
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Previous research has shown that calculating if something is to someone’s left or right
involves a simulative process recruiting representations of our own body in imagining
ourselves in the position of the other person (Kessler and Rutherford, 2010). We compared
left and right judgements from another’s spatial position (spatial perspective judgements)
to judgements of how a numeral appeared from another’s point of view (visual perspective
judgements). Experiment 1 confirmed that these visual and spatial perspective judgements
involved a process of rotation as they became more difficult with angular disparity
between the self and other. There was evidence of some difference between the two,
but both showed a linear pattern. Experiment 2 went a step further in showing that
these judgements used embodied self rotations, as their difficulty was also dependent
on the current position of the self within the world. This effect was significantly stronger
in spatial perspective-taking, but was present in both cases. We conclude that embodied
self-rotations, through which we actively imagine ourselves assuming someone else’s
position in the world can subserve not only reasoning about where objects are in relation
to someone else but also how the objects in their environment appear to them.

Keywords: visual perspective-taking, spatial perspective-taking, embodied self rotation, theory of mind, level-2

perspective-taking, perspective-taking

INTRODUCTION
Human beings operate in complex social and spatial environ-
ments. In order to be successful, we must navigate our way
around this complex world, in which other people are partic-
ularly important. Cooperation and competition are thought to
have played a vital role in our evolution (Tomasello, 2008). In
order to cooperate with and compete against others we often need
to represent their perspectives. A minimal definition of a per-
spective is that it is someone’s relationship with objects and/or
other people in their environment (Surtees et al., 2013). A per-
spective can be related to the visual experiences of an individual;
famously in developmental psychology, Piaget and Inhelder (1956)
asked children to judge how the experimenter saw an array of
three mountains. Equally, a perspective can be related to the
spatial location of an object; work on frames of reference has
focused on people’s sensitivity to whether an object is located
above or below, or to the left or the right of someone (Carlson-
Radvansky and Jiang, 1998; Levinson, 1996). It is clear that a
mature system for visual perspective-taking at times necessitates
processing beyond the spatial relations between a person and the
objects within their environment. Take for example a woman who
hands her elderly husband his glasses to examine a passage in a
book that, while it looks perfectly clear to her, she knows will
appear blurry to him. In contrast to these special cases, how-
ever, there are a multitude of everyday social situations where
rapid decision-making about approximations to other people’s
visual experiences can be made simply on the basis of spatial
relations and orientations. In this paper, we build on recent

work comparing visual and spatial perspective-taking judgements
(Kessler and Thomson, 2010; Kessler and Rutherford, 2010;
Michelon and Zacks, 2006; Surtees et al., 2013) and examine the
role for embodiment and rotation in visual and spatial perspective
judgements.

VISUAL PERSPECTIVE-TAKING
Since Piaget’s early description of children as egocentric (Piaget
and Inhelder, 1956), a lot of focus has been placed on the age at
which children first begin to understand that others do not share
their own view (Flavell et al., 1981) or a good view (Light and
Nix, 1983) of the world. Such judgements are thought to require
children to have a Theory of Mind (Hamilton et al., 2009), that
is to understand that other people are independent actors and
that their behavior is dependent upon their own mental states
(Premack and Woodruff, 1978) as well as the particular, current,
state of the world. Whilst much of the focus in the literature on
Theory of Mind has been on children’s ability to reason about
beliefs in general, and False Beliefs in particular (Wimmer and
Perner, 1983), successful reasoning based on the visual perceptions
of others similarly requires us to be sensitive to their mental states
and to overcome our own, egocentric biases (Surtees and Apperly,
2012).

Research with children and non-human animals suggests that
perspective-taking is not a unitary ability (Masangkay et al.,
1974; Flavell, 2000; Call and Tomasello, 2008). Flavell and
colleagues (Masangkay et al., 1974; Flavell et al., 1981) make a dis-
tinction between level-1 and level-2 perspective-taking. Level-1
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perspective-taking requires understanding of what can be seen,
simply knowing which objects in the world are visually accessi-
ble to another person. Masangkay et al. (1974) showed children as
young as 3 to be able to successfully report that an adult could
see a dog pictured on the reverse of a card when they them-
selves saw a cat on its obverse. Children of this age were, however,
unable to report that a picture of a turtle on a flat-lying card
would look upside down to the adult when it looked the right
way up to them. This latter task reflects level-2 perspective-taking,
judging how someone sees the world, specifically judging that a
single object can be represented differently by two different peo-
ple based on their viewpoint in the world. The emergence of
level-2 perspective-taking has been associated with other The-
ory of Mind developments that also occur around the age of
four (Perner, 1991), such as False Belief reasoning (Wimmer and
Perner, 1983), reasoning about the difference between appear-
ance and reality (Flavell et al., 1983). Similarly, a number of
other cognitive abilities significantly progress at this age, such
as counterfactual thinking (Riggs et al., 1998), early reason-
ing about regret (Weisberg and Beck, 2010) and also executive
functioning (Espy, 1997; Kirkham et al., 2003). The distinction
between level-1 and level-2 perspective-taking appears not to
be merely linked to children’s development, with many non-
human animals, such as chimpanzees (Tomasello et al., 2003),
goats (Kaminski et al., 2001), dogs (Hare and Tomasello, 2005)
and Western Scrub-Jays (Emery and Clayton, 2004) showing level-
1, but as yet no evidence of level-2 abilities. Similarly, infants
(Song and Baillargeon, 2008) and adults (Samson et al., 2010)
seem to be spontaneously sensitive to whether or not someone
sees a given object, but again there is no such evidence for level-
2 perspective-taking (Surtees et al., 2012a). It is this convergence
of evidence that has led Apperly and Butterfill (2009) to suggest
that the distinction between level-1 and level-2 perspective-taking
may demarcate a signature limit on efficient theory of mind,
such that level-2 judgements are always demanding of cognitive
resources. In the current paper, we examine level-2 type judge-
ments. Specifically judgements of how a numeral looks to someone
else.

SPATIAL PERSPECTIVE-TAKING
For Spatial perspective-taking here we mean the ability to under-
stand the spatial relationship between an individual and the objects
in their environment (sometimes spatial perspective-taking is
used to refer to mentally occupying another’s position in space;
Kessler and Wang, 2012). Unlike for visual perspectives, the con-
tent of Spatial perspectives is non-mental. A Spatial perspective is
solely and definitively prescribed by the exact spatial relationship
between a person and objects around them, rather than what they
think about those objects. Whilst we may use our understanding of
how others perceive the world around them to inform our judge-
ments of where items are located in space relative to them, it is not
necessary to do so. A book may remain to the front and the left
of someone, regardless of whether they have perfect vision, suffer
from short-sightedness or are blind. Similarly, if someone were to
close their eyes, we should understand that they no longer have a
visual perspective on the world, but maintain their spatial perspec-
tive. For this reason, spatial perspectives are not necessarily linked

to individual people (Surtees et al., 2012b). A book can be located
to the front and left of a chair in the very way in which it can be
located to the front and the left of a person. Consequently, spa-
tial perspectives have been most commonly considered in terms
of frames of reference. A frame of reference is a set of axes upon
which to consider the location of objects (Levinson, 1996, 2003).
These axes can be absolute, defined by an unchanging element of
the environment- Birmingham is located to the North of Brus-
sels, regardless of where we are. They can be relative, defined by
the position of objects in relation to the viewer- you cannot see
the Manneken Pis if you stand on the Grand Place in Brussels
because the Hotel de Ville is in front of it. Or they can be intrinsic,
defined by one of the objects we are reasoning about- I can move
the Palais Royal from being behind me to being in front of me by
the simple expedient of turning myself around. It is these intrinsic
frames of reference that incur spatial perspectives. Calculating an
intrinsic reference frame requires understanding the relationship
between an individual person or object and their environment.
Spatial frames of reference are calculated automatically follow-
ing the use of prepositions (Carlson-Radvansky and Jiang, 1998),
requiring inhibition to choose the most appropriate frame. Both
adults (Carlson-Radvansky and Irwin, 1993) and children (Surtees
et al., 2012b) are known to be concurrently sensitive to multiple
frames of reference. Like for visual perspective-taking, there is evi-
dence that children do not necessarily use all aspects of a frame
of reference at the same age (Hands, 1972; Harris and Strom-
men, 1972; Cox, 1981; Bialystok and Codd, 1987). They show
a preference for the intrinsic frame of reference in early child-
hood and also learn the spatial referents “in front” and “behind”
(Harris and Strommen, 1972; Cox, 1981; Bialystok and Codd,
1987), before the referents “left of” and “right of” (Hands, 1972).
Interestingly, adults seem spontaneously sensitive to other peo-
ple’s spatial perspectives. Tversky and Hard (2009) found that
adults described objects as being to the left or right of a person
even though the task only asked them to describe the location of an
object.

PROCESSES FOR VISUAL AND SPATIAL PERSPECTIVE-TAKING
Whilst much of the focus in the visual perspective-taking lit-
erature has been on the conceptual demands of understanding
other people’s minds, it is clearly of importance to understand the
cognitive architecture that allows us to represent others’ point of
view (Kessler et al., under review). Such processing must take into
account complex relationships between individuals and objects
within their spatial environment. Recently, a number of studies
have looked to identify the different processes for visuo-spatial
perspective-taking. Michelon and Zacks (2006) proposed 2 kinds
of visuo-spatial perspective-taking processes. The first of these,
equivalent to level-1 visual perspective-taking, was used when
adults had to judge if an object could be seen or not. This process
was sensitive only to the distance between the target other and the
object about which the perspective was taken. It was concluded
that this process involved tracing the line of sight of the avatar. A
second process was sensitive to the angular disparity between the
participant and the other person in the scene and was used when
participants had to judge if a specified object was to the left or right
from the avatar’s position. This second process was concluded to
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require mental self rotation to align one’s own perspective with
that of another. Whilst the exact question was if the other saw the
object as on its left or right, it is clear that this second judgment
is primarily spatial in nature and equivalent to a purely spatial
judgment of whether the object was to the other’s left or right.
Michelon and Zacks’s (2006) findings are in line with previous
evidence of the effect of angular disparity on spatial judgements
(Huttenlocher and Presson, 1973; Kozhevnikov and Hegarty, 2001;
Keehner et al., 2006) and the identification of both visuo-spatial
perspective-taking processes has since been replicated by Kessler
and colleagues (Kessler and Rutherford, 2010; Kessler and Thom-
son, 2010; Kessler and Wang, 2012). In a recent study, we (Surtees
et al., 2013) looked to further delineate these processes, and in
particular examined whether the differences found by Michelon
and Zacks (2006), Kessler and Thomson (2010) were primarily
caused by judgements being of a visual vs. spatial nature, or
whether they were primarily caused by judgements being of an
early developing kind or a later developing kind. We found that
spatial perspective judgements of an object as being in front of, or
behind, like visual perspective judgements of whether something
was visible, were not dependent on the angular disparity between
the self and other. The difficulty of visual judgements of how a
numeral appeared, on the other hand, like spatial judgements of
something as being to the left or to the right for someone, were
dependent on this angular disparity. We concluded that the selec-
tion of processing strategy was not determined by the nature of
the content, as mental or non-mental, but rather by the specific
task requirements and the degree to which simple features could
be used. A rotational mechanism seemed to be the default method
for only two kinds of judgements; level-2 visual perspective judge-
ments of how something appeared to someone else and spatial
judgements on the left to right dimension of an intrinsic frame of
reference.

EMBODIED SELF ROTATION VS. VIEWPOINT ROTATION
Difficulty based on angular disparity could be indicative of three
different types of rotational strategies. The first is a mental self
rotation, which uses an embodied representation of the self that is
then rotated to the current bodily position of the target perspective
(Kessler et al., under review). Such a process uses motor represen-
tations to imagine transporting ourselves to another’s position
(Kessler and Thomson, 2010) and then simulates a self perspective
from that new position. The second is a mental object rotation,
through which we rotate the world from the angle of the target per-
spective to our own current position (Kessler et al., under review).
Finally, the third is a mental viewpoint rotation (Kessler et al.,
under review), through which we use visuo-spatial cues to calcu-
late a viewpoint in a given position without occupying that point
of view in an embodied way. Only the first of the three strategies
would require embodied self representations. Kessler and Thom-
son (2010) and Kessler and Rutherford (2010) used an innovative
method to investigate whether mental self rotation was used for left
and right judgements. Varying the angle of participants’ own bod-
ies in relation to the screen, whilst keeping head position fixed, they
reasoned, would only affect performance if mental self rotation
was employed. They found (Kessler and Rutherford, 2010) that
even though the visual impression remained the same (because

the head position was fixed) across conditions, participants’ per-
formance varied as a function of their own body angle, with better
performance when their own body posture more closely matched
that of the avatar. They concluded from this that judging if an
object was to the left or the right of someone else involves an
embodied process of self rotation to align our perspective with
theirs. They found no impact of their body rotation manipulation
on judgements of whether an object was visible to the avatar or
not. This is perhaps not surprising as these judgements are not
affected by angle at all.

THE CURRENT STUDY
The aim of the current study was to test whether embodiment is
also used in visual perspective-taking. In the current study, we
adapted Kessler and colleagues’ (Kessler and Rutherford, 2010;
Kessler and Thomson, 2010) body posture manipulation to com-
pare its effect on two kinds of perspective-taking task. When
participants judged if an object was to an avatar’s left or right
(spatial perspective judgement), we predicted that they would use
embodied self rotation. We expected that their performance would
be affected not only by the angle of disparity between the avatar’s
position and participants’ own position, but also by participants’
own body posture- with better performance when their own body
posture was more similar to that of the avatar (as found by Kessler
and Rutherford, 2010; Kessler and Thomson, 2010). When partici-
pants judged how a number looked to the avatar (visual perspective
judgement), we predicted that judgements would again be affected
by angular disparity (as found in Surtees et al., 2013). Our central
research question was whether this process was embodied or not.
If these judgements were also affected by body posture, it would
indicate a common embodied self rotation process implicated in
both visual and spatial perspective-taking. If these judgements
were independent of body posture consistency, this would sug-
gest that these judgements involved non-embodied viewpoint
rotation.

EXPERIMENT 1
MATERIALS AND METHODS
Participants
Participants were 40 undergraduate students (11 male) from the
University catholique de Louvain, Belgium. They all participated
in the study in exchange of course credit or a small honorarium
of 8 Euros. Participants had an average age of 20.77 years (range
18–25). One participant was not included in the final sample on
the basis of performing below chance.

Stimuli
In all of the pictures that participants saw, an avatar was placed
in the center of a featureless room (see Figure 1). The stimuli
were created using Blender (www.blender.org). The room also
contained a single cube, with a numeral written on its top-most
face (4, 6, 7 or 9). Within each stimulus, we varied two features
orthogonally. Angular disparity between the participant and the
avatar was varied through the positioning of the virtual camera
in relation to the avatar, creating angles of four different magni-
tudes: 0◦, 60◦, 120◦, 180◦. For angular disparity of both 60◦ and
120◦, separate stimuli were created showing the avatar in clockwise
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FIGURE 1 | Example stimuli from Experiment 1. Here all examples show anticlockwise rotation. An equal number of stimuli showed clockwise rotations. The
Visual perspective-taking condition also included stimuli in which the block/number was located behind the avatar.

and anticlockwise variants, crucial for evaluating our embodiment
hypothesis. We also varied distance, by placing the block at one
of two distances from the avatar: “Near” and “Far,” where the Far
condition was placed at a distance that was twice as far within the
virtual world as the Near condition. In the spatial condition, an
equal number of stimuli placed the block/number to the left and
to the right of the avatar, at an angle of 45◦ from the avatar and
always in front of him. In the visual condition, stimuli showed the
block/number to be directly in front, or directly behind the avatar.

Participants were randomly divided into two groups, Visual or
Spatial. Before the experiment, all participants were given the same
basic information, that they would be performing a perspective-
taking task. Participants were sat in a rotating chair, with a red
rectangle attached to the floor at approximately 60◦ angle to their
right and a blue rectangle at approximately 60◦ to their left. They
placed their chin on a chin-rest (located 50 cm from the screen) on
every trial. After further instruction, giving example procedures
and the correct answer, all participants completed 16 practice tri-
als without rotation, 8 practice trials with rotation and finally
256 experimental trials divided into four blocks. All trials fol-
lowed the same basic procedure (see Figure 2). Participants were

first of all cued with a picture showing a red or blue square with
a schematic illustration of a person (adapted from Kessler and
Thomson, 2010). Participants had been instructed that the red pic-
ture meant they should rotate their body to the left/anticlockwise
and place their feet on the red rectangle on the floor, they were
instructed to keep the mouse on their lap (see Figure 3). The blue
picture conveyed the same instruction, but to the right/clockwise.
These rotations meant that participants’ own body orientation
varied from approximately 60◦ clockwise to approximately 60◦
anticlockwise in relation to the screen for every trial. Importantly,
though, by keeping their chins on the chin rest, participants’ visual
impression did not change (beyond the variations in the stimuli
type presented on the screen). Following the rotation cue, par-
ticipants saw a further screen, asking whether they had made the
rotation, this required a mouse click to progress. The experimenter
observed a sample of these rotations and saw no cases in which
participants made errors in their rotations (this included at least
20 consecutive trials for each participant). Following this stimu-
lus, the standard trial sequence (Surtees et al., 2013) was presented
(Figure 2). A fixation cross was followed by a cue (for spatial,
left or right; for visual, four, six, seven, or nine). This cue was
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FIGURE 2 | Basic procedure in Experiment 1. Participants verified whether a cue they saw matched a picture that followed. Note, on every trial, before these
slides, participants were cued to the rotation they had to make.

FIGURE 3 | Demonstration of Consistency effect. By turning anticlockwise,
pictures showing the avatar also rotated anticlockwise are Consistent and
those where the avatar has turned anticlockwise are Inconsistent. A

clockwise turn has the opposite effect. Note how the specific picture
stimulus, the direction of the turn and the visual impression for the participant
are independent of Consistency.

followed by the picture itself. In response to the picture, partici-
pants pressed the left mouse key to indicate that it matched the cue
and the right mouse key to indicate that it did not. Participants
received feedback during practice, but not during the experiment
itself.

For the Spatial condition, trials were equally and orthogo-
nally divided on four experimental factors. There were an equal
number of trials in which the cue did and did not match the
picture (Match/Mismatch). An equal number of trials of each
of the Angles (0◦, 60◦, 120◦, 180◦), of which the angles 60◦
and 120◦ were equally often clockwise or anticlockwise rotations.
An equal number of stimuli showed each Distance (Near, Far).
Finally, an equal number of trials required a left (red) or a right
(blue) rotation. Note, that our variable of particular interest- the
consistency between avatar and participant rotation- was varied
through a combination of Angle and Rotation. Consistent trials
occur with a left rotation of the participant and an anticlockwise

rotation of the avatar or with a right rotation of the participant
and a clockwise rotation of the avatar. This means that the fac-
tor Consistency was independent of stimulus and independent
of participant rotation. Stimuli were also varied on whether the
cue/object was left or right and whether the number was a 4, 6,
7 or 9.

For the Visual condition, trials were again equally divided
between Match and Mismatch trials. For Match trials, stimuli were
varied exactly as above, save for the fact that the block/number was
always directly in front of the avatar. For half of mismatch trials,
“number mismatch trials,” the same stimuli were presented, with
the block/number directly in front of the avatar, but the preceding
cue being a different number to that seen by the avatar in the pic-
ture. In the other half, “location mismatch trials,” the cue would
have been correct had the avatar been looking at the number, how-
ever, it was placed directly behind him. This manipulation meant
that participants had to take into account the avatar’s view and
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could not use the rotation of the number alone as a cue to the
correct answer.

In summary, the Visual and the Spatial conditions for Match
trials (those to be analyzed) were identical other than features
necessary for the specific judgements. Both conditions included
a range of angles from 0◦ to 180◦, to confirm that rotation was
being used for the task at hand. By manipulating the position
of the participant in relation to the screen, and the positioning
of the avatar on the screen, we varied consistency between body
postures. This was independent of Angle, Distance, Rotation, Task
Content (Visual, Spatial), Number, Cue and Direction, so that any
influence could only be the result of the congruency between the
embodied state of the participant and the avatar (see Figure 3).

RESULTS
Only Match trials- those in which the cue matched the picture-
were included in the final analysis. Outliers were excluded from
the analysis of response times on the basis of being more than 2.5
standard deviations away from the mean response time (2.9% for
visual, 2.7% for spatial), as were incorrect responses.

Our first analyses investigated the effects of Angle and Distance
on perspective-taking. Particularly important here are the effects
of Angle and any interaction between Angle and Content. A lin-
ear effect of Angle would be representative of participants using
some form of rotation to complete the task. This analysis does not
investigate the embodied nature of the process.

A 4 × 2 × 2 ANOVA with Response Time as a dependent
variable, Angle (0◦, 60◦, 120◦, 180◦) and Distance (Near, Far) as
within subjects factors and content (Visual, Spatial) as a between
subjects factor revealed a main effect of distance, F(1, 38) = 10.46,
p = 0.003, ηp2 = 0.216, with shorter avatar-object distances pro-
cessed more quickly1. There was also a main effect of Angle, F(3,
114) = 37.71, p < 0.001, ηp2 = 0.498, which represented a lin-
ear trend. There was also a main effect of content, with Visual
judgements being responded to more quickly, F(1, 38) = 12.89,
p = 0.001, ηp2 = 0.253.

An interaction between Angle and Content, F(3, 114) = 7.43,
p = 0.004, ηp2 = 0.163, revealed a different relationship with Angle
for each Content. For both Visual, F(1, 19) = 41.36, p < 0.001,
and Spatial, F(1, 19) = 31.83, p < 0.001, perspective-taking
the relationship with Angle fitted a linear trend. We investigated
this relationship further, by computing separate t-tests for adja-
cent angles for each content. For Spatial perspective-taking, the
strongest effect was for participants being slower at 120◦ than 60◦,
t(19) = 5.67, p < 0.001, with a less strong, but still significant
effect of 180◦ being slower still t(19) = 5.67, p = 0.003. Though
responses at 0◦ were the slowest, these were not significantly slower
than at 60◦, t(19) = 1.361, p = 0.190. Visual perspective judge-
ments showed a different pattern of performance (see Figure 4).
Here difference was greatest for judgements at 180◦ being slower
than at 120◦, t(19) = 4.75, p < 0.001. There was a trend for an
effect of faster judgements at 60◦ than 0◦, t(19) = 1.934, p = 0.068
and no significant effect between 60◦ and 120◦, t(19) = 1.341,
p = 0.196, though again the larger angle produced a numerically

1In both experiments, all statistics are Greenhouse-Geisser corrected to guard
against violations of sphericity.

longer response time. The interaction between Distance and Con-
tent, F(1, 38) = 7.00, p = 0.012, ηp2 = 0.156, illustrated that
there was an effect of Distance on Visual, F(1, 19) = 20.85,
p < 0.001, ηp2 = 0.543, but not Spatial, F(1, 19) = 1.47, p = 0.705,
ηp2 = 0.008, judgements.

Error rates across conditions were generally low and did not
contradict the findings from response time (see Table 1).

Trials in which angular disparity was either 60◦ or 120◦ could
be either Consistent or Inconsistent on the basis of whether partic-
ipants have rotated their body to the left or to the right. Analysing
this subset of trials with Consistency as an additional factor can test
the role of embodiment. A 2 × 2 × 2 ANOVA was completed with
Content as a between subjects factor and Consistency (Consistent,
Inconsistent) and Angle (60◦, 120◦) as within subjects factors. A
main effect of Angle, F(1, 38) = 25.55, p < 0.001, ηp2 = 0.402,
was moderated by an interaction between Angle and Content, F(1,
38) = 10.63, p = 0.002, ηp2 = 0.219. Over this smaller range of
angles, the effect was only significant in the Spatial domain, F(1,
19) = 33.07, p < 0.001, ηp2 = 0.635, not the Visual domain, F(3,
19) = 1.69, p = 0.210, ηp2 = 0.081. There was no significant effect
of Consistency, F(1, 38) = 1.30, p = 0.261, ηp2 = 0.033, but there
was a trend for an interaction between Consistency and Content,
F(1, 38) = 3.63, p = 0.064, ηp2 = 0.087. This illustrated a trend
for Consistent trials being easier than Inconsistent, but only in the
Spatial condition, F(1, 19) = 3.041, p = 0.097, ηp2 = 0.138 (see
Figure 4).

In Experiment 1, Visual perspective-taking, but not spatial
perspective-taking showed an effect of distance. This was surpris-
ing and had not been evidenced in our previous study (Surtees
et al., 2013), in which we found a significant effect of distance
that did not differ across conditions. One possibility is that having
fewer conditions here (two rather than four) has given a greater
power to identify a difference. This is supported by the fact that in
the spatial condition of Surtees et al. (2013), at two angles (0◦ and
120◦), judgements at shorter distances were actually more diffi-
cult than at longer distances. This was never the case in the visual
condition, where further distance always conferred greater diffi-
culty. Both Visual and Spatial perspective-taking showed a strong
and linear effect of angular disparity between the participant and
the avatar on the screen in front of them, replicating the find-
ings of Surtees et al. (2013) and suggesting a rotational process
was employed. That is not to say, however, that this relationship
was identical. For Spatial perspective-taking, the strongest effect
was between the two mid-range angles, 60◦ and 120◦. For Visual
perspective-taking, this difference was not significant, instead it
was the difference between 120◦ and 180◦ that was most strongly
significant. This is in some ways surprising, as this difference was
not found by Surtees et al. (2013) who used the very same stimuli.
One possibility is that the physical rotations (regardless of direc-
tion) had a different effect on the rotational processes of Visual
and Spatial perspective. Specifying exactly how is very speculative
at this stage, but one possibility is that for Spatial perspective tak-
ing, the 60◦ condition was made artificially easy because here the
character’s basic body posture matched the participant’s.

Experiment 1 also showed a trend for an interaction between
Consistency and Content suggesting that visual and spatial
perspective-taking may be embodied to a different degree. Spatial
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FIGURE 4 | Both visual (right) and spatial (left) perspective-taking

showed a significant, linear effect of angle. In spatial perspective
judgements there was a trend for participants performing better if their own

body posture was consistent with that of the avatar, in the visual condition,
there was no such trend. Error bars show within-subjects standard error of
the mean.

Table 1 | Percentage error rates (standard deviations) from Experiments 1 and 2.

Experiment 1

0◦ 60◦ 120◦ 180◦ Consistent Inconsistent

Spatial 5 (5) 3.59 (4) 4.84 (5) 7.34 (7) 4.34 (5) 4.06 (4)

Visual 1.87 (3) 3.75 (5) 1.41 (3) 3.28 (3) 2.03 (3) 3.13 (4)

Experiment 2

120◦ Consistent 120◦ Inconsistent 150◦ Consistent 150◦ Inconsistent

Spatial 3.65 (4) 7.03 (9) 2.60 (3) 5.99 (7)

Visual 3.65 (5) 5.99 (5) 3.13 (3) 3.65 (6)

perspective-taking showed a trend for an effect of Consistency.
Participants trended toward performing better when their own
position was aligned with that of the avatar. From this, we ten-
tatively concluded that spatial perspective-taking recruited an
embodied self rotation process, while visual perspective-taking
recruited a (non-embodied) viewpoint rotation process. How-
ever, as the trends were non-significant, it also remains possible

that our test was insensitive to differing embodied effects (for
we should expect an effect of body posture consistency at least
in the spatial condition to replicate the findings of Kessler and
Rutherford, 2010; Kessler and Thomson, 2010). Also, our first
experiment investigates one specific circumstance when we have
to confirm a pre-defined proposition for the other’s perspective
(our task required a verification, yes/no, judgement). It is possible
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FIGURE 5 | Results of Experiment 2. Error bars show within-subjects standard error of the mean. The effect of Consistency is greater for Spatial
perspective-taking. There was no interaction between Angle and Consistency.

that actively calculating another person’s perspective uses embodi-
ment to a different degree. In Experiment 2, we addressed both the
concern over lack of sensitivity and over perspective confirmation
vs. calculation by using a forced choice methodology. As well as
removing the verification aspect of the procedure, this method has
the advantage of increasing the power (as all responses are permis-
sible in the final analysis). Also to increase power, we removed the
stimuli showing the avatar at 0◦ and 180◦ (as these only tested for
rotation, not embodiment per se) and tested only at angles higher
than 90◦, those which previous studies have found to show clear-
est embodiment effects (Kessler and Thomson, 2010; Kessler and
Rutherford, 2010).

EXPERIMENT 2
MATERIALS AND METHODS
Participants
Participants were 32 undergraduate students (9 male) from the
University catholique de Louvain, Belgium. They all participated
in the study in exchange for a small honorarium of 8 Euros.
Participants had an average age of 21.93 years (range 18–26).

Design and procedure
The design of Experiment 2 was identical to that of Experiment
1, other than the following details. Instead of making responses to
a preceding cue, here participants made a forced choice response.
For Spatial perspective-taking, this meant pressing the left but-
ton on the mouse when the number was located to the left of
the avatar and the right when it was to his right (note here
that effects of spatial compatibility, Simon, 1969, were controlled
across body posture consistency). For Visual perspective-taking,
it meant pressing the left button when the number the avatar
saw was a number six and the right when he saw a number
nine. In this case, only stimuli where the avatar saw a six or nine
were included and they were always placed in front of him (and
displaced to the left or right in the spatial condition). After com-
pleting 24 practice trials (as in Experiment 1, 16 with the task
alone, 8 with rotation), participants completed 96 experiment tri-
als. Fewer trials were needed here as all trials were included in
the final analysis (the analysis of Consistency has more power).
New stimuli were created that had the avatar placed at either
120◦ or 150◦ angle from the participant. Again, participants were

cued before each trial to rotate to the left or right, again plac-
ing their feet on the mat at an angle of approximately 60◦ to the
screen.

RESULTS
Again, trials in which participants made incorrect responses were
excluded (see Table 1), as were trials in which response time was
more than 2.5 standard deviations away from the mean (3.2% for
visual, 3.1% for spatial).

A 2 × 2 × 2 ANOVA with Content (Visual, Spatial) as a between
subjects factor, and Angle (120◦, 150◦) and Consistency (Consis-
tent, Inconsistent) as within subjects factors revealed an effect of
Angle, F(1, 30) = 19.88, p < 0.001, ηp2 = 0.399, 120◦ < 150◦
(Figure 5). This effect was moderated by an interaction with
Content, F(1, 30) = 14.20, p = 0.001, ηp2 = 0.321, showing
the effect of Angle was significant for Spatial judgements, F(1,
15) = 18.95, p = 0.001, ηp2 = 0.558, but not for Visual judge-
ments, F(1, 15) = 1.11, p = 0.308, ηp2 = 0.069. There was no
interaction between Angle and Consistency, or Angle, Consistency
and Content, Fs < 1.10, ps > 0.307, ηp2 < 0.035.

Crucially, there was an effect of Consistency, F(1, 30) = 25.84,
p < 0.001, ηp2 = 0.463. This was moderated by a signifi-
cant interaction, with Content, F(1, 30) = 11.42, p = 0.002,
ηp2 = 0.276. Investigating this interaction showed that while the
size of this effect was numerically greater in the spatial condition,
F(1, 15) = 18.79, p = 0.001, ηp2 = 0.566, it was also significant
in the Visual condition, F(1, 15) = 15.31, p = 0.001, ηp2 = 0.505.
As in Experiment 1, there was also an effect of Content, F(1,
30) = 9.79, p = 0.004, ηp2 = 0.246, such that Visual perspectives
were processed more quickly.

DISCUSSION
Across two experiments, we investigated the degree to which
perspective-taking required mental rotation and the degree to
which that rotation was embodied. We tested this for two very
different kinds of perspective-taking. We found further evidence
that an explicitly spatial task recruited mental rotation. When par-
ticipants judged whether an object was to the left or the right of
an avatar it became increasingly more difficult as the angle of the
avatar’s body became increasingly more different from the partic-
ipant’s position. In addition to this, we found evidence that this
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rotational process was an embodied self rotation, as has previ-
ously been shown by Kessler and Thomson (2010), and Kessler
and Rutherford (2010). Participants found it easier (statistical
trend in Experiment 1 and significant effect in Experiment 2)
to make spatial judgements when their own body posture more
closely matched that of the avatar- even though this was manip-
ulated independently of the visual impression of the scene. When
participants completed a visual perspective-taking task, we also
found evidence of rotation. Experiment 1 showed that it is harder
to judge how a number appeared to an avatar whose angular
viewpoint differed from one’s own to a greater degree. Perhaps
most surprisingly, in Experiment 2, we showed that this process
could also involve an embodied self rotation. In sum, findings for
spatial perspective-taking suggested consistent use of embodied
mental self rotation. For visual perspective-taking we evidenced
the same process, but the strength of the effect was neither as
strong nor as consistent as for spatial perspective-taking. The
embodiment of this process was only evidenced in Experiment
2 and even here was not as strongly significant as for spatial
perspective-taking.

VISUAL PERSPECTIVE-TAKING
Judging how a numeral looks to someone else who does not view
it from the same angle as us is a clear example of level-2 visual
perspective-taking, knowing that a single object can make a dif-
ferent visual impression on two people who view it from different
angles (Flavell et al., 1981). This process is known to be difficult
both for children (Masangkay et al., 1974) and for adults (Sur-
tees et al., 2012a). Developmentalists have tended to focus on the
conceptual difficulties posed by holding two conflicting relation-
ships on a single object (Perner, 1991) or on the demands in
inhibiting a salient self perspective (Surtees et al., 2012a). Here
we present evidence that one source of difficulty in these tasks is
rotation. Whilst it is clear that in Flavell’s classic “turtle” task we
have to understand that another person can represent the same
turtle differently and inhibit a salient self-view of a turtle hap-
pily upstanding or disarmingly prostrate, we also need to mentally
align how we see the world with how it is seen by the person
with whom we are interacting. We replicate findings from our
previous study (Surtees et al., 2013) that level-2 visual perspec-
tive judgements become more difficult as our angle becomes more
different from that of the person whose perspective we take. In
Experiment 1, we showed a linear effect of Angle on speed of
responses.

Kessler and Rutherford (2010), Kessler and Thomson (2010)
showed that judging that one object was on the left or the right
from someone else’s point of view was affected by the partici-
pant’s current body angle in the world. Here we show that the
same applies to judgements of visual perspectives. In Experiment
2, participants’ own body angle affected their ability to judge if a
number looked like a six or a nine to an avatar on the screen. This
is the first finding showing that a judgment of a purely mental
state can also require us to align our bodies with that of some-
one else in the world. This suggests that, at least in some cases,
to think of how someone else sees the world requires us really
“putting ourselves into their shoes.” The effect of body posture
consistency was however only significant in Experiment 2 and not

in Experiment 1. There are two possible explanations to account
for these discrepant results. One possibility is that Experiment 1
simply was not sensitive enough to demonstrate this effect. A sec-
ond possibility is that the difference reflects the employment of
different processes determined by surface demands of the situa-
tion. Experiment 1, in which participants have to hold in mind a
cue (e.g., “nine” meaning that they have to verify if the object
looked like a 9 to the avatar), may promote a different strat-
egy from Experiment 2 in which participants’ judgements are
solely based on the picture stimulus (here participants have to
decide whether the object looks like a “6” or a “9” to the avatar
when presented with the picture). In Experiment 1, participants
could have used the cue to create a mental image of an expected
stimulus and then used a geometrical comparison between this
and the final picture. This would result in the observed effect of
angle and the absence of effect of body posture consistency. In
Experiment 2, on the other hand, the effect of body posture con-
sistency seems to rule out that such geometrical comparison was
used consistently across trials and participants. It is also possible
that some participants used conditional rules to calculate visual
perspectives (e.g., If he faces toward me then he does not see
the same number as me), but our significant findings, of angu-
lar disparity in Experiment 1 and embodiment in Experiment
2 suggest this was not widely applied. We propose that level-
2 visual perspective-taking requires flexible processing (Apperly
and Butterfill, 2009) and its challenges may be met in a num-
ber of ways (Kessler et al, under review), and may be dependent
on the precise requirements of a problem and even individual
differences (Kessler and Wang, 2012). Further studies may look
to experimentally manipulate strategy use through systematically
priming the use of conditional rules, geometrical comparison and
embodied self rotation or through using a dual-task situation to
occupy resources for language, imagined spatial manipulation or
proprioception.

SPATIAL PERSPECTIVE-TAKING
Evidence that we use spatial alignments of perspectives to cal-
culate the perceptions of others suggests perspective-taking is
reliant on an understanding of the relationships between peo-
ple and objects in space. There are, of course, many judgements
that explicitly require us to use such relationships, with no pre-
text of mental state use whatsoever. When I ask a colleague to
pass the coffee cup that’s to her left, I’m using my understand-
ing of her intrinsic frame of reference- her spatial perspective.
Interestingly, some cultures do not use these spatial perspectives
for these kinds of judgements, preferring the absolute reference
frame- pass the cup that is nearer to the river than you are (Levin-
son, 1996; Bowerman and Choi, 2003). We show, here and across
two experiments, that these judgements that something is to some-
one’s left or right require embodied self rotation. Like judgements
of how a numeral looks, they are sensitive to both the angular
disparity between us and the person whose perspective we take
and to the consistency of our current body position (replicat-
ing the findings of Kessler and Thomson, 2010; and Kessler and
Rutherford, 2010). It seems that to judge that a coffee cup is to
someone’s right involves us imagining that we are where they
are and then judging if the coffee cup would be to our left our
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right. Quite noticeably, the effects of angular disparity and body
posture consistency were stronger in the spatial than visual per-
spective judgment conditions, suggesting that the use of embodied
self mental rotation was a strategy more widely used across trials
and participants. One possibility is that this is the result of us
using our own body representations as a cue to remember the
locations of left and right (in England and in Belgium, for exam-
ple, a common strategy is to remind school children that your
“right is the one you write with”). An interesting further ques-
tion addresses whether such judgements of spatial perspectives
are principally for or exclusive to reasoning about human oth-
ers. There is good evidence that human and non-human spatial
transformation do not necessarily use the same cognitive (Zacks
et al., 2000) or neural (Zacks and Michelon, 2005) processes. On
the other hand, no studies have examined the processes used for
locating objects relative to other people or other objects (rather
they have focused on identifying the left or right arm of a person
vs. the left or right side that a handle of a cup is on). Similarly,
we may predict a role for strategy (Kessler and Wang, 2012) and
for specific expertise- such as a tennis fan who can quickly judge
a ball as being to Novak Djokovic’s forehand (right) side or Rafael
Nadal’s forehand (left) side or a naval officer who can quickly con-
clude that a shoal of dolphins is to the port (left) of the HMS Ark
Royal.

COMPARING VISUAL AND SPATIAL PERSPECTIVE-TAKING
Similarities. On the basis of the findings of Experiment 2 in which
body posture consistency effects were found on both types of
perspective-taking judgements, we have concluded that both Spa-
tial perspective judgements of an object as being to the left or right
of someone and visual perspective judgements of how something
looks to them recruit processes including embodied self rotation.
Under tightly controlled experimental conditions, in which par-
ticipants take another’s perspective on multiple occasions, both
sets of judgment are sensitive to the angular disparity between the
target other person and the self viewpoint and to the current ori-
entation of the self body. We suggest that an important step for
each problem is to imagine ourselves in the position of the other.

Differences. It is clear that further processing beyond an
embodied rotation is required to solve these problems and that
this processing necessarily differs for each task. Mature visual
perspective-taking must take into account individual characteris-
tics of their target: blindfolds, blurred vision or a lack of attention
can significantly change how we judge another’s visual perspective
in a way that is not required for spatial perspective-taking. These
extra demands of visual perspective-taking may be in part respon-
sible for the fact that our embodiment effect was less reliable for
visual than for spatial perspective-taking. In Experiment 1, there
was no evidence of an effect of consistency of body posture for
visual perspective-taking and the effect in Experiment 2 was signif-
icantly stronger for spatial perspective-taking. We follow Kessler
and Wang (2012) in promoting the idea that in these effortful
perspective-taking tasks strategies may differ between individu-
als and on the basis of specific task demands. Our experiments
suggest that variable strategy use was more prevalent for visual
than for spatial perspective-taking. We also found evidence that
spatial perspective-taking was substantially more difficult than

visual perspective-taking in both experiments. We believe the
most parsimonious explanation of this is that we use embodied
self rotation and then simulate the perspective from that posi-
tion. As judging objects as being to one’s own left or right is likely
to be more difficult than judging how a number looks (a sim-
ple, automatized reading process) this would explain the overall
difference.

Visual and spatial perspective-taking also differed in the nature
of their relationship with Angle. We concluded that both processes
required rotation, based on their linear relationship with Angle in
Experiment 1. There was, however an interaction between Angle
and Content. Following up this interaction showed that the pre-
cise pattern of added difficulty gained with increasing angle was
not identical between the two kinds of perspective-taking. Most
notably, while the difficulty of taking spatial perspectives grew most
substantially between 60◦ and 120◦, for visual perspective-taking,
this comparison did not reach significance. Similarly, while Exper-
iment 2 showed a robust effect of Angle in spatial perspective-
taking, this was not the case in visual perspective-taking. These
findings differ somewhat from the findings of Surtees et al. (2013),
in which we used a similar method without the physical act of
rotating the body, although importantly, both studies show a basic
linear relationship between angular disparity and the difficulty
of visual perspective-taking. We suggest that this rotation may
have made some difference to both the exact nature of processing
difficulty at different angles and to the variability in responses.
Exactly explaining these specific differences may require further
study, but the matter of key importance is that minor exper-
imental changes affected spatial and visual perspective-taking
differently, further suggesting that though they adopt similar pro-
cesses, there are still clear differences in the instantiation of these
processes.

THE DEVELOPMENT OF VISUAL AND SPATIAL PERSPECTIVE-TAKING
Identification of similar strategies for spatial judgements of
left/right and visual judgements of how something looks to
someone else is consistent with the developmental profile of
these abilities. The ability to make left/right judgements (Hands,
1972) develops after the ability to make front/back judgements
(Harris and Strommen, 1972; Cox, 1981; Bialystok and Codd,
1987). Similarly, judgements of how something looks (level-
2 visual perspective-taking) are achieved after judgements of
whether or not someone can see something (Flavell et al., 1981;
Moll and Tomasello, 2006; Moll and Meltzoff, 2011). Our cur-
rent findings imply one possible explanation for this. That the
most common and robust method for achieving both of these
processes requires embodied mental self rotation, suggests that
it may be difficulties with this embodied rotation, rather than
with perspective-taking per se that is evidenced in developmental
studies. There is much debate and conflicting evidence regarding
children’s abilities in object rotation (Perrucci et al., 2008), even
after the age they pass standard perspective-taking tasks. To our
knowledge, however, there has been no systematic investigation of
their abilities at mental self rotation.

That success on level-2 visual perspective-taking tasks may
be dependent on embodied self-rotation allows for one of two
broad alternative explanations. Firstly, children may have the basic

Frontiers in Human Neuroscience www.frontiersin.org November 2013 | Volume 7 | Article 698 |18

http://www.frontiersin.org/Human_Neuroscience/
http://www.frontiersin.org/
http://www.frontiersin.org/Human_Neuroscience/archive


“fnhum-07-00698” — 2013/10/31 — 20:37 — page 11 — #11

Surtees et al. Embodied self-rotation and visuospatial perspective-taking

conceptual apparatus to succeed in level-2 perspective-taking sit-
uations, even before they pass, but this conceptual knowledge may
be obscured by lacking the domain general ability to imagine rotat-
ing their position in the world. This alternative is supported by
findings of precocious performance on a level-2 type task employ-
ing color filters with 3-year olds (Moll and Meltzoff, 2011), rather
than angular differences in perspective. Secondly, embodied self
rotation may play a causal role in children learning the abstract,
non-spatial notion of perspective. This idea, that increased pro-
cessing flexibility may play a crucial role in children’s development
of complex concepts, has been suggested by Russell (1996) in rela-
tion to children’s agency helping them to learn about the world.
Investigation of the relative development of rotation and effortful
perspective-taking should tell us whether rotation is necessary for
learning perspective concepts, necessary for achieving perspec-
tive transformations in young children or co-opted once adults
have developed a range of perspective-taking strategies and have
substantial executive resources.

CONCLUSION
When we interact in complex social environments we undertake
complex visuo-spatial reasoning which may or may not involve
thinking about the mental states of other people. Taxing judge-
ments of how the world appears to someone else and what things

are located to the left or the right of them seem to involve a compa-
rable process of embodied self rotation. We imagine ourselves in
the position of a target other. To do this we take as a starting point
the current position of our own body as well as the visual input
of a scene in front of us. Embodied perspective-taking processes
are robust processes effective in generating visual perspectives of
anyone whose basic perceptual apparatus is the same as ours and
generating spatial perspectives of anyone who shares our basic
anatomy. That is not to say that these processes are the same in toto,
but rather that they share common processing features and strat-
egy use. These processes are relatively costly and solve problems
that are beyond the abilities of very young children. Further stud-
ies may look to consider what in these processes responds solely to
target human others (as opposed to objects), how we deal with spe-
cial cases in which other’s perceptual access is compromised and
how experts overcome the costly nature of this perspective-taking
process.
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It has been argued that hallucinations which appear to involve shifts in egocentric
perspective (e.g., the out-of-body experience, OBE) reflect specific biases in exocentric
perspective-taking processes. Via a newly devised perspective-taking task, we examined
whether such biases in perspective-taking were present in relation to specific dissociative
anomalous body experiences (ABE) – namely the OBE. Participants also completed
the Cambridge Depersonalization Scale (CDS; Sierra and Berrios, 2000) which provided
measures of additional embodied ABE (unreality of self) and measures of derealization
(unreality of surroundings).There were no reliable differences in the level of ABE, emotional
numbing, and anomalies in sensory recall reported between the OBE and control group
as measured by the corresponding CDS subscales. In contrast, the OBE group did
provide significantly elevated measures of derealization (“alienation from surroundings”
CDS subscale) relative to the control group. At the same time we also found that the
OBE group was significantly more efficient at completing all aspects of the perspective-
taking task relative to controls. Collectively, the current findings support fractionating
the typically unitary notion of dissociation by proposing a distinction between embodied
dissociative experiences and disembodied dissociative experiences – with only the latter
being associated with exocentric perspective-taking mechanisms. Our findings – obtained
with an ecologically valid task and a homogeneous OBE group – also call for a re-
evaluation of the relationship between OBEs and perspective-taking in terms of facilitated
disembodied experiences.

Keywords: perspective-taking, anomalous bodily experiences, out-of-body experience, dissociation,

depersonalization

INTRODUCTION
Stable self-consciousness, which supports appropriate behavior
and experience, is dependent on a legion of multi-sensory co-
ordinated processes acting in concert to maintain a coherent sense
of the embodied self over space and time. These underlying pro-
cesses include the multi-sensory spatial coding of both one’s own
body, the environment, and the constant interactions between
body and environment. However, this typically stable process can
break down in certain circumstances, leading to striking distor-
tions in body-image and dissociative anomalous body experiences
(ABE). One such hallucination that has received growing interest
in recent years is the out-of-body experience (OBE).

The OBE can be defined as an experience where the individual
“perceives his/her environment from a perspective outside of their
physical body.” Therefore, a fundamental core aspect to the OBE is
the overwhelming sense that one is experiencing the world from
and external, exocentric perspective (Eastman, 1962; Green, 1968;
Palmer, 1978; Blackmore, 1982; Irwin, 1985). In this sense OBE
has been discussed in relation to deliberate processes of egocentric
transformation and perspective-taking (e.g., Blanke et al., 2005;
Braithwaite and Dent, 2011).

The current and dominant view is that the OBE occurs due
to a temporary disruption in multi-sensory integration processes,
where stable egocentric processing has become impaired to such
an extent that it can no longer represent a coherent sense of
embodied “self” (see Blanke and Arzy, 2005; Blanke and Mohr,
2005; Blanke and Metzinger, 2009 for reviews). Although it is not
entirely clear how such transient disruptions occur (even more so
in non-clinical samples), other independent findings have shown
that OBE groups can display; (i) elevated scores on measures
of anomalous experience related to disruptions in temporal-lobe
processing; (ii) biases in body-transformation/perspective-taking
processes; and (iii) elevated signs of visual cortical hyperexcitabil-
ity – which were absent from both control groups and non-visual
hallucination groups (Braithwaite et al., 2011, 2013a,b).

In addition, behavioral studies have argued that the brain pro-
cesses involved in the mental transformation of one’s own body
may be the same as those implicated in the computation of an exo-
centric perspective (for review, see Kessler and Rutherford, 2010;
Kessler and Thomson, 2010; Kessler and Wang, 2012; Popescu
and Wexler, 2012; van Elk and Blanke, 2013) and particularly in
the OBE (Cook and Irwin, 1983; Blackmore, 1987; Brugger, 2002;
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Blanke and Arzy, 2005; Blanke et al., 2005; Arzy et al., 2006; Mohr
et al., 2006; Easton et al., 2009; Overney et al., 2009; Braithwaite
et al., 2011). Most of the latter studies used performance at the
“own-body-transformation” (OBT) task to explore perspective-
taking and have implicated the temporal–parietal junction in the
mental transformation of one’s own body and perspective (see
Blanke et al., 2005). However, only a handful of these studies actu-
ally explored performance on this task in direct relation to samples
reporting OBEs – and these have produced diverse results (Easton
et al., 2009; Braithwaite et al., 2011).

Interestingly, impairments and not benefits, at OBT tasks have
been shown for participants who scored positively on a mea-
sure of perceptual aberrations related to schizotypy (Mohr et al.,
2006) and more recently for those specifically reporting OBEs
(Braithwaite et al., 2011; though see also Easton et al., 2009). These
tasks present observers with a schematic figure which is either fac-
ing the observer or facing away from the observer. Participants
are instructed to try to adopt the perspective of the figure and
hence engage perspective-taking processes and decide on what
hand (left/right) the figure wearing a distinctive glove and bracelet.

Although these tasks were originally thought to measure similar
perspective-taking mechanisms to that implicated in the out-of-
body perspective, findings where schizotypes and OBE groups
were impaired at the task, appear to go against the intuitive
idea that those reporting dissociative experience should be bet-
ter at exocentric perspective-taking. Whether the typical OBT task
truly is an exocentric perspective-taking task has now been ques-
tioned on the grounds that with only two exemplar avatars, other
rule-based contingency strategies may be impacting more on per-
formance rather than exocentric perspective-taking (Braithwaite
and Dent, 2011; Gardner and Potts, 2011; Gronholm et al., 2012;
Kessler and Wang, 2012; May and Wendt, 2012; see also Pezzulo
et al., 2013).

Collectively, the evidence for clear benefits in perspective-
taking, for those individuals prone to anomalous disembodied
and dissociative experiences, is currently unclear, contentious, and
awaiting clarification. This is likely due, in part, to; (i) diverse
methodologies used to examine such processes; (ii) not all previ-
ous studies claiming to explore the mechanisms of OBEs have
actually used OBE samples and; (iii) the use of other distinct
groups of hallucinators (e.g., schizotypes) that may themselves
reflect quite different underlying mechanisms that do not include
exocentric hallucinations. These different mechanisms may well
be masked as they currently exist under the generic umbrella con-
cept of “dissociative experience” not all of which would conceivably
index exocentric processes. As a consequence it becomes impor-
tant to examine the OBE not just in its own right, but alongside
other similar though distinct dissociative experiences.

Shedding light on this currently ambiguous situation will also
help our understanding of the embodied processes involved in
more deliberate forms of perspective-taking, where the social
and/or spatial goals might be conscious and deliberately chosen,
yet, where the actual mechanism for transforming the“ego”into an
exocentric perspective seems to be strongly embodied (Kessler and
Thomson, 2010) and compulsory rather than deliberately chosen
(Kessler and Wang, 2012), and might therefore strongly resemble
the spontaneous OBT underlying OBE.

DEPERSONALIZATION, DEREALIZATION, AND THE OBE
Early accounts for the OBE came from psychiatry, where it was cast
as a specific instance of depersonalization (Noyes and Kletti, 1976,
1977). Depersonalization disorder (DPD) is a syndrome which
reflects a severe disruption in self-awareness that can include dis-
sociative experiences (Sierra and David, 2011). Depersonalization
itself typically refers to an unreality of the self. Patients classi-
cally describe feelings of remoteness, estrangement from the self,
feeling like a robot or automaton, and a flattening of emotional
affect (Sierra, 2009; Sierra and David, 2011). The related concept
of derealization (DR) which can commonly co-occur with deper-
sonalization, refers more to an unreality of surroundings – where
patients typically describe experiencing the world through a fog,
a veil, a bubble and being “detached” from their surroundings
(Sierra and David, 2011).

The relationship between OBEs and DPD-DR has been ques-
tioned. For example, in the OBE the experience is often described
as being extremely vivid, convincing, striking, and very real.
Individuals often describe a heightened sense of awareness and
increased clarity of thought during the experience (see Blackmore,
1982). In contrast, DPD-DR experiences are often described as
having a dulled or flattened affect, loss of emotional coloring, and
can be somewhat dreamlike (Gabbard et al., 1981, 1982; Twemlow
et al., 1982). In addition, DPD-DR experiences typically occur in
stressful situations, whereas the OBE can equally occur sponta-
neously in quite relaxed conditions. These phenomenological and
contextual differences have led to the view that OBEs and the ABE
reported in DPD-DR are not the same and may reflect quite dif-
ferent neurocognitive underpinnings (Gabbard et al., 1981, 1982;
Blackmore, 1982; Twemlow et al., 1982; Gabbard and Twemlow,
1984, 1986; see also Sierra, 2009 for a discussion).

There is some confusion over the terminology used when
describing the anomalous experiences reported by DPD-DR
patients that may contribute to continued misunderstandings
about the prevalence of OBEs in DPD-DR as well as the clin-
ical construct of DPD-DR itself (see Sierra and Berrios, 1997;
Medford et al., 2005 for detailed discussions). For example, while
some experiences might be described as “disembodied” or “disso-
ciative” OBEs themselves are rarely, if ever, reported by patients
with DPD-DR. What patients appear to be describing is that they
feel their bodies are unreal and do not belong to them. However,
a closer examination of these accounts shows that the perceiving
“self” is still typically described as being located inside the physical
self – so there is no external “disembodiment” or shift in experi-
ential perspective. The term “disembodiment” and perhaps to a
lesser extent “dissociation” can be taken to imply that DPD-DR
experiences commonly involve experiences where the perceiving
“self” shifts perspective from an egocentric and embodied one,
to an exocentric and disembodied one (an OBE). However, for
DPD-DR this is rare, so much so that some have noted the com-
plete absence of OBEs in DPD-DR patient populations (Sierra,
2009).

OVERVIEW OF THE CURRENT STUDY
The present study sought to examine cognitive biases in
perspective-taking/body-transformation processes that may be
implicated in predisposition to hallucinatory experiences that
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involve a shift in self-perspective (the OBE). If the striking
phenomenological aspects of OBEs are based in some form of
involuntary exocentric perspective-taking, then individuals prone
to OBEs may also display distinct performance in a deliberate
perspective-taking task. An intuitive prediction is that those prone
to OBEs would be better at a perspective-taking as they may
recruit the same transformational mechanisms underlying the
OBE. Although some previous research has shown the opposite
pattern, where OBE groups have shown impaired performance
(Braithwaite et al., 2011), the actual task employed in these stud-
ies has been questioned (Braithwaite and Dent, 2011; Braithwaite
et al., 2011).

Therefore, a new perspective-taking task was devised for this
study, where a human female avatar could be viewed from either
an “Above” viewpoint (above the head of the avatar) or “Below”
viewpoint (below the feet of the avatar). Thus, unlike many pre-
vious studies, here the avatar was rotated around the horizontal
axis and not the more typical vertical axis (or what some describe
as around the sagittal plane and not around the transverse plane;
Carpenter and Proffitt, 2001; Creem et al., 2001). In addition to
any transformation of plane/viewpoint required, half of the stim-
uli also required a (mental) rotation of the participant’s body in
order to fully transform and match their perspective to that of the
avatar (see Figure 1).

There were two advantages from these new manipulations.
Firstly, these manipulations produced eight separate avatars, four
from the above viewpoint and four from the below viewpoint, but
two of these four also differed in terms of requiring body-rotation.
Previous OBT tasks have typically used only exemplars with two
different body positions (e.g., facing/behind). As a consequence
the current study is arguably more resistant to the emergence
of non-spatial basic contingency-based or rule-based strategies
emerging across trials.

Secondly, the use of “Above” viewpoints is more phenomeno-
logically similar to the perspective reported in many visual OBEs
(see also Schwabe et al., 2009). As a consequence, the current

FIGURE 1 | Stimuli from the new Human-own-body-transformation

task (HOBT) where avatars from both ‘Above’ (top row) and ‘Below’

(bottom row) perspectives were used. Note, while all avatars require the
transformation of plane, the two avatars in the upper row/ left hand side,
and lower row right-hand side also require a rotation of body as well.
Therefore the stimuli are distinguishable along two a-priori dimensions, one
of plane and one of body-rotation.

perspective-taking transformations are more in line with those
implied in accounts of OBEs. Finally, the presence of both
a transformation of plane and body-rotation facilitates a sep-
arate exploration of these factors in relation to overall body
transformations, perspective-taking and spatial processing in
relation to OBEs.

In addition to the new behavioral tasks, all participants were
measured for their proneness to dissociative anomalous experi-
ences via the administration of the Cambridge Depersonalization
Scale (CDS; Sierra and Berrios, 2000), which contains measures
of both ABE and anomalous experiences of one’s surroundings
(derealization). As noted in the Introduction, there has been some
debate as to the relationship between depersonalization and OBEs
(Noyes and Kletti, 1976, 1977; Gabbard et al., 1981, 1982; Black-
more, 1982; Gabbard and Twemlow, 1984; see also Sierra, 2009).
However, there have been few, if any, experimental investigations
of these factors together. Importantly, the ABE measured by the
CDS are more related to embodied anomalous experiences, where
the self remains within the body and is not transposed into an
exocentric perspective. It is not at all clear whether OBE groups
also experience elevated levels of these potentially related expe-
riences or whether the OBE tends to occur in isolation to these
other experiences. In addition, the CDS also contains a measure of
derealization, where individuals report being cut-off and alienated
from their surroundings. In light of recent accounts from cognitive
neuroscience on the role of a breakdown in multi-sensory integra-
tion underlying the OBE, any depletion or disruption in incoming
sensory signals from the outside world may act to destabilize inter-
nal models of the bodily self. As a consequence, the OBE group
may well display elevated signs of derealization, even more so, than
the embodied ABE associated with depersonalization per se.

MATERIALS AND METHODS
PARTICIPANTS
Sixty-two participants took part in the present study. Of these, 47
(82%) were female and 60 (96%) reported that they were right-
handed. None reported any personal medical history of seizure,
epilepsy or were diagnosed as having migraine. All participants
were undergraduate or postgraduate students (MSc/PhD) from
the School of Psychology at the University of Birmingham, UK.
Participants ranged in age from 18 to 28 years (average age of 21.5
years). All received course credit for taking part in the study.

QUESTIONNAIRE MEASURES
The Cambridge Depersonalization Scale
The CDS (Sierra and Berrios, 2000) is a 29-item psychometri-
cally established measure of dissociative anomalous experiences
associated with the construct of depersonalization (anomalous
experiences of the “self”) and derealization (anomalous experi-
ences of ones surroundings). Two responses to each question are
given on 5-point Likert scales, one response for “Frequency” and
one for “Duration” and the final score for any item is the summed
output of both these responses (giving a potential range of scores
between 0 and 290).

It is now recognized that clinically significant depersonalization–
derealization (DPD-DR) is best considered as a syndrome rather
than a single phenomenon (Sierra, 2009), since it involves
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alterations in the quality of subjective experience across a range
of different experiential domains (see, for example, Medford et al.,
2005). Although this multi-factorial understanding of DPD-DR
has been present in descriptive literature for many decades (see
also Ackner, 1954; Sierra and Berrios, 1997) it is only recently
that it has been confirmed by empirical phenomenological studies
(Sierra et al., 2005; Simeon et al., 2008) which have examined the
clustering of CDS items into different factors. In the study by Sierra
et al. (2005), CDS items were shown to segregate into four distinct
factors, which the authors termed (i) ABE; (ii) emotional numbing
(EN, analogous to the term “de-affectualization”), (iii) anoma-
lous sensory recall (ASR), and (iv) alienation from surroundings
(AFS or derealization; Sierra et al., 2005). Previous research on
patients has shown that a cut-off point of 70 yields a sensitivity of
75% (specificity of 87%) and has high internal consistency (Cron-
bach’s alpha = 0.89) and half-split reliability (0.92; see Sierra and
Berrios, 2000; Sierra, 2009). Importantly, it should be noted that
there is no explicit question on the CDS for OBEs. The ABE ques-
tions typically describe anomalous states that are more associated
with embodied perceptions (see General Discussion for further
elaborations)1.

The OBE pre-screen
A pre-screen questionnaire to establish the presence of OBEs and
some basic phenomenological information about them was also
administered. This questionnaire has been used and detailed in
previous studies from our laboratory (Braithwaite et al., 2011,
2013a,b). Participants are initially asked the question: “Have you
ever had an experience where you have perceived/experienced the
world from a vantage point outside of the physical body?” In addi-
tion to this question participants were given further qualifying
information that (i) such an experience can feel totally real at
the time of the experience with all the phenomenological quali-
ties of veridical perception and (ii) that such experiences can be
fleeting and transient or more sustained. If a response of “yes”
was provided then additional contextual and situational informa-
tion about the experience(s) was also ascertained such as how
often they had experienced an OBE, whether the experience was
visual in nature, whether they saw their physical self during the
experience, and the perspective from which they experienced the
world or self (above, below, in front, behind, laterally, or other).
Associated phenomenology was also documented (e.g., feelings of
dizziness, floating sensations, disorientation, dissociation, duality
of consciousness, other sensory experiences, etc). This question-
naire also allowed us to ensure the participant themselves had not
incorrectly defined their own experiences as OBEs, when in fact
they might not be consistent with classical definitions.

PROCEDURE AND STIMULI: PERSPECTIVE-TAKING TASK
All participants took part in a newly devised version of a
perspective-taking task, which for clarity and conciseness we

1One question on the CDS does ask about feeling “as if” one is outside of the body
(question 23) however, this is not regarded as equivalent to the more direct question
of actually“perceiving”the world from an external point of view. In addition, further
questioning with DPD patients reveals this is rarely, if ever, defined as an OBE by
the patient.

now refer to as the Human OBT (HOBT) task. Unlike previ-
ous versions of the OBT task, the present stimuli consisted of
both aerial (elevated/above the avatars head) and low (beneath
the avatars feet) color photographic views of a human female
avatar. In each photograph, the avatar was wearing a distinc-
tive glove/bracelet on one hand. The avatar could be facing in
two directions (toward the top or bottom of the screen), from
either the elevated or beneath viewpoints, thus generating eight
possible exemplar photographs (four from each viewpoint) when
combined with the differing hands wearing the glove/bracelet. To
successfully solve the task the avatars differed on two main a priori
dimensions.

For example, all avatars required a transformation of plane
where the viewpoint of the participant or the avatar itself could
be transformed. In addition, some of the avatars (see Figure 1)
also required an additional step of mental body-rotation in
order to match the perspectives between participant and avatar.
The a priori prediction was that reaction times (RTs) for those
avatars requiring the additional step would be increased. These
stimuli were presented centrally, at fixation, against a white
background on an 17-inch Samsung CRT monitor coupled to a
Pentium PC. The stimuli are shown in Figure 1. The experiment
was programed in E-prime software v2.1 (Psychology Software
Tools).

The stimuli were viewed at an unfixed but general distance of
60 cm and were approximately 110 mm wide × 75 mm high. Each
trial began with the presentation of a black central fixation cross on
a white background. The fixation cross was presented for 1000 ms
followed by the presentation of the human avatar which remained
on the screen until response. There was an inter-stimulus interval
of 1000 ms between trials.

All stimuli were presented within one single block of 96 tri-
als (48 per perspective). Participants were instructed to imagine
themselves to be in the figure’s body position and to adopt
the appropriate perspective of the figure. Once done, they
had to respond to whether the glove was on the left hand
(up-arrow keyboard response) or right hand (down-arrow key-
board response) of the human avatar. The presentation of
the different stimuli was randomized within the experimental
block of trials. The experiment began with a separate block
of 16 practice trials which were not analyzed but used so that
participants could learn the correct response-mapping. Partic-
ipants were instructed to respond as fast and as accurately
as they could. The experiment lasted approximately 40 min
(including the administration of the questionnaires). The ques-
tionnaires were always completed after the perspective-taking
task.

RESULTS
For the perspective-taking task, RTs were made fit for analysis in
the following way. Firstly, all incorrect responses were identified
and removed from the analysis. This revealed an overall response
accuracy rate of 94%. Secondly, all outliers (deemed at ±2.5 stan-
dard deviations from the mean) and responses faster than 200 ms
were also discarded. Any participant with less than 80% accuracy
at the task was also removed from the analysis. This procedure
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FIGURE 2 | Descriptive statistics (percentages) of those reporting OBEs in the high-groups of each subscale from the Cambridge Depersonalization

Scale (CDS).

led to five participants being removed from the analysis2. The
following analysis was carried out on the remaining sample of 57
participants. An overall measure of performance was calculated
where the proportion of correct responses was divided into the RTs
providing a measure of efficiency (Townsend and Ashby, 1983; see
also Rach et al., 2011). All statistical tests are reported two-tailed
and, where necessary, p-values have been corrected for multi-
ple comparisons (via the Bonferroni procedure) and corrected
degrees of freedom are reported if non-homogenous variability
occurred.

Of the remaining participants, 17 (30%) claimed to have
experienced an OBE at some point in their life. The remaining
70% made up the non-OBE control group. The OBE pre-screen
questionnaire revealed that the entire OBE group reported their
experiences had a strong visual component to them, where they
experienced themselves or their local environment from an exter-
nal and exocentric perspective. In addition, all reported an elevated
perspective to their experiences, as if they were looking down
on the world and/or themselves. Although other multi-sensory
information was also noted and contributed to the realism of
the experience (e.g., vestibular distortions/floating sensations)
in all cases these always co-occurred with visual aspects of the
experience.

CAMBRIDGE DEPERSONALIZATION SCALE
Overall summed scores were explored for normality via a Shapiro–
Wilk test and were found to be borderline non-normally dis-
tributed [W = 0.96 (df = 57), p < 0.05]. As a consequence, these
questionnaire data were explored with non-parametric statis-
tics. The overall sample mean score for the CDS was X̄ = 30.5
(median = 29.3, and range = 0–84). Two participants scored just

2All removed participants were from the control group. Exit questioning revealed
that some described the experiment as “too hard” so they did not engage fully with
the experiment and others that they were confused about the instructions.

above the score of 70 (scores of 71, 84) and one was borderline
(score of 66).

A median-split analysis was carried out independently on all
four subscales of the CDS and the percentage of those reporting
OBEs occurring in the high-groups of these subscales was calcu-
lated (see Figure 2). This revealed that the high-ABE and AFS
groups contained the largest numbers of those reporting OBEs.
Interestingly, these descriptive statistics show that 77% of those
reporting OBEs placed in the high-AFS group (i.e., increased signs
of derealization).

The mean CDS scores for all subscales and for both the
OBE group and non-OBE controls are graphically represented in
Figure 3. These differences were formally compared by a series of
Mann–Whitney U-tests. Although the largest effects appear to be
present for both ABE and AFS measures, after correction for mul-
tiple comparisons, only the difference between the groups for the
AFS subscale was significant (U = 176.00, Z = −2.88, p < 0.005).
The OBE group produced significantly higher scores on measures
of AFS (X̄ = 10.8, SE = 1.6) than the control non-OBE group
(X̄ = 5.2, SE = 1.2; see Figure 3). Although this general pattern
also held for measures of ABE (OBE X̄ = 11.8, SE = 1.8; non-OBE
control X̄ = 7.5, SE = 0.08), this was not reliable after correction
for multiple comparisons (U = 233.50, Z = −1.86, p = 0.08).

Seventy-seven percent of those claiming OBEs in the present
sample placed in the high-AFS group (suggesting that the majority
of this group displayed elevated signs of derealization experiences).
In addition, the OBE group reported significantly higher degrees of
AFS relative to the non-OBE control group. The effect for the OBE
group to display increased scores on measures of ABE, though
showing signs of being present, failed to be reliable. No other
factors reliably distinguished the groups.

PERFORMANCE AT THE HOBT TASK
Mean correct efficiency RTs for the HOBT task are plotted
in Figure 4. Performance at the HOBT task was examined
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FIGURE 3 | Mean CDS scores for each of the 4 subscales (identified by Sierra and Berrios, 2000) plotted for both the OBE and non-OBE control groups

(error bars = 1 SE).

FIGURE 4 | Efficiency RTs for the HOBT task plotted for both Groups (Controls and OBE group) both perspectives (Above and Below) and whether an

additional body-rotation was required or not (+ rot = requires body rotation / - rot = does not require body rotation: error bars = 1 SE).

by a 2 (Group: Controls vs OBE group) × 2 (Viewpoint
Above/Below) × 2 (Body rotation: Rotation vs No rotation) mixed
ANOVA applied to the efficiency RTs. The main effect of Group
was significant, F(1, 55) = 24.33, p < 0.001; as was the main
effect of Viewpoint, F(1,55) = 30.70, p < 0.001. On the whole, the
OBE group was significantly more efficient (X̄diff = 528 ms) than
the non-OBE control group at the HOBT task. In addition, both
groups were significantly more efficient overall at Above view-
points, relative to below viewpoint (X̄diff = 264 ms). In contrast,
the main effect of Rotation was not significant, F(1,55) = 1.67
p = 0.202 (X̄diff = 73 ms). The Viewpoint × Group and the View-
point × Rotation interactions were significant, F(1,55) = 10.04,

p < 0.005; and F(1,55) = 15.64, p < 0.001, respectively. How-
ever, the Rotation × Group interaction was not significant,
F(1,55) = 0.178, p = 0.674. Finally, the three-way interaction
between Group × Viewpoint × Rotation was not significant, F(1,
55) = 1.40, p = 0.242.

The significant interactions were explored further via a series
of within subjects t-tests carried out separately for each group, for
each viewpoint and rotation condition. These data are given in
Table 1.

To explore the overall cost of viewpoint between the groups, the
overall RTs from the “Above” viewpoint were subtracted from RTs
from the “Below” viewpoint for both the OBE and control groups.
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Table 1 | Breakdown of the separate effects of Viewpoint and Rotation

within the two groups.

Condition X̄ diff (ms) t -Statistic df p-Value

Controls: Above rot – No rot 146 2.79 39 < 0.01*

Controls: Below rot – No rot −339 2.80 39 < 0.01*

OBE group: Above rot – No rot 82 1.91 16 = 0.07

OBE group: Below rot – No rot −180 3.42 16 < 0.005*

* = results are significant.

This generated two sets of difference scores. These differences
were explored via a between-subjects t-test which was significant
[t(52.9) = 4.39, p < 0.001]. On the whole, non-OBE controls were
more impaired (by 298 ms) by the cost for below viewpoints than
the OBE group.

To summarize, both groups were more efficient at the Above
viewpoint compared to the Below viewpoint. In addition, the OBE
group was significantly more efficient at all aspects of the HOBT
task relative to the non-OBE control group. For Above viewpoints,
there was a general trend for a cost to efficiency if an additional
body-rotation was required (in addition to any transformation of
plane) though this was only reliable for the control group. The
pattern of findings for Below viewpoints was reversed with, rather
surprisingly, efficiency being improved for those avatars that might
require an additional step of body-rotation as well as any transfor-
mation of plane. These findings are discussed more fully in Section
“General Discussion.”

GENERAL DISCUSSION
The present study examined biases in exocentric perspective-
taking/body-transformation processes in relation to predispo-
sition to hallucinatory experiences that involve a shift in self-
perspective – the OBE. In addition, signs of embodied anoma-
lous experiences associated with depersonalization/derealization
(DPD-DR), with OBE groups, were also explored.

The OBE is, by definition, an anomalous experience revolving
around a shift in the perspective of the experiencing self “out-
side of his/her body.” In line with previous research (Blanke
et al., 2005; Braithwaite et al., 2011), a premise of the present
study was that if OBEs are based in some form of disrup-
tion in the mechanisms underlying stable egocentric processing
and/or the efficient use of exocentric perspective-taking processes,
then these individuals may display distinct performance at a task
which is sensitive to these processes. In addition to this, we also
examined the rate and range of other dissociative anomalous expe-
riences to explore their association with the OBE and exocentric
perspective-taking.

There was a borderline significant trend for the OBE group
to report more additional ABE relative to control groups. This
observation for a general trend of elevated egocentric ABEs (asso-
ciated with depersonalization) for the OBE group is new, though
complements other research showing increased somatoform dis-
tortions for these groups (Irwin, 2000; Murray and Fox, 2005).
Both the ABE subscale in the present study, and the somato-
form dissociation scale used by previous studies, include only

items related to either altered bodily sensations, or egocentric
dissociative experiences. Clearly, the OBE is a specific form of
exocentric ABE and can co-occur with other egocentric dissocia-
tive phenomenology. The weaker effects seen here for the ABE
subscale are possibly due to the fact that this is a small subscale of
items (much smaller than the full measures used in previous stud-
ies), containing items more focused on dissociative experiences,
rather than specific somatoform distortions (though the two can
be related).

In contrast to the pattern seen for all other subscales (ABE,
EN, ASR), the OBE group did provide clear and significantly
elevated scores on measures of AFS (derealization) compared to
the non-OBE control group. Indeed, an exploratory median-split
analysis carried out on the whole sample revealed that 77% of
the OBE group fell in the high-scoring group for derealization.
The relationship between derealization and the OBE is both new
and interesting as it might imply that the OBE itself is a response
to a temporary lack of connection between the “self,” and the
surrounding world.

By this account, the specific neurocognitive biases underlying
derealization may increase the disconnection between the bodily
self and one’s own surroundings to such an extent that internal
representations of the body/self become unstable or degraded in
some way. At the very least, incoming sensory information may
become ambiguous under conditions of increased derealization.
The net consequence of this is that typically stable egocentric rep-
resentations of the self might become so disrupted that they can no
longer support coherent embodied conscious experience. Under
some circumstances this might simply result in the dissociative
anomalous experiences reported by DPD-DR patients and their
non-clinical counterparts (e.g., estrangement from the self, bodies
feeling unreal, surroundings feel dreamlike, dull, and deadened).
However, in other instances these situations may act as a catalyst for
OBEs providing the individual also displays additional cognitive
biases in exocentric perspective-taking. This in itself is noteworthy
and has implications for the broader debate on whether the OBE
is or is not related to DPD-DR (see Sierra et al., 2002; Sierra, 2009;
Sierra and David, 2011).

The observation that the OBE group were also significantly
more efficient at the objective HOBT perspective-taking task rel-
ative to the non-OBE control group is particularly noteworthy.
This was the case across all viewpoints and body-rotation permu-
tations of the stimuli. Both groups found the Above viewpoints
easier than the Below viewpoints (see also Schwabe et al., 2009
for similar findings with only control groups). This is to be
expected and likely reflects both a greater familiarity with seeing
bodies from elevated/above viewpoints and also the clear view
of the head/shoulder region may act as a useful anchor point
(e.g., Kessler and Rutherford, 2010), with which to carry out
the transformations necessary to complete the task efficiently and
successfully.

An unexpected result was the diverse role of the “Rota-
tion” factor across the different viewpoints. For Above views,
there was a general cost to efficiency if both a transformation
of the body and plane was required. This cost was signifi-
cant for control groups, and borderline reliable for the OBE
group (see Table 1). This overall finding is in line with our
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a priori intuitive prediction that avatars involving two separate
transformations (of both plane and body) will be less effi-
cient than those avatars only involving one transformation. The
exact opposite pattern occurred for below viewpoints, where
RTs were generally increased, but where efficiency was actually
benefited by the apparent needs of both a transformation of
plane and body-rotation and hampered where apparently only
one transformation was required. This result is supported fur-
ther in that it was observed for both the OBE and control
groups.

One possible explanation is that for the “Below − Rotation”
condition, and this condition alone, participants may not be car-
rying out the spatial transformation in a similar manner to the
other instances. For example, for both “Above” viewpoints, a clear
and familiar view is provided and a salient anchor point (i.e.,
the head) contribute to the transformations required to efficiently
solve the task at hand. Here, either a transformation of plane, of
body-rotation, or both are required. It is also, due to the familiar
perspective, quite salient which of these processes are best suited
to the situation.

However, the “Below − Rotation” condition, presents a view
of an avatar which we rarely, if ever experience in daily life: it
would require us either looking up at people through a glass
floor, or watching superman flying over our heads. In contrast,
the “Below + Rotation” condition is identical to a person lying
on a bed, thus, a quite familiar view. We therefore suggest that
in the “Below − Rotation” condition, instead of a simple trans-
formation of plane, participants may first rotate the whole avatar
(like hands rotating on a clock face), in order to place the head
toward the top, but in so doing, this now generates the need for an
additional body-rotation. Therefore this condition may actually
elicit two rotational strategies rather than our assumed one trans-
formation – thus impacting on the efficiency of performance. As
suggested, this may be due to the absence of a salient anchor point
and unusual view of the human body with which to assign the
appropriate initial transformation (e.g., Grabowski, 1999; Kessler
and Rutherford, 2010).

EMBODIED AND DISEMBODIED DISSOCIATIVE ANOMALOUS
EXPERIENCES
The present study provides preliminary evidence for fraction-
ating the unitary notion of “dissociation” underlying ABE. We
suggest that one important factor for consideration when examin-
ing the mechanisms underlying dissociative states is whether the
dissociation being examined is from an egocentric or “embodied”
perspective or whether it is from an exocentric or “disembod-
ied” perspective (or indeed both; e.g., as in cases of heautoscopy;
Brugger et al., 1997; Brugger, 2002). As a consequence it might
be helpful to conceptually view the legion of dissociative states
of the self as being representative of either “embodied disso-
ciation” (e.g., dissociative experiences reported in deperson-
alization, schizophrenic loss of body boundaries, autoscopy,
sensed-presence experiences) where the perceiving “self” remains
firmly located within the physical body, or “disembodied dis-
sociation” (i.e., OBEs) where the perceiving self appears lib-
erated from its egocentric physical moorings. Only the lat-
ter implies a bias for additional exocentric perspective-taking

processes underlying the phenomenology of the anomalous
experience3,4.

Although speculative, this view is supported by findings from
the present study as well as the broader literature. The crucial and
major difference between the groups in the current investigation
appears to have been the presence of exocentric OBEs, which may
have resulted from the co-presence of elevated signs of derealiza-
tion and biases in exocentric perspective-taking processes. It was
clearly the case that the OBE group experienced other forms of
egocentric ABEs, but the presence of these additional egocentric
ABEs did not appear to be as strongly related to performance at
the exocentric perspective-taking task.

Therefore, although the OBE group was a group which reported
additional non-exocentric ABEs, performance at the HOBT task
appeared to be related more to the co-presence of disembodied
dissociative experiences that may well have been reliant on an exo-
centric representation of the self in space (the OBE). The control
group, by definition, did not report any instances of disembodied
dissociative experiences. In addition, their performance at the exo-
centric perspective-taking task was significantly less efficient than
that of the OBE group.

Interestingly, Sierra (2009) notes that while the concept of dis-
embodiment does imply an experience where the“self” is localized
outside one’s physical body (analogous to the OBE), in cases of
depersonalization, disembodiment is certainly not taken to imply
a shift in perspective of the experiencing self at all. Instead, with
depersonalization, patients describe “not really being there” in
an egocentric sense – but do not claim to occupy any external
perspective. This supports our argument here that terms like dis-
embodiment and dissociation require a more considered usage
when examining cases of OBEs relative to seemingly similar sit-
uations like DPD-DR. It would appear that there has been some
equivocation over the use of terms like disembodiment over the
years which, in no small way, has contributed to confusion over
depersonalization and other ABE.

Sierra’s (2009) salient observation shows that the term “dis-
embodiment” has often been taken to describe both; (i) what is,
in reality, a reduction in saliency of the embodied sense of self
– where one is still embodied (egocentrically), but this is greatly
weakened/diluted as well as; (ii) being completely disembodied
(exocentrically) into another spatial location (the OBE). Because
both these factors can occur together and can be dissociated, we
recommend abandoning using the term disembodiment for both
cases and those representing the former situation.

The revised taxonomy argued for here would help navigate
around such confusion, as the concept of disembodiment would
only be used for instances where exocentric perspectives are

3This suggestion assumes that the term “disembodied” be interpreted more literally.
By this taxonomy, one cannot have an egocentric disembodied experience, but one
can have an egocentric dissociative experience.
4Importantly, “embodied dissociation” and “disembodied dissociation” are not being
argued to be absolute – more so that these processes likely co-exist as relative biases
– where one dictates and defines anomalous conscious experience at any given
time. For example, while primarily disembodied, OBEs can consist of a minor co-
awareness of the physical self. Nonetheless, disembodied processes dominate the
phenomenology and realism of the experience. Exploring the presence, degree, and
interplay of such biases, across different OBEs and associated experiences, will be
an exciting avenue for future research.
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experienced and dominate consciousness. As a consequence of
this redefinition, ABEs described by patients with DPD-DR would
not be defined as disembodied – though they are clearly disso-
ciative. In other words, one can be dissociated from the self (i.e.,
estranged from the self) while not necessarily being disembodied
from the self.

One argument against this position might be instances where
patients may describe no salient experiential perspective, and
instances of heautoscopy – where dual egocentric and exocentric
perspectives appear to co-exist, are thus not easily accommodated
within this re-description. However, our conception is supported
by a clear division in empirical performance at a more objective
behavioral task, and not just subjective reports in interviews or
via questionnaire measures. In addition, the proposed concep-
tion does help to; (i) differentiate many dissociative experiences
from a variety of neurological, clinical, and psychotic conditions;
(ii) adds clarity to the confusion surrounding the nature of ABE
in depersonalization; (iii) more clearly highlights the important
differences between ABE in depersonalization and the OBE, and;
(iv) implicates the possible presence or absence of certain neural
networks (exocentric perspective-taking/self-perspective inhibi-
tion). Furthermore, identifying experiences that lie outside of
these boundaries is still helpful for the development of scientific
theory.

In terms of the actual mechanisms mediating the increased effi-
ciency seen for participants predisposed to OBEs, one may think
of these simply as an increased ability in exocentric perspective-
taking per se (i.e., the ability to simply adopt an external point
of view). However although intellectually seductive, to some
extent these findings may also index a greater ability to sup-
press the egocentric point of view. There is growing evidence
for the existence of both mechanisms of self-perspective inhibi-
tion (Vorauer and Ross, 1999; Ruby and Decety, 2004; Samson
et al., 2005; van der Meer et al., 2011) and the excitation of exo-
centric perspectives (Ruby and Decety, 2001; Saxe et al., 2006;
Lambrey et al., 2008; see also Zacks et al., 1999, 2000). These
may work in concert to achieve exocentric representations under-
lying striking and convincing multi-sensory hallucinations of
the self like the OBE. Both processes may also enjoy diverse
neurocognitive underpinnings. One prediction here is that self-
perspective inhibition may not, on its own, be sufficient for an
OBE to occur. Under these circumstances, individuals may sim-
ply report embodied dissociative experiences (e.g., estrangement
from the self or “not being there”). The disembodied dissociative
experiences reported by those having OBEs may require addi-
tional, alternative and exocentric representations of the self in
space.

Interestingly, uniting these themes into a coherent and more
comprehensive account of dissociative experiences might also
help illuminate theories of both depersonalization and OBEs.
For example, as dissociative ABEs reported in depersonalization
appear to be entrenched in egocentric/embodied representa-
tions, they might reflect an increased and aberrant weight-
ing of internal bodily experiences (perhaps in an attempt to
re-establish the egocentric self which is disintegrating). This
aberrant weighting or attentional-shift directed toward inter-
nal bodily sensations may itself increase the saliency of internal

and interoceptive body-sensations and thus contribute to some
of the embodied ABEs reported by DPD-DR patients. This
would also be consistent with the observation that clinical cases
of DPD-DR have identified the presence of hyperreflexivity –
where some patients can become obsessive and display an aber-
rant focus on bodily sensations (Medford et al., 2005; Sierra,
2009; Sass et al., 2013). Similar observations have been made
in studies showing that OBE groups can also display increased
signs of somatoform dissociation/distortion, revolving around
a heightened and magnified sense of self and self-consciousness
(Murray and Fox, 2005).

Such a shift to internal representations might also contribute
to altered experiences of one’s own surroundings, as attention and
processing would be drawn away from processing salient external
signals. Conceivably this might contribute, in part, to the nature
of the particular phenomenological characteristics of derealiza-
tion experiences (e.g., observers feel cut-off/detached from the
world). If the observer does not have access to additional biases in
exocentric representational systems, then they remain embodied,
but dissociated and depersonalized. However, in other cases where
aberrant activation in exocentric representations also contribute
to the experience, which are also temporarily more stable than
disrupted egocentric and embodied representations, then an OBE
might be more likely to develop.

The present findings may also speak in some way to the ongoing
debate over the concepts of depersonalization and derealization –
where it has been argued that “pure” cases of derealization are
rare in the clinical literature and thus it may not actually reflect a
separate construct (see Sierra et al., 2002). Although our present
findings are based only on two of the four measures from the
CDS, the current findings do imply a stronger effect for derealiza-
tion (relative to the ABEs associated more with the construct of
depersonalization) in relation to OBEs. This provides some tenta-
tive support for the view that derealization experiences may well
reflect distinct underlying mechanisms, at least for non-clinical
hallucinators.

REMAINING ISSUES
Although there are many variants of perspective-taking tasks
in the literature, it is not always clear-cut that the processes
required to complete them successfully necessarily recruit exo-
centric perspective-taking. For example, Braithwaite and Dent
(2011) were the first to have questioned these assumptions
in relation to the evidence recruited for the standard OBT
task used by Blanke and colleagues to examine disruptions in
body-transformation/perspective-taking processes (e.g., Blanke
et al., 2005; Arzy et al., 2006; Mohr et al., 2006; Easton et al.,
2009). One limitation with these earlier incarnations of the OBT
task is that it typically recruited only two perspectives in the
exemplar stimuli and alternative strategies could easily be devel-
oped and used within a block of trials (see also Gardner and
Potts, 2011; Gronholm et al., 2012; Kessler and Wang, 2012;
May and Wendt, 2012; see also Pezzulo et al., 2013). Although
often empirical, it is important to remain aware of the differ-
ent transformational processes (e.g., perspective-taking, object-
rotation, if/then strategies) that may be apparent in a given task
(Hegarty and Waller, 2004).
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These limitations should also be considered in relation to the
current task. In the context of the current debate it is important
to ask if; (i) the tasks used can be reasonably assumed to mea-
sure rotational processes (either exocentric perspective-taking, or
mental rotation); and (ii) that these particular mechanisms are
functionally implicated in disembodied dissociative experiences
(i.e., the OBE). Although always problematic to separate, some of
the current findings do suggest that rotational/transformational
processes, more than alternative non-transformational ones, are
indeed playing a role in the current task.

For example, the main effects of Viewpoint, the View-
point × Rotation, and Viewpoint × Group interactions would
not be expected from some basic form of if/then rule or simi-
lar trial-by-trial strategy. These components should be irrelevant
to such rule-based strategies. The current HOBT task used two
different body positions, from two different viewpoints, and not
just a binary viewpoint manipulation (as has been the case with a
number of studies; Blanke et al., 2005; Arzy et al., 2006; Mohr et al.,
2006; Easton et al., 2009). So the development of alternative strate-
gies, while not impossible, would have to cope with much greater
trial-by-trial unpredictability, impairing basic contingency-based
and rule-based strategies. In addition, it is not at all clear how or
why such contingency-based strategies could explain the effects of
Group also seen in the present findings – unless it is argued that
such non-spatial strategies relate to the mechanisms underlying
the exocentric OBE in some meaningful way.

Furthermore, previous independent investigations that have
used the standard OBT task have reported significant costs to RT
performance, not benefits, for both OBE samples (Braithwaite
et al., 2011) and those showing elevated signs of perceptual aber-
rations linked to schizotypy (Mohr et al., 2006). This is in contrast
to the large and significant improvements to task efficiency found
in the present study. Collectively, these findings suggest that the
present HOBT task is both methodologically improved and not
equivalent to the performance reported for the more traditional
version of the task.

Whether the current task predominantly recruits object-
rotation or exocentric perspective-taking in the form of mental
self-rotation (e.g., Kessler and Thomson, 2010) remains to be
explored with future experimentation. In fact, different condi-
tions of the HOBT task may have triggered different strategies
of object- vs. self-rotation. We have argued that the condition
with the longest RTs, the “Below − Rotation” condition, may
have required an initial rotation of the avatar into a more famil-
iar orientation, which is an example of mental object-rotation,
while the subsequent steps in this condition as well as the default
transformations in the other three conditions may have consisted
in mental self-rotation. This is clearly speculative but could be
resolved in future studies making use of posture manipulations.
Kessler and colleagues (Kessler and Rutherford, 2010; Kessler and
Thomson, 2010; Kessler and Wang, 2012) have recently shown that
a body posture that anticipates the direction of mental self-rotation
(akin to exocentric perspective-taking) facilitates the transforma-
tion, while an incongruent posture delays the process. Importantly,
body posture does not affect mental object-rotation (Kessler and
Thomson, 2010, Experiment 3). This pattern of results could help
in shedding light on the processes engaged by OBE participants

during exocentric perspective-taking (i.e., would they show a pos-
ture congruency effect or not?). According to their symptomology
of perceiving themselves outside their body, we would expect
them to engage in self-rotation/exocentric perspective-taking
rather than object-rotation whenever possible, making them the
highly efficient perspective takers we observed in the current
study.

Finally, the current findings also have important bearings on
perspective processing in social interactions. Firstly, an intrigu-
ing future research question will be if and how OBE participants
make use of their efficient perspective-taking skills during social
interaction: are they more inclined to adopt another’s per-
spective in conversation than control participants or are their
perspective-taking skills rather confined to visuo-spatial scenarios
and completely independent of a social context? We believe that
the latter is unlikely in the light of our current findings. In addition
and on an anecdotal point, as part of our research programs into
anomalous experiences, we have encountered some participants
with social phobias/agoraphobias that have reported learning to
consciously will and “use” the disembodied viewpoint of the OBE
to manage stressful social situations. Here the experience makes
the observer feel removed from the direct social context causing
stressful reactions.

By moving away from the schematic drawings of the classic OBT
task (which have produced mixed results and might not index exo-
centric perspective-taking) toward more naturalistic photographs
of bodies in more varied postures in space, we have enhanced
the task’s social dimension especially since these changes have
increased the likelihood that motor resonance mechanisms are
engaged in order to process difficult body postures (cf. Kessler and
Miellet, 2013).

In social interaction, the latter often takes on the form of
implicit mimicry, i.e., the so-called “chameleon effect,” which has
been shown to enhance pro-social behavior and attitudes (e.g.,
Chartrand and Bargh, 1999; van Baaren et al., 2009; for review,
see Niedenthal et al., 2005). Furthermore, direct effects of pos-
ture, posture resonance, and other body-related processes on the
speed of egocentric transformations have been recently shown by
Kessler and Thomson (2010, especially Experiment 4) and oth-
ers (e.g., Lenggenhager et al., 2008; Falconer and Mast, 2012;
van Elk and Blanke, 2013). Therefore, investigating embodied
perspective-taking during realistic social interaction in relation
to dissociative traits (e.g., embodied vs. disembodied dissocia-
tive experiences) could be a somewhat contra-intuitive, yet highly
interesting addition to the field of social cognitive neuroscience.

CONCLUSION
The present study investigated biases in perspective-taking pro-
cesses that may be implicated in predisposition to hallucinatory
experiences that involve a shift in self-perspective (the OBE).
The OBE group were much more efficient at a perspective-taking
task relative to a control group – supporting the view that the
prevalence of the OBE is associated with biases in perspective-
taking ability. In addition, the OBE group displayed significantly
more signs of derealization experiences – which we speculate may
underlie a propensity to experience ambiguous sensory informa-
tion from the outside world and may contribute to destabilize the
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typically coherent sense of self. The current findings also support
a fractionating of the unitary notion of dissociation relative to
whether embodied or disembodied dissociative experiences are
reported. Future studies are planned to investigate the role of
both self-perspective inhibition and exocentric perspective-taking
underlying these and other related ABEs.
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Previous research provides evidence for a dissociable embodied route to spatial
perspective-taking that is under strategic control. The present experiment investigated
further the influence of strategy on spatial perspective-taking by assessing whether
participants may also elect to employ a separable “disembodied” route loading on
inhibitory control mechanisms. Participants (N = 92) undertook both the “own body
transformation” (OBT) perspective-taking task, requiring speeded spatial judgments made
from the perspective of an observed figure, and a control task measuring ability to inhibit
spatially compatible responses in the absence of a figure. Perspective-taking performance
was found to be related to performance on the response inhibition control task, in that
participants who tended to take longer to adopt a new perspective also tended to show
a greater elevation in response times when inhibiting spatially compatible responses.
This relationship was restricted to those participants reporting that they adopted the
perspective of another by reversing left and right whenever confronted with a front-view
figure; it was absent in those participants who reported perspective-taking by mentally
transforming their spatial orientation to align with that of the figure. Combined with
previously published results, these findings complete a double dissociation between
embodied and disembodied routes to spatial perspective-taking, implying that spatial
perspective-taking is subject to modulation by strategy, and suggesting that embodied
routes to perspective-taking may place minimal demands on domain general executive
functions.

Keywords: perspective-taking, own body transformation, strategy, embodiment, social, response inhibition

INTRODUCTION
Spatial perspective-taking underlies successful social interac-
tions (Tversky and Hard, 2009), for instance when giving direc-
tions or demonstrating how to perform a task. Furthermore,
spatial perspective-taking itself may be an intrinsically social
process, when the novel perspective one adopts is that occu-
pied by another person, rather than a position external to
that occupied by any other body (Stocker, 2012). Although it
has been well established that qualitatively different underlying
processes subserve different kinds of perspective-taking (e.g.,
Michelon and Zacks, 2006; David et al., 2008; Cohen et al., 2009),
the manner in which these various perspective-taking mecha-
nisms rely on “embodied” cognitions such as the mental simu-
lation of body movements has yet to be fully specified—despite
this being an active line of enquiry (e.g., Kessler and Rutherford,
2010; Kessler and Thomson, 2010). Investigation of embodied
perspective-taking may help to elucidate how the spatial and
social domains impinge upon perspective-taking. Outstanding
issues include identifying the types of perspective-taking that are
possible via a “disembodied” route that engages response inhi-
bition rather than motor simulation or social processes, as well

as the role played by endogenous control processes in selecting
between multiple perspective-taking routes. Consequently, the
aim of the current study was to examine how these two types
of executive processes influence perspective-taking, by assessing
whether the strategy that participants report using moderates the
relationship between perspective-taking ability in the “own body
transformation” (OBT) task (e.g., Zacks et al., 1999; Blanke et al.,
2005; Mohr et al., 2010) and ability to perform a control task
indexing disembodied response inhibition processes.

The prevailing view is that spatial perspective-taking via
imagined transformations of one’s own egocentric perspec-
tive is an embodied process (e.g., Kessler and Rutherford, 2010;
Kessler and Thomson, 2010), in the sense that it is performed via
mental simulation of the sensorimotor mechanisms involved in
actual self rotation (Lenggenhager et al., 2008). The finding that
the speed and accuracy of taking another’s viewpoint depends
upon the degree of angular disparity between one’s own and
a target’s frame of reference provides evidence for an analogue
transformational process sharing at least some of the proper-
ties of self motion (Zacks and Michelon, 2005). Support for the
involvement of deliberate motor simulation is provided by reports
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that postural congruence between participants and targets facil-
itates perspective-taking performance (Kessler and Rutherford,
2010; Kessler and Thomson, 2010). In addition, an individual’s
motor capability appears to modulate the extent that motor
simulation is engaged in perspective-taking. For instance, skill
at performing rotational movements has been found to facil-
itate perspective-taking during a mental body rotation task
(Steggemann et al., 2011), and attentional biases associated with
participants’ own handedness have been found to extend to left-
right judgments made from a schematic figure’s perspective in
the OBT task (Gardner and Potts, 2010). Furthermore, patients
with left spatial neglect have even been found to recover infor-
mation that is unavailable from an egocentric perspective when
space is imagined from an opposite perspective (Becchio et al.,
2013). Of particular relevance, the degree of amelioration of
the neglected side is greatest in an embodied condition when
a person is seen to be present in the novel perspective. These
findings provide converging evidence for embodied processes
contributing to perspective-taking.

Nonetheless, under certain circumstances disembodied pro-
cesses appear sufficient to account for perspective-taking.
For instance, determining which objects can be seen from
another person’s perspective appears to involve line-of-sight
computation without the need for transformations of one’s
own perspective (Michelon and Zacks, 2006). The determi-
nation of spatial relationships relative to a third party
perspective within the OBT task has also been accounted for
in terms of domain general response selection processes and
spatial compatibility, either alone (Gardner and Potts, 2011),
or in combination with imagined perspective transformations
(May and Wendt, 2012). In these cases, a conflict arises between
information coded relative to one’s own bodily position and
information coded for the adopted perspective (May, 2004;
Michelon and Zacks, 2006). Thus, the cognitive demands of
perspective-taking are at least in part due to the need to
inhibit prepotent responses relating to one’s own perspective (cf
Leslie et al., 2005). In support of this view, the ability to adopt
a third party perspective has been shown to be disrupted when
performed alongside a secondary task loading on response inhi-
bition processes (Qureshi et al., 2010). Thus, “disembodied” exec-
utive functions, including response inhibition, may contribute to
perspective-taking alongside, or in place of, a cognitively efficient
“embodied” route.

One possibility is that separable embodied and disembodied
perspective-taking processes (May and Wendt, 2012), may in fact
be distinct routes to perspective-taking controlled by higher level
strategy (Gronholm et al., 2012). Although many have proposed
that utilization of different strategies could explain variation
in perspective-taking performance (Michelon and Zacks, 2006;
Thakkar et al., 2009; Mohr et al., 2010; Thakkar and Park, 2010),
the role of strategy has rarely been considered explicitly (Amorim,
2003). Initial evidence has been reported indicating the presence
of a dissociable strategy associated with embodied perspective-
taking (Lenggenhager et al., 2008; Gronholm et al., 2012). For
instance, the disruption to mental transformations arising from
galvanic vestibular stimulation was found to be restricted to
participants reporting that they had employed transformations

of their own perspective, rather than an object based strategy
(Lenggenhager et al., 2008). Using the OBT task, Gronholm et al.
(2012) found a selective association between trait level empa-
thy and perspective-taking ability that was restricted to partic-
ipants using an embodied perspective transformation strategy,
as opposed to disembodied strategy of reversing left and right
whenever confronted with a front-view figure (Gronholm et al.,
2012). This finding is consistent with mental simulation play-
ing a common role for embodied spatial perspective-taking
as well as social processes such as empathy and Theory of
Mind (Ruby and Decety, 2004). However, to date, no equivalent
independent evidence appears to be available for disembodied
perspective-taking strategies.

The current study was designed to assess further the influence
of strategy on perspective-taking in the OBT-task, by examining
whether the strategy that participants report using moderates
the relationship between perspective-taking and response inhi-
bition abilities. Previous work using an individual differences
approach has found that perspective taking is associated with
response inhibition ability (Qureshi, 2008). Here, we examine
whether this association is strategy-specific. In the present study,
participants undertook both the OBT perspective-taking task,
requiring speeded spatial judgments made from the perspective
of an observed figure, and the “Transpose” task, a disembodied
control task measuring ability to inhibit spatially compatible
responses. We predicted that if there are dissociable embodied
and disembodied routes to spatial perspective-taking that are
modulated by high level strategy, then self-reported strategy
should moderate the relationship between performance on the
OBT and Transpose tasks. Specifically, we predicted a positive
relationship between performance for the OBT and Transpose
tasks that would be restricted to those who reported that they
adopted the perspective of another by transposing left and right
whenever confronted with a front-view figure; no association
was predicted for those who in an embodied manner mentally
transformed their perspective to align with that of the external
figure.

MATERIALS AND METHODS
PARTICIPANTS
Ninety two volunteers (69 female, 23 male), recruited primarily
from the university community, took part in the study. Their
ages ranged from 19 to 66 years (mean ±SD = 24.4 ± 9.4 years).
All had normal, or corrected to normal, vision, and provided
informed consent in accordance with the local (University of
Westminster) ethics approval.

OBT TASK
The OBT task was adapted from that reported previously
(Gardner and Potts, 2011, Experiment 1A), as summarized below.
Four basic stimuli each depicting a schematic human figure
holding a black ball in one hand and a white ball in the other,
were presented to participants. The figure could be seen either
from front- or back-view, and held the black ball in either the left
or right hand (see Figure 1, illustrating left hand stimuli). The
outline shape of the figure was identical whether it was front- or
back-facing. Consequently, the only aspects of the stimulus indi-

Frontiers in Human Neuroscience www.frontiersin.org August 2013 | Volume 7 | Article 457 |34

http://www.frontiersin.org/Human_Neuroscience
http://www.frontiersin.org/
http://www.frontiersin.org/Human_Neuroscience/archive


Gardner et al. Disembodied and embodied perspective-taking

FIGURE 1 | Schematic illustration of the relations between stimuli and

responses for both the OBT and Transpose tasks. For both tasks,
stimulus-response (S-R) mappings were compatible for 50% of the trials
(back-view; cue absent), and incompatible for the remainder (front-view;
cue present).

cating that the figure was front-facing were the marks indicating
the buttons and facial features.

Participants were verbally instructed to imagine taking the
perspective of the figure through an embodied mental trans-
formation in order to make a spatial judgment as to which
hand the figure was holding the black ball. Standardized instruc-
tions to this effect were also delivered via the E-prime pro-
gram. Each participant was required to rest their index fingers
on the response keys (left index finger on the “A” key for a
“left” response on a QWERTY keyboard, and right finger on the
“L” key for a “right” response). This resulted in S-R mappings
that were spatially compatible for 50% of the trials (back-view)
and spatially incompatible for the remainder (front-view; see
Figure 1).

TRANSPOSE TASK
The Transpose task (Gardner and Potts, 2011) served as a disem-
bodied control task measuring ability to inhibit spatially compat-
ible responses. The stimuli consisted of two balls, one black and
one white, in identical locations to those appearing in the OBT
task, but in this case presented without a human figure holding
them. The black ball could appear on the left or the right, and was
presented either alone, in the cue-absent condition, or accompa-
nied by an abstract visual cue, in the cue-present condition. This
abstract visual cue consisted of the features that made up the OBT
figure’s face and buttons presented in a scrambled configuration.
Thus, these stimuli served as non-embodied variants of those
employed for the OBT task (see Figure 1).

Participants were instructed to report the location of the
black ball from their own viewing perspective by pressing the
corresponding key when the abstract visual cue was absent. On
trials in which the cue was present, participants were required
to transpose left and right when responding (e.g., if the black
ball was on the right, the correct response was to press the left
response key). Thus, just as in the OBT task, the mapping between
stimulus location and response was spatially incompatible for
50% of the trials, and these trials were signaled by equivalent
visual information—those marks distinguishing front- and back-
view stimuli in the OBT task. The Transpose task should thus
place similar demands on response inhibition processes as the

OBT task for those participants adopting a transposing strategy,
given that it is operationalized in a comparable manner.

PROCEDURE
All participants performed the OBT task, followed by the Trans-
pose task. The order of these tasks was not counterbalanced in
order to prevent expected carry-over to the strategy adopted for
the OBT task if participants had experienced the Transpose task
first. On each trial, a central black fixation cross was presented
for 1400 ms against a white background. This was immediately
followed by the stimulus which was displayed for 2100 ms, or until
a response had been made. This was followed by visual feedback
on whether the response was correct or incorrect, presented for
1500 ms. On any given trial, the stimulus was randomly displaced
in the picture plane (range of −50◦ to +50◦, in 10◦ intervals)
to introduce further variability in the stimulus set. Each task
comprised 132 trials split into two equal blocks, allowing all
stimulus combinations to be presented on three occasions in a
random order [left vs. right (2) x compatible vs. incompatible
(2) x picture plane orientation (11)]. Stimulus presentation and
data collection were controlled by a personal computer running
E-Prime experiment generator software (Schneider et al., 2002).

Immediately after these tasks were completed participants
were asked to report on the strategy they had used during the
OBT task, based on which they were categorized into “perspective
transformers” or “spatial transposers” in accordance with earlier
work (Gronholm et al., 2012). This was intended to discriminate
strategies on the basis of embodiment. Those who reported to
have always/usually used the “flipping left and right strategy” were
classified as (disembodied) spatial transposers, whereas those who
always/usually “imagined myself taking the figure’s position” were
classified as (embodied) perspective transformers. Participants
were classified as perspective transformers also if they reported
having used both strategies equally often.

RESULTS
Participants were excluded from the analysis due to an error
rate (ER) of above 15% on either the Transpose task (N = 5,
all female), or the OBT task (N = 14, 12 female). The sam-
ple that was subjected to analysis thus comprised 73 partici-
pants (51 female). In order to measure the relative increase in
response times for the incompatible versus compatible condition,
a “Composite response time (RT)” for both tasks was com-
puted for each participant according to the formula: Composite
RT = (incompatible RT—compatible RT)/compatible RT—see
Gronholm et al. (2012). Shapiro-Wilks test indicated these data to
be normally distributed: OBT task, W = 0.973, p = .124; Trans-
pose tasks, W = 0.989, p = .793.

REPORTED STRATEGY USE, AND PERFORMANCE ON
PERSPECTIVE-TAKING AND RESPONSE INHIBITION TASKS
According to self-report, for the OBT task 43 participants (59%)
adopted the disembodied transposing strategy and 29 (40%)
adopted the putatively embodied perspective transformation
strategy. Data on strategy use was unavailable for one further
participant. The difference between these proportions was not
statistically significant, p = .125, binomial test. By adopting
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the same classification criterion as Gronholm et al. (2012), the
embodied perspective transformation subgroup included 11
participants (38%) that reported having used both strategies.
The strategy subgroups were not found to differ in terms of
gender distribution, χ2 = 1.69, p = .194, nor age, t(69) = 0.01,
p = .992 (embodied perspective transformation: 79% female, age
(mean ±SD) = 24 ± 9.2 yrs; disembodied transposing strategy:
65% female, age = 24 ± 9.5 yrs).

Figure 2 illustrates RT and ER performance on both the OBT
and Transpose tasks categorized by the strategy reported, and the
S-R compatibility of the stimuli. RTs appeared to be longer for the
OBT task than the Transpose task, and longer for the incompatible
condition relative to the compatible condition, irrespective of the
strategy reported. These impressions were confirmed by a 3-way
mixed model Analysis of Variance (ANOVA) where Task (OBT vs.
Transpose) and Compatibility (compatible vs. incompatible) were
within subject factors and Strategy (perspective transformers vs.
spatial transposers) was a between subject factor.This revealed
main effects of Compatibility, F(1,70) = 161, p < .001 and
Task, F(1,70) = 70.1, p < .001, neither of which interacted with
Strategy, Fs < 1. Furthermore, the main effect of Strategy was not
significant, F < 1. An interaction between Task and Compatibility
was found, F(1,70) = 5.48, p < .022, consistent with a higher
elevation of response times for the incompatible relative to the
compatible condition in the Transpose task (mean ± SD = 17 ±
12%) than in the OBT task (11 ± 11%). This phenomenon also
did not interact with Strategy, F(1,70) = 1.017, p = .317.

An equivalent 3-way ANOVA was also performed on the ER
data depicted in Figure 2. This revealed that ER was higher for the

OBT task (mean ± SD = 7.5 ± 4.1%) than the Transpose task (3.1
± 2.8%), F(1,70) = 68.2, p < .001. However neither the main
effect for Compatibility, F < 1, nor that for Strategy, F < 1, were
statistically significant. Strategy was found to moderate the size
of the Task effect, F(1,70) = 4.04, p < .048. The degree to which
participants showed greater accuracy for the Transpose compared
with OBT task was slightly greater for those reporting having
adopted the disembodied spatial transposing strategy (difference
in ER, mean ± SD = 5.4 ± 4.4%, t(42) = 8.1, p < .001), than
for those reporting having adopting a perspective transformation
strategy, (3.3 ± 4.4%, t(28) = 4.0, p < .001). No other interac-
tions were statistically significant.

STRATEGY AND THE RELATIONSHIPS BETWEEN PERSPECTIVE-TAKING
AND RESPONSE-INHIBITION ABILITIES
We examined whether self-reported strategy moderated the rela-
tionships between perspective-taking and response inhibition
abilities by assessing correlations both within subgroups employ-
ing each type of strategy and collapsed across these subgroups,
see Figure 3. When strategy was disregarded (N = 73), a pos-
itive relationship was found between performance on the OBT
and Transpose tasks as measured by Composite RT, r = .245,
p = .036. When the correlations were repeated within sub-
groups, the relationship between perspective-taking and response
inhibition as measured by the OBT and Transpose tasks was
found to be moderated by strategy. For the subgroup that
reported having employed the disembodied spatial transpos-
ing strategy (N = 43), a highly significant positive correlation
was found, r = .449, p = .003. Whereas, for the subgroup that

FIGURE 2 | Mean of correct response times in ms and error rate (%) for both the OBT and Transpose tasks as a function of strategy reported

(perspective transformers vs. spatial transposers) and compatibility (compatible vs. incompatible).
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FIGURE 3 | Scatterplot of the association between the Composite RTs

relating to the Transpose and OBT tasks. Lines depict linear fit for
subsamples defined by strategy reported (perspect = perspective
transformers; transp = spatial transposers)

reported having employed an embodied perspective transfor-
mation strategy (N = 29), there was no correlation between
these tasks, r = −.011, p = .956. Nor were the tasks corre-
lated when the 11 participants that reported having used both
strategies were removed from the perspective transformation
subgroup, r = −.065, p = .799, N = 18. The difference in cor-
relation coefficients for perspective-transforming and transpos-
ing subgroups was statistically significant, Z = 1.96, p = .05
(Snedecor and Cochran, 1967).

DISCUSSION
The present study sought to clarify the cognitive processes
involved in spatial perspective-taking by assessing whether strat-
egy moderates the relationship between performance in tasks
designed to measure perspective-taking (OBT) and response inhi-
bition (Transpose). For the Transpose task, RTs were elevated
for the incompatible relative to compatible condition, consistent
with the costs of inhibiting a prepotent spatially compatible
response in response to a cue (Gardner and Potts, 2011). For
the OBT task, RTs were elevated for the front- relative to back-
view condition, consistent with, depending upon putative route,
either the costs of an embodied imagined transformation of per-
spective (e.g., Zacks et al., 1999; Blanke et al., 2005; Mohr et al.,
2010), or the costs of inhibiting a spatially compatible response
in response to the appearance of the front-view of the figure
(Gardner and Potts, 2011, see also May and Wendt, 2012). The
two strategy subgroups were not found to differ on overall speed
of responding, or size of compatibility effect, in either the OBT

or Transpose tasks. However, as predicted, participants’ self-
report of which of these two strategies they had employed for
the OBT task was found to moderate the relationship between
the degree of elevation in response times resulting from incom-
patibility in the OBT and Transpose tasks. Specifically, response
inhibition ability, indexed by the Transpose task, was found to
be related to perspective-taking ability—but selectively for those
reporting that they had adopted the disembodied spatial trans-
posing strategy. This relationship was absent in those report-
ing having adopted an embodied perspective transformation
strategy.

The selective association found between performance on the
Transpose and OBT tasks implies that response inhibition ability
predicts perspective-taking ability only among those that choose
to take on another’s perspective using a “spatial transposing”
strategy—that is, by reconfiguring spatial relationships as they
appear from one’s own perspective. This association complements
earlier work (Qureshi, 2008), by showing that the association
between response inhibition and perspective-taking also general-
izes to the perspective-taking performance measured by the OBT
task, more specifically the relative ability to adopt a perspective
differing from one’s own by 180◦ compared to 0◦. The selective
association is particularly important in providing evidence that
this disembodied spatial transposing strategy is dissociable from
an embodied perspective transformation strategy. Previously, the
existence of this route was only implied by the absence of an asso-
ciation between trait empathy and perspective-taking ability oth-
erwise present for those reporting having performed perspective
transformations (Gronholm et al., 2012). Furthermore, the trans-
posing subgroup also showed greater improvement in accuracy
between the OBT and Transpose tasks. This could be explained
in terms of their strategy for perspective-taking rendering the
OBT task computationally equivalent to the Transpose task which
leads to greater carry over from practice in comparison to the
perspective transformation subgroup. These dissociations provide
support for an independent disembodied route, consistent with
findings for sensorimotor interference within the spatial updating
literature for imaginal perspective changes in remembered envi-
ronments (May, 2004).

Combined with earlier results (Gronholm et al., 2012), the
present findings complete a double dissociation, implying
that the spatial transposing and perspective transformation
strategies reflect two separable routes to spatial perspective-
taking. Where previously we described these strategies as
empathic and non-empathic (Gronholm et al., 2012), we now
suggest that this dissociation might be better characterized as
between “embodied” perspective transformations and “disem-
bodied” routes (Kessler and Rutherford, 2010; Stocker, 2012;
Becchio et al., 2013; Tomasino and Rumiati, 2013). The embod-
ied route, probably mediated by mental simulation of self
motion (Lenggenhager et al., 2008; Steggemann et al., 2011),
appears linked to social determinants such as trait empathy
(Gronholm et al., 2012). The disembodied route, which the
present results suggest involves the deliberate reconfiguration of
spatial relationships as they appear from one’s own point of view,
may be completely insensitive to social context or whether the
new perspective is a position occupied by a person. This dis-
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sociation builds upon evidence suggesting dissociable processes
for level 1 and level 2 perspective-taking (Michelon and Zacks,
2006; Kessler and Thomson, 2010), by implying that further
fractionation is possible purely within the level 2 perspective-
taking involved in the OBT task, confirming the hitherto
untested hypotheses of other authors (e.g., Thakkar et al., 2009;
Mohr et al., 2010; Thakkar and Park, 2010).

These results also inform debate on the suitability of the
OBT and related tasks to measure spatial perspective-taking
(Gardner and Potts, 2011; May and Wendt, 2012, under review).
Given the way that it is operationalized with only four types of
stimuli, the OBT task may be particularly susceptible to low-
level alternative strategies. However, there are at least three rea-
sons not simply to dismiss the OBT task as a test of spatial
perspective-taking on the basis that it may be solved by the
reconfiguration of spatial relationships as they appear from one’s
own position. First, this issue does not appear to be unique to
the OBT task. A similar mechanism could contribute to per-
formance in other tasks employing laterality judgments (e.g.,
Michelon and Zacks, 2006; Kessler and Thomson, 2010, see May
and Wendt, under review), although it is less likely to extend
to tasks requiring participants to imagine the appearance of
an array from a novel perspective (e.g., Langdon and Coltheart,
2001). Second, evidence that imitation also imposes a demand to
inhibit incompatible S-R mappings (e.g., Ishikura and Inomata,
1995; Heyes and Ray, 2004; Jackson et al., 2006; Chiavarino et al.,
2007), suggests that spatial transposing may be pervasive in
face-to-face social interactions. Third, the present results imply
that although the low-level reconfiguration of spatial relation-
ships may contribute to performance in the OBT task, this may
be restricted to a subset of participants adopting a particular
“spatial transposing” strategy. Thus, this finding implies that
identifying the interpersonal determinants of strategy selection
may be a worthwhile avenue for research in spatial perspective-
taking, and social interaction more generally (see Mohr et al.,
2013).

The finding that the two dissociable perspective-taking pro-
cesses may be reliably categorized by self-reported strategy also
implies that the route to perspective-taking may be endogenously
triggered. This evidence contrasts with other research showing
exogenous triggering of embodied perspective-taking, either by
revealing enhanced perspective-taking for body present com-
pared with body absent conditions (Becchio et al., 2013), or by
showing that congruence between the postures of the participant
and an avatar facilitated performance (Kessler and Thomson,
2010). However, our finding that the presentation of a figure
is not sufficient to elicit embodied perspective-taking corre-
sponds to the finding that galvanic vestibular stimulation selec-
tively disrupts mental task performance for participants adopting
an egocentric rather than object-based transformation strategy
(Lenggenhager et al., 2008). It also complements work demon-
strating that the presence of a body was neither a necessary con-
dition for response latency being related to the extent of imag-
ined self rotation (Michelon and Zacks, 2006), nor for congru-
ence effects between the participant’s body position and direction
of imagined rotation (Kessler and Thomson, 2010). Although
research to date implies that embodied perspective-taking can be

both endogeneously and exogenously driven, the significance of
the present results is that they demonstrate endogenous driven
embodied perspective-taking for a task that, by inviting partici-
pants to step into the shoes of the schematic figure, might have
been assumed likely to have triggered an embodied route exoge-
nously. This corresponds with the view that the strategic modu-
lation of embodied and disembodied routes is pervasive in vari-
ous domains of cognition, including object based mental rotation,
and language learning (Tomasino and Rumiati, 2013).

The absence of a correlation for the perspective transformation
subgroup between perspective-taking and response inhibition,
and the statistically significant difference in correlation coefficient
compared to the spatial transformation subgroup, implies this
executive function is not involved in the “embodied” route to
perspective-taking to the same extent as for the “disembodied”
route adopted by spatial transposers. This is consistent with
earlier findings implying the fractionation of perspective-taking
processes into cognitively efficient and cognitively demanding
components (Michelon and Zacks, 2006; Samson et al., 2010;
Qureshi et al., 2010), and with the different developmental
trajectories of perspective-taking and executive function
(Dumontheil et al., 2010). Previously, the cognitively demanding
perspective-taking process was taken to be either the calculation
of spatial relationships relative to an alternative viewpoint
(Michelon and Zacks, 2006—“level 2” knowledge; Flavell et al.,
1981)or the selection of either the self or other perspective
(Qureshi et al., 2010). Whereas, the cognitively efficient process
in both studies was the calculation about what is visible from
another viewpoint (level 1 knowledge). By contrast, in the present
study, both routes involve the calculation of spatial relationships,
but only the disembodied route appears to load onto response
inhibition. This raises the possibility that a dedicated, domain
specific, route also exists for level 2 perspective-taking, provided
that one uses an embodied strategy (cf Amorim et al., 2006). We
speculate that this route may place relatively light demands on
domain general resources, although further research is required
to assess this possibility.

Limitations of the correlational method adopted in the present
study should be acknowledged. On one hand, our choice of the
Transpose task as a measure of response inhibition could have
elevated correlations in both subgroups due to shared variance
attributable to procedural similarity between the OBT and Trans-
pose tasks. On the other hand, methodological limitations could
contribute to the absence of a statistically significant correlation
for the embodied perspective transformation subgroup; the per-
spective transformation subgroup was smaller, and potentially
more heterogeneous than the spatial transformation subgroup.
Although the magnitude of the correlation coefficients reported
here between perspective-taking and response inhibition should
therefore be interpreted with caution, critically these correla-
tions were found to differ significantly between subgroups. Dif-
ferences in sample size would have reduced the power of this
test, and shared variance attributable to task similarity would
be expected to affect both subgroups equally. Nonetheless, our
findings should ideally be corroborated using an experimental
approach such as the dual task methodology used by Qureshi et al.
(2010), despite contrasting selective associations being an
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established methodology for revealing evidence for dissociable
processes (e.g., Asendorpf et al., 2002).

Finally, it should be noted that participants’ performance for
the OBT and Transpose tasks did not show the close equivalence
found in other research using the same tasks (Gardner and Potts,
2011). In the present study, overall performance was found to
be better for the Transpose than the OBT task, both in terms of
shorter RTs and fewer errors, and the size of the compatibility
effect was greater in the Transpose task than in the OBT task.
At first glance, these findings might be taken to imply that the
Transpose task is not a good control for the OBT task, or, alter-
natively, that the disembodied spatial transposing route is more
efficient than the embodied perspective transformation route.
However, in the current experiment, all participants completed
the Transpose task after the OBT task in order not to influence the
strategy employed for the OBT task—a likely possibility had order
been counterbalanced. Therefore, the between task differences in
performance could be accounted for by practice in the first task
(OBT) leading to better performance in a similar second task
(Transpose), particularly for the compatible trials, and particu-
larly for those adopting a disembodied spatial transposing strat-
egy. Such differences were not found when different participants
completed the two tasks (Gardner and Potts, 2011).

In conclusion, our main finding was a selective association
whereby response inhibition was related to perspective-taking
ability only among participants adopting a “spatial transpos-

ing” strategy—that is, by reconfiguring spatial relationships as
they appear from one’s own perspective. Combined with earlier
results (Gronholm et al., 2012), this evidence completes a dou-
ble dissociation between two independent routes to perspective-
taking in the OBT task. We propose that these routes either
recruit “embodied” egocentric mental transformation processes,
or involve the “disembodied” reconfiguration of spatial relation-
ships. The contributions made by these findings are that they
elucidate the processes involved in perspective-taking, imply that
perspective-taking route is under higher order control, and lend
support to the hypothesis that embodied routes to perspective-
taking place minimal demands on domain general executive
functions.
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Understanding what another agent can see relates functionally to the understanding of
what they can do. We propose that spatial perspective taking and perceiving other’s
affordances, while two separate spatial processes, together share the common social
function of predicting the behavior of others. Perceiving the action capabilities of others
allows for a common understanding of how agents may act together. The ability to
take another’s perspective focuses an understanding of action goals so that more
precise understanding of intentions may result. This review presents an analysis of
these complementary abilities, both in terms of the frames of reference and the
proposed sensorimotor mechanisms involved. Together, we argue for the importance of
reconsidering the role of basic spatial processes to explain more complex behaviors.
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How can different people look at the same object or event and
perceive (pretty much) the same thing?. . . What is even more
intriguing is the possibility that I can perceive the meaning
afforded by the existing layout of surfaces in the environment for
another person as well as for me. What underlies the commonality
of perception across diverse individuals? (Mark, 2007, p. 108)

Humans are inherently social beings as evident by the fact that
we live in families, work in groups, share meals with one another,
relax with friends, and are often entertained by watching the lives
of other humans. This is not a new idea, but rather the motivation
for establishing the field of social psychology. Furthermore, the
“ecological dominance—social competition model” proposed by
Alexander (1990), suggests that one of the most influential evolu-
tionary pressures that shaped human intelligence was “...a within-
species co-evolutionary arms race in which success depended on
effectiveness in social competition” (pp. 4–7). Whether one is try-
ing to gauge an enemy’s weakness, or striving to cooperate with a
friend, the ability to predict the future behavior of other humans
allows actors to adjust their current behavior, providing them
with a powerful social advantage (for a review, see Flinn et al.,
2005).

Predicting the future behavior of others involves both an
understanding of what another person is capable of doing and an
understanding of their current goals. Studies that have explored
how a viewer makes judgments of another’s action capabilities—
other’s affordances—have revealed that viewers can adequately
judge what another is capable of performing when provided
information about this others’ ability to act (e.g., body dimen-
sions or kinematic information). The ability to take the spatial
perspective of another person may provide information about
the goals of this other person by revealing their line of sight.

While judging other’s affordances and spatial perspective taking
are often studied under the disciplines of perception and spa-
tial cognition, we propose that these two abilities may also work
together to build a foundation for social cognition. Our goal is
to review the literature from both domains to determine how
spatial perspective taking and the perception of other’s affordances
work together to predict the behavior of others. In addition, we
will review neurological evidence that may provide a biological
mechanism common to both processes.

We begin with a review of the behavioral evidence demon-
strating that observers have an understanding of what others
can do through explicit judgments of affordances for another
agent. Second, we review the evidence that spatial perspec-
tive taking can reveal the intentions of another agent. Then,
we consider how spatial perspective taking and judging affor-
dances for others may be integrated to provide an observer
with the information necessary to predict the behavior of oth-
ers. Next, we consider two distinct but not necessarily exclusive
accounts of the underlying mechanisms of social perception
and action—motor resonance/simulation (Sebanz et al., 2003;
Bosbach et al., 2005; Gallese and Sinigaglia, 2011) and ecologi-
cal approach/information-based (Marsh et al., 2006; Ramenzoni
et al., 2008b). We discuss evidence for the possibility of shared
mechanisms with spatial perspective taking and similarities and
differences between the way frames of reference are used. Self-
judgments are made with respect to the viewer’s reference frame
(egocentric). An important theme is whether judgments about
another agent use a transformation of the viewer’s reference frame
onto the other’s egocentric reference frame to update spatial
relations (termed egocentric transformation), or the use of an allo-
centric frame—the use of relative spatial relations between two
points outside of one’s egocentric frame. We conclude with a
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discussion of how both abilities, judging other’s affordances and
taking the perspective of another, while likely different processes,
rely on a social context and support the broader goal of social
coordination.

PERCEIVED SELF-AFFORDANCES
Knowing what another person is capable of doing is often con-
sidered in the context of the theory of affordances (Gibson,
1979). Gibson’s (1979) ecological theory of perception stated
that the perception of the environment is directly related to
the actions that one is capable of performing in the environ-
ment. The term affordance is used to describe the fit between
environmental (perceived through the senses) and person fea-
tures (e.g., size of the body or kinematic capabilities; Michaels
and Carello, 1981; Turvey, 1992; Stoffregen, 2003; Plumert et al.,
2004). For example, a tree branch lying on the ground can afford
sitting, stepping on, or stepping over. A tree branch placed suffi-
ciently higher does not afford sitting or stepping over, but may
instead afford walking under. In sum, affordances are oppor-
tunities for action present in the environment that are defined
by the observer’s action capabilities (Turvey, 1992; Stoffregen,
2003).

People are able to judge whether an environment affords a
particular action without executing the actual action (termed
affordance judgment) and scale environmental features to their
abilities (Mark, 1987; Warren and Whang, 1987). For example,
Warren and Whang (1987) found that people required apertures
to be 1.16 times their shoulder width when judging whether an
aperture afforded non-rotated passage. They also found that this
affordance was scaled to the eye height of the participant suggest-
ing that the visual information was related to body dimensions
and abilities. Other body dimensions are taken into account for
other types of actions. For instance, the maximum climbable sur-
face has been found to be about 0.88 times the length of the actor’s
leg (Warren, 1984; Mark and Vogele, 1988). The critical bound-
ary has been identified for a number of different actions including
grasping (Newell et al., 1989) sitting (Mark, 1987), and reaching
(Carello et al., 1989).

Affordances can also be learned or recalibrated to fit new
capabilities or novel environments (Wagman and Taylor, 2005;
Ishak et al., 2008). Ishak et al. (2008) demonstrated that par-
ticipants were able to recalibrate decisions about whether their
hand could fit through an aperture when their hand was made
larger. Wagman and Taylor (2005) manipulated the width of par-
ticipants by having them hold a t-shaped object at their waist.
They showed that participants almost instantly recalibrated judg-
ments of passage through an aperture when their body size was
widened by holding the pole. They attributed the immediacy
of recalibration to the ability of participants to determine the
length of the pole by wielding it prior to judgments. Higuchi
et al. (2004) investigated the ability of novice wheelchair users
to judge their ability to pass through an aperture when in the
wheelchair. They found that novice users often judged aper-
tures to be passable when they would not actually fit through
in the wheelchair (aperture to wheelchair width ratio of.92).
While participants’ judgments improved after 8 days of prac-
tice with the wheelchair, they did not reach levels observed in

baseline performance (without the wheelchair). Under a differ-
ent paradigm, Mark (1987) and Mark et al. (1990) investigated
how an actor comes to know the specific relationship between
an environmental extent and their action capability. Mark (1987)
altered standing eye height by requiring participants to wear
10 cm blocks underfoot. They then judged their ability to sit
on surfaces of different heights. Without practice sitting, par-
ticipants’ judgments of what they could sit on returned to the
critical boundary when not wearing blocks over the course of 30
trials. Mark et al. (1990) then systematically manipulated infor-
mation available to the participant when wearing the blocks. They
found that participants were able to recalibrate their judgments
of sitability to their new height when they were able to loco-
mote, move their heads or eyes, or lean to the side. Restricting
visual information by providing only monocular viewing through
a peephole or restricting movement by requiring participants to
rest their heads against a wall significantly reduced participants’
ability to recalibrate information and judge sitability with blocks
underfoot.

This body of work is important because it shows that people
are fairly accurate in judging what they are capable of performing
in an environment. This work also demonstrates that people are
able to quickly calibrate their affordance judgments to changes in
their ability to act. The rate of recalibration is often determined
by the degree to which observers experience or gain informa-
tion about the change to their capabilities. Others have theorized
that flexibility in affordance judgments and the performance of
actions is necessary to deal with changes in the demands of the sit-
uation, changes to the criteria for success (the goal), and changes
with the availability of visual information (Fajen et al., 2009).
Importantly, this work demonstrates that all of the information
necessary to judge and carry out an action is available to the
person in the ambient stimulus arrays in which the person is
immersed.

PERCEIVING OTHERS’ AFFORDANCES
As introduced above, affordances for the self are typically
grounded in an egocentric frame of reference and scaled in
terms of one’s body dimensions with respect to the current
viewpoint. However, when judgments of other people’s affor-
dances are made, it is possible that observers switch to an
allocentric frame of reference. We define allocentric judgments
as those that are relative judgments made between two points,
outside of the self. As such, the environment is scaled to the
other’s body rather to one’s own (Stoffregen et al., 1999). Rochat
(1995) examined reaching affordances of children and adults,
asking whether young children distinguish reachability for them-
selves and others. The findings revealed that both children and
adults scaled their judgments of reaching to their own physical
characteristics in the self-judgments and to the other’s physi-
cal characteristics for judgments of the other. In addition, all
subjects showed the ability to take into account the other’s
change in reaching height when viewing the other on “tip-toes.”
These findings suggest an early ability to switch from an ego-
centric to an allocentric frame of reference in this task. More
recent studies with adults have focused on judging others’ affor-
dances when the action involves either a single other person
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or the potential actions of dyads (the observer and another
person).

AFFORDANCES FOR ONE OTHER
For single-person affordances, multiple studies have shown that
observers accurately scale environmental features to the action
capabilities of the actor being observed (Stoffregen et al., 1999;
Ramenzoni et al., 2008b,c, 2010). Stoffregen et al. (1999) exam-
ined observers’ abilities to perceive the maximum height at which
another actor could sit. In this extensive study, the observer
judged their own and another actor’s affordances for sitting, while
varying the height of the other actor as well as the viewer’s
experience with observing kinematic displays of the other actor
perform non-sitting actions. They found that affordances of oth-
ers were scaled with respect to the actor’s leg length. In addition,
Ramenzoni et al. (2008b) tested judgments of maximum reach-
ing height of the self and another with the goal of testing whether
eye-height information would be used. Observers judged how
high they or a different sized actor could reach an object while
the observer stood on the floor, or one of two different sized
steps. The other actor always remained standing on the floor.
Judgments, when scaled to the observer’s reaching height for the
self and to the actor’s reaching height for the other, were near
1.0, indicating that estimates were very accurate, both for self
and other. These results support the notion that affordances are
scaled to the intrinsic units of the observer (in self-judgments)
or actor (in other judgments). Mark (2007) summarizes a series
of studies following up on these findings, replicating the effect
for sitting, climbing, and stepping affordances. These studies
argue for the claim that an allocentric frame of reference is
adopted when judging affordances for others and that observers
can do this in the context of judging their own affordances
as well-switching easily from an egocentric to an allocentric
framework.

Some actions, like jumping-and-reaching, require the observer
to have information about the actor’s kinematic abilities and not
just information about the size of the actor (Weast et al., 2011).
Stoffregen et al. (1999) found that when observers were provided
with the appropriate information about the underlying dynamic
actor properties, they could accurately judge the other’s ability.
In addition, Ramenzoni et al. (2010) asked whether a learning
paradigm would influence maximum jump to reach estimates for
another actor over multiple repeated trials in a similar manner as
self-judgments. They found an increase in accuracy across trials
for self-estimates, but not for actor estimates. The lack of changes
over time in the other’s judgments suggests that judgments of
others are not dependent on judgments of self. However, their
second study tested the influence of watching the actor perform
a task related in dynamics (lifting) or unrelated to the dynamics
of jumping and reaching (torso-twist) on judgments of reach-by-
jump for both the self and the other. They found that watching
an actor perform a related task improved the accuracy of the esti-
mates of the actor’s capabilities but watching the unrelated task
did not help. The second experiment showed that experience with
another’s kinematic abilities facilitates related affordance judg-
ments, suggesting the importance of calibrating the observer to
specific action-relevant information about the actor’s capabilities.

Weast et al. (2011) investigated how expertise influenced the per-
ception of affordances for others. They found that basketball play-
ers were better than novices at judging the jump-and-reach height
of another actor but that basketball players were no better than
novices at judging a non-sports-relevant action (sitting height).
In their second study, they demonstrated that with exposure
to kinematic information, basketball players’, but not novices,
judgment of maximum jump-and-reach improved. This finding
suggested that basketball players had enhanced sensitivity to kine-
matic information. These findings emphasize the claim that the
relationship between the other’s physical body parameters (e.g.,
size and capabilities) and the environment, as well as degree to
which someone has experience with a specific relationship, is
critical in informing decisions about others’ ability to act in the
environment.

Another series of studies examined the ability and accuracy of
adults to judge reachability of children (Cordovil and Barreiros,
2010, 2011) generally supporting the claim that observers scale
affordances to the other’s body, but also showing less consistent
overestimation in judgments of children’s reaching compared to
adult self-judgments. As in Ramenzoni et al. (2010); Cordovil
et al. (2013) asked whether accuracy in judging another’s affor-
dance may be a function of experience or practice. Cordovil et al.
(2013) tested adults’ judgments of the maximum standing reach-
ability, reach and jump reachability, and step-length of a 5 year
old boy, before and after observing the boy perform the action.
They found that viewing the boy’s actual affordance improved the
more complex affordances (jump-to-reach and step-length) but
had little effect on the basic reaching while standing judgment.
The observation/practice manipulation suggests that when given
more information about the relationship between the other actor
and the environment, observers can calibrate the information to
adjust their response.

A somewhat different take-home message comes from
Ramenzoni et al. (2008a) in a study of perceived maximum
reach by jumping. The observer’s capability to jump was manip-
ulated by wearing ankle weights. Judgments were made both for
the self and for another actor who did not wear ankle weights.
Interestingly, estimations of jumping-reach height were lowered
not only for the self, but also for the other actor, specifically
after the observer walked while wearing the weights. The effect of
ankle weights to reduce the critical boundary of reach by jump-
ing is consistent with the body of work showing that effort or
behavioral potential influences spatial judgments (Proffitt, 2006).
However, what is unique about these findings is that the manip-
ulation affected judgments of what someone else could do. These
results support a social context underlying perceived affordances
and suggest that judging others action capabilities may rely some-
what on how the observer herself can act. Thus, the task becomes
one at least partially based in the observer’s egocentric frame
of reference. Notably, in this study, observers may not have had
sufficient information about the actor’s jumping ability to rely
solely on the relationship between the other and the environ-
ment to make their judgment. The influence of the ankle weights
on judgments of the actor’s capabilities may be erased if suf-
ficient information about the actor’s kinematic capabilities is
provided.
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AFFORDANCES FOR DYADS
Another way in which researchers have assessed the ability to
judge others’ affordances has been to examine dyads or joint
actions. This work looks at how observers are able to make deci-
sions about actions when these actions are to be performed in
correspondence with another person. This is especially interest-
ing because, unlike the single-person judgments, observer and
actor actions necessarily have a direct influence on one another.
Further, different action capabilities may result as two observers
coordinate their actions (Isenhower et al., 2010). Chang et al.
(2009) took this approach in an environment-person-person
system, testing whether adults would accurately estimate their
ability to pass through an aperture while walking through with
a child. The adult and child were attached with a Velcro strip at
the child’s elbow and the adult’s wrist. The results showed that
adults were able to accurately perceive affordances for passage
with the child. Consistent with the self and single-actor stud-
ies, the results revealed that judgments were scaled additively to
the intrinsic units of the adult shoulder width + child shoulder
width.

Similarly, Davis et al. (2010) assessed how two adults per-
formed the joint action of walking through an aperture. First,
they established that a “shared” model, rather than an addi-
tive model, better predicted the critical boundary for the dyad’s
actual passage. This showed that the critical aperture width was
less than the sum of the critical aperture widths for each actor
separately suggesting that coordinated actions are scaled to the
combined action capabilities of the two actors. Further, they
examined the influence of action-observation experience on per-
ceived affordances for passage of the self and the other actor.
Participants either viewed the other actor walk, walked along-
side the actor, or viewed the actor standing only. As in previ-
ous work, the ratio of critical width to actual shoulder width
(scaled to the participant for self-judgments and the actor for
other judgments) were nearly identical, suggesting the ability to
use the other’s intrinsic scale to make estimates. However, the
dyad estimates were significantly underestimated with respect
to the actual joint affordance. Furthermore, unlike some of the
previous work, there was no effect of the increased action-
observation conditions. The reduced accuracy in response is
similar to the person-plus-tool studies mentioned above (Higuchi
et al., 2004; Wagman and Taylor, 2005), and is likely a result
of insufficient information or lack of experience walking as
a dyad.

The body of literature on perceiving affordances for one other
and for dyads suggests that observers are capable of judging
what another person can perform. These judgments are likely
completed by using an allocentric frame of reference, and they
reveal what actions another person is or is not capable of per-
forming in the current environment. In addition, an observer’s
judgments about another person are scaled to the action capa-
bilities of the other person or the other person + self system.
When making judgments about actions that require more than
a relative size comparison, observer’s judgments about another’s
affordances improve when they see the actor perform simi-
lar dynamic movements. There is also evidence that when an
observer is not provided with kinematic information about the

actor that the observer may use their own ability as a base-
line to judge what another could perform. Notably, much of
the existing literature involves judgments of others in tasks such
as walking through apertures that does not involve critical time
constraints. It may be that in more interactive dyadic tasks,
such as lifting a box together, different information relevant
to action coordination is used (see later section on synergistic
accounts). In all, the evidence points to the use of an allocentric
frame of reference generally used for perceiving other’s affor-
dances, with the influence of an egocentric frame of reference
when there is insufficient information available about the other’s
capabilities.

OTHER’S AFFORDANCES: SUMMARY AND CONCLUSION
There is clear evidence for the human ability to judge what others
can do, as well as to use what others can do to influence their
own action judgments. Together, this work reinforces the idea
that others’ affordances are used as an important component in
the broader problem of predicting the future behavior of others.
However, if humans only had at their disposal the ability to judge
action capabilities for another, they would have to consider all
of the affordances that a given environment offers to this other
person. This would be a rather cumbersome way to predict the
behavior of others, unless there was a meaningful way to focus
on only a few affordances. The theory of affordances (reviewed
above) may provide some insight to this problem. When perceiv-
ing affordances for oneself, observers orient their senses to the
properties of the environment that are necessary for perceiving a
particular affordance. For example, if someone intends to grasp
an object sitting atop a tall shelf, they will likely look in the direc-
tion of the object. If they can reach the object they will then do
so, otherwise they will likely look around for a heightened sur-
face that affords standing/climbing and will use this surface to
reach the object. Therefore, assuming that other people also ori-
ent their senses to pick up information relevant to a potential
action, an observer can simply identify where this other person
is looking and consider the actions that this spatial location may
afford for the other person. Much of the research that has exam-
ined our ability to detect where another person is looking, what
they can/cannot see, and their spatial relationship to other objects
in the environment is called spatial perspective-taking and will be
reviewed next.

SPATIAL PERSPECTIVE TAKING
Research on spatial perspective taking has a long history across
both developmental and cognitive psychology ranging from
Piaget’s classic three mountain task (Piaget and Inhelder, 1967)
to a comparison of physical and imagined body rotations (Rieser,
1989). The role that spatial perspective taking plays in spatial
memory and navigation has also been examined (Loomis et al.,
1999; Shelton and McNamara, 2004). Perspective-taking research
is also interested in how observers determine what another per-
son can or cannot see, and is often called joint (shared) visual
attention (Frischen et al., 2007). In general, spatial perspective
taking encompasses a class of phenomena that involve accessing
spatial information relative to a viewpoint different from one’s
own egocentric viewpoint. Importantly, we will examine whether
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these abilities may allow an observer to suppose the intentions of
another person.

Spatial perspective taking can be differentiated into Level-1
perspective taking (PT-1) and Level-2 perspective taking (PT-2)
based on developmental stages and proposed underlying pro-
cesses (Salatas and Flavell, 1976; Kessler and Rutherford, 2010).
PT-1 is often defined as a visibility task in which an observer
determines what another person can or cannot see. One of the
first studies examining this type of task with adults was aimed
at establishing shared common ground in a virtual environment.
Kelly et al. (2004) asked observers in the real world or in a
virtual environment to judge whether another agent could see
a given target in the environment. The scene was purposefully
chosen (or created in VR) so that there was an occluding build-
ing, and the viewer was given instructions to judge which parts
of the scene were visible from the other’s viewpoint and which
were occluded by the building. They indicated this on a pho-
tograph of the scene (in the real world) or by pointing to the
location in the virtual world. Viewers were generally good at
this task across both environments, but overestimated what the
agent could see as the distance between the viewer and the agent
increased from 5 to 10 to 15 m. This work suggests that PT-1 may
utilize an allocentric frame of reference in which observers visu-
ally match various distances and angles to infer the line of sight of
another.

In contrast, PT-2 typically requires an observer to identify
where in space a target object is located relative to a viewpoint
that is different from the observer’s current viewpoint. For exam-
ple, in early work on imagined and real transformations, Rieser
(1989) asked participants to learn the location of an array of
objects while standing in the middle of the array. While blind-
folded, they were asked to point in the direction of a named
target from a new imagined viewpoint. Then they were asked
to imagine facing in a new direction (rotation task) or to imag-
ine moving to a new target location while continuing to face in
the same cardinal direction (translation task). This and other
work (e.g., Presson and Montello, 1994; May, 2007) showed a
robust angular disparity effect in the imagined rotation task,
such that reaction time increased with the increasing dispar-
ity between one’s actual facing and imagined facing direction.
This was significantly different from the virtually flat response
time function found in real rotations, suggesting a cost to per-
form the mental transformation to judge what the spatial layout
looked like outside of one’s physical viewing perspective. From
this work, Rieser (1989) and Presson and Montello (1994) sug-
gested that the angular disparity effect found in PT-2 tasks is due
to the increased processing involved in updating self-to-object
relationships.

May (2004, 2007) suggested that the angular disparity effect
may be due to a conflict of sensorimotor codes. Specifically,
a conflict in sensorimotor codes occurs between codes that
help identify the location of a target object from the to-be-
imagined viewpoint, and the codes that help the observer actually
make a pointing response. This was initial evidence that PT-
2 involves a shift from one egocentric frame of reference to
another egocentric frame of reference. Kessler and Thomson
(2010) provided additional support for the use of egocentric

reference frames during PT-2 by showing that the observer may
actually imagine rotating her body axes to align with the to-
be-imagined perspective. They asked participants to indicate
whether an object was located to the left or the right of an
avatar situated at 0, 40, 80, 120, or 160◦ around a circular
table with respect to the participant’s viewpoint. Importantly,
the authors situated the participants at the computer such that
their bodies were either facing straight ahead toward the moni-
tor, or at a 40◦ angle from the monitor. They found an overall
effect of body posture that increased monotonically with angu-
lar disparity. In other words, observers switch from their current
egocentric viewpoint to the egocentric viewpoint of another per-
son in space in order to mentally transform their body axes
through the space. May and Wendt (2012) have more recently
pointed out that some egocentric mental transformation tasks
also face stimulus-response compatibility effects, where spatial
conflict may contribute to the apparent mental transformation
effects.

Overall, the difference between visibility tasks (PT-1) and
determining spatial relationships from a new perspective (PT-2)
may be the object relations that are used. Inter-object rela-
tions may be used to determine whether something is visible
from another’s perspective. However, when updating to a new
left/right position respective to that perspective, rotation of the
viewer’s frame of reference is needed. In support of this claim,
several have found that left/right decisions involve increasing
response time with increasing angular disparity, whereas visibil-
ity/front back decision show relatively flat response time func-
tions as a function of angular disparity but increasing response
time as a function of distance between the agent and the tar-
get (Michelon and Zacks, 2006; Kessler and Rutherford, 2010).
In summary, PT-1 appears to rely on an allocentric frame of
reference, determining the location of an object with respect to
another’s viewpoint whereas often PT-2 relies on the transforma-
tion of the egocentric reference frame onto the other’s viewpoint,
in order to update object spatial relations with respect to the new
viewpoint.

OTHERS AND SPATIAL PERSPECTIVE TAKING
Both PT-1 and PT-2 can contribute to a viewer’s ability to pre-
dict the behavior of others. Several examples come from the
study of spatial language in which different frames of refer-
ence may be used to produce spatial descriptions to a partner
depending on the social context. Generally, these studies show
that attributional cues about the partner influence how peo-
ple interpret and produce spatial descriptions. When speakers
perceive that partners have less knowledge or relevance to the
task—due to a number of factors such as lower spatial abili-
ties, less familiarity, less agency, or less information about the
viewpoint—then speakers are more likely to take a partner-
centered frame of reference (Schober, 2009; Duran et al., 2011;
Galati et al., 2013). In other words, when the observer real-
izes there is less of a shared perspective, they will adjust their
language to meet the needs of the partner. When the part-
ner’s goals, realism/presence, or shared mutual understanding
increase, then speakers are more likely to use their own egocentric
perspective.
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Further, in a simple, but elegant manipulation of the visual
presence and goals of an agent, Tversky and Hard (2009) showed
that the presence of another person in a scene changed the way
people described the left/right relationship between two objects.
Observers viewed a photograph of two objects on a table, with
or without a person seated across the table either looking at
or reaching for one of the objects. The frequency of reporting
the relationship of the two objects from the other’s perspec-
tive increased with the presence of the person, and increased
further when the question referred to action. These results sug-
gest that even outside of an explicit communication task, view-
ers will spontaneously take the perspective of another person.
Spontaneous perspective taking was also seen in Samson et al.
(2010), who required a viewer to judge (in a picture) how many
discs on a wall could be seen from their own perspective or from
an avatar’s perspective (a PT-1 visibility task). The number of
discs that the avatar could see was either consistent or incon-
sistent with the number of discs from the viewer’s egocentric
perspective. Viewers were slower to make their egocentric judg-
ments when there was a conflict with the avatar’s perspective,
even though the avatar perspective had no direct relevance to
their task.

Consistent with these results, implicit perspective taking has
also been shown with an action-based mimicry task. For exam-
ple, participants viewed a virtual tight-rope walking avatar
while they were simultaneously asked to imagine also being
on a tight-rope (Thirioux et al., 2009). The participants were
told to lean the way the avatar was leaning, not specify-
ing whether to lean as if the avatar was a mirror reflection,
or to lean as if they were in the shoes of the avatar. The
study found that the participants adopted the viewpoint of
the avatar instead of mirroring the avatar nearly 70 percent of
the time.

Many of these studies tend to naturally confound body ori-
entation or depicted action with eye gaze. Mazzarella et al.
(2012) decoupled action and eye gaze in stimuli depicting another
agent to assess when perspective taking would occur. In con-
trast to Tversky and Hard (2009), they first used an explicit
perspective taking task in which participants were instructed to
report target location from either an egocentric perspective or
the agent’s perspective. Participants viewed scenes with an agent
positioned across the table with an object. The scenes varied
as to whether the agent looked at or grasped the object. Given
the explicit task of taking an egocentric or allocentric frame
of reference, it is not surprising that viewers made few allo-
centric errors in the egocentric condition. However, the results
also showed that in the explicit allocentric condition, view-
ers were better in their allocentric judgments when the actor
was depicted as grasping the object, with no significant influ-
ence of eye gaze. A third experiment distinguished between
the effects of grasping and gaze on perspective taking and
attentional orienting. When the task was to detect an object
after being presented with the agent-in-action/agent-gaze images,
participants were faster with the gaze image than the action
image. These results suggest that gaze and body/action informa-
tion may provide different information about others’ intentions.
Arm/body cues may be more useful in communicating current

goals and eye gaze may indicate what the actor will do in the
future.

SPATIAL PERSPECTIVE TAKING WITH OTHERS: SUMMARY
AND OPEN QUESTIONS
Overall, the work reviewed on spatial perspective taking with oth-
ers describes two types of tasks, Level-1 and Level-2, which are
both elicited in the context of another agent. First, this work sug-
gests that observers may identify the intentions of another by
considering where they are looking (PT-1). Second, this work sug-
gests that the body of the other may indicate current goals of the
actor while the eye gaze of the actor may denote future goals. Both
could be used to understand the intentions of others. Finally, the
work reviewed suggests that PT-1 uses an allocentric frame of ref-
erence while PT-2 involves shifting from one egocentric reference
frame to another’s egocentric reference frame.

Much of the spatial perspective taking research has been
designed to understand spatial memory, language, navigation,
and overall spatial cognition. However, very little of this work
has considered the broader social function of spatial perspective
taking—predicting other’s behavior in the service of coordinating
actions. If spatial perspective taking operates in conjunction with
perceiving affordances for others, it may have evolved to help us
infer an intention or goal for another person. When used along-
side the ability to judge this other person’s action capabilities,
both may allow humans to make fairly accurate predictions about
what another person is likely to do next. In turn, observers are able
to adjust their own actions to coincide, cooperate, or compete
with another person’s current and future behaviors.

SPATIAL PERSPECTIVE TAKING AND PERCEIVED ACTION
CAPABILITIES MUTUALLY INFORM BEHAVIOR PREDICTION
HOW LEVEL-1 PERSPECTIVE TAKING AND JUDGING AFFORDANCES
FOR OTHERS MAY WORK TOGETHER
Gibson (1979) argued that all of the information necessary to
judge affordances is available to any point of observation (see also
Stoffregen et al., 1999; Mark, 2007). Likewise, information speci-
fying one’s line of sight is also available in the optic array. Both
PT-1 and perceiving affordances for others utilize an allocen-
tric frame of reference because both processes can be carried out
using object-to-object relationships, likely with a visual matching
strategy. Although it is unknown how humans (or other species)
determine where another is looking, it is plausible that visual
information regarding the direction of one’s gaze is combined
with perceptual information identifying the distance and depth
of objects in the environment (see Kelly et al., 2004 for a similar
view). Together, it may be possible for an observer to see another
person and simultaneously know (1) where they are looking and
(2) what actions they are capable of performing given the prop-
erties of the environment. This would suggest that the line of
sight operates to orient the observer’s attention to the properties
of the environment that must be considered alongside the bodily
capabilities of the other person. Such a process is consistent with
Kugler and Turvey’s (1987) definition of an intention being an
attribution that an observer projects on to another person to sim-
plify what behaviors might be expected from this person. They
use an example in physics, in which temperature and pressure are
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concepts used to understand collective properties of molecules.
The temperature of a substance is attributed to the molecules by
the observer in an attempt to describe higher level processes when
describing the individual movement of each molecule is cum-
bersome. Much the same, attributing intentions to an actor, is a
method by which an observer attempts to reduce the many pos-
sible actions available to an actor to a subset few and in so doing
describes the demands of the environment that are placed on the
actor. Future research should consider testing the possibility that
Level-1 perspective taking occurs when attempting to predict the
behavior of others.

HOW LEVEL-2 PERSPECTIVE TAKING AND JUDGING AFFORDANCES
FOR OTHERS MAY WORK TOGETHER
Level-2 perspective taking is distinguishable from Level-1 based
on the extent to which observer-centered spatial transformations
are needed (as discussed above). PT-2 reveals to an observer the
spatial relationship between a person and objects in the environ-
ment. For example, you can sit across the table from a friend,
and while your friend’s cup may be on your right-hand side,
you are able to identify that the cup is on your friend’s left-hand
side. There are many different models that attempt to account for
this ability to discriminate one’s own perspective from another.
Overwhelmingly the evidence suggests that the observer must
imagine a rotation of their body axes or frame of reference, pos-
sibly involving the motor, proprioceptive, or vestibular system to
accomplish this task (Grabherr et al., 2007; Kessler and Thomson,
2010). PT-2 requires that the observer transform their own ego-
centric frame of reference to the egocentric frame of reference
of another person. This is different from how reference frames
are utilized when perceiving affordances for others, as judging
another’s affordances likely involves a shift from the observer’s
egocentric frame of reference to an allocentric (other-to-object)
frame of reference.

Regardless of the use of different frames of reference, the inten-
tions of another actor may still be inferred through PT-2 when
an asymmetry exists between the other’s left and right side. For
example, if another person is holding a rod in their right hand,
their ability to reach to objects differs for their right and left sides
(Linkenauger et al., 2009). Thus, one could infer that the actor is
more likely to reach with her right hand, an understanding that
may be critical for a task involving joint action. However, when
a distinction between what is on the left or right of an actor is
not needed, PT-2 processes are not likely relied on for judging
affordances of others. Instead, the observer can visually match the
length of the actor’s arm (or arm plus rod) to the distance between
the actor and some object, thereby inferring what the actor can
do by using an allocentric reference frame from the observer’s
viewpoint. However, PT-2 perspective taking could be integral for
successful communication in which two or more people need to
create a common conception of the space (Duran et al., 2011). In
addition, PT-2 perspective taking appears to be closely related to
path integration during navigation, and developing a geocentric
view (bird’s eye view) of the space (Loomis et al., 1999). In con-
clusion, it may be the case that PT-2 perspective taking is not used
when determining the intentions of other people unless future
coordination is required.

SELF AND OTHER AFFORDANCES MUTUALLY INFORM
BEHAVIOR PREDICTION
There are instances in which information about the observer may
be used to understand the capabilities of another, and conversely,
instances where the capabilities of another influence actions or
judgments about the self. For example, in joint action, previ-
ous research suggests that observers consider not only their own
action capabilities, but also the action capabilities of another per-
son (Sebanz et al., 2006). Even when joint action is not an explicit
goal, recent evidence suggests that judging affordances for one-
self can be influenced by the action capabilities of another person
(Gagnon et al., in preparation). In our own recent work (Gagnon
et al., in preparation) we examined both the influence of one’s
own body size on affordance judgments for another, and the
influence of another’s size on self-judgments. In a paradigm using
judgments of passage through apertures, we found that the judg-
ments for another are scaled to the other’s body size, but that there
is an additional mutual influence of the self on other judgments
and the other on self-judgments.

In addition, Costantini et al. (2011) tested the influence of
the affordances of another agent on the spatial alignment effect
paradigm (Bub and Masson, 2010)—an effect showing that
action-relevant but task-irrelevant objects will facilitate actions
when the object is congruent with the action. Previous work
showed that in a desktop virtual environment, the presentation
of a mug facilitated a grasp response, but only when it reach-
able by the actor as depicted in the virtual scene (Costantini
et al., 2010). Costantini et al. (2011) extended this paradigm and
found that the viewer’s motor facilitation also occurred when
the object was outside of the viewer’s reachable space but within
an agent’s reachable space. They suggest that the space in which
the actor can perform an action might be “mapped on” to the
observer’s bodily spatial representation, influencing the observer’s
own potential to act. This could inform an observer about how
another agent perceives a space and capability for action, as
well as providing information for joint action (Costantini et al.,
2011).

Related spontaneous use of another’s potential for action has
been demonstrated in a distance judgment task that varied the
extent to which another agent could reach a target (Bloesch et al.,
2012). Bloesch et al. proposed that if using a tool makes a dis-
tance appear closer (see also Witt et al., 2005), then it may be
that watching another agent use a tool also influences perceived
distance. These predictions held true; observers who watched
another actor reach successfully to a target with a reach-extending
tool judged the distance to be closer than those who watched an
unsuccessful arm-based reach.

As social beings, the mere presence of another person may
prompt humans to share (implicitly or explicitly) spatial and pro-
prioceptive information with each other. Oullier et al. (2008)
found that when two people see each other performing the
same action, they spontaneously synchronize their actions, sug-
gesting a means of information exchange that could coordinate
actions. Whether these examples are an instance of a trans-
formation of one’s egocentric frame of reference is unknown.
Regardless, this work suggests that spatial and propriocep-
tive information is not necessarily confined to the physical
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boundaries of a person, but can be shared amongst two or more
people.

POSSIBLE OVERLAPPING MECHANISMS SUPPORTING
OTHER’S AFFORDANCES AND SPATIAL PERSPECTIVE
TAKING
Given the relationship between judging others’ affordances and
spatial perspective taking is somewhat unclear from the behav-
ioral work, it may be useful to consider whether the process of
judging other’s affordances and spatial perspective taking share
overlapping processes relying on motor simulation. First, we will
review the proposed mechanisms involved in perspective tak-
ing, and then relate this to the potential mechanisms involved in
perceiving affordances for others.

MECHANISMS FOR SPATIAL PERSPECTIVE TAKING
One explanation for the angular disparity effects present in spatial
updating after imagined rotations is sensorimotor interference.
Despite evidence for the need for mental transformation of the
egocentric reference frame (Rieser, 1989; Presson and Montello,
1994; Easton and Sholl, 1995; Wraga et al., 2000), costs in per-
spective taking have been attributed to a response-based conflict
between one’s real and imagined perspective. This is especially
apparent in pointing tasks where the correct response is incom-
patible with the viewer’s current physical proprioceptive infor-
mation for facing orientation (Wraga, 2003; Avraamides et al.,
2007) and has been shown to be reduced by disorienting partici-
pants before the response (May, 1996). Taken together, this work
suggests that sensorimotor processes may underlie spatial per-
spective taking given the disparity in imagined and real locations
influences task performance.

Recent work suggests the influence of the vestibular system
in imagined perspective taking as well (Mast et al., 2007). For
example, van Elk and Blanke (2013) asked participants to perform
imagined viewer rotation while being passively rotated clockwise
or counterclockwise. By passively rotating the participants the
authors were able to separate some of the proprioceptive cues
used in active rotation from the vestibular signals. When the par-
ticipants were being passively rotated in the same direction that
they imagined rotating their viewpoint, reaction times were faster
than when the passive rotation was incongruent to the imagined
rotation direction. Grabherr et al. (2011) compared patients with
unilateral and bilateral vestibular loss on egocentric and object
mental transformation tasks. They found that those with bilateral
loss showed significantly poorer performance in the egocentric
transformation task than unilateral loss patients. In healthy par-
ticipants, galvanic vestibular stimulation (GVS, direct electrical
stimulation of vestibular end organs) has been shown to lead to
poorer performance on imagined viewer rotation (Grabherr et al.,
2007; Lenggenhager et al., 2007; Dilda et al., 2012).

There are other accounts that may better explain certain types
of perspective taking tasks, such as the visibility tasks (PT-1)
described above. For example, there is evidence that for visibility
tasks, judgments about what another can do may be solved
based on visual-spatial processing that do not require a shift to an
imagined viewpoint (Kelly et al., 2004; Michelon and Zacks, 2006;
Kessler and Rutherford, 2010). Predicting whether an object
is visible from another agent’s viewpoint is likely performed

without a transformation of one’s egocentric frame of reference.
Rather, the answer can be computed based on an object-to-object
based strategy, where a mental line is constructed from the agent
to the target. While a viewer-based transformation could be
used to solve the task, the lack of an angular disparity effect
suggests that the line-of-sight computation is used. There is little
evidence in support of any body-based simulation underlying
this type of judgment. An open question for the current paper
is how mechanisms for spatial perspective taking may or may
not be related to affordances and how they may work together to
coordinate action.

Several of the mechanisms proposed for spatial perspective
taking involve sensorimotor processing. Likewise, one dominant
account for the understanding of other’s actions—particularly
the observation of other’s overt actions—is also framed in the
motor system. If perceiving other’s affordances and spatial per-
spective taking rely on similar mechanisms, then this suggests
that they may be functionally related with respect to social coor-
dination. While on one hand motor simulation may underlie
both processes, we must concede that it is possible that it does
not account for either process. As described above, there is rel-
atively strong support for the use of perceptual information
available to the other, not the self, in judging other’s affordances.
Further, there is evidence that non-motor, visual-spatial process-
ing may be used for at least some Level-1 (Kessler and Rutherford,
2010) and Level-2 (Amorim et al., 2006; Creem-Regehr et al.,
2007) perspective taking tasks. We consider the evidence for both
motor simulation and non-simulation/visual-information based
accounts of perceiving other’s affordances below.

MECHANISMS FOR PERCEIVING AFFORDANCES FOR OTHERS
Gibson’s (1979) concept of affordances and much of the work
following this theoretical viewpoint was concerned with char-
acterizing perception at the level of the observer-environment
system. As with any psychological process, one may ask how the
process is supported by our biology. While the theory of affor-
dances did not attempt to address questions about the underlying
neurocognitive mechanisms involved, there is a related notion of
object-based affordances, alluded to in the work of Costantini
et al. (2011) above, which elicits motor system activation and
could help to explain the mechanisms underlying the prediction
and use of other’s affordances. Numerous studies with objects
have shown that affordances may be automatically activated and
lead to subsequent effects on the motor system. For example,
a classic behavioral study by Tucker and Ellis (1998) showed a
response compatibility effect. When presented with images of
objects with handles, responses to an irrelevant stimulus feature
were facilitated when the handle orientation was congruent with
the hand used to make the response. Neuroimaging has supported
this claim, showing that activation of related premotor and pari-
etal cortex results from simply viewing objects such as tools that
have affordances (Chao and Martin, 2000; Creem-Regehr and
Lee, 2005). It is important to note, however, that goal context has
been shown to be important in modulating activity across both
cognitive and neural approaches. Buxbaum and Kalenine (2010)
provide compelling examples of how motor resonance may only
occur in the context of goal-directed, functional representations
of objects, rather than simply the structure of the object itself (see
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also, Creem-Regehr et al., 2007). Can the neurocognitive notion
of object affordances (mostly focused on grasping) be extended to
environmental affordances such as those for passing through and
sitting? We discuss this possibility in terms of motor resonance
theory below.

MOTOR RESONANCE
The “mirror neuron” system is a specific brain mechanism pro-
posed to underlie motor simulation during action observation.
Mirror neurons were identified initially in the ventral premo-
tor and parietal cortices of the macaque monkey. They activate
both when the monkey performs an action as well as when
the monkey observes another human or monkey perform the
same action (Gallese et al., 1996; Rizzolatti and Craighero, 2004).
A body of work has proposed an analogous system in humans,
including the premotor cortex, inferior parietal cortex, and supe-
rior temporal sulcus, with specificity to the level of somatotopic
representation of specific body parts (Buccino et al., 2001) and
tuning to the actual motor capabilities and experiences of the
actor (Calvo-Merino et al., 2005, 2006). Subsequent research has
defined some mirror neurons as goal-related rather than effector-
specific (Fogassi et al., 2005; Rochat et al., 2010). For example,
Fogassi et al. (2005) found mirror neurons in the monkey inferior
parietal lobule that responded to observation of the same grasping
action differentially as a function of the goal of the action. Neurons
were selective for the goals of grasping-to-eat vs. grasping-to-
place. Similarly, in humans, Iacoboni et al. (2005) varied whether
an observed grasping movement was performed in the context
of goals of drinking or cleaning up. Premotor cortex activity was
modulated by the context and intention of the grasp depicted.
The importance of understanding a hierarchy of goals has been
emphasized by several researchers (Grafton and Hamilton, 2007;
Thill et al., 2013). Also, when performing a joint action, there
is neural activity associated with coordinated (phi 2) and inde-
pendent (phi 1) behavior. Topographically, this activity maps well
to the mirror neuron system, and phi 1 (independent behavior)
may indicate inhibition of the mirror neuron system (Tognoli
et al., 2007). Many have proposed that we understand the actions
of others by means of a motor or embodied simulation system,
although these claims have also stirred much debate. How then,
might this mirror system support the judgments of what others
can do and see?

The term motor resonance refers to the matching of one’s own
action to another’s (Uithol et al., 2011). As Uithol et al. (2011)
described, the term “resonance” comes from the physical phe-
nomenon that two systems oscillate and at the same frequency
and phase as one another. However, in the neurocognitive con-
text of mirror neuron systems, resonance is used more broadly to
describe a mechanism of emulation, in which viewing an action
performed by another leads to activation of neurons in the viewer
that represent that action. Viewers understand actions by match-
ing or simulating the action. Furthermore, the analysis by Uithol
et al. (2011) differentiates between intrapersonal resonance and
interpersonal resonance—a distinction that may be important
for the extension to judging other’s affordances. Intrapersonal
resonance occurs within an individual: a perceptual representa-
tion of observed action is activated and at the same time coupled

with a motor representation (Rizzolatti et al., 2001). This notion
is supported by the common coding theory (Hommel et al., 2001)
in which perception and action share common underlying rep-
resentations. In interpersonal resonance, there is a functional
equivalence between the motor representation of the observer and
the actor, emphasizing shared goals or action plans across the two
actors (Wilson and Knoblich, 2005).

Although there is an extensive literature on the mirror system
mechanisms involved in observation of actions (e.g., Fadiga et al.,
1995; Decety et al., 1997; Johnson-Frey et al., 2003; Iacoboni et al.,
2005), the problem posed by this review is somewhat different. In
most cases of explicit or implicit use of other’s affordances and
of spontaneous use of another’s viewpoint in perspective taking,
there is no overt movement of the other agent. It is possible that
observers use intrapersonal motor resonance to not only emulate
actions, but also to infer and predict future actions (Wilson and
Knoblich, 2005; Sebanz et al., 2006). Specifically, experience and
capabilities or current bodily state could be used to predict the
actions of others. Bosbach et al. (2005) showed the importance of
one’s proprioceptive body information on action understanding
by demonstrating that individuals with impaired sense of touch
and proprioception failed to understand another’s expectation of
weight when observing the action (see also Reed and Farah, 1995;
Daems and Verfaillie, 1999 for posture-based effects). Knoblich
and colleague’s proposal that the observer serves as an initial
model for understanding and predicting action could explain
some of the results discussed so far. For example, the influence of
wearing ankle weights on judging other’s jumping ability would
relate one’s own action capability to judgments for another’s
capabilities (Ramenzoni et al., 2008a). Likewise, the capability
of another agent to reach or not reach a mug could influence
one’s own likelihood of reaching the mug, leading to more or
less priming of the motor system (Costantini et al., 2011). This
claim is supported by more recent work (Cardellicchio et al.,
2013) which used transcranial magnetic stimulation (TMS) to
record the motor-evoked potentials (MEPs) of observers. In a vir-
tual environment display, a mug was presented either within or
outside of the observer’s reaching space and within or outside
of an agent’s reaching space. Highest MEPs were measured when
the mug was within either the observer’s reaching space or the
agent’s reaching space, compared to when the mug was outside
of the observer’s reaching space or close to a non-body cylin-
der (which took the place of the avatar/agent). Finally, in joint
actions, there could be neural representations for action based on
each actor’s capabilities that mutually activate in order to support
complementary actions.

INFORMATION-BASED ACCOUNTS
An alternative account of self-other interactions comes from the
ecological viewpoint, emphasizing the direct information about
the environment available to the viewer. As mentioned in the
introduction, this account is not necessarily exclusive of the
motor resonance account, but it emphasizes different aspects of
the processes of social perception-action. As described earlier,
Ramenzoni et al. (2008b) found that viewers used eye-height
scaled information to judge accurately what others could reach,
suggesting that judging other’s affordances relies on viewer-scaled
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optical information. Indeed, Ramenzoni et al. (2010) argued
that the motor resonance account proposes a “strong depen-
dency on the observer’s own action capabilities” (p. 1117) that
is not necessarily supported by the empirical findings. Accounts
based in motor simulation place an emphasis on the attributes
of the perceiver in judging other’s affordances, rather than the
situated perceptual information available to the other agent. In
many cases, studies of judging other’s affordances have shown the
importance of the perceptual information available to the agent,
in contrast to a reliance on the perceiver’s capabilities.

A possible mechanism for this direct use of environmental
information may be explained by the synergistic approach (Riley
et al., 2011). In this approach, observers are thought to be able to
coordinate actions with others through a process of reducing each
other’s degrees of freedom in movement (dimensional compres-
sion) and reacting to the movements of one another (reciprocal
compensation) to create a single coordinated system (Riley et al.,
2011). The synergistic approach extends the work of Nikolai
Bernstein in motor coordination. Bernstein identified that one
major problem for any movement system, such as the human
body, is in regulating all the possible degrees of freedom inherent
to it (e.g., joints, muscle extension/flexion, etc.). Bernstein (1967)
proposed that these degrees of freedom may couple together to
create a synergy. By allowing for synergies, the overall degrees
of freedom are reduced allowing the movement system to work
as a single unified system. In applying the synergistic approach
at the interpersonal level, Riley et al. (2011), consider how two
individuals couple their actions to produce a synergy that ulti-
mately constrains the degrees of freedom in the movement of each
individual. Because viewers have access to concurrent visual infor-
mation from multiple viewpoints and can judge affordances for
another with respect to the other’s bodily information in the con-
text of the environment, they can also interpersonally coordinate
actions. Overall, the synergistic approach describes a process that
allows observers to couple their movements with those of others,
which gives rise to dynamic changes that are not independent in
the two systems (see Kugler and Turvey, 1987; Turvey and Carello,
1996).

The synergistic approach may better explain phenomena such
as understanding the interpersonal exchange in conversations
(Condon and Ogston, 1971) and similar affect in interactions
between mothers and their children (Cohn and Tronick, 1988)
than the motor resonance approach. More related to the current
paper, Ramenzoni (2008) asked participants to coordinate hold-
ing a stick inside a hollowed circle. When circle size was varied,
the task became more or less difficult and as a result, partici-
pants’ hand and torso movements were more or less coordinated
(see also Riley et al., 2011). The main difference between this
approach and that of Sebanz et al. (2006) is the claim that actors’
movements in a coordinated action are not independent of one
another, rather they coordinate to form a new entity with which
to judge affordances. As such, the motor resonance approach
may predict dimensional compression, but it cannot account for
reciprocal compensation due to the assumption that the mir-
ror neurons systems of two individuals are independent of one
another (Riley et al., 2011). In addition, this approach does not
focus on fixed neurological structures causing the activity of other

structures; rather it focuses on the functionality that arises when
many neurological structures interact or couple together, reflect-
ing Bernstein’s (1967) original approach to understanding motor
coordination.

CONCLUSIONS
Perceiving other’s affordances and spatial perspective taking are
two abilities that have traditionally been studied in the domains
of perception and spatial cognition, respectively. While typically
considered separate abilities, they share a common conceptual
foundation of relating self and other perspectives in some way.
An observer must determine how another agent can act or see
the world. While these are skills that are important fundamen-
tally for an understanding of our spatial environment, we argue
that when considered together, they provide a basis for a broader
social function of human behavior prediction critical to our social
coordination with others. In this paper we aimed to provide a
review of the work carried out on other’s affordances and per-
spective taking to show how they are related in the service of
understanding both the actions and intentions of others.

Judging other’s affordances is a means to determine capa-
bility for future action. The literature reviewed shows that in
circumstances of a single other agent, or in dyads, observers are
relatively good at perceiving affordances for others when pro-
vided with enough information to scale judgments to the other’s
body. However, we have proposed that these laboratory-based
affordance judgments are typically more specified in terms of
an action-goal than what occurs in the real world where the
other’s goal may not be as specified. To solve this problem and
identify another’s intentions, the ability of spatial perspective tak-
ing may come into play, allowing an observer to further define
the intention and goal of the other actor. Support for these two
components as complementary processes comes from an analysis
of the similarities between the two, on both computational and
neural mechanism levels.

An analysis of frames of reference recruited shows us that
there are at least three possible frameworks used. The viewer may
use their own egocentric frame (as used in judgments of self-
affordances), which may also include a reliance on their own
possibilities for action when judging for others; alternatively, a
viewer’s egocentric frame of reference may be transformed onto
the other’s frame of reference, aligning the self and other reference
frames, typically used in PT-2 tasks; finally, the viewer may simply
use an allocentric frame of reference, computing the relationship
between the other and the target object/environment. Current
work suggests more overlap in the allocentric computation used
in perceiving other’s affordances and PT-1; however, more work is
needed to determine whether egocentric spatial transformations
may be involved in some affordance judgments. Future studies
addressing this question could assess the possible transformation
of the egocentric frame by measuring angular disparity effects
during explicit or implicit affordance judgments with respect to
other agents.

An analysis of motor resonance theory suggests that the sen-
sorimotor mechanisms supporting some forms of perspective
taking and perceiving other’s affordances may overlap. This is
particularly apparent in circumstances in which there is no
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available visual information to make judgments of affordances or
perspective—e.g., insufficient information about kinematics or
the need for updating of spatial relations in a viewer-centered
framework. In these cases, viewers may use motor simulation
to judge the capabilities or perspective of others. Furthermore,
the spontaneous and mutual influence of another agent and the
self, seen in both affordance judgments and perspective taking,
also is consistent with shared spatial and proprioceptive infor-
mation among two people, as well as shared motor processing.
In all, we suggest that judging affordances and spatial perspec-
tive rely on a combination of direct visual information and motor
resonance.

Finally, we have considered how the broader goal of social
cognition could be served by two spatial processes, but it is also
important to consider the possibility of the inverse. Does social
context itself moderate the abilities of perceiving other’s affor-
dances and perspective? The underlying rationale is that in order
to perform a spatial switch of perspectives, one must under-
stand that other agents have different perspectives. Thus, having
a “theory of mind” could be a prerequisite to spatial perspective
taking. The influence of social skills on spatial perspective tak-
ing has been shown in a number of ways. First, individuals with
autism spectrum disorder (ASD) have been studied as a pop-
ulation that is defined with social impairment. Hamilton et al.
(2009) showed a subtle distinction between performance on two
mental rotation tasks in ASD children, finding impairment on
a perspective rotation condition in which the decision required
was with respect to what another person could see, but not on an
object-rotation condition. Shelton et al. (2012) investigated the
influence of social skills on perspective taking by testing a healthy
non-clinical population, but using a questionnaire to assess traits

of ASD. In a version of Piaget’s three mountain task, they asked
observers to choose a picture of a display as it would appear from
another perspective. The location of the other’s perspective was
indicated either by a triangle, camera, or a doll. They found that
perspective taking performance was modulated by social skills,
but only for the doll, such that better social skills were associated
with better perspective taking. Similarly, Kessler and Wang (2012)
found that differences in perspective taking emerged as a function
of both sex and social skills.

While not directly the same task as the mostly static affor-
dance or spatial judgments focused on in this paper, there is
also a recent literature on the influence of social context of oth-
ers on executed actions. For example, reach-to-grasp kinematics
are different when passing an object to a partner compared to
placing it in a new location (Becchio et al., 2008) and implicit
social requests for an object have been shown to override an initial
motor plan (Sartori et al., 2009). Together, this work emphasizes
the importance of social context on action planning and the flex-
ibility in online adjustments in action that occur with potential
social interactions.

Clearly, there is a need to consider what may seem to be dis-
parate areas of research to understand complex human behaviors,
such as social coordination and joint action. This review pro-
vides one example for which research on two distinct spatial
processes—judgments of others’ affordances and spatial perspec-
tive taking—may be examined to elucidate potential mechanisms
for more complex behaviors.
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When interpreting other people’s movements or actions, observers may not only rely
on the visual cues available in the observed movement, but they may also be able
to “put themselves in the other person’s shoes” by engaging brain systems involved
in both “mentalizing” and motor simulation. The ageing process brings changes in
both perceptual and motor abilities, yet little is known about how these changes may
affect the ability to accurately interpret other people’s actions. Here we investigated
the effect of ageing on the ability to discriminate the weight of objects based on the
movements of actors lifting these objects. Stimuli consisted of videos of an actor lifting
a small box weighing 0.05–0.9 kg or a large box weighting 3–18 kg. In a four-alternative
forced-choice task, younger and older participants reported the perceived weight of the
box in each video. Overall, older participants were less sensitive than younger participants
in discriminating the perceived weight of lifted boxes, an effect that was especially
pronounced in the small box condition. Weight discrimination performance was better
for the large box compared to the small box in both groups, due to greater saliency of
the visual cues in this condition. These results suggest that older adults may require more
salient visual cues to interpret the actions of others accurately. We discuss the potential
contribution of age-related changes in visual and motor function on the observed effects
and suggest that older adults’ decline in the sensitivity to subtle visual cues may lead to
greater reliance on visual analysis of the observed scene and its semantic context.

Keywords: action perception, motion perception, visuomotor, sensorimotor, embodied cognition, motor

simulation, weight judgment, aging

INTRODUCTION
Imagine being in a coffee shop and looking at a cup placed on
a counter. The cup is completely opaque and you do not know
whether it is full or empty. Now imagine your friend reaching
for and lifting the cup to move it to another table. By observing
the strength of their grip and the speed of their movement, you
can immediately deduce that the cup is full, even though you still
cannot see what is inside it. What’s more, you can also deduce
whether they knew that the cup was full or incorrectly expected
it to be empty. As such, observing the actions of others involves a
form of experience sharing (Brown and Brüne, 2012; Limanowski
and Blankenburg, 2013), from which we can derive meaningful
information about the agent’s intentions and expectations as well
as the characteristics of the object acted upon. This information
can in turn inform our own interactions with the environment.

Our ability to understand the actions of others (action under-
standing or action interpretation) is likely mediated by multiple
levels of analysis (Grafton and Hamilton, 2007; Thioux et al.,
2008), including deducing how an action is performed (e.g., with
the hand or with the full body), what the action is (e.g., lifting
a cup) and why it is occurring (e.g., to refill the cup because it
is empty) (Thioux et al., 2008). The ageing process is accom-
panied by perceptual and physical changes that may impact the

ability to interpret others’ actions at these multiple levels of anal-
ysis. However, to date, the relationship between ageing, action
perception, and judgment of object properties remains relatively
unexplored. In younger adults, it has been suggested that the spa-
tiotemporal information derived from action observation engages
internal motor simulation of the observed action (Gallese et al.,
2004; Knoblich and Sebanz, 2006) and that action understanding
and action execution have a shared coding system (Gallese et al.,
2004; Knoblich and Sebanz, 2006), as they have been shown to
involve overlapping brain regions (Gallese et al., 1996; Rizzolatti
et al., 1996). These shared systems may afford our understanding
of actions toward objects (Buccino et al., 2004; Hamilton et al.,
2006; Ramsey and Hamilton, 2012), as well as intransitive actions
such as walking or dancing (Buccino et al., 2001; Calvo-Merino
et al., 2005). Although such mechanisms may inform our under-
standing of how and what actions are performed, it has been
suggested that when people infer the unobservable aspects of the
action, such as why the action is being performed, they engage
an extended network beyond the sensorimotor system to support
such “mentalizing” or “theory of mind” processing (Spunt et al.,
2011). Other studies have suggested a role for the motor system in
conjunction with other brain networks typically involved in the-
ory of mind processing for action interpretation (De Lange et al.,
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2008; Ramsey and Hamilton, 2012; see also Keysers and Gazzola,
2007).

Motor engagement in action observation is largely modulated
by the motor repertoire of the observer (Calvo-Merino et al.,
2005). Evidence from healthy and patient populations suggests
that spatial awareness of our own and others’ body positions
(Marzoli et al., 2011, 2013) and sensations arising from our body
contribute to interpreting the actions of others (Hamilton et al.,
2004; Bosbach et al., 2005; Ní Choisdealbha et al., 2011). For
example, when Hamilton et al. (2004) asked participants to judge
the weight of a box lifted by an agent while concurrently lifting a
box themselves, they noted that the weight of the physically lifted
box directly affected perceptual weight judgments. Participants
judged the box being lifted by the agent to be heavier when they
were physically lifting a light box, and vice versa. In a follow-
up study, Hamilton et al. (2006) showed that the magnitude of
the bias induced by the motor system on perceptual weight judg-
ments was associated with activation of a specific cluster of visual
and motor regions in the brain, leading the authors to suggest that
the perceptual and motor systems are not distinct, but interact
and influence each other at various levels.

The ageing process is accompanied by declines in motor abili-
ties across a range of tasks. For example, older adults demonstrate
differential velocity profiles, decreased fluidity, and increased
variability in simple action execution (Cooke et al., 1989; Seidler
et al., 2002, for review, see Seidler et al., 2011). The ability to
imitate and replicate more complex movement sequences is also
negatively affected by ageing (Maryott and Sekuler, 2009; Caçola
et al., 2013). Older adults also show declines in the ability to
judge the position of their body in space and appear to rely on
additional sensory information, largely vision, to compensate for
their decline in proprioception (Seidler-Dobrin and Stelmach,
1998; Romero et al., 2003; Barrett et al., 2013). Moreover, Diersch
et al. (2012) demonstrated that when online visual information is
interrupted, older adults show deficits in predicting the correct
time course of action sequences. This indicates that the abil-
ity to mentally represent and predict action sequences declines
with ageing (see also Saimpont et al., 2009; Gabbard et al.,
2011; Diersch et al., 2012). Thus, declines in motor ability with
ageing, together with changes in internal forward models of
action representation (Diersch et al., 2012), may lead older adults
to become more reliant on visual analysis of observed action
sequences for action interpretation and inference on object prop-
erties. Interestingly, Poliakoff et al. (2010) observed that patients
with Parkinson’s disease can still perform perceptual weight judg-
ments, however, they may rely more on visual analysis due to
declines in the motor system (Poliakoff et al., 2010; Poliakoff,
2013). Thus, while embodied simulation may in part underlie
action perception, when we cannot put ourselves “in other peo-
ple’s shoes” through simulation, or when this is not useful to
action perception, visual analysis may support action understand-
ing (Brady et al., 2011). Yet, little is known as to how motor
changes in non-pathological ageing may affect the interpretation
of other people’s actions and whether a similar visual strategy may
be engaged with advancing age.

Although action execution and action interpretation appear to
interact, it is also important to note that they may not bear a direct

correspondence. For example, Hamilton et al. (2007) demon-
strated that the most reliable physical cues as to the weight of a
lifted item do not correspond to the perceptual cues that indi-
viduals use when making a weight judgment. Auvray et al. (2011)
observed similar discrepancies and suggest that individuals do not
engage an “exact copy” of action execution when making percep-
tual judgments, but rather exploit the most diagnostic visual cues,
such as acceleration. Indeed, motion cues such as velocity and
acceleration can be used to determine the weight of lifted objects
even when visual information is only provided by moving point
light displays (Shim and Carlton, 1997). Moreover, the embod-
ied nature of forward models has been questioned, as it has been
suggested that motor activation may relate less to “mirroring” or
directly matching the actions of others, but rather to anticipating
future compatible actions (Csibra, 2007). It has also been sug-
gested that action understanding may be achieved through visual
analysis alone without the need for direct embodied simulation
(for review, see Giese and Poggio, 2003). This is largely related
to our direct visual experience of naturally occurring sequences.
The changes that we encounter in action sequences in a natu-
ral environment are gradual and are governed by natural laws.
Through our constant exposure to naturally occurring sequences,
our perceptual system can learn to predict the continuation and
outcomes of observed actions (Giese and Poggio, 2003; Perrett
et al., 2009). Indeed the spatial and temporal constraints observed
in naturally occurring sequences can have a direct effect on our
ability to encode (Wallis, 1998; Wallis and Bülthoff, 2001) and, in
turn, anticipate the sequence outcome (Perrett et al., 2009). Such
visual analysis abilities may be compromised in older adults.

Ageing is associated with deterioration in visual motion per-
ception. For example, older adults are less accurate than younger
adults at processing information in biological motion displays
(Billino et al., 2008; Pilz et al., 2010; Insch et al., 2012; Legault
et al., 2012), suggesting that their ability to process motion cues
relevant to action may be impaired. However, age-related declines
in motion perception are not limited to biological motion, as
other forms of motion perception are also vulnerable to the
ageing process (Billino et al., 2008). Older adults are less sensi-
tive at detecting and discriminating the direction of motion in
random-dot patterns, a class of stimuli commonly used to address
the mechanisms underpinning motion perception (Snowden and
Kavanagh, 2006; Bennett et al., 2007; Roudaia et al., 2010;
Hutchinson et al., 2012). Older adults are also less sensitive to
changes in the speed of moving stimuli (Scialfa et al., 1991;
Snowden and Kavanagh, 2006). Thus, age-related declines in
visual motion perception may limit older adults’ ability to per-
form visual analysis of observed actions and therefore potentially
negatively affect action perception in older adults.

In sum, healthy ageing is accompanied by declines in the ability
to perform fine motor movements and declines in visual motion
perception, both of which may compromise older adults’ abil-
ity to interpret other people’s actions accurately, either through
a reduced ability to extract relevant cues from visual observation
and/or through reduced internal simulation of observed actions.
In the present study, we examined whether ageing may impact
on action understanding by examining the ability of younger and
older adults to derive information about the weight of an object,
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based on the movements of an actor lifting the object. This task is
likely to engage aspects of action understanding pertaining to how
the action is performed (e.g., lifting the box with the hand or with
full body motion; the grip and speed of the movements), and what
the action is (e.g., lifting a small or a large box). It is a naturalistic
task with which both younger and older adults have direct experi-
ence in everyday life and it is known to provide a reliable measure
of sensitivity to interpret the actions of others (Hamilton et al.,
2007). Furthermore, the task has been shown to engage both the
perceptual and motor systems of the observer (Hamilton et al.,
2004, 2007; Poliakoff et al., 2010). Stimuli consisted of a series
of videos showing lifting actions of a small box with light weights
and a large box with heavy weights. Small box lifts displayed upper
limb motion that engaged the forearm and hand and large box
lifts displayed the full body motion of the actor lifting the box
from the floor. An additional set of videos contained motions
that showed the lifting actions of an actor who was told incorrect
information about the weight they were about to lift. This decep-
tive information altered the actors’ movement profile, resulting
in exaggerated motion that may provide greater visual cues to
support weight judgment. The manipulations of box weight cat-
egory and the actors’ movement profile allows for exploration of
the relative contribution of visual cues and motor engagement in
perceptual weight judgment performance in ageing. For example,
although the weights lifted in the large box condition can chal-
lenge the ageing motor system via simulation, the perceptual cues
pertaining to the weight lifted may be more salient in this condi-
tion than in the small box condition (Bosbach et al., 2005). We
also collected self-report measures of motor ability (Potter et al.,
2009) in the older adult group to assess how perceived motor
ability may be related to their capacity to interpret lifting actions.

MATERIALS AND METHODS
PARTICIPANTS
Seventeen younger adults (all female) aged 21-28 years (mean
age = 24.6 years; SD = 1.9 years) and 19 community-dwelling
older adults, recruited through an active choral society (18
female) took part in this study. Participation was voluntary and
individuals did not receive monetary compensation for their
time. Data from two older participants were excluded from the
analysis reported below: data from one male participant was
removed to maintain consistently with the all-female sample in
the younger group and data from one female participant were
removed because the participant did not understand the task.
The remaining 17 older adults were aged 68-84 years (mean age
= 74 years; SD = 4.4 years). All younger and older participants
reported to be right hand dominant and all reported normal or
corrected to normal vision. All participants wore their usual cor-
rective lenses, if needed, at the time of testing. All participants
were not suffering from psychiatric or neurological illness by self-
report and all provided written informed consent. Our younger
and older samples were not strictly matched for years of edu-
cation, however, older adults had secondary level education or
higher and younger adults were college students. The experiments
reported here were approved by the St. James Hospital Ethics
Committee and conformed to the Declaration of Helsinki.

STIMULI AND APPARATUS
Video stimuli
Stimuli were made available by the authors of Bosbach et al.
(2005). Stimuli consisted of 8 videos of a male actor lifting a
small box and 8 videos of a female actor lifting a large box.
The small box videos displayed the right arm and hand of the
actor lifting the small box from a table and putting it on a small
shelf. The large box videos displayed the full body of the actor
lifting a large box from the floor. In all videos, the external fea-
tures of the box remained constant, but the weight of the box
varied (see Figure 1). The small box weighed 50, 300, 600, or
900 g. and the large box weighted 3, 6, 12, or 18 kg. For both
the small and large boxes, four non-deceptive videos showed the
actor lifting the box after being told correct information about
the weight of the box and four deceptive videos showed the actor
lifting the box after being told incorrect information about the
weight of the box (e.g., lighter than the true weight of the box).
All videos showed the actor and the box from the side-view.
Each video was approximately 4 s in length and was displayed at
a rate of 25 frames per second. Participants viewed the videos
at a distance of 60 cm and the images in the videos subtended
a visual angle of approximately 14◦ horizontally and 11◦ verti-
cally. The experiment was driven by Presentation® software and
was presented on a Sony Vaio PC laptop with a 14 inch LCD
screen.

Perceived Motor-Efficacy Scale for Older Adults
All older adult participants completed a subset of 19 items taken
from the Perceived Motor-Efficacy Scale for Older Adults (Potter
et al., 2009). This questionnaire measures the self-reported abil-
ity to engage in a number of everyday manual activities and has
been shown to relate to actual physical ability. The selected items
assess the perceived capability to execute tasks that engage pre-
cise manual hand movements and activities that engage full body
movements, i.e., activities most relevant to the current experi-
ment. The Appendix contains a list of all administered items. Each
item was followed by a 0-10 rating points scale (0 = strongly
disagree; 10 = strongly agree).

PROCEDURE
For the computer-based experiment, participants were seated at
a distance of approximately 60 cm from the screen. They were
instructed that they would view a number of videos of a per-
son lifting either a small or a large box and that following each
video presentation they would be asked to estimate the weight of
the box the actor lifted by choosing one of four weight options
shown onscreen (50, 300, 600, 900 g. for small boxes and 3, 6,
12, 18 kg. for large boxes). Participants were told that one option
was always correct. Participants were offered the choice to view
weight options in ounces and pounds and a number of the older
adult sample opted for this option. On each trial, the video
was presented for 4 s, which was then followed immediately by
the response screen. Older participants responded verbally and
the experimenter entered their responses by pressing the corre-
sponding button on the keyboard. Younger adults responded by
pressing the appropriate button themselves. In all cases, the but-
ton press immediately initiated the beginning of the next video.
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FIGURE 1 | Illustration of the action sequences in both the small box (lower panel) and the large box (upper panel) perceptual weight judgment trials

[static images extracted from the video stimuli provided by Bosbach et al. (2005)].

The experiment was presented in four blocks: two blocks con-
tained only non-deceptive videos and two blocks contained both
non-deceptive and deceptive videos. The blocks containing only
non-deceptive videos were always shown first, however, the order
of the small and large box blocks was counterbalanced across par-
ticipants. In the non-deceptive blocks, each of the four weights
was repeated 3 times in random order. In the deceptive blocks,
each weight was repeated once in the deceptive and once in the
non-deceptive form. Each block was preceded by two practice
trials to familiarize the participants with the task. Excluding prac-
tice trials, the computer task comprised of 40 trials in total, 24
trials in the non-deceptive blocks and 16 trials in the deceptive
block and was approximately 10 min in duration. Following the
computer based task, older adult participants completed the ques-
tionnaire comprised of the 19 selected items from the Perceived
Motor Efficacy Scale for Older Adults (Potter et al., 2009). The
experimenter read aloud each item and asked the participant
how strongly they agreed with the statement on a scale ranging
from 0 (strongly disagree) to 10 (strongly agree). The partici-
pant’s response was recorded by the experimenter on the sheet.
The questionnaire took approximately 5-10 min to administer.
Younger adults did not complete the questionnaire, as it is specifi-
cally designed to assess perceived motor ability in older adults and
as such is not informative for a younger population. All younger
adults were active and were not suffering from any mobility
impairments.

ANALYSIS
Data for non-deceptive videos were analyzed using the mean
weight estimates, as well as signal-detection measures of sensitiv-
ity (d′) and response bias (c) (Macmillian and Creelman, 2005).
Mean weight estimates for each non-deceptive video were cal-
culated by averaging the weights reported in three trials in the
non-deceptive block and one trial in the deceptive block. Linear
regression was used to obtain the slope and intercept of the best-
fit line for each individual’s estimated weights as a function of
the physical weight of the box, for the small and large boxes
separately. In this analysis, accurate perception of the weights
would yield a slope of 1 and an intercept of 0, while a slope of

0 would indicate no relationship between perceived and actual
weight.

d′ scores for discriminating between each pair of adjacent
weights were calculated for each participant according to the
standard procedure for one-dimensional classification experi-
ments (Macmillian and Creelman, 2005). Cumulative d′ scores
were then obtained by summing the d′ scores for discriminat-
ing weights (W) W1 from W2, W2 from W3, and W3 from W4,
yielding an overall measure of sensitivity for the small and the
large box conditions. The loglinear adjustment method was used
to adjust for extreme values of hits and false alarms (Stanislaw and
Todorov, 1999). Similar methods were used to obtain the cumu-
lative response bias (c) scores for each participant in the small and
large box conditions.

Due to the limited number of deceptive trials, it was impossible
to calculate d′ and c measures for this condition, therefore, data
were analyzed by obtaining the slope and intercept of the best-fit
line to the weight estimates for the small and large box condition
separately.

Whereas the mean weight estimates, and the fitted regression
lines, are contaminated with participants’ response bias, the d′
measure represents an unbiased estimate of the participant’s sen-
sitivity for discriminating the weights (Macmillian and Creelman,
2005). The measure of response bias (c) was used to determine
whether participants showed a preference to use either the higher
or the lower end of the weight scale.

Slope and intercept values of the linear regression fits, and d′
scores were analyzed using separate 2 × 2 mixed-design analy-
ses of variance (ANOVA) with Age (older and younger) as the
between-subjects factor and Box Type (small or large) as the
within-subjects factor. c scores across Age and Box Type were
tested against zero using one sample t-tests.

RESULTS
NON-DECEPTIVE TRIALS
Figure 2 shows the group average mean weight estimates of
younger and older participants for non-deceptive videos in the
small and large box conditions, as well as individual subjects’
regression line fits. The 2 (Age) × 2 (Box Type) ANOVA on

Frontiers in Human Neuroscience www.frontiersin.org November 2013 | Volume 7 | Article 795 |58

http://www.frontiersin.org/Human_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Human_Neuroscience/archive


Maguinness et al. Perceptual weight judgment and ageing

FIGURE 2 | Linear regression fits to the group average (bold line) and

individual (dashed line) perceptual weight estimates for younger

(black) and older (red) participants in the small box (upper panel) and

large box (lower panel) conditions.

slope values revealed a significant main effect of Age [F(1, 32) =
8.56, p = 0.006], as slopes were shallower in the older group
(mean = 0.36) compared to the younger group (mean =
0.57). There was also a significant main effect of Box Type
[F(1, 32) = 6.43, p = 0.02], with shallower slopes in the small
box (mean = 0.39) compared to the large box (mean = 0.53)
conditions (see Figure 3). There was no significant Age x Box
Type interaction [F(1, 32) < 1]. The 2 (Age) × 2 (Box Type)
ANOVA on intercept values revealed significant main effects of
Age [F(1, 32) = 5.32, p = 0.03], with higher intercepts in the older
group compared to the younger group. The main effect of Box
Type was also significant [F(1, 32) = 71.33, p < 0.001], as inter-
cepts in the large box were higher than in the small box. The
Age × Box Type interaction was also significant [F(1, 32) = 4.4,
p = 0.04]. Tests of simple main effects revealed a significant effect
of Age for the small box [F(1, 32) = 4.47, p = 0.04; mean younger
= 0.13, mean older = 0.25] and the large box [F(1, 32) = 4.86,
p = 0.03; mean younger = 3.78, mean older = 6.31] conditions
(see Figure 3). Thus, older participants showed overall shal-
lower slopes and higher intercepts for both small and large box
conditions.

Sensitivity d′ analysis
Figure 4 (left) shows the mean sensitivity(d′) scores for younger
and older participants in the small and large box conditions.
Higher d′ scores represent better discrimination ability. As can
be seen in the figure, older participants showed overall poorer
sensitivity for discriminating weights than younger participants,
especially in the small box condition. A 2 (Age) × 2 (Box
Type) ANOVA on d′ scores revealed a significant main effect

FIGURE 3 | Mean slopes (left) and intercepts (right) of fitted regression

lines for younger (gray) and older (red) participants in the small box

(top) and large box (bottom) conditions. Error bars represent the
standard error of the mean.

FIGURE 4 | Mean d ’ (left) and bias (right) measures for perceptual

weight discrimination performance in younger (gray) and older (red)

participants across the small and large box conditions. Error bars
represent the standard error of the mean.

of Age [F(1, 32) = 18.61, p < 0.001], with younger participants
showing overall higher d′ scores than older participants. The
main effect of Box Type was also significant [F(1, 32) = 5.61, p <

0.001], with overall higher d′ scores in the large box compared
to the small box condition. The Age × Box Type interaction
was also significant [F(1, 32) = 4.55, p = 0.04], indicating that
the effect of Age depended on the type of box. To decompose
the interaction, simple main effects of Age were analyzed for
the small and large box separately. Analyses revealed that older
participants showed significantly lower d′ scores in the small
box condition [F(1, 32) = 18, p < 0.001; younger mean = 2.92,
older mean = 0.7], but there was no significant difference
between d′ scores in the two groups in the large box condi-
tion [F(1, 32) = 2.5, p = 0.12] (see Figure 4). Thus, older partic-
ipants showed poorer sensitivity than younger participants for
discriminating weights in the small box condition, but showed
similar performance to younger participants in the large box
condition.
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Bias analysis
Figure 4 (right) shows the mean response bias (c) scores for
younger and older participants in the small and large box con-
ditions. Positive c scores indicate participants’ bias for using the
upper end of the weight scale (higher weight estimations), neg-
ative c scores indicate participants’ bias to respond at the lower
end of the scale (lower weight estimations), and c scores near
zero indicate no response bias for either end of the scale. To test
for the presence of response bias, c scores were compared against
zero across the small and the large box condition in the younger
and older adult groups. In the small box condition, younger par-
ticipants showed a significant negative bias, with c scores being
significantly different from zero [t(16) = −3.46, p = 0.003], how-
ever, older participants showed no significant bias, as c scores did
not differ from zero [t(16) = −1.55, p = 0.14]. In the large box
condition, the pattern was reversed, such that older participants
showed a significant positive bias [t(16) = 2.46, p = 0.03], while
younger participants showed no response bias, as their c scores
did not differ from zero [t(16) = −0.02, p = 0.1]. Thus, younger
participants preferred to use the lower end of the weight scale in
the small box condition only, while older participants preferred
to use the upper end of the weight scale in the large box condition
only (see Figure 4).

Deceptive trials
Linear regression was performed on each individual participant
data set for the deceptive trials in order to calculate a slope and
an intercept value for the small and the large box condition. Slope
and intercept values were analyzed separately using a 2 × 2 mixed
design analysis of variance (ANOVA), with Age (younger or older)
as the between subjects factor and Box Type (small or large)
as the within subjects factor. For the slope analysis, no signifi-
cant main effects of Age [F(1, 32) = 2.05, p = 0.17]; or Box Type
[F(1, 32) < 1] were observed. There was no significant interaction
between Age and Box Type [F(1, 32) < 1]. For the intercept analy-
sis there was no significant effect of Age [F(1, 32) = 2.78, p = 0.1].
There was a significant main effect of Box Type [F(1, 32) = 96.9,
p < 0.001], with lower intercept values for the small box condi-
tion. However, there was no evidence for a significant interaction
between Age and Box Type [F(1, 32) = 2.44, p = 0.13].

Perceived Motor-Efficacy Scale for Older Adults Scores
Table 1 shows the average scores from the Perceived Motor-
Efficacy Scale broken down into five subscales validated by Potter
and colleagues (Potter et al., 2009). All listed item numbers per-
taining to the subscales can be viewed in the Appendix. Higher
scores in each subscale indicate greater perceived motor ability,
with a maximum score of 10. To examine the relationship between
perceived motor-efficacy and perceptual weight judgment per-
formance in the current task, we correlated the scores in each
different subscale with slope estimates of the linear regression
fits obtained in our experiment. There was a significant negative
correlation between the Potter et al. (2009) Confidence Indicator
(CI) and the slope of the non-deceptive large box condition (r =
−0.62, p = 0.007). The CI is a measure of how cautious or con-
fident someone is in their overall motor ability. This correlation
suggests those who were more cautious (i.e., lower CI scores) had

Table 1 | Mean scores (standard deviations) for each Perceived

Motor-Efficacy subscale administered.

N17 (Older adults)

Potter subscales Item numbers Mean score (SD)

Perceived motor ability in
the face of ageing

7; 16; 27; 3; 4 6.11 (2.28)

Perceived ability to perform
precise movements

9; 14; 19; 32; 11 7.51 (2.58)

Perceived motor ability in
demanding contexts

37; 15; 23; 24; 33 5.49 (2.52)

Perceived manual ability
culturally specific

10; 38 9.26 (0.87)

Confidence indicator 12; 21 3.38 (2.25)

higher accuracy in perceptual weight judgments in this condi-
tion. There was also a significant positive correlation between the
Potter et al. (2009) Perceived Manual Ability (PMA) and the slope
of the deceptive small box condition (r = 0.57, p = 0.02). PMA
reflects self-reported ability to use small tools and perform actions
related to the use of the hands. Therefore, those with higher PMA
scores performed more accurately in perceptual weight judgments
in this condition, with their perceived judgments increasing in
line with the physical weight of the object. No other correlations
between slope measures and motor efficacy scores were found.

DISCUSSION AND CONCLUSION
Older age brings a number of physical and perceptual changes
that can potentially impact older adults’ ability to understand
other people’s actions and the characteristics of the objects acted
upon. However, little is known about the effects of ageing on
action perception. The present study aimed to fill this gap by
using a previously-established paradigm involving weight judg-
ment of objects lifted by an actor (Shim and Carlton, 1997;
Bosbach et al., 2005; Hamilton et al., 2007). There are four main
findings. First, older participants showed poorer weight estima-
tion than younger participants for all non-deceptive videos, as
evidenced by shallower slopes and higher intercepts of the func-
tion relating their weight estimates to the physical weight of
the object. However, calculating participants’ sensitivity (d′) for
discriminating the different weights revealed that older partici-
pants were especially impaired in the small box condition, while
performance in the large box condition was equally good in
both groups. Thus, light weights were more difficult to discrim-
inate from one another for older adults than for younger adults.
Second, we found that response bias differed between older and
younger groups, with older participants showing a tendency to
use higher weight estimations for weights in the large box condi-
tion and younger participants showing a tendency to use lighter
weight estimations in the small box condition. Third, younger
and older participants showed comparable weight estimation per-
formance in the deceptive small and large box conditions, further
indicating that older adults are not impaired in weight estimation
when enhanced visual cues are available. Finally, there was a sig-
nificant positive correlation between two aspects of self-report
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motor abilities and weight judgment performance, which indi-
cates a relationship between older adults’ judgment of weights
based on action observation and their own motor abilities.

One previous study of perceptual weight judgment in
Parkinson’s disease (PD) patients found that only PD patients
showed evidence of poor performance, while younger controls
and healthy age-matched controls did not show a significant dif-
ference in weight estimation performance (Poliakoff et al., 2010).
Our current findings, however, suggest that healthy older adults’
performance does differ from younger adults, at least for the
small box condition. Older participants in the Poliakoff et al.
(2010) study were, on average, younger than in the present study,
which may have diminished the possibility of finding age-related
differences in performance. Participants in that study were also
allowed to lift two weights on either end of the scale prior to the
experiment, which may have improved their performance.

VISUAL CUES IN ACTION PERCEPTION
As noted earlier, perceptual weight judgments involve visual
analysis of the observed scene and changes in the velocity
of movements provide strong diagnostic criteria for accurately
deducing the weight of a lifted object (Shim and Carlton, 1997;
Hamilton et al., 2007). Overall older adults’ performance was
worse than that of younger adults, with shallower slopes in
weight estimation performance especially in the small box con-
dition, when the weights were light (<1 kg) and the differences
between the weights were small (∼300 g.). The velocity pro-
files of the lifting actions in this condition were relatively sim-
ilar across weights and may have been more challenging for
the ageing visual system to exploit. Indeed, motion percep-
tion studies have demonstrated that ageing is associated with
marked decreases in speed discrimination (Scialfa et al., 1991;
Snowden and Kavanagh, 2006). Interestingly, older adults showed
similar weight estimation performance to younger adults (as
measured by slope estimates) for deceptive trials in the small
box condition. This may be due to differences in the avail-
able visual cues in the deceptive and non-deceptive videos. In
deceptive videos, when the actor is given incorrect information
regarding the box weight (e.g., “you are going to lift a light
weight” when the weight is heavy), this deceptive information
results in online adjustment of the weight lifting behavior. The
resulting motion profile increases the ratio of lift phase vs. the
reach/grasp phase durations in the deceptive condition relative
to the non-deceptive condition (Bosbach et al., 2005). It is pos-
sible that older adults are better able to exploit the visual cues
in this condition and hence support more efficient performance.
However, it also is important to consider that the number of tri-
als in this condition was limited in the current study and these
results should be interpreted with caution. Overall, results in
the small box conditions suggest that older adults rely heavily
on visual cues to judge weight from the actions depicted in the
videos.

Consistent with previous studies, perceptual weight sensitivity
was greater in the large box compared to the small box condi-
tion (Bosbach et al., 2005). For example, Bosbach et al. (2005)
demonstrated that participants were more accurate in detecting
whether an actor was surprised by the weight of a lifted box in

the large relative to the small box condition. They concluded that
there are additional and more salient perceptual cues available
when full body motion to heavy weights is employed, possi-
bly leading to a better performance in heavy box condition in
their study. These more salient visual cues may relate to the
velocity information pertaining to the weight lifted in the action
sequences. In this condition, the weights were heavy and differ-
ences between the weights was also substantial (changes of 3 kg.
between weights). Consequently, the differences in the motion
profiles of the lifting sequences may have been more salient.
Interestingly, we found no differences in weight discrimination
of older and younger participants in the large box condition,
suggesting that the visual cues available in this condition were
sufficiently salient for older adults to exploit. In addition, pre-
vious studies have suggested that older and younger adults may
rely more on global form information when processing biologi-
cal motion (Pilz et al., 2010). Unlike the small box condition, the
large box condition contained full body motion, which also may
have increased the relative importance of global form information
in this condition.

In light of a decline in motor ability, it is possible that
older adults may become more dependent on visual analysis of
the observed action sequence. Indeed, previous findings sug-
gest that individuals with proprioceptive (Bosbach et al., 2005;
Toussaint and Meugnot, 2013) and motor disorders (Poliakoff
et al., 2010) may engage a visual strategy for the purpose of action
understanding. For example, individuals with short term limb
immobilization may rely more on visual analysis for tasks which
naturally induce internal motor simulation in a normal popula-
tion (Toussaint and Meugnot, 2013). Our results similarly suggest
that a more visual strategy may be adopted with advancing age.
Specifically, we observed that sensitivity in detecting the weight of
a lifted object increased as a function of the saliency of the visual
cues.

In line with our study, previous research involving action
perception in older adults has reported a decline in the abil-
ity to mentally represent or simulate actions. Older adults show
a decline in the ability to accurately predict the timing of per-
ceived actions, possibly due to a difficulty in building internal
forward models, especially when visual cues are not always avail-
able (Diersch et al., 2012). Such behavioral changes in action
perception are also reflected in the differential neural activity seen
in the ageing brain during action observation. Functional brain
imaging studies have shown that although a similar, yet less lat-
eralized, action observation network is activated in younger and
older adults (Diersch et al., 2013), older adults tend to engage
additional cortical regions during action perception (Nedelko
et al., 2010; Diersch et al., 2013). For example, in a task involving
action prediction, Diersch et al. (2013) demonstrated that even
when viewing familiar movements older adults tended to recruit
additional visual regions of the brain to carry out the task, com-
pared to younger adults. This suggests an overreliance on visual
processing for action perception with increasing age. Similarly,
differential neural activation patterns have been observed during
motor execution (Seidler et al., 2011). Behaviorally older adults
also exhibit an overreliance on visual input in movement tasks
(Seidler-Dobrin and Stelmach, 1998; Romero et al., 2003; Barrett
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et al., 2013). This overreliance on visual feedback for motor exe-
cution may be modulated by functional and structural changes in
motor and somatosensory areas of the brain (review see Seidler
et al., 2011).

MOTOR SIMULATION IN ACTION PERCEPTION
Although older adults’ performance may be modulated to a
greater extent than younger adults by the saliency of the visual
cues, age-related changes in motor ability may also underlie
task performance. Specifically, older adults’ difficulty in discrim-
inating between the weights of lifted objects in the small box
condition parallels behavioral evidence of marked changes in
simple motor behavior (e.g., Romero et al., 2003), possibly aris-
ing due to degradation in proprioceptive input with advancing
age. Older adults also find it more difficult to detect small dif-
ferences in the weight of physically lifted objects compared to
younger adults (Norman et al., 2009). Weight ratio judgments
(i.e., how much lighter is object A compared to object B) become
significantly less accurate with ageing (Holmin and Norman,
2012) and the thresholds for accurately detecting such differ-
ences are over fifty per cent higher in older, compared to younger
adults (Norman et al., 2009). If these behavioral changes are
linked to impaired (or imprecise) motor simulation of the same
actions, they may at least partly explain the age difference in our
task.

We also observed a systematic bias in weight estimation, which
may be reflective of the motor system of the observer. Specifically,
older adults tended to report that all weights were toward the
upper end of the weight scale in the large box condition, but not
the small box condition, while younger adults showed a bias to
report lighter weights in the small box condition and showed no
bias in the large box condition. We can speculate that some form
of motor simulation was recruited, as older participants would
be expected to experience more difficulty lifting heavier weights,
whereas younger participants should be more confident in their
abilities with all weights. Interestingly we also observed that older
adults’ subjective judgment about their action-related skills was
reflected in task performance. Specifically, accuracy performance
(slope) in the deceptive small box condition correlated positively
with older adults’ perceived manual ability to use small tools and
perform actions related to the use of the hands. Weight estimation
in the large box condition was also related to older adults’ per-
ceived confidence in movement. Specifically, those who reported
being more cautious in carrying out movements, i.e., perceived
their own movements to be slower than usual and monitored
them more, tended to have better performance in the large box
condition than those with higher confidence indicator scores, a
score that has been linked previously to physical motor perfor-
mance (Potter et al., 2009). Potter et al. (2009) noted that higher
confidence indicators may be associated with higher minor errors
in simple motor execution with advancing age. This may relate
to the fact that, while some older adults may experience evolving
changes in motor ability, they have yet to revaluate and inte-
grate such declines into perceived abilities (Potter et al., 2009).
Therefore, those who were more aware of their motor abilities
showed better performance in the current perceptual weight judg-
ment task across the small and large box conditions. However,

it must be acknowledged that such findings are based on the
self reported motor abilities of the older adult participants. The
inclusion of more objective measurements of neuropsychologi-
cal and physical motor capacity would be of benefit to future
studies.

CONCLUSION AND FUTURE DIRECTIONS
The current findings advance our understanding of how action
perception is affected by the ageing process. Our results strongly
suggest that we become increasingly reliant on robust visual cues
to interpret the actions of others with advancing age. One possible
consequence of this change is that older adults may be compro-
mised in detecting subtle differences between motion profiles in
action sequences, which may carry information about the inten-
tion of the actor. For example, a recent study showed that older
adults were less sensitive to differences in the timing of interac-
tions between two human characters (Roudaia et al., 2013). The
timing of events carries important information about causality
(Michotte, 1963). When the events involve human movements,
the timing of movements carries important social information,
such as deception. Due to such changes, it is possible that the
ageing brain may use compensatory strategies for action interpre-
tation. For example, the context in which an action is embedded
may become essential for older adults to interpret the action,
as it has been shown for younger adults in terms of mapping
(Iacoboni et al., 2005) and/or inferring the meaning of others’
actions, particularly when the observed actions are not encoun-
tered on a regular basis (Liepelt et al., 2008). Recent evidence from
an object categorization study shows that the effect of context
is more pronounced in older than younger adults (Rémy et al.,
2013). It may be the case that a similar effect can be found in
action understanding with advancing age.

Although the role of visual cues appears to be a plausible
account for the present findings, similar to younger adult stud-
ies (e.g., Hamilton et al., 2004), the bias found for heavier weights
and the correlation between weight judgment and self-perceived
action capabilities in older participants suggests that some level of
motor engagement may have affected task performance. Future
studies should aim to disentangle the relative contribution of
declines in physical and perceptual function on action perception
with ageing. Finally, examining action understanding at multiple
levels of analysis, including why an action is performed, may pro-
vide further insight into which facets of action perception remain
intact or are negatively affected by the ageing process.
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APPENDIX
Subset of items taken from the Perceived Motor-Efficacy Scale. Underlined items are reverse scored.

3. I usually do not attempt complex movements because I find it difficult to perform them well
4. I rarely avoid certain movements in case I fall
7. I do not feel more anxious than I used to when carrying out certain movements
9. I am not very good at activities involving precise manual movements
10. I am likely to have some difficulty using a knife and fork
11. I feel confident at adjusting movements to improve their accuracy or efficiency
12. I do not have to monitor, or keep an eye on my movements, more than I used to
14. I feel I am good at activities involving hand-to-eye coordination, such as catching a ball
15. I believe I would have no problems running for a bus if I had to
16. I rarely worry about climbing up or down stairs
19. I expect to be able to shift smoothly from one movement to another
21. I feel that my movements are slower than they used to be
23. If I were to trip-up, I am confident that I could prevent myself from falling to the ground
24. I am likely to have difficulty walking to the top of a large flight of stairs
27. I expect to be able to learn new movements within a short time
32. I consider myself to be good at activities requiring the precise timing of actions
33. I am confident in my ability to walk a long distance without any difficulties
37. I am not likely to have difficulties getting about outside in the wind
38. I believe I can easily perform the actions required when using kitchen or bathroom taps
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The article explores the possibilities of formalizing and explaining the mechanisms that
support spatial and social perspective alignment sustained over the duration of a social
interaction. The basic proposed principle is that in social contexts the mechanisms
for sensorimotor transformations and multisensory integration (learn to) incorporate
information relative to the other actor(s), similar to the “re-calibration” of visual receptive
fields in response to repeated tool use. This process aligns or merges the co-actors’
spatial representations and creates a “Shared Action Space” (SAS) supporting key
computations of social interactions and joint actions; for example, the remapping between
the coordinate systems and frames of reference of the co-actors, including perspective
taking, the sensorimotor transformations required for lifting jointly an object, and the
predictions of the sensory effects of such joint action. The social re-calibration is proposed
to be based on common basis function maps (BFMs) and could constitute an optimal
solution to sensorimotor transformation and multisensory integration in joint action or
more in general social interaction contexts. However, certain situations such as discrepant
postural and viewpoint alignment and associated differences in perspectives between
the co-actors could constrain the process quite differently. We discuss how alignment
is achieved in the first place, and how it is maintained over time, providing a taxonomy
of various forms and mechanisms of space alignment and overlap based, for instance,
on automaticity vs. control of the transformations between the two agents. Finally, we
discuss the link between low-level mechanisms for the sharing of space and high-level
mechanisms for the sharing of cognitive representations.

Keywords: joint action, perspective taking, basis function, sensorimotor transformation, spatial alignment, mental

alignment, social interaction

INTRODUCTION
Goodale and Milner (1992) proposed a segregation into
perception-for-identification (of objects) vs. perception-for-
action and empirically corroborated this claim in later work relat-
ing the former to the ventral (occipito-temporal) and the latter
to the dorsal (occipito-parietal) processing stream, respectively
(Milner and Goodale, 2008). While the ventral stream seems to
employ relative metrics based on an environment-/object-based
frame of reference (FOR), the dorsal perception-for-action stream
codes “real” distances within an egocentric FOR (Aglioti et al.,
1995; Ganel et al., 2008). This distinction is crucial in the present
context, where we will focus primarily on perception-for-action
and the properties of the dorsal stream.

The way we organize and neurally represent the space around
us in the dorsal stream is functional to action performance and
not only to the description of where objects are (Goodale and
Milner, 1992; Rizzolatti et al., 1997). During sensorimotor learn-
ing, the actions we perform shape our perceptual representations

so that they support efficient sensorimotor transformations such
as the calculation of the motor commands required to achieve
a goal (e.g., reaching and grasping an object) and the predic-
tion of the sensory consequences of actions (Wolpert et al.,
1995; Pouget et al., 2002). These sensorimotor transformations
are often (but not exclusively) linked to a brain network that
includes the dorsal processing stream, i.e., the posterior parietal
cortex (Colby and Goldberg, 1999; Ferraina et al., 2009a), the
premotor cortex (Graziano et al., 1994; Rizzolatti and Luppino,
2001), yet, also the cerebellum (Wolpert et al., 1995; Kawato,
1999).

This tight relationship between visuo-spatial representations
and actions implies that spatial locations must be encoded in
relation to the instantaneous and multisensory internal represen-
tation of the agent’s body in order to account for the flexibility and
precision of action execution, disregarding other aspects such as
the particular body posture and limb locations in relation to the
environment (Gross and Graziano, 1995).
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This action-based view of visuo-spatial processing in the dorsal
stream predicts that the neuronal mechanisms supporting spatial
perception and multisensory integration should be dynamic. In
this vein, Head and Holmes (1911) have proposed that the brain
maintains and continuously updates a multimodal representation
of the body: a body schema. During movement or learning of
new motor skills, the body schema is updated to code where the
body parts are located in space and what is their configuration.
During development, the body schema is updated to code for new
action possibilities due to growth or the acquisition of new motor
skills. Furthermore, the body schema should incorporate action-
relevant objects and thus be updated when using tools that (for
example) extend the reach. For example, the visual response fields
of bimodal neurons in monkey intraparietal area (modulated by
both somatosensory and visual stimulation) expand as an effect of
tool use to include the entire length of the tool (Maravita and Iriki,
2004). In other words, learning to use novel tools stretches the
body schema or extends the internal representation of the actor’s
hand (Arbib et al., 2009). Patients suffering of hemispatial neglect
in their near space, as a consequence of parietal cortex lesions,
display symptoms in the far space when using a tool to extend
their action potentials (Berti and Frassinetti, 2000). Other studies
showed that tool use also influences perceptual judgments; for
instance, the egocentric distance to a target object is perceived
smaller when holding a tool (Witt and Proffitt, 2008). These
studies suggest that the dynamic aspects of multisensory receptive
fields and perceptual representations depend on the execution
of goal-directed actions, consistent with the idea of a common
coding of perception and action in ideomotor theories (Prinz,
1997).

In this article we extend the principles of the action-based
approach to the case of social interactions. We propose that
co-actors engaged in social interactions and particuarly those
having common goals (e.g., lifting together a table, playing beach
volleyball as a team) are able to include other-agent’s operational
spaces in their own space representation.

Numerous studies have shown that co-actors’ perception-
action loops are not independent but can influence each other
(Sebanz et al., 2006). This evidence can be interpreted using a
non-representational framework that describes interacting agents
as coupled dynamical systems (Kelso et al., 2013). Alternatively,
it has been proposed that co-actors continuously use predictive
mechanisms (e.g., forward models) to predict both one’s own and
another’s actions, and successively integrate this information to
form an action plan (Sebanz and Knoblich, 2009). The prediction
of another’s action is often described in terms of an action simula-
tion that reuses the same internal models as those implied in one’s
own motor control (Blakemore and Decety, 2001; Wolpert et al.,
2003; Jeannerod, 2006; Pezzulo et al., 2007, 2013; Dindo et al.,
2011; Pezzulo, 2011a,b). This mechanism is plausibly a costly one,
as it requires planning and controlling one’s own actions while at
the same time simulating the co-actor’s (possibly using the same
internal models for both control and simulation). Furthermore,
simulating another’s actions requires an intermediate computa-
tional step (i.e., transformation) when the actors are not perfectly
aligned in space: an egocentric “shift” from the observer’s to the
observed FOR, which is often called perceptual (Johnson and

Demiris, 2005) or visuo-spatial perspective taking (e.g., Zacks and
Michelon, 2005).

While not denying the importance of the aforementioned
mechanisms based on dynamic coupling and action simulation,
we advance a theoretical proposal based on the idea that an
agent performing a joint action could benefit from an additional
mechanism, a neurally represented “Shared Action Space” (SAS),
which directly incorporates information relative to the co-actor in
one’s own mechanisms for space representation and sensorimotor
transformation.

SHARED ACTION SPACES SUPPORT JOINT ACTIONS
The basic proposed principle is that in social contexts the
mechanisms for sensorimotor transformations and multisensory
integration (learn to) incorporate information relative to the
co-actor. As an effect, the mechanisms supporting spatial rep-
resentations of both agents are re-calibrated, in analogy to the
re-calibration of visual receptive fields due to tool use (Maravita
and Iriki, 2004). Thus, the co-actors can perceive and act using
a SAS (where the word “shared” is chosen in analogy with the
idea of sharing cognitive representations during joint actions
(Sebanz et al., 2006); see below for a relation between these
phenomena).

The social re-calibration provides a useful ground for per-
forming numerous computations required for joint actions;
for example, remapping coordinate systems and FORs (e.g.,
from my-eye-centered FOR to a your-eye-centered FOR or even
our-position-centered FOR), sensorimotor transformations (e.g.,
learning the movements and amount of force necessary to lift
an object jointly with another agent), and motor-to-sensory
transformations such as forward modeling (e.g., predicting the
sensory consequences of a joint action). The social re-calibration
might thus constitute an optimal solution to sensorimotor trans-
formation and multisensory integration in joint action or more in
general social interaction contexts.

A SAS is usually extended compared to the individual action
spaces of the co-actors and includes subspaces where actors inter-
act or use other motor potentials. The extension of the operational
space supports joint actions requiring both simultaneous and com-
plementary actions. Consider for example the case of two persons
lifting a heavy object together and simultaneously. In this case,
the SAS may include social affordances (e.g., lifting affordances)
that are not available to any of the individuals, who would not
be capable of lifting the object by themselves (see also Richardson
et al., 2007).

As an example of complementary actions, consider a beach
volleyball team of two players. The team can reach the ball
everywhere within their half of the field even if each individual
player can only reach a part of it; thus the group’s SAS is extended
compared to the individuals’ operational space. Figure 1 provides
a more detailed specification of the latter case. Three agents (1, 2,
and 3) have their own operational space (S1, S2, S3, respectively)
but also portions overlapping (S4 and S5) where agents could
interact. The sum of S1, S2 and S3 represents the group’s SAS.
Thanks to this space, it is possible for agent 1 to “move” the
cup to the left side of agent 3 even if he cannot physically reach
such location. To perform this action he has first to pass the cup
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FIGURE 1 | A schematic illustration of SAS.

to agent 2 (object in S4); subject 2 will then pass the object to
agent 3 (object in S5) that, finally, will move the cup in the final
position.

Operational spaces are of different significance. S4 and S5
represent “physically” SAS. In S4 both 1 and 2 could physically
interact. The same is for S5 where the interaction is among
2 and 3. The extension and use of S4 and S5 depend on the
inter-subject distance and relative orientation (both influenced by
many factors; see below). However, for each of the subjects, the
action space can be extended to the “virtually” SAS, even when
direct interaction is not possible; for example, moving objects
from S3 to S2 (or from S1 to S2) becomes an available option
for all components of the group. If an agent (say, 1) neurally
represents the virtually SAS, it can execute a single sensorimotor
transformation to (plan to) move the cup from S1 to S3.

This example illustrates that groups such as those shown in
Figure 1 have mixed ownership of space representations. Fur-
thermore, the operational space of group members is extended.
We propose that this phenomenon is produced by the neuronal
mechanisms that support sensorimotor transformations, which
are re-calibrated during social interactions. The re-calibration is
similar to the extension of action possibilities due to tool use,
except that the skills and action repertoires of the other group
members are like “tools” that extend the individual action space
into a SAS affording the achievement of individualistic and joint
goals.

Note however that being physically close to other persons
might not be sufficient to establish a SAS; it depends on the
requirements of the situation as well as various social factors how
(for example) S3 is merged into the shared space. If the action
goal is to simply place the mug on the “far side” of S3 then the
shared space would be a merged space as shown in Figure 1. If
the goal is to place the mug on “left side” of S3 then at least
agent 2 would need to represent S3’s left/right axis taking her
orientation into account. Different situations might require other
kinds of information such as the position, the line of sight, the
goals or even the preferences and motor skills of the co-actor.
Furthermore, since co-actors are not simple tools with only a
passive role, social factors come into play such as the familiarity

and trust of the co-actors in one another, as well the nature of
the social interaction (say, cooperative vs. competitive) and the
type of social context itself (e.g., informal vs. formal). Overall,
then, various task and social requirements affect the way SAS are
generated; see Section Prerequisites for Forming Shared Action
Spaces and a Proposed Taxonomy.

The rest of the article is organized as follows. Section “Neuro-
Computational Mechanisms Supporting Shared Action Spaces”
describes the concept of SAS and proposes a neuro-computational
mechanism for its implementation. Section “Prerequisites for
Forming Shared Action Spaces and a Proposed Taxonomy” dis-
cusses the necessary preconditions for forming SAS and advances
the idea that different mechanisms, based on automatic motor
resonance or on deliberate embodied simulation, could be
required depending on spatial relations and angular disparity
alignment between the agents. Section “Socio-Cognitive Aspects
of the Shared Action Space” discusses the relations between the
idea of Shared Action Space and the sharing of cognitive repre-
sentations and intentions.

NEURO-COMPUTATIONAL MECHANISMS SUPPORTING
SHARED ACTION SPACES
The brain of living organisms receives information about the
external world (e.g., the position of an object) from different
sensory modalities (e.g., visual and auditory) and encodes them
using different FORs, for example, eye-centered (i.e., distance
between object and eye) for visual information and head-centered
(i.e., distance between object and eye) for auditory information
(Buneo and Andersen, 2006). Furthermore, information can be
encoded in different coordinate systems; for example, the visual
modality could encode the distance between object and eye
in Cartesian (or polar) coordinates, centered at the eye or at
other body’s parts (Lacquaniti et al., 1995). This multimodal
information is spread in different brain areas; for example, it
has been proposed that the parietal regions could use both eye-
centered and hand-centered coordinates (Buneo et al., 2002;
Ferraina et al., 2009b) and the premotor cortex could use body-
centered representations (Caminiti et al., 1991; Graziano et al.,
1994) or intermediate relative-position codes (Pesaran et al.,
2006).

This information of the external world can be used to solve
different problems in sensorimotor control. A first problem is
multisensory integration, which consists in integrating informa-
tion from different modalities to obtain a robust estimate of
the position of the object, which in turn could require coor-
dinate transformation and the remapping (or combination) of
different coordinate frames. Still another problem is sensorimotor
transformation, such as for example generating motor commands
to reach and grasp the object (which in computational motor
control is usually linked to internal inverse models). Solving this
problem often requires coordinate transformations, too, such as
when an eye-centered FOR used to visually locate the object
has to be transformed in a body-centric or an object-centered
FOR (representing the distance between the target object and the
hand position and, finally, the effector shape) that could be more
appropriate for reaching and grasping it (Jeannerod and Biguer,
1989). The opposite transformation (motor-to-sensory) is often
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required for the sensory prediction of action consequences, which
in computational motor control is often linked to internal forward
models (Wolpert et al., 1995).

A recent computational theory of how the brain implements
multisensory integration and sensorimotor transformations is
the “basis functions” framework of Pouget and Snyder (2000)
and Pouget et al. (2002). We adopt the “basis functions” frame-
work to formulate our theory of SAS (but note that our the-
ory can also be implemented differently and does not strictly
depend on the basis function framework). In the basis function
framework, all the streams of information are bi-directionally
linked to a common basis function map (BFM; see Figure 2
Panel A).

The integration of signals at the level of the BFM (equivalent
to an intermediate layer of a multi-layer network) permits solving
sensorimotor problems using principles of statistical inference.
It permits coordinate transformation because the BFM essentially
encodes locations in multiple frames of reference simultaneously,

creating a mixed FOR. It permits multisensory integration as
multiple estimates (say of an object position) obtained by differ-
ent sensory modalities (e.g., visual and auditory) can be combined
in a mixed FOR and weighted by the relative reliability of the
sensory modalities (e.g., visual information can be more reliable
than auditory information).

There is indeed physiological evidence for such “combined
representations” between inputs from different propriocep-
tive coordinate systems. Andersen and colleagues (reviewed in
Andersen, 1994) reported neural populations in the macaque
parietal cortex where the preference of specific neurons for a
specific retinal location (i.e., the visual signal) was modulated
by either head position lateral intraparietal (LIP) area or input
form the labyrinth (area 7a). As a whole population such neurons
have been proposed to encode combined maps as modeled by
Pouget and colleagues (Pouget et al., 2002) as well as Andersen
and colleagues (Andersen, 1994). What these results also suggest
is that the egocentric perspective of an agent is the result of

FIGURE 2 | (A) BFMs permit combining different coordinate systems into a unique representation that encodes locations in multiple frames of reference;
figure adapted from Kessler (2000). Panel (B) an equivalent BFM combining representations of different agents.
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the non-linear combination of several proprioceptive FOR that
encode locations simultaneously in eye-, head-, and body-related
coordinates. For action-related coding limb-relative encoding of
spatial locations could be particularly important and has indeed
been reported in parietal area 7b of the macaque brain (Gross and
Graziano, 1995).

Furthermore a basis function model proposed by Pouget and
Sejnowski (1995) and Pouget and Sejnowski (1996) was able to
explain a striking modulation of hemispatial neglect reported by
Karnath et al. (1993). Karnath et al. showed that a stimulus in
the affected hemifield could be perceived much more easily by
neglect patients when they turned their body towards the stim-
ulus. This revealed a direct modulation of eye-centred input by
proprioceptive information about body posture in neglect, which
was elegantly explained by Pouget and Sejnowski’s combined basis
function model.

The basic architecture shown in Figure 2. Panel A also permits
implementing efficient sensorimotor transformations (say reaching
towards the object) not only because it supports the necessary
coordinate transformations regardless of the sensory modality
(e.g., from eye- or head-centric to body-centric FOR) but also
because the BFM serves as an intermediate layer that permits
approximating the nonlinear sensory-to-motor mapping as a
combination of linear problems, see Pouget and Snyder (2000).
As the information can flow in any direction (e.g., from sensory to
motor but also from motor to sensory inputs), the same network
permits also forward modeling and the prediction of the sensory
consequences of actions.

Figure 3 shows a BFN-based neural architecture supporting
reaching actions that combines inputs from multiple (sensory
and motor) modalities. Due to the bidirectional links, it supports
transformations in all directions; for this reason, all the sources of
information, either sensory or motor, can be considered both as
inputs and outputs depending on the task at hand (e.g., a sensori-
motor transformation from vision to action or a prediction from
action to vision).

FIGURE 3 | Putative architecture supporting reaching actions; from

Pouget et al. (2002). Multiple stimuli dimensions, coded in different FORs,
converge into BFMs that support sensorimotor transformations.

FROM INDIVIDUALISTIC TO INTERACTIVE SENSORIMOTOR
TRANSFORMATIONS
We argue that a similar architecture of combined basis func-
tions can support joint action problems and the formation of
a SAS between co-actors when information relative to the co-
actor (e.g., its position, its actions) is linked to the BFMs.
As shown in Figure 4, this can be achieved by extending the
basis function idea of Figure 3. One possibility is that a single
BFM can include sensory and motor modalities of oneself and
another agent (e.g., one’s own and another’s eye, head and/or
body positions). This map would support “individualistic” sen-
sorimotor transformations (e.g., predict only the consequences
of one’s own actions) when it only receives input relative to
oneself. When it also receives inputs relative to another agent, the
same network supports “social” sensorimotor transformations
(e.g., predict the combined consequences of own and another’s
actions). Another possibility, suggested in Figure 4, is that two
separate BFMs code for individualistic and social sensorimotor
transformations. In either way, the BFMs would come to encode
a SAS in the sense that it simultaneously encodes the sensori-
motor transformations of both agents, and beyond (e.g., actions
that they can only do together such as lifting together a heavy
object).

It is worth noting that sensorimotor transformations and
remapping are predictive processes. For example, Duhamel et al.
(1992) showed that receptive fields in LIP shift in the direction
of saccades before the eyes have moved, and this mechanism
maintains the visual scene stable. Similarly, sensorimotor trans-
formations in the SAS are likely to be predictive processes about a
co-actor’s future actions and how shared affordances may develop
accordingly, which, in turn, is necessary for real-time coordina-
tion. In a similar vein, most theories of social interaction and joint
action use the concepts of action simulation and forward modeling
to emphasize that predictive processing is necessary for a correct
unfolding of the interaction dynamics, see Pezzulo et al. (2013)
for a review.

FIGURE 4 | A schematic representation of a BFM supporting

perspective taking and joint actions. See main text for explanation.
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Note that all the associations shown in Figure 4 between
the individual modalities and the BFMs) are bidirectional. This
implies that not only the input modalities influence the BFM,
but also vice versa, and so in principle an input can influ-
ence backward any other input. In “individualistic” sensorimotor
transformations the bidirectionality creates subtle effects (some of
which are empirically observed), including the fact that receptive
fields linked to a given modality (say, auditory) can “shift” and the
amplitude of their response changes when the inputs in any other
modality change (e.g., when eyes are moved) (Pouget et al., 2002).
This suggests the intriguing possibility that in the presence of SAS
the coding of information relative to the others can influence
one’s own multisensory coding. This possibility remains to be
investigated in the future.

A potential problem with our proposal is that while one’s
own body’s sensory and motor information is readily available
through sensation and proprioception, the same is not true for
information concerning a co-actor. However, several studies show
that the boundaries of the body are not fixed and “bodily” repre-
sentations can generalize and respond for example to the touch
of a rubber hand (Botvinick and Cohen, 1998). Furthermore,
there are various brain areas that encode “social” information,
and which could give access to (at least a part of) a co-actor’s
sensory, motor, and affective information, thus providing the
kind of inputs required for our model. One possible source of
information is the superior temporal sulcus (STS) that is implied
in biological motion perception and could encode another’s visual
and postural information (Saygin, 2007). Recently, Kessler and
Miellet (2013) reported the so-called “embodied body-gestalt”
effect (eBG), where the instantaneous posture of the observer
directly impacts on how efficiently occluded bodies of other peo-
ple are integrated into a body gestalt. This seems to suggest that
proprioceptive information, i.e., the own body schema, directly
impacts on the perception of another’s posture and actions,
which could be mediated by combined representations in form
of basis function networks. In extension of the eBG, physiological
evidence exists for combined representations in the perception
of space in relation to another’s body in form of visuo-tactile
neurons that are sensitive to visual stimuli linked to another’s
body (Ishida et al., 2010); see also Thomas et al. (2006).

Furthermore, mirror neurons could give access to informa-
tion relative to another’s actions and their goals (Rizzolatti and
Craighero, 2004). Mirror responses are sensitive to the opera-
tional space of perceived agents (Caggiano et al., 2009) and so
could therefore signal the potentialities for interaction and the
utility of integrating another’s actions into one’s own sensorimo-
tor transformations (for example, for executing complementary
actions). Mirror neurons are part of a wider “action observation
network (AON)” that includes parietal, premotor, and occip-
itotemporal regions within the (human) brain and processes
various kinds of information relative to other agents (Kessler
et al., 2006; Biermann-Ruben et al., 2008; Grafton, 2009; Neal
and Kilner, 2010). All this information is potentially relevant as an
input dimension for forming the SAS (i.e., as one of the peripheral
boxes of Figure 4). Furthermore, an intriguing possibility is that
(portions of) the AON might constitute a proper part of the SAS
itself rather than providing one of its inputs. If this is true, social

resonance, mirror responses, and the body-gestalt effect could
be reflections of the such combined representations (formalized
here as BFMs and networks). Finally, resonance mechanisms (e.g.,
empathy for pain, Avenanti et al., 2005) could give access to
another’s affective states that could be useful to modulate the
sensorimotor interaction, see Section Problems and Open Issues
of the Current Proposal.

It is worth noting that all the aforementioned processes act
largely automatically. However, social cognition is supported by
a range of deliberate mechanisms, too, which are often referred
to as a “mentalizing” network (Frith and Frith, 2008). Although
these mechanisms are typically associated with high-level infor-
mation (e.g., inferring the beliefs of other agents) there are
various demonstrations that they can influence social perception
and ongoing action simulations, see Pezzulo et al. (2013) for
a review. This suggests that an additional input can be pro-
vided by deliberate forms of perspective taking and embodied
simulations that differ substantially from automatic effects. In
Section Prerequisites for Forming Shared Action Spaces and a
Proposed Taxonomy we elaborate on the idea that different kinds
of spatial arrangements between the co-actors make some inputs,
but not others, available, determining different characteristics of
the SAS.

Overall, the mechanism shown in Figure 4 can integrate vari-
ous aspects of the co-actor’s sensory, motor, and goal information
(at least after proper training, see later). Although this informa-
tion cannot be as reliable as one’s own proprioception, it could
suffice to support efficient sensorimotor interactions and joint
actions.

HOW JOINT ACTION PROBLEMS ARE RESOLVED WITHIN A SHARED
ACTION SPACE
The SAS exemplified in Figure 4 provides a neuronal substrate
permitting actors to co-represent the other agent(s) and to sup-
port joint actions (or more generally social interactions) effi-
ciently. For example, it could permit perspective taking and the
remapping of egocentric eye-centered coordinates between the
co-actors (providing that an estimate of the co-actor’s position
can be obtained). It could permit taking another’s movements
into consideration when planning an action, which is useful for
avoiding collisions but also for modulating one’s actions so that
the combined effect with the co-actor’s actions is appropriate
(say, when lifting a table together, the table remains stable and
horizontal), or for calculating the combined operational space of
the co-actors, as in the beach volley team example before. Below
we discuss in detail how the SAS permits solving a few selected
problems of joint actions and sensorimotor interactions.

Extending the operational space; multisensory aspects
As we have discussed before, experiments on tool use show that
multisensory representations remap when new skills are acquired,
suggesting that they code for an “operational space” that depends
on action possibilities (e.g., how far I can reach) rather than
absolute position of objects in space. The same multisensory
remapping could occur as a consequence of the formation of a
SAS, in which the action possibilities of co-actors (or more gener-
ally of agents engaged in social interactions) extend. For example,
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a somatosensory remapping could occur as a consequence of
the extended operational space of a team of beach volleyball
players; somatic and visual responses could be elicited that are
linked to parts of the space that can be reached by any of the
team. Figure 1 provides a schematic illustration of an extended
operational space.

In analogy with the aforementioned evidence on tool use, it
can be argued that every player sees the other players as “tools”
that extend their bodies and action possibilities; for example,
stretching the space that can be reached. A study conducted by
Thomas et al. (2006) shows that sensory events can be elicited
that are associated by the body of another person. The authors
propose that such “interpersonal body representations” could be
elicited automatically when seeing another person (thus, engaging
in a joint action is not necessary).

The multisensory remapping could profoundly change the way
we organize the space around us. A common distinction in spatial
cognition is between peripersonal and extrapersonal space (Previc,
1998). Although different sub-divisions have been proposed, they
are often described in terms of what actions they support (e.g.,
grasping space, ambient extrapersonal space as the space where
visual inputs can be collected), that is in terms of operational
space; see Rizzolatti and Luppino (2001). This conceptualization
suggests the possibility that what is considered a peripersonal or
an extrapersonal space changes as a function of social interactions;
for example, the peripersonal space of a team of beach volleyball
players could combine the individual peripersonal spaces with
mixed ownership. In this case, the extended operational space
consists of two peripersonal spaces with overlapping parts. Sim-
ilarly, the extrapersonal space that normally is mapped by visual
or acoustic modalities (but also olfactory; Koulakov and Rinberg,
2011) should be influenced by social interaction. A portion of
the visual space hidden by an obstacle could be re-integrated
in the internal representation of the extrapersonal space using
information provided by co-actors.

Extending the operational space; motor aspects
Up to the moment we have discussed somatosensory remap-
ping. However, extending the operational space also changes
what affordances and action possibilities are available. Twenty
years of research on mirror mechanisms have shown that mon-
keys and humans code for goal-directed actions performed
by other agents in a flexible way (Rizzolatti and Craighero,
2004) and can consider several details including the operational
space of the agents (Caggiano et al., 2009) and the possibil-
ity of complementary actions (Newman-Norlund et al., 2007;
for review see Kessler and Garrod, 2013). Other studies sug-
gest that humans can code for the action possibilities of other
agents, too, and that objects can activate affordances both when
they are in one’s own and another’s reaching space (Costantini
et al., 2010, 2011a,b). This evidence can be linked to the idea
of a SAS that is extended compared to the individual action
space. The SAS sketched in Figure 4 is modulated by both one’s
actions and another’s actions, and one’s affordances and another’s
affordances.

This information, once coded in the SAS, can be used for
performing joint actions. For example, a beach volley player

can use the model shown in Figure 4 to predict whether or
not a teammate will catch the ball and so prepare in advance a
complementary action.

Note that in the beach volleyball example the operational space
is the combination of the individual operational spaces. There
are other cases in which the presence of two or more co-actors
creates truly novel possibilities for action. Consider for example
an agent facing the problem of producing the necessary actions
(including body and arms posture, force, etc.) to lift a heavy object
together with a co-actor. The object cannot be lifted by any of the
agents, but can be lifted if both combine their efforts. A problem
is how an individual agent can form a motor plan or predict the
consequences of a joint action. If she can only use her internal
models (e.g., forward models) without taking into consideration
her co-actors actions, she cannot generate the sensory prediction
that the heavy object will be lifted. However, if her sensorimotor
transformations are based on a SAS, her/their forward model can
consider the combined effects of her and the co-actor’s actions,
and predict effects that cannot be produced by individual actions.
In a similar way, a SAS could permit an agent to incorporate
another’s motor acts (e.g., the force that she will apply) into
his own plans and mesh them for more accurate control and
prediction.

It is important to distinguish between action goals that are
congruent between the agents (e.g., imitation of martial arts
movements during practice), that are complementary between
the agents (e.g., during standard dance), and that are competitive
(e.g., during martial arts competition). For instance, these goals
may directly influence how information about another’s action
space is integrated into the egocentric basis-function map(s).
That is, one could think of another modulation in form of a
basis function (e.g., sigmoid as in Figure 2A) that would reflect
space/action selection likelihood, thus, resulting in dynamically
augmented vs. inhibited spaces and actions. These space/action
landscapes could dramatically differ depending on goals that are
congruent, complementary, or competitive. For example, when
imitation of a movement is required the basis function would aug-
ment the same action as expected/observed in the other agent. For
a complementary or a competitive joint action the identical action
expected/observed in another agent would be suppressed while
an appropriate complementary action (that could be defensive or
aggressive in the competitive case) would be augmented. These
examples illustrate that the functioning and even the coding of
BFMs are highly task- and goal-dependent.

Multisensory integration
The mechanism shown in Figure 4 permits combining the action
space of two (or more) individuals. In turn, this permits inte-
grating perceptual and motor streams of two or more individuals,
which might prove useful for example for state estimation. Con-
sider the problem of estimating the position or trajectory of an
object lying between two persons (say a ball in beach volleyball).
An actor’s eye/head coordinates of the ball are mapped onto her
body/hand coordinates for action. At the same time, these are
combined with the action space of the other person forming a
SAS. Within the shared space, sensory and motor information of
the other person can be integrated as well that might help forming
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a more robust estimation of the ball trajectory or position. For
example, an actor can use the co-actor’s movements (e.g., if she
moves towards the ball or not) as an additional source of evidence
for estimating the ball (actual and future) position.

Perceptual perspective taking and the remapping between frames
of reference
As mentioned in the previous sections, the social context itself
as input could have a direct modulatory effect on the combined
representations in the basis function network(s) triggering a tran-
sition from an individualistic to a social or SAS. This may result
in a combined operational space (a BFM of higher complexity,
cf. Figure 4) or in a full switch to another action-guiding FOR;
in other words perspective taking. In Section Prerequisites for
Forming Shared Action Spaces and a Proposed Taxonomy we will
describe in detail the spatial conditions under which perspective
taking becomes necessary, while it is essential at this stage to
point out the importance of the social context. In specific social
situations, e.g., in a formal or hierarchical context such as a job
interview, it is more likely that we adopt the other’s FOR (i.e., the
interviewer’s perspective) than when chatting to a friend. Kessler
(2000) proposed that such a direct influence of social context
could also be represented as a combination of basis functions,
where the likelihood of adopting the other’s FOR (or any other
non-egocentric FOR) increases with the formality/hierarchy (see
Tversky and Hard, 2009, for other dimensions) of the social
context (cf. the eye/head model by Pouget and Sejnowski (1995,
1996) shown in Figure 2A, where “formality of social context”
would be quantified on the y-axis and “FOR orientation” on the
x-axis).

While social context could mediate the likelihood for adopting
another’s FOR, the transformation process between the egocen-
tric and the other’s FOR is a somewhat different matter. We
propose that under specific circumstances, i.e., when people are
spatially aligned the transformation between the egocentric FOR
and the other’s FOR could be computationally equivalent to the
usual re-mappings of coordinate frames (say from eye- to hand-
centered) necessary for the individual to plan and control reach-
ing and grasping actions (see next sections for details). Evidence
indicates that such egocentric-to-egocentric remapping can give
access to sources of evidence that are unavailable to any of the two
original perspectives (Becchio et al., 2013).

In contrast to the case when people’s viewpoints are aligned,
when their viewpoints are mis-aligned their operational spaces
cannot be easily merged and an action-guiding FOR must be
chosen or negotiated (see next sections for details). This could be
the FOR of one of the agents but some joint actions could ben-
efit from adopting a common allocentric (e.g., object-centered)
FOR, where it could be easier to exert detailed control over the
combined effects of actions (e.g., ensuring that a lifted table
remains horizontal). Although it remains largely unknown what
coordinate frames are used during joint action, evidence indicates
that joint attention can change the FOR from an egocentric to an
allocentric one (Bockler et al., 2011).

In either case the transformation of the egocentric into a
mis-aligned target FOR (either the other person’s or an allo-
centic FOR) is not easily described by means of combined

basis functions. However, recent evidence suggests that this
transformation process could be a gradual transformation within
the body schema map(s) of the perspective taker (Kessler and
Rutherford, 2010; Kessler and Thomson, 2010; Kessler and Wang,
2012) that can be described as a shift within basis function
networks. Kessler (2000) proposed a network model that used
shifter circuits (Van Essen and Anderson, 1990) to shift the
egocentric FOR orientation via intermediate orientations into the
target orientation congruent to a simulated body rotation (Kessler
and Thomson, 2010), which would be equivalent to the use of
sensorimotor basis function networks in a “simulation mode”.
That is, the anticipated sensorimotor and visuo-spatial outcomes
are generated within the (individualistic) operational space by
gradual orientation shifts without actually executing the usually
associated movement. The result would be a spatially updated
operational space with a simulated (egocentric) viewpoint as ori-
gin that would be spatially aligned with an allocentric or the other
agent’s FOR.

PROBLEMS AND OPEN ISSUES OF THE CURRENT PROPOSAL
Despite its attractiveness, the basis function framework is com-
putationally complex and prone to scalability problems; these
problems could be magnified in social domains. Below we
shortly discuss potential problems and open issues linked to our
proposal.

An open issue is specifying how the computations linked to
the SAS (e.g., the basis functions in the BFMs) are learned in
the first place. In parietal cortex, mechanisms supporting sen-
sorimotor transformations only arise after training and can be
flexibly modified by new experience. In the same way, we propose
that the SAS and in particular the basis functions required for
the sensorimotor transformations are formed through learning.
Humans and other social species often learn sensorimotor skills
(e.g., lifting objects together with somebody other, playing volley-
ball) while engaged in social interactions and could acquire SAS
as part of the sensorimotor learning. Of course the quality of the
social skills and SAS depend also on the nature of the training;
sensorimotor transformations can be more or less reliable when
we play volleyball with our usual partners or when we interact
with a stranger (the differences are also due to the success or
failure of other mechanisms such as mindreading). Given that the
computations of the basis function framework are hard even in
individual domains, it is unclear if and how it can scale up to
“social” sensorimotor skills. A scheme that is often used for scala-
bility is making the architecture more modular. In this sense, it is
possible to hypothesize that the formation of a SAS could require
forming new BFMs specialized for social interactions rather than
(or in addition to) reusing and extending existing ones. Testing
these possibilities empirically is an interesting direction for future
research.

Another open issue is what is the better FOR for perform-
ing joint actions such as lifting an object together or passing
on an object. In some cases, a natural FOR can be the body
position/orientation of one of the two actors (e.g., the actor who
receives the object) (Tversky and Hard, 2009). This FOR permits
controlling the action from the point of view of the receiving agent
so that for example the “end-state comfort” (Rosenbaum et al.,
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2001) of the receiving agent can be optimized; as an example,
the giver agent can pass an object to the receiver agent so that
she grasps it comfortably (e.g., grasps a cup from the handle). In
other cases, such as for example in symmetric joint actions (e.g.,
lifting an object together), an allocentric (object-centered) FOR
can be used. Still another intriguing possibility is that joint actions
benefit from creating novel “we-centered” frames of references,
for instance a FOR that is centered between my body and your
body, and novel metrics such as “relative to the distance between
you and me” and “the sum of my force and your force”. The
peculiarity of these metrics is that they are modified by the
actions of both actors (e.g., the distance between you and me
changes as an effect of my actions and your actions). They could
be particularly efficacious for formulating some joint control
problems, such as for example monitoring the distance between
two volleyball players while performing a defence (Pezzulo, 2013).
The fact that social groups (or teams) are hierarchically organized
could further influence the form and extension of the SAS. A
related problem is that it remains unclear so far, how different
forms of spatial alignments and social requirements affect the
selection or merging of individualistic FORs for establishing a
common action space. This issue will be addressed in the next
section where propose a taxonomy of SAS.

In the present model we are assuming that during social
interactions agents perform with similar motivations. This is
often untrue. One of the two volleyball players, in our example,
could be more/less motivated during the match because of a
larger/smaller expected personal reward. As a consequence, his
influence on actions produced in the SAS will have more/less
strength and the partner has-to/could adapt for optimal perfor-
mance. Neural modulation for self and other reward outcome
expectation/monitoring has been shown in different areas of the
frontal lobe of primates (Chang et al., 2013) and the estimate
of self/other motivational variables have been proposed to act
as a gain modulation during common FOR generation (Chang,
2013). In this respect, a related issue to be considered is the
level of each agent’s altruism, strongly influencing behavior, as
revealed by all neurobiological studies exploiting game theory
based approaches to decision making (Tankersley et al., 2007;
Lee, 2008; Waytz et al., 2012). Because of these and other impor-
tant factors influencing social interaction, the amount of shared
space used by each individual and the number and contribu-
tion of actions to common goals are expected to be negotiable
and more dynamic than what we are describing with our over
simplification.

Finally, both the present model and most of the studies that
explored action space of individuals and joint actions all dealt
with agents unmoving. However, during a beach volley match
every player changes his position continuously and so do the
teammates. The same argument could be valid for describing
synergic actions directed to objects that will change their position
in space as a consequence of the cooperation. In all these cases,
the SAS is dynamically updated in extension and boundaries in
a non-easily predictable way. In this situation, a body-centered
FOR of the action space could facilitate this continuous update
of the representation of overlapped portions of the space more
than an object-based or extra-personal FOR. Thus, our model

is partial for describing all possible sources and forms of action
space sharing and will require further aspects to be included in
the future.

PREREQUISITES FOR FORMING SHARED ACTION SPACES
AND A PROPOSED TAXONOMY
Up to now we discussed basic forms of integrating individualistic
action spaces and hinted that different forms or mechanisms
could be employed depending on social and spatial factors. One
important distinction was made in relation to different action
goals. We distinguished between action goals that are congruent
between agents (e.g., imitation of martial arts movements during
practice), that are complementary between agents (e.g., during
standard dance), and that are competitive (e.g., during martial
arts competition). These goals directly influence how information
about another’s action space is integrated into basis-function
maps, resulting in dynamically augmented vs. inhibited spaces
and actions. While the goals differ, all these operations assume
that the two action spaces can be directly merged into a shared
space. However, direct merging might not always be appropriate
and in the current section we will elaborate on the different
mechanisms for combining spaces that define different types
of SAS. Note however, that all shared spaces and combinatory
mechanisms can be explained within the proposed basis function
framework.

We propose a taxonomy that distinguishes between “merged”
vs. “aligned” shared spaces, based on different social requirements
and spatial characteristics of the interaction. This distinction is
based on two main dimensions that characterize a joint action sit-
uation: (i) the social sophistication of the joint goal(s) and action
requirements, in contrast to (ii) the spatial orientation/viewpoint
difference between the two agents. The first dimension determines
how much complexity and sophistication is required for one
agent to represent the other’s experience of the world and their
potential actions therein. The second dimension determines what
mechanisms an agent can employ for mentally sharing an action
space with the other (self-other mapping) depending primarily
on the spatial layout between the two agents and their FORs
(i.e., orientation difference) as well as other available FORs in the
environment.

ACTION REQUIREMENTS OF A SITUATION
It is important to distinguish between situations with low-level
requirements for co-representation where individualistic action
spaces can be combined via automatic resonance mechanisms
(i.e., mirroring, e.g., Kessler and Garrod, 2013) or low level view-
point matching, from situations with high-level requirements,
where more explicit and controlled mental alignment is required
(Kessler and Rutherford, 2010; Kessler and Miellet, 2013).

Low-level requirements (and Level-1 perspective taking)
As described in relation to Figure 1, the three agents might simply
need to represent the overlap between their individualistic action
spaces for placing the cup within “easy reach” of another agent. In
general, situations like these would only require superimposing
the egocentric and the other agents’ action spaces within a shared
space, identifying areas of overlap. Another agent’s position,
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viewpoint or orientation in space matters only to the extent
that it shapes their region of direct influence in relation to the
egocentric space and those of any other agents. In these cases the
individualistic action spaces can be directly merged according to
the basis-function framework proposed above.

It is important to note that such low-level requirements and
the associated merging of action spaces are also proposed to apply
to the simplest form of perspective taking. Typically, perspective
taking is regarded as a high-level, deliberate process of social
cognition, yet, two different forms or levels of complexity have
been identified (Flavell et al., 1981; Michelon and Zacks, 2006)
and should be considered here. Level-1 perspective taking refers
to understanding what another person perceives or not (e.g., what
is visible to them or not), while Level-2 perspective taking refers
to a deeper understanding of how another person experiences the
world. The distinction is evidenced by different developmental
onset ages (Level-1 ∼2 years; Level-2 ∼4–5 years) and cross-
species differences, where certain forms of Level-1 perspective
taking seem to be shared with other species, whereas Level-2 has
so far been only conclusively identified in humans (Tomasello
et al., 2005; Bräuer et al., 2007; Emery and Clayton, 2009).

This highlights the differences in complexity between the two
levels, bolstering our argument that in situations where Level-1
perspective taking can resolve viewpoint/orientation differences,
individualistic action spaces can be directly merged into a shared
space. In the visual domain Level-1 perspective taking seems to
be based on a mechanism that infers the line-of-sight of another
agent based on their gaze information (Michelon and Zacks,
2006). In the present context and based on Pouget’s basis-function
framework such a representation could be easily and directly
transformed into body-related rather than head/eye-centred
coordinates, allowing for judgments of “reachability” in addition
to visibility. For instance, in a situation where it is only necessary
to team off and grasp objects that are hidden from the other per-
son’s view, then it is only important to represent the other’s line-
of-sight to determine which actions will have to be performed
by ourselves and which the other agent has available (Michelon
and Zacks, 2006; Kessler and Rutherford, 2010). These two action
spaces could be directly merged as no transformation is required
beyond representing the others’ action space in relation to their
body orientation and gaze direction; see Seyama and Nagayama
(2005) for the integration between body orientation and gaze
direction perceived in others. In general, coordinating actions
that refer to very simple spatial relationships between agents and
potential target objects will allow for direct merging of the agents’
action-spaces.

High-level requirements (and Level-2 perspective taking)
In contrast other social goals require more a sophisticated com-
bination of action-spaces in form of alignment. This is the
case for instance, when the spatial inter-relationship between
agents and/or objects, such as “visibility”, are not enough but
specific directional information (e.g., left vs. right) in relation
to a particular origin or FOR is required. Specific mental trans-
formations of the egocentric FOR of one agent into another
are necessary in order to achieve such alignment (e.g., Kessler
and Rutherford, 2010; Kessler and Thomson, 2010). The higher

cognitive effort allows for more differentiated SAS where origin-
specific directions can be distinguished and where the other’s
body laterality is represented. For instance, one could directly
determine if the other person uses their right or left hand/foot
for an action. The default neurocomputational mechanism for
the required transformation could be a simulated rotation of
orientation in multiple basis-function maps, i.e., in multiple
combined sensorimotor representations that constitute the inter-
nal body schema (e.g., Andersen, 1994; Pouget and Snyder,
2000).

Furthermore, if one agent mentally adopts another agent’s
viewpoint for a more complex representational alignment, then
this process can be congruent to Level-2 spatial perspective
taking (Kessler and Rutherford, 2010). However, agents could
also choose/negotiate to use neither of their FORs but a third,
“allocentric” FOR instead and where both agents would have to
accomplish a mental transformation into that FOR. Such a FOR
could be in relation to a fronted object (e.g., the left or right
side of a car), also called intrinsic allocentric or in relation to
more absolute features of the environment (such as “north”), also
called absolute allocentric (see Figure 5). For instance, volleyball
players might not only represent a SAS relative to each other
but in relation to the allocentric alignment of the playing field,
thus, optimizing their SAS relative to the purpose of the game
(i.e., they are typically facing the net and their adversaries).
All these processes are usually strongly influenced by learning,
after including in the own representation all potential sources
of information useful for common goals. The transformation
can be mechanistically congruent for alignment with another
person or with an allocentric FOR and has been characterized
as an embodied simulation of a body rotation. However, the
social goals may substantially differ: alignment with an allocentric
FOR would pursue the goal of imagining the self in that virtual
perspective, in contrast to the goal of imagining another’s visuo-
spatial experience in the case of alignment with another person’s
FOR (see Figure 5).

Finally, disregarding which FOR is chosen in a given context,
an embodied mental transformation into that FOR’s orienta-
tion only becomes necessary when the difference in orientation
between the egocentric and the target FOR surpasses a certain
angular disparity. This is where our second taxonomic dimension
regarding spatial orientation differences ties in with our consider-
ations so far.

SPATIAL ORIENTATION/VIEWPOINT DIFFERENCES BETWEEN
AGENTS (AND FORS)
The spatial/physical orientation difference between two agents
can be crucial for how easy their action spaces can be merged.
Merging refers to the direct integration of action spaces in the pro-
posed basis function framework. If the two agents stand/sit next
to each other, sharing a viewpoint, then their action-spaces can be
easily merged disregarding the complexity of their joint goal—at
all levels of complexity the mapping of their individualistic spaces
into a shared space will be a direct merging operation. Neverthe-
less the complexity of the goal may determine what aspects of the
action-space are represented at all (e.g., mere visibility vs. more
sophisticated laterality). We propose to identify this case as the
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FIGURE 5 | Taxonomy for SAS divided into types (blue), origins (green),

and action goals (orange). SAS can be of the “aligned” or “merged” type,
with the latter subdivided into “common” and “joint” subtypes. The origin
of an SAS can remain within the egocentric FOR or can be transformed into
another origin (“altercentric”) imposed by another agent
(“other(agent)-centred”), an intrinsically fronted object (“intrinsic
allocentric), or an absolute feature of the environment such as “north”
(“absolute allocentric”). Goals can be “congruent”, “complementary”, or
“competitive”. Further explanations are provided in the text.

“common” shared space subtype of “merged” action spaces (see
Figure 5).

If the angular disparity between the agents increases, then the
effort of combining their action-spaces increases as well. Typically
there is a discrete jump in cognitive effort (e.g., response times) at
around 60–90◦ where the overlap between the two FORs dimin-
ishes (Kessler and Thomson, 2010; Janczyk, 2013). However, this
increase in effort is only the case for joint action goals that
require sophisticated spatial alignment (Kessler and Rutherford,
2010). In the case of simple goals, individualistic action spaces
can still be directly merged, disregarding orientation differences,
since actions are only constrained by origin-independent spatial
relationships between agents and objects such as “visibility” and
“reachability” (see Section Low-Level Requirements (and Level-1
Perspective Taking)). That is, action spaces can be merged directly
even for agents being positioned face to face (=180◦ angular
disparity). Figure 1 exemplifies this in form of S5 that defines
the reachability overlap between Persons 2 and 3. As described
earlier (see previous sections) merging operations are likely
to rely on resonance mechanisms that automatically map the
observer’s body repertoire (actions, postures) and instantaneous
body schema onto an observed person (Kessler and Miellet, 2013).
We propose to label this type of shared space as “joint” action
space. The individualistic action spaces are merged, yet in contrast
to a common action space, the agent’s viewpoints and orientations
are not physically aligned.

In the case of complex goals, the two agents would have to
settle on a particular FOR and mentally align their egocentric

FOR with it to establish an “aligned” SAS. As proposed above, the
default neurocomputational mechanism for the required trans-
formation could be a simulated rotation of orientation in multiple
basis-function maps, hence, the transformation can be resolved
within the proposed framework. Once such a transformation into
a common FOR has been accomplished there are at least two
options for how this may affect the SAS. Note that we propose that
a particular transformation indeed only needs to be conducted
once for establishing the transition into the dominant FOR, but
subsequently this FOR-dependent action-space will either replace
the initially egocentric one or induce a specification of additional
subspaces in a merged “joint” egocentric action space (e.g., my
“left” is their “right” and vice versa) conform to the proposed
basis function framework. Alternatively, however, several SAS
might co-exist in concordance to the observation that several
FORs can be simultaneously represented in typical (Furlanetto
et al., 2013) as well as atypical neuro-cognitive processing (i.e.,
in heautoscopy, Brugger et al., 1997; Blanke and Mohr, 2005;
Braithwaite et al., 2013). These are clearly hypothetical statements
and further research is needed.

One exception to embodied transformation being the default
mechanism at higher angular disparities (for complex require-
ments) may occur when the two agents are positioned face to
face (=180◦ angular disparity). In this particular configuration
agents may employ a different strategy by simply reversing their
own egocentric space, for instance, “my left is your right” (Kessler
and Wang, 2012). Again, this may feed into the specification of
subspaces in a “joint” egocentric action space.

In summary we propose that socially shared space is not
unitary and the following main features of the social and spatial
configuration have to be taken into consideration for the way
individualistic action spaces are combined into a shared space: (1)
Below 60–90◦ of angular disparity between agents, merging into a
SAS with a common egocentric FOR could occur directly, disre-
garding complexity of social requirements; (2) Angular disparities
above 60–90◦ together with low-level requirements (e.g., “reacha-
bility”) may still be based on direct merging into a joint egocentric
action space; yet, this egocentric FOR is not in common with
the other agent; (3) Angular disparities above 60–90◦ together
with high-level requirements (e.g., precise left/right distinctions)
necessitate a transformation of the egocentric body schema into
the orientation of another agent or into a common allocentric
FOR in order to achieve an aligned action space with a common
FOR. Strategies other than embodied transformation are possible,
e.g., mental calculation (“my left is your right”) at 180◦.

FINALIZING AND EXEMPLIFYING THE TAXONOMY
We initially distinguished between action goals that are congruent
between agents (e.g., imitation of martial arts movements during
practice), that are complementary between agents (e.g., during
standard dance), and that are competitive (e.g., during martial
arts competition). These goals directly influence how information
about another’s action space is integrated into basis-function
maps, resulting in dynamically augmented vs. inhibited spaces
and actions. Based on the above considerations we propose the
following taxonomy of SAS. Primarily, we suggest distinguishing
between merged vs. aligned shared spaces. While merged action
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spaces remain basically egocentric but are extended to incorporate
the other’s action space, aligned spaces require a mental trans-
formation into another FOR. In addition, for merged spaces we
propose two further sub-types, resulting in three types overall (see
Figure 5).

Firstly, a merging process may result in a common action
space, which is the likely outcome when the agents are spa-
tially/physically aligned (i.e., identical viewpoints). The resulting
SAS can be directly described within the proposed basis-function
framework. Common action-spaces could easily represent simple
as well as sophisticated action requirements (e.g., place the cup
into another’s “visible” vs. “right” space) since there is little or no
discrepancy between individualistic FORs.

Secondly, joint action-spaces could be classified as spaces that
have been directly merged despite strong orientation/viewpoint
differences between the agents and their FORs. This is only possi-
ble with rather simplistic joint goals that only require determining
“reachability”, “visibility” or other simple agent-to-object and
agent-to-agent relationships (e.g., Level-1 perspective taking).
Joint spaces can be directly represented within the proposed basis-
function framework (cf. previous sections).

Thirdly, we propose that aligned action-spaces should denote
combined spaces that have not been merged in a strict sense, but
where, for instance, a dominant target FOR has been negotiated,
which is shared between the agents (either one of the agents’
FORs or another intrinsic- or absolute-allocentric FOR). These
action-spaces are likely to emerge in relation to sophisticated
goals and interactions, requiring complex co-representation of
another agent’s experience of the world and their potential actions
therein (i.e., Level-2 perspective taking). The transformation into
alignment is effortful and has been characterized (Kessler, 2000)
as a simulated change of orientation within multiple combined
sensorimotor representations (i.e., networks of basis-function
maps) identified as the body schema that constitutes the egocen-
tric FOR (Andersen, 1994; Pouget and Sejnowski, 1995, 1996).
Thus, aligned action spaces can also be described within the
basis-function framework; albeit, as a transformation- rather
than a merging operation. Also note that after establishing FOR
alignment, the resulting sub-space characterization could be used
as input to specify a joint action-space within the basis-function
framework, thus, not requiring further effortful transformation.
Hence, it may well be that aspects of all three types of shared
spaces could dynamically contribute to a single interaction, espe-
cially if more than two agents are involved (cf. Figure 1). To re-
iterate, there is also the very interesting possibility that several
shared space representations may co-exist simultaneously (e.g.,
joint and aligned) according to the observation, for instance in
heautoscopy (for reviews see Blanke and Mohr, 2005; Furlanetto
et al., 2013), that several perspectives or FORs may be represented
in parallel.

Accordingly, the agents’ configuration in Figure 1 can be
interpreted in different ways. Firstly, if the joint goal is to simply
transfer the cup to the far side of Agent 3, then all three action
spaces S1-S3 could be directly merged into a SAS. Note, however
that each person would represent the other two in different ways,
thus their shared space representations will differ, yet, for success-
ful completion a few important aspects would be “meta-shared”

(meaning that two or more agents have congruent representations
in this respect), such as the overlapping action spaces (S4, S5).
In this particular example Agent 1 would only need to (represent
and) place the cup into S4, then Agent 2 would need to (represent
and) take the cup from S4 and (represent and) pass it into S5,
where Agent 3 (represents and) takes the cup, finally placing it
into her egocentric left subspace of S3. Note however, that Agents
1 and 2 share their orientation, so their merged action space
(including the overlapping subspace S4) is a common space, while
Agents 2 and 3 merge their action spaces into a joint space as they
are oriented face to face. Thus, their individual representation of
the joint action space will have different origins, based within
each agent’s egocentric orientation, however, this would not affect
actions in relation to the overlapping space S5 as long as the joint
action requirement remains simple (e.g., “placing the cup within
reach”).

Secondly, for more sophisticated inter- and joint-actions the
individualistic action spaces would have to be merged or com-
bined in more sophisticated ways that specify more detail about
subspaces. Agents 1 and 2 are physically aligned in space and
would therefore generate a common shared space for substantial
parts of the space surrounding them: The left side of S1 is to the
left of both agents while the right side of S2 is also to the right of
both agents. However, the quite crucial space in-between the two
agents, S4, is ambiguous with respect to left/right labeling. The
agents would have to determine that this subspace has opposite
labels for each agent (i.e., “right” for S4 vs. S1, but “left” for S4
vs. S2) and include these into the shared space. According to our
taxonomy the resulting shared space would then be a mix between
a common and a joint space.

Similar considerations apply to Agents 2 and 3. Here the ori-
entations differ dramatically (180◦), so their entire action spaces
(S2 vs. S3) will have opposite left/right labels. Again a mental
calculation could quickly determine this opposite labeling and
include these as subspace specifications within a joint action space
(“left” within S2 is “right” within S3 and vice versa). Alternatively,
at greater expense, one of the agents (e.g., Agent 2) could adopt
the other’s perspective (Agent 3) and mentally align her action
space with the other’s egocentric FOR. This would result in an
aligned action space with the same origin for both agents (centred
on Agent 3) and with identical left/right labels for both individ-
ualistic action spaces (S2 and S3). Such abstract considerations
become highly relevant in particular social contexts. For instance,
if Agent 3 is a child who is not yet very skilled in grasping a
cup and/or the content is hot, then Agent 2 (e.g., the mother)
might anticipate more precisely where and how to place the cup
within S5: Placing the cup in the child’s “right” space with the
handle turned towards the child’s right hand, would significantly
facilitate the child’s task, yet, make it considerably harder for the
mother in terms of specifying the child’s “right” subspace (which
is actually the mother’s egocentric “left”) within a joint or an
aligned SAS.

SOCIO-COGNITIVE ASPECTS OF THE SHARED ACTION SPACE
It may require extensive practice to generate SAS that lead to
successful execution of joint actions. The mother and child exam-
ple may only require the mother’s ability to conduct perspective
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taking and the child’s ability to grasp a handle for maximising
the chances of success. Other joint actions require shared action
plans that have to be extensively practiced alongside individual
skills in order to maximise success. This would be the case for
a beach volleyball team where the two players would learn to
represent the other’s action space in relation to their own and to
the playing field. Furthermore the two SAS representations that
each player generates would need to have substantial features in
common for avoiding misunderstandings, collisions, etc. Hence,
practice will have to improve their individual playing skills, their
representation of the other’s actions in a SAS, as well as the
compatibility of their SAS at meta-level.

Up to now we have primarily considered perceptual, spatial
and action-related determinants of SAS, such as the relative
position of the two actors. Additional aspects such as the exact
goals, action requirements and the social context play a crucial
role but have only been assumed so far. However, it is likely
that the formation and use of the SAS depend on socio-cognitive
determinants such as the level of trust between the agents, group
membership (in-group vs. out-group), etc. For example, recent
evidence indicates that social exclusion is a determinant of action
co-representation (Ambrosini et al., 2013; Costantini and Ferri,
2013).

Which FOR is chosen as the common, action-guiding FOR
of a SAS can therefore depend on a variety of context factors
such as the social relationship between the agents (e.g., hierarchy),
the bodily ability for action (e.g., skill level, injury), or general
characteristics of the social situation (e.g., “formality” of the
situation as described in previous sections). Resuming our beach
volleyball example, the SAS would differ if both players were
equally good compared to when one player would clearly be the
lead player, or if one player was a child or a learner, or if one
player had suffered injury, e.g., was playing with an incapacitated
arm affecting their action space on one particular side. It is
also quite easy to imagine that SAS in this example would be
quite different if it was a competitive game compared to more
leisurely play.

In social structures with strong hierarchy, subjects tend to
asymmetrically use their peripersonal/personal space. In military
interactions, high-ranking agents use (move in) relatively more
space than low-ranking agents (Dean et al., 1975). Signal inte-
gration is also influenced by social interaction. Heed et al. (2010)
showed that the level of multisensory integration in peripersonal
space is influenced by others actions in the same space and use of
sensory signals.

We have used the example of tool-use to introduce the aug-
mented space representation that usually follows agent-to-agent
interaction. However, we are aware that a tool could only assume
a passive role; there is no level of cooperation or interaction that
could be described in tool-use. Thus, an important difference to
tool-based extensions of an action space is that in agent-to-agent
interaction spaces continuity of “force transmission” is not always
important. In other words, tools but not other agents need to
be physically manipulated. In the example of Figure 1, Agent 1
and Agent 3 have a common goal and successfully collaborate,
both accessing the motor repertoire of Agent 2, without physically
sharing parts of their peripersonal space. Recent research suggest

that action co-representation between agents (Sebanz et al., 2003)
also emerges when actors are positioned in different rooms but
believe they are collaborating (Tsai et al., 2006). Thus, physical
interaction may not be a necessary condition for social collab-
oration and SAS but it seems to facilitate sharing in specific
experimental scenarios, see e.g., Guagnano et al. (2010). Finally,
it should be noted that social information has various levels of
complexity and some subjects could only be able to share some
of it. Autistic subjects have difficulties with sharing high-level
social information; in particular with all functions included in
so-called “theory of mind” (Baron-Cohen, 2000), however they
display normal access to low-level social information (Sebanz
et al., 2005).

CONCLUSIONS
Although it is well known that agents can have their abilities aug-
mented by acting together with others, it in unclear how the brain
mechanistically implements this process. Several mechanisms
have been proposed that include entrainment, mutual prediction
(Wilson and Knoblich, 2005), the sharing of representations
(Sebanz et al., 2006), and a collective, we-mode of representation
(Gallotti and Frith, 2013). In this article we argue that (at least
some forms of) social interaction and social cognition (including
cooperative and competitive ones) might be supported by the
“social” re-use and re-calibration of the neuronal mechanisms
for sensorimotor transformations and multisensory integration
(Pouget et al., 2002).

We propose a basis function framework for social recalibra-
tion of sensorimotor representations; the resulting SAS are an
embodied basis for joint action and sustained spatial and social
perspective alignment. Coding the extended operational space
and the social affordances created by the presence of co-actors in
terms of basis functions for one’s own, another’s and joint actions
could constitute a parsimonious solution to most interaction
problems. This is especially evident if one assumes an ideomotor
theory in which actions are coded in terms of their distal effects
(Hommel et al., 2001). Co-actors sharing or merging their opera-
tional spaces can plausibly better plan, achieve, and monitor their
joint goals. Future research would have to empirically assess our
claims and in particular the proposed neuronal coding supporting
“social” sensorimotor transformations that we have putatively
identified as BFMs.

A second important direction for future research is under-
standing if and how the mechanisms that we described for spatial
perspective taking can be considered as an example from which
we can extrapolate to other, more complex forms of perspective
taking and social cognition. Indeed, there are various demonstra-
tions that during social interactions and in particular joint actions
co-actors share representations and “align” at multiple levels,
besides purely spatial alignments; some examples are mimicry of
behavior, sharing of cognitive representations and formation of
a linguistic common ground (e.g., during linguistic exchanges)
(Clark, 1996; Bargh and Chartrand, 1999; Sebanz et al., 2006;
Garrod and Pickering, 2009).

Spatial and cognitive forms of alignment have several similari-
ties and could use similar computational principles (although not
necessarily the same neuronal mechanisms). For example, a key
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aspect of the SAS is that it can be used for both planning one’s
own actions and predicting another’s actions. The same feature
is usually attributed to the common ground that is established
during linguistic conversations (Clark, 1996) and to shared rep-
resentations during joint actions (Sebanz et al., 2006).

Furthermore, we have emphasized that the SAS supports the
alignment of individual FORs; one example would be the selec-
tion of a FOR centred on the body of the receiving person during
a handout action. In a similar but more simplistic way, auto-
matic mechanisms of resonance and mutual emulation are often
advocated for the alignment of behavior (Bargh and Chartrand,
1999; Kessler and Miellet, 2013) and other forms of sharing and
alignment (Garrod and Pickering, 2009), which in turn facilitate
coordination.

In addition to automatic mechanisms co-actors can also adopt
intentional strategies to form or calibrate a SAS. For example, co-
actors (or a teacher and a student) can align spatially so that their
operational spaces optimally overlap and the sensorimotor trans-
formation does not require a complex rotation. In a similar way,
intentional strategies of signaling help aligning the individualistic
representations-for-action and “negotiating” a common plan for
action (Pezzulo and Dindo, 2011); for example, a volleyball player
can exaggerate her movements to signal a teammate that she is
doing a left pass. Common ground formation during linguistic
exchanges can help aligning the interlocutors’ situation models,
which in turn facilitate the interaction. Future studies would be
needed to assess if all these processes link to our proposal of SAS.

This discussion suggests that spatial and cognitive forms of
perspective taking are not disconnected but rather have bidirec-
tional influences. In this vein, Spivey (2012) has argued that the
spatial intersection of individuals is always also an intersection
of minds, because portions of shared space are occupied by
another cognitive agent whose cognitive states can intersect with
one’s own.

However, it is still unclear what are the mechanisms regulat-
ing the interactions between sharing action space and sharing
cognitive representations. One simple explanation is that the
mechanisms regulating spatial alignment and those regulating
cognitive and affective evaluation (e.g., beliefs, liking, trust) of
other persons are both regulated along the similar “positive—
negative” dimension, and this can create positive feedback loops.
For example, sharing a spatial operational space (or performing
a joint action) can improve the positive beliefs (or affective reac-
tions) and increase the trust in another person. In turn, because
the persons now trust more one another, they come closer to one
another and this in turn facilitates the sharing of their action
space. The same mechanism can produce distrust and prevent
the sharing of action spaces in other (e.g., competitive) situa-
tions. The plausibility of this hypothesis remains to be assessed
empirically.
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What makes people spontaneously adopt the perspective of others? Previous work
suggested that perspective taking can serve understanding the actions of others.
Two studies corroborate and extend that interpretation. The first study varied cues to
intentionality of eye gaze and action, and found that the more the actor was perceived as
potentially interacting with the objects, the stronger the tendency to take his perspective.
The second study investigated how manipulations of gaze affect the tendency to adopt
the perspective of another reaching for an object. Eliminating gaze cues by blurring the
actor’s face did not reduce perspective-taking, suggesting that in the absence of gaze
information, observers rely entirely on the action. Intriguingly, perspective-taking was
higher when gaze and action did not signal the same intention, suggesting that in presence
of ambiguous behavioral intention, people are more likely take the other’s perspective to
try to understand the action.

Keywords: spontaneous perspective taking, agency, action, gaze, incongruous cues, ambiguous intention

INTRODUCTION
Near/far, above/below, right/left presuppose a referential center of
orientation. Because we cannot separate ourselves from our bod-
ies, it is natural to think that this center of orientation is the body.
As Husserl put it, “the ‘far’ is far from me, from my Body; the
‘to the right’ refers to the right side of my Body” (1952/1989).
But what happens in presence of others? Are there circumstances
where “to the left” with respect to another’s body is preferred to
“to the right” with respect to my own?

Evidence that the presence of others may change our own cod-
ing of spatial locations of objects is provided by recent studies
investigating spatial judgment (Tversky and Hard, 2009; Zwickel,
2009; Zwickel and Müller, 2010). In a typical experiment, par-
ticipants viewed a photograph of two objects on a table. When
participants were asked to describe the location of one object
relative to another, the dominant response was to adopt their
own spatial perspective. If, however, the scene included a person
looking or reaching for one of the objects, almost one third of par-
ticipants spontaneously adopted the other person’s perspective,
describing the locations from the other’s right or left (Tversky
and Hard, 2009). These findings indicate that the presence of
another person may encourage participants to spontaneously take
that person spatial perspective, and describe the locations of
the objects from her right or left. Similarly, studies investigat-
ing spontaneous visual perspective taking found that observers
were slower to make self-perspective judgments when the scene
includes a person looking at the scene from a different visual per-
spective, suggesting that even when the other person’s perspective
is irrelevant to the task, observers cannot prevent computing the
other’s perspective (Samson et al., 2010).

What makes people spontaneously take others’ perspectives
despite the very real presence of their own? The “mere presence”

of a human body does not seem sufficient to elicit spontaneous
perspective taking (Mazzarella et al., 2012). People adopt the
perspective of another person who acts (Frischen et al., 2009;
Thirioux et al., 2010) or is positioned to act on objects and even
more so when attention is drawn to the person’s potential for
action, for instance, by phrasing the query about spatial relations
in terms of action (e.g., “In relation to the bottle, where does he
place the book?” Tversky and Hard, 2009). What is more, people
even adopt the perspective of simple geometric shapes when the
actions of the shapes appear intentional (Zwickel, 2009).

Together, the research suggests that spontaneous perspective
taking may be related to understanding and anticipating another’s
action rather than to the mere presence of a human body. If
so, perspective taking should increase when the perceived inten-
tion to act increases. This prediction was tested in the first of
two experiments. Participants were presented with brief videos
(rather than still photographs) depicting two objects, a milk car-
toon and a glass full of milk, on a table, with or without a person
behind (see Figure 1). Because looking at an object often signals
intention to act on the object (Allison et al., 2000; Mennie et al.,
2007; Becchio et al., 2008; Pierno et al., 2008; Sartori et al., 2009;
Innocenti et al., 2012), the tendency to take the actor’s perspective
should be stronger when the actor looks at one of the objects and
even stronger when the actor reaches toward the object.

Findings concerning the contribution of gaze cues to sponta-
neous perspective taking have not been consistent. Using static
photographs, Tversky and Hard (2009) found no significant dif-
ference in the proportion of description from the other’s point
of view for looking and looking-and-reaching scenes, suggesting
that gaze shifts and overt hand actions have similar effects on
perspective taking. In contrast, however, Mazzarella et al. (2012)
found that the actor’s hand action, but not the actor’s gaze,
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FIGURE 1 | Final frames for the four videos used in Experiment 1. In the
No Actor video (A) no actor model was present. In the Actor video (B) the
actor was stationary and looked down, seemingly unaware of the objects
on the table. In the Gaze video (C) the actor turned his head to look toward,
but did not reach for the glass. In the Gaze Action video (D) the actor turned
the head to look toward and reached for the glass.

modulated the tendency to adopt his perspective. The question
remains therefore open as to whether gaze contributes to per-
spective taking. To address this issue, in a second experiment we
manipulated the congruency of gaze and action cues. Gaze cues
can be informative but also produce ambiguity with respect to
others’ actions and behavioral intentions. For instance, football
and basketball players often “fake” to fool their opponents, by
looking in one direction and acting in another. We predicted that
if perspective taking is related to understanding another’s action,
then, by making the agent’s intention ambiguous, incongruous
gaze would increase perspective taking.

STUDY 1: SPONTANEOUS PERSPECTIVE TAKING INCREASES
AS PERCEIVED INTENTIONALITY INCREASES
Study 1 was designed to test whether the perceived potential for
interaction with objects increases spontaneous perspective taking.
We predicted that the more a person is perceived as potentially
acting on an object, the greater the need to understand the action,
hence in the scene, the stronger the tendency to spatially represent
the locations of the objects from the actor’s perspective.

METHODS
Participants
One hundred and twenty undergraduate students (53 male and
67 female; mean age: 23.5 ± 3.3, range 18–37 years) from the
University of Turin volunteered to take part in the experiment.
All had normal or corrected-to-normal vision, were right handed,
and were naïve with respect to the purpose of the study.

Materials and procedures
Participants were presented with one of four videos depicting two
objects, a milk cartoon and a glass full of milk, on a table. Scene
information was manipulated by introducing an actor model and
by varying the actor’s gaze and action (see Figure 1). In the No
Actor video (n = 30) no actor model was present. The other three
videos included an actor. The Actor video (n = 30) showed the
actor stationary, looking down, seemingly unaware of the objects
on the table. In the Gaze video (n = 30) the actor turned his
head to look toward the glass, but did not reach it. In the Gaze
Action video (n = 30) the actor turned the head to look toward
and reached for the glass. Videos including the actor started with
the actor looking down for 2 s. The actor then turned his head to
look at the object (in the Gaze and the Gaze Action video) and,
after 1 s, reached for the object (in the Gaze Action video). Each
video lasted 4.15 s. The question “In relation to the glass, where

FIGURE 2 | Percentages of 1PP, 3PP, and neutral responses in

Experiment 1.

is the milk cartoon?” was displayed below the last frame of each
video and remained visible until response or until 9 s elapsed.
Participants’ verbal responses were recorded by the experimenter
who was sitting behind the participant.

DATA ANALYSIS AND RESULTS
The responses were scored as 1PP (first person perspective) if the
answer was from the participant’s point of view, 3PP (third per-
son perspective) if the answer was from the actor’s viewpoint, and
neutral if the answer gave spatial information from neither per-
spective (e.g., “next to,” “to the side,” “on the table”). Examples
of responses scored as 1PP include: “right,” “on the right,” “to
the right from my perspective.” Examples of responses scored as
3PP include: “left,” “to his left,” “to the left from his perspective.”
Scored responses were converted into three binary variables for
analysis: one variable was coded 1 if the response was 3PP and
0 if it was not; the second variable was coded 1 if the response
was 1PP and 0 if it was not; the third variable was coded 1 if
the response was neutral and 0 if it was not. To assess the influ-
ence of agency cues on spontaneous perspective taking, separate
binary logistic regression analyses were conducted on 3PP, 1PP,
and neutral responses. The type of video (No Actor, Actor, Gaze,
Gaze Action) was entered as independent variable of interest.

In line with predictions, binary logistic regression analysis on
3PP responses yielded a significant linear effect of agency (Wald
χ2 = 10.903, df = 1, odd ratio = 1.968, CI = 1.317–2.941, p =
0.001). The percentage of 3PP responses was highest for Gaze
Action video (43.3%), lower for the Gaze video (36.7%), and
even lower for the Actor video (30%, see Figure 2). For the No
actor video, only one participant adopted the 3PP perspective.
Similarly, the percentage of 1PP responses was affected by agency
cues (Wald χ2 = 7.872, df = 1, odd ratio = 0.591, CI = 0.409–
0.853, p = 0.005). The percentage of 1PP responses was highest
for the No Actor video (90%), lower for the Actor video (63.3%)
and the Gaze (63.3%) video, and lowest for the Gaze Action video
(53.3%, see Figure 2). The percentage of neutral responses was
not affected by agency cues (Wald χ2 = 0.993, odd ratio = 0.645,
CI = 0.272–1.528, p = 0.319).

Together, these findings corroborate and extend the idea
that increased potential for interaction enhances spontaneous
perspective taking.
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STUDY 2: SPONTANEOUS PERSPECTIVE TAKING INCREASES
AS INCONGRUITY OF INTENTION INCREASES
Gaze is an important source of information about others’ inten-
tions and actions (Allison et al., 2000; Mennie et al., 2007; Becchio
et al., 2008; Pierno et al., 2008; Sartori et al., 2009; Innocenti
et al., 2012). From the gaze of another person, we can infer what
the person is interested in, what she might desire, and, conse-
quently, what she will do next (Pierno et al., 2006). Gaze direction,
however, can also produce ambiguity with respect to the other’s
intention. This can occur, when gaze conveys conflicting informa-
tion with respect to the behavioral intention of the agent (Hudson
and Jellema, 2011). In this situation, the agent’s action can be per-
ceived as ambiguous and observers might be encouraged to adopt
the perspective of the other person to understand her intention.
Spontaneous perspective taking might thus be expected to be even
stronger when gaze is incongruous than when gaze and action
signal the same, and therefore unambiguous, intention.

To test this prediction, in Study 2, we presented participants
with videos of an actor reaching for a glass in presence of a milk
cartoon. The actor either looked toward the glass before reach-
ing (Gaze Action) or reached without looking (Ambiguous Gaze
Action). We predicted that the absence of a shift of gaze in the
direction of action would make the action harder to understand
and therefore increase the likelihood of adopting the actor per-
spective. In contrast, no increase in perspective taking should be
expected when access to the actor’s gaze during reaching is pre-
vented by blurring the actor’s face (Blurred Gaze Action). This is
because, in this situation, the absence of gaze cues does not render
the agent’s behavioral intention ambiguous.

METHODS
Participants
Based on the prevalence of 3PP/1PP responses for the Gaze
Action scene compared to the Actor scene and the Gaze scene
in Experiment 1 (9.7%), we estimated that we would need 135
participants in each condition to evaluate the effect of gaze
manipulations on 3PP and 1PP responses (see Supplementary
Material). Four hundred and five undergraduate students (191
male and 214 female; mean age: 23.3 ± 3.3; range 18–48 years)
from the University of Turin were thus recruited to take part
in Experiment 2. All had normal or corrected-to-normal vision,
were right handed, and were naïve with respect to the purpose of
the study.

Materials and procedures
Procedures were the same as those in Study 1, except that
participants were presented with one of three videos depict-
ing an actor reaching for one of two objects—a milk car-
toon and a glass full of milk—on a table (see Figure 3). In
the Gaze Action video (n = 135) the actor turned his head,
looked toward and reached for the glass (see Study 1). In the
Blurred Gaze Action video (n = 135) the actor turned his head,
looked toward and reached for the glass as in the Gaze Action
video. Access to the actor’s gaze direction was, however, pre-
vented by blurring the actor’s face. In the Ambiguous Gaze
Action video (n = 135) the actor reached for the glass without
looking at it.

FIGURE 3 | Final frames for videos in Experiment 2. In the Gaze Action
video (A) the actor turned the head to look toward and reached for the glass.
In the Blurred Gaze Action video (B) the actor turned his head, looked
toward and reached for the glass but participant’s access to the actor’s gaze
direction was prevented by blurring the actor’s face. In the Ambiguous Gaze
Action video (C), the actor reached the glass without looking toward it.

FIGURE 4 | Percentages of 1PP, 3PP and neutral responses in

Experiment 2.

DATA ANALYSIS AND RESULTS
As in Study 1, the responses were scored as 1PP if the answer was
from the participant’s point of view, 3PP if the answer was from
the actor’s viewpoint, and neutral if the answer gave spatial infor-
mation from neither perspective. Separate chi square analyses
were conducted to compare observed frequencies of 3PP (vs. 1PP
and neutral responses), 1PP (vs. 3PP and neutral responses), and
neutral responses (vs. 1PP and 3PP responses) for the Ambiguous
Gaze Action and for the Blurred Gaze Action scenes with expected
frequencies for the Gaze Action scene.

Strikingly, when the actor reached without looking, 51.1%
of the participants adopted his perspective (see Figure 4). Chi-
square analysis revealed a marginally significant increase in 3PP
responses for the Ambiguous Gaze Action scene compared to
the Gaze Action scene (51.1% vs. 40.7%; χ2 = 3.713, df = 1,
p = 0.054, r = 0.166). Conversely, 1PP responses were signif-
icantly lower for videos in which the actor reached without
looking than for videos in which reaching was preceded by look-
ing (40% vs. 52,6%; χ2 = 8.586, df = 1, p = 0.003, r = 0.252).
Taken together, these findings suggest that perspective taking
was increased for the Ambiguous Gaze Action scene compared
to the Gaze Action scene. As predicted, Blurred Gaze Action and
Gaze Action videos yielded equivalent percentages of 3PP (42.2%
vs. 40.7%; χ2 = 0.112, df = 1, p = 0.738, r = 0.029) and 1PP
responses (52.5% vs. 49.6%; χ2 = 2.478, df = 1, p = 0.115, r =
0.029). Neutral responses were neither affected by the ambi-
guity of actor’s intentions (6.6% vs. 8.8%; χ2 = 1.071, df = 1,
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p = 0.301, r = 0.089) nor by the gaze blurring (6.6% vs. 8.1%;
χ2 = 0.476, df = 1, p = 0.490, r = 0.059).

GENERAL DISCUSSION
Converging evidence from social neuroscience suggests that peo-
ple use knowledge of their own bodies to understand other
people’s behavior (Grafton, 2009). Accordingly, understanding of
others’ actions, intentions, and emotions has been proposed to
rely on mechanism of embodied simulation (e.g., Becchio et al.,
2012). Together with previous research (e.g., Tversky and Hard,
2009), the present results suggest that, in the service of action
understanding, people may also embody others’ location, spa-
tially representing the world from others’ point of view rather
than from their own.

AGENCY CUES IN VIDEO DISPLAYS
The mere presence of another person in a position to act on
objects encouraged about 30% of respondents to take the other
person’s perspective. Critically, as demonstrated in Study 1, the
tendency to take the actor’s perspective increased when the actor
looked at one of the objects (36.7%) and became even stronger
when the actor reached for one object (43.3%). This corroborates
the interpretation that perspective taking increases to the extent
that the person is perceived to be potentially interacting with the
objects.

Previous studies investigating spontaneous perspective tak-
ing have reported considerably lower percentages of third-person
responses for looking and reaching scenes then those reported
here (e.g., 22 and 29%, respectively; Tversky and Hard, 2009).
One aspect of the present study that is likely to have con-
tributed to increase perspective taking is the use of videos instead
of photographs. Videos provide dynamic cues to action not
available in static displays. As human observers are particularly
sensitive to human body movements (Blake and Shiffrar, 2007),
it is plausible that the gradual unfolding of action emphasizes
and draws attention to action, thereby increasing perspective
taking.

A question for future research is whether perspective taking
is further encouraged by the observation of actions potentially
directed at the observer. Social cognition has been proposed to
be substantially different when we are in interaction with others
(second-person interaction) rather than merely observing them
(third-person interaction; Schilbach et al., 2013). Second-person
interaction modulates emphatic brain responses (Singer et al.,
2006) and there is evidence that simulation of another person’s
action, as reflected in the activation of the observer motor system,
gets stronger the more the other is perceived as an interaction
partner (Kourtis et al., 2010). In terms of perspective taking,
observation of the actions of a potentially interacting partner
might thus be expected to elicit stronger perspective compared
to observation of the actions of a third party we do not interact
with.

WHEN LOOKING IS AMBIGUOUS
Mazzarella et al. (2012) reported that action triggered
perspective-taking, but gaze cues did not. They suggests that this
may be because eye gaze is not critically relevant, as grasping

is, to understanding what an actor is currently doing. However,
other research has shown that other gaze direction is informative
not only about future intentions but also about present intentions
and motor intentions and can change the way current actions are
perceived (Pierno et al., 2008). Reaching is typically guided by
the eyes. Gaze leads the hand to the object to be grasped and
supports predictive motor control in manipulation (Johansson
et al., 2001). Observing a person grasping without looking may
thus be perceived as ambiguous. What is he planning to do? Why
is he not looking at the object he is reaching for? In Experiment 2
we found that compared to a situation in which gaze and action
signaled the same intention, perspective taking increased for
reaching without looking, apparently in an effort to understand
the intended action in the face of conflicting cues. In contrast,
we observed no increase in perspective taking when looking cues
were eliminated by blurring the eyes, suggesting that when there
was no conflict, observers used the direction of reaching as a cue
to understand the intention.

Allocation of attention to gaze cues is a flexible process that
depends in part on the perceived ambiguity of an agent’s inten-
tions. Observers do not attend to an agent’s gaze direction auto-
matically, but rather do so when other social cues are insufficient
to determine the immediate course or goal of the action (Hudson
and Jellema, 2011). The present findings suggest that similarly
to attention, perspective taking may not be triggered directly by
the perceptual properties of gaze stimuli, but may depend on
gaze intentional significance in the overall context. When gaze
and action cues convey the same information, gaze processing
adds little to action in terms of intention attribution. Eliminating
gaze cues has thus no influence on perspective taking. However,
when gaze and action convey incongruous information making
the agent’s intention ambiguous, gaze direction becomes relevant
and may increase spontaneous perspective taking. These findings
may help to reconcile inconsistent findings concerning the relative
contributions of gaze and action cues to perspective taking (e.g.,
Tversky and Hard, 2009; Mazzarella et al., 2012) by showing that,
rather than depending on specific bodily cues (and not others),
perspective taking is influenced by the attribution of intentions to
others.

CONCLUSIONS
Here, participants watched videos of two objects on a table under
varying conditions. They were asked to report the spatial rela-
tions between the two objects. When only the objects were in
the scene, participants responded from their own viewpoint.
However, when the scene included an actor in the position to
act on the objects, participants frequently took the actor’s per-
spective. The first study showed that the more the actor was
perceived as potentially interacting with the objects, the stronger
the tendency to take his perspective. The second study investi-
gated how manipulations of gaze affect the tendency to adopt
the perspective of another reaching for an object and found
that perspective-taking increased when gaze and reaching infor-
mation was incongruous making the agent’s behavioral inten-
tion ambiguous. These findings add further support to the idea
that spontaneous perspective taking is in the service of action
understanding. When the action is more difficult to understand,
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there is more perspective taking. It is as if observers are putting
themselves in the place of the actor to understand what he is
intending to do.

But why would someone spontaneously take the spatial per-
spective of another when the other appears to be engaged in
action? Interacting with others, understanding what they are
doing and what they are likely to do next all require some com-
prehension of what the world looks like to them. As suggested
previously (Tversky and Hard, 2009), taking the perspective of the
other may be effective for planning a response to others’ actions,
but also for learning by observation. What makes the current
results surprising is that the action was mundane—so no need
to learn by observation—and required no complementary action
in response. Even more surprising is that the perspective was
expressed in language, in the especially confusable terms, “left”

and “right,” which are well-known to take more time to pro-
duce and to produce more errors than other directional terms like
“front” and “back.” Despite this, when the agent’s intention was
ambiguous, the majority of participants spontaneously adopted
the agent’s perspective rather than their own.
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Studies of embodied perception have revealed that social, psychological, and physiological
factors influence space perception. While many of these influences were observed with
real or highly realistic stimuli, the present work showed that even the orientation of
abstract geometric objects in a non-realistic virtual environment could influence distance
perception. Observers wore a head mounted display and watched virtual cones moving
within an invisible cube for 5 s with their head movement recorded. Subsequently,
the observers estimated the distance to the cones or evaluated their friendliness.
The cones either faced the observer, a target behind the cones, or were oriented
randomly. The average viewing distance to the cones varied between 1.2 and 2.0 m. At
a viewing distance of 1.6 m, the observers perceived the cones facing them as closer
than the cones facing a target in the opposite direction, or those oriented randomly.
Furthermore, irrespective of the viewing distance, observers moved their head away from
the cones more strongly and evaluated the cones as less friendly when the cones faced
the observers. Similar distance estimation results were obtained with a 3-dimensional
projection onto a large screen, although the effective viewing distances were farther
away. These results suggest that factors other than physical distance influenced distance
perception even with non-realistic geometric objects in a virtual environment. Furthermore,
the distance perception modulation was accompanied by changes in subjective impression
and avoidance movement. We propose that cones facing an observer are perceived as
socially discomforting or threatening, and potentially violate an observer’s personal space,
which might influence the perceived distance of cones.

Keywords: distance perception, spatial perception, virtual reality environment, personal space, object geometry

INTRODUCTION
Perceived space is not necessarily veridical, as demonstrated by
many optical illusions (e.g., Müller-Lyer illusion, Ponzo illusion,
and the Ebbinghaus illusion). Apart from illusions, spatial per-
ception is susceptible to the influences of observer’s psychological
and physiological states. Hills appear steeper after a 1-h run
(Proffitt et al., 1995; Proffitt, 2006), and a glass of water looks
larger when observers feel thirsty (Veltkamp et al., 2008). These
studies support the notion of embodied perception, according to
which observers’ mental and bodily states modify spatial percep-
tion (Proffitt, 2006).

Of our particular interest is distance perception. Distance
modulates, explicitly and implicitly, the way we behave in the
real world (e.g., personal space, Liberman et al., 2007). Recently,
many studies have examined how factors other than physical dis-
tance influence distance perception. For example, desired objects
are felt as nearer or are seen as closer (Balcetis and Dunning,
2010; Alter and Balcetis, 2011). Wearing a backpack or throwing a
heavy ball results in larger subsequent distance estimations com-
pared with wearing no backpack or throwing a light ball (Proffitt
et al., 2003; Witt et al., 2004). Threatening objects (e.g., a living

tarantula) are perceived as closer (Cole et al., 2012). A location
related to a rival group (e.g., Fenway Park for a Yankees fan)
is imagined as nearer when accompanied by a feeling of threat
(Xiao and Van Bavel, 2012). These studies imply that distance
perception reflects more than physical distance, namely, social,
psychological, and physiological aspects.

Thus far, the influence of the social, psychological, or physio-
logical factors on distance perception have been tested primarily
in real world situations with semantically meaningful stimuli,
in line with the notion of embodied perception (Proffitt, 2006).
These situations evoke associations between the presented stim-
uli and expected reward or punishment (e.g., a tarantula might
hurt us at a closer distance). It would be plausible to argue that
the expectations of reward or punishment (i.e., prospect and
threat) influence distance perception by modulating psycholog-
ical states. In the present study, we simplified the situation so that
visual stimuli no longer afforded realistic rewards or punishments
and observers were aware that the affective values associated
with the visual stimuli, if any, were not real. For this purpose,
we investigated the modulation of distance perception using a
virtual environment and meaningless geometric objects. A virtual
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environment is an experimental tool used increasingly in a wide
range of contexts from navigation behavior (e.g., Frankenstein
et al., 2012) to social phenomena (e.g., personal space, Bailenson
et al., 2003). In virtual environments, objects are typically not
real, which enables us to examine situations where observers
know that the objects are not associated with realistic rewards or
punishments (e.g., a tarantula in a virtual environment will not
hurt us even at the closest distance). We presented cone-shaped
objects and manipulated the orientation of the cones. The tips
of the cones faced an observer, faced another location in a vir-
tual environment, or were oriented randomly. We expected the
psychological reaction to vary depending on cone orientation.
In particular, the cone tips that faced the observer might induce
threat or unfriendliness as in the real world situations, wherein
some people develop aichmophobia, an excessive fear of sharp or
pointy objects such as needles (Morse and Cohen, 1983; Shabani
and Fisher, 2006).

EXPERIMENT 1
MATERIALS AND METHODS
Observers
Fourteen paid volunteers (3 females, age 19–53 years) participated
in the experiment after giving written informed consent. The
experimental setup was approved by the local ethics committee.

Apparatus
During the experiment, the observers stood behind a horizon-
tal bar and grabbed a gamepad that was attached to the bar.
We controlled stimulus generation and data acquisition using
MATLAB with the Psychtoolbox extension (Brainard, 1997; Pelli,
1997). Visual stimuli were presented through a stereoscopic head
mounted display (Kaiser SR80) with a field of view of 63◦ (hor-
izontal) × 53◦ (vertical), a resolution of 1280 × 1024 pixels for
each eye, with 100% overlap, and a 60 Hz refresh rate. We fixed
the inter-pupil distance for the stereo projection at 6 cm for all
observers. The observers’ head movements (i.e., translation and
rotation) were monitored by four high-speed motion capture
cameras (Vicon® MX 13) with a 120 Hz sampling rate; they were
used for online stereo projection and offline head movement
analysis. The stereo presentation setup allowed the observers to
feel immersed in the virtual environment.

Stimuli
The visual stimulus consisted of 50 cone-shaped 3-dimensional
(3-D) objects (Figure 1). The cones were of 7 cm radius and
30 cm height and moved inside an imaginary cube (200 × 200 ×
200 cm) located at the observer’s eye height. The mean view-
ing distance, from the observer to the center of the imaginary
cube, was 120 cm (the cone distances ranged from 20 to 220 cm),
160 cm (the cone distances ranged from 60 to 260 cm), or 200 cm
(the cone distances ranged from 100 to 300 cm). The cones moved
at 75 cm/s in a direction randomly determined for each cone;
each cone’s direction changed every 333 ms. When the center
of the cone’s mass (i.e., three quarters of the middle line down
from the vertex) reached a cube wall, it was reflected from the
wall. The cones had a direction (i.e., based on the orientation
of their tips, Figure 1B). In the ME condition, the cones were

pointing toward the observer’s chest. In the TAR condition, the
cones were pointing toward an invisible target placed 340 cm away
from the observer. In the RND condition, the cones were point-
ing in pseudo-random directions. The cone directions in the RND
condition were determined based on an algorithm similar to that
used by Gao et al. (2010). The tip of a cone directed off a virtual
line from the center of the cone to the center of the imaginary
cube by a specific degree ranging from −90◦ to 90◦. The deviation
amount was fixed for each cone and was randomly determined.
This made the motion profile of each cone as similar as possible
for the different cone direction conditions.

Procedure
A button press started the trial. After viewing a blank screen for
0.5 s, the observer viewed the moving cones for 5 s. After the visual
stimuli disappeared, a probe circle appeared at a random distance
(110–210 cm away) from the observer. The observer indicated the
center of the imaginary cube by moving the probe along an invis-
ible line, which was extended horizontally through the middle of
the imaginary cube, and pressing a button (Figure 1A).

We used a 3 × 3 within-subjects design. The factors were view-
ing distance (3 levels: 120, 160, and 200 cm), and cone direction
(3 levels: ME, TAR, and RND). Each condition was repeated
six times resulting in 54 trials, which were presented in a ran-
dom order. Before the experiment, the observers were allowed to
practice as long as they wanted.

RESULTS
After removing values that deviated greater than 3 standard devi-
ations from the overall mean computed for all observations (i.e.,
the outlier observations), the data were submitted to a mixed
model analysis with the within-subjects factors of viewing dis-
tance and cone direction. We also reported partial eta squared
(η2

p) values derived from the data aggregated for each observer
and for each of the conditions.

Distance estimations
Figure 2A shows the distance estimation results. As expected, the
estimated distances differed depending on the viewing distance
[F(2, 708) = 40.0, p < 0.001, η2

p = 0.67]. Thus, the observers
could distinguish between the different viewing distances. Note
the slopes were shallower than the veridical estimation 1.
That is, the observers underestimated the distance at 200 cm
[F(1, 13) = 4.99, p = 0.044, η2

p = 0.28], and overestimated the

distance at 120 cm [F(1, 13) = 5.95, p = 0.030, η2
p = 0.31]. No

deviation from the actual distance was found in the 160 cm
condition (F < 1).

The cone directions did not significantly bias the distance esti-
mations [F(2, 708) = 0.61, p = 0.544, η2

p = 0.07]. However, we
found a significant interaction between viewing distance and
cone direction [F(4, 708) = 3.38, p = 0.009, η2

p = 0.26]. At the

1Distance perception in virtual environments is known to be distorted rela-
tive to real world distance perception (Loomis and Knapp, 2003; Thompson
et al., 2004). Therefore, we were not surprised to observe effects in this direc-
tion. However, this was beyond the focus of the present study and we will not
speculate further about the potential reasons for these effects.
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Observe cones moving inside 
an imaginary cube for 5 s 

Indicate the center of the imaginary 
cube by adjusting the probe 
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A

FIGURE 1 | (A) A schematic illustration of the experiment. The participants
viewed virtual cones moving inside an imaginary cube for 5 s, after which
they indicated the center of the imaginary cube. (B) Example snapshots of a

visual image of the ME (all cones are facing the observer), TAR (all cones are
facing an invisible target located behind the cones), and RND (the cone
orientations are random) conditions.

120

140

160

180

200

120 160 200
Distance (cm)

E
st

im
at

ed
 d

is
ta

nc
e 

(c
m

)

0.08

0.04

0.00

0.04

120 160 200
Distance (cm)

H
ea

d 
ac

ce
le

ra
tio

n 
(c

m
s2 )

A B

Facing direction of cones ME TAR RND

FIGURE 2 | Results of Experiment 1. (A) The average estimated distance
as a function of viewing distance and cone direction. (B) The average head
acceleration along the depth axis during the stimulus observation period.
Positive values indicate accelerations toward the cones. The error bars
indicate the standard error of the mean.

160 cm viewing distance, the estimated distance was significantly
shorter in the ME condition compared to the TAR condition
[F(1, 151) = 4.37, p = 0.038, η2

p = 0.28] and the RND condition

[F(1, 149) = 6.72, p = 0.010, η2
p = 0.23]. On the other hand, at

120 cm, the estimated distances in the RND condition were signif-
icantly shorter than in the TAR condition [F(1, 150) = 6, p = 0.016,
η2

p = 0.63] and tended to be shorter than in the ME condition

[F(1, 149) = 3.81, p = 0.053, η2
p = 0.22]2. At the viewing distance

of 200 cm, we did not observe an effect on cone direction (F < 1).

2It is unclear why the cones of random directions were perceived as closer at
the short viewing distance. At the short distance, the cones of random direc-
tions might have appeared as more crowded and less organized. Consequently,
they might have “overwhelmed” the observers to a greater extent than the

Head movements
We examined head movements along the depth axis. Figure 2B
shows the observers’ head accelerations in each of the conditions,
averaged over 5 s. The head acceleration differed significantly
between the cone direction conditions [F(2, 700.2) = 3.78, p =
0.023, η2

p = 0.28], irrespective of viewing distance (i.e., no inter-
action between viewing distance and cone direction, [F(4, 700.4) =
1.14, p = 0.336, η2

p = 0.10]. In the ME condition, the observers
accelerated their heads more strongly away from the cones than in
the TAR condition [F(1, 462.4) = 6.43, p = 0.012, η2

p = 0.41], or

in the RND condition [F(1, 463.2) = 4.19, p = 0.041, η2
p = 0.33].

For the velocity of the head movements, the effect of viewing dis-
tance, cone direction, and the interaction were not statistically
significant (Fs < 1.32, ps > 0.26).

DISCUSSION
The results of Experiment 1 suggested that the cone direc-
tion modulated the distance estimations; this modulation effect
depended on the viewing distance. The cones facing toward the
observers were perceived as closer when they appeared in the
viewing distance of 160 cm. Furthermore, the observers moved
away from the cones more strongly when the cones faced them,
which implies avoidance behavior. A post-experiment question-
naire also suggested that the observers experienced the cones
facing them as more negative (less friendly or more threaten-
ing) than those facing the other directions. Thus, the modulation
of the distance estimations might be related to the observers’
negative impressions of the cones. In Experiment 2, therefore,

cones of the more ordered conditions, and were thus perceived as closer.
Because our primary interest was the effect of the cones facing toward the
observers, we did not provide an in-depth discussion of the comparisons
between the RND vs. the ME and the TAR conditions.
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we directly tested whether cone direction affected the subjective
impression of the cones.

EXPERIMENT 2
MATERIALS AND METHODS
Nine paid volunteers (2 females, age 19–24 years) participated
after giving a written informed consent. The material and meth-
ods were identical to those of Experiment 1 except for the follow-
ing. The observers sat on a chair and wore a different head mount
display (Sony HMZ-T2). Their head movement was not mon-
itored. After the 5-s stimulus presentation, the observers rated
the “friendliness” of the cones on a 7-point scale with the poles
labeled as “hostile” and “friendly” by mouse clicking.

RESULTS
Figure 3 shows the results of Experiment 2. The cone direction
affected the friendliness ratings of the cones [F(2, 469) = 88.0,
p = 0.001, η2

p = 0.62]. The cones were rated as less friendly
(or more hostile) in the ME condition than in the TAR condi-
tion [F(1, 310) = 49.7, p < 0.001, η2

p = 0.49], which were in turn
rated as less friendly than in the RND condition [F(1, 310) = 45.2,
p < 0.001, η2

p = 0.58]. In addition, viewing distance significantly
modulated the friendliness ratings [F(2, 496) = 4.49, p = 0.012,
η2

p = 0.28], which increased linearly with the viewing distance

[F(1, 472) = 9.02, p = 0.003, η2
p = 0.31]. The interaction between

viewing distance and cone direction was not statistically signifi-
cant (F < 1).

DISCUSSION
The cones were rated as friendlier when they were facing the tar-
get rather than the observer, and when they were further away.
The effect of distance estimations depended on viewing distance.
In contrast, the effect of cone direction on the friendliness rat-
ings did not depend on viewing distance. Although the decreased
perceived friendliness of the cones that faced the observer is one
factor that affected the distance estimations, other factors affected
the pattern of distance estimates.

EXPERIMENT 3
First, we tested whether the observed effects were specific to a vir-
tual reality setup using a head mounted display which allowed
head movements. To do so, we used a projection screen with shut-
ter glasses to emulate 3-D vision with the head fixed. Second, we
wanted to clearly identify the distance at which the effect was
observed. Therefore, we concentrated on the distance difference
between the ME and TAR conditions and examined the effect
of cone direction at seven different viewing distances. Last, we
wanted to determine the within-participant relationship between
the distance estimates and the friendliness ratings.

MATERIALS AND METHODS
Nineteen paid volunteers (12 females, age 19–27 years) partici-
pated after giving a written informed consent. The visual stimuli
were presented on a large screen by a 3D stereo projector (Sight
3D, Solidray Co. Ltd.) and stereo shutter glasses (3D Vision,
NVIDIA). The refresh rate of the projection was 120 Hz (i.e.,
60 Hz for each eye). The screen was 133.5 cm (height) × 178 cm
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FIGURE 3 | The results of Experiment 2. Larger values indicate that the
cones were evaluated as being friendlier and less hostile. The error bars
indicate the standard error of the mean.

(width). The height of the center of the screen above the ground
was 144 cm. The observers sat on a chair in front of the screen
with their head fixed on a chin rest. The distance from the screen
to the observer’s eye position was 213.5 cm. The visual stimuli
were identical to those used in Experiment 1 except for the fol-
lowing. Since the visual angle (field of view) was smaller than that
in Experiment 1, the size of the imaginary cube was 100 × 100 ×
100 cm and the number of cones was 25. In the ME and TAR con-
ditions, we used 7 different distances from 100 to 220 cm at 20 cm
intervals. We omitted the RND condition. The observers first
engaged in the distance estimation procedure as in Experiment 1.
Next, they rated the cones’ friendliness as in Experiment 2. For the
distance estimations, each stimulus was repeated six times. Hence,
there were 84 trials. For the subjective ratings, each stimulus was
presented once.

RESULTS
Distance estimations
The results are shown in Figure 4A. We found statistically signifi-
cant effects for cone direction [F(1, 1532) = 16.2, p < 0.001, η2

p =
0.33], and for viewing distance [F(6, 1532) = 2.7, p < 0.001, η2

p =
0.83]. There was a significant interaction effect found between
cone direction and viewing distance [F(6, 1532) = 2.41, p = 0.025,
η2

p = 0.15]. The distance estimations were significantly closer in
the ME condition compared to the TAR condition only at the
200 cm and 220 cm viewing distances (Fs > 15.0, ps < 0.001).
No differences were found at the other viewing distances (Fs <

1.95, ps > 0.165). Notably, the distance estimations were more
veridical in Experiment 3 than in Experiment 1. We found no
significant differences between the presented distances and the
estimated distances at any of the viewing distances (Fs < 1.79,
ps > 0.198).

Friendliness ratings
Figure 4B shows the average score of the friendliness ratings. The
results were generally consistent with those of Experiment 2. The

Frontiers in Human Neuroscience www.frontiersin.org September 2013 | Volume 7 | Article 580 | 90

http://www.frontiersin.org/Human_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Human_Neuroscience/archive


Takahashi et al. Distance estimation in virtual reality

100

150

200

120 160 200
Distance (cm)

E
st

im
at

ed
 d

is
ta

nc
e 

(c
m

)

1

2

3

4

5

6

7

120 160 200
Distance (cm)

F
rie

nd
lin

es
s 

ra
tin

g

A B

Facing direction of cones ME TAR

FIGURE 4 | The results of Experiment 3. (A) The average estimated
distances as a function of viewing distance and cone direction. (B) The
average rating scores. The error bars indicate standard error of the mean.

cones in the ME condition were rated as less friendly than the
cones in the TAR condition [F(1, 234) = 84.9, p < 0.001, η2

p =
0.51]. The effect of distance was also significant [F(1, 234) = 4.78,
p < 0.001, η2

p = 0.24]. The friendliness ratings almost monoton-
ically increased with the viewing distance. The viewing distance
by cone direction interaction was not statistically significant
(F < 1). Furthermore, the overall within-participant correlation
between the distance estimations and the friendliness ratings
was statistically significant (r = 0.13, p = 0.036). The positive
correlation observed supports the relation between these two
measures.

DISCUSSION
The results of Experiments 1 and 2 were at least partially repli-
cated in Experiment 3, which used a different virtual reality
presentation method. Consistent with Experiment 2, the cones
facing the observer were rated as less friendly, irrespective of the
viewing distance. Furthermore, the cone direction modulated the
distance estimates; similar to the results of Experiment 1, this
modulation depended on the viewing distance. We compared the
results of Experiments 1 and 3. In both experiments, the cones
facing toward the observers were perceived as closer. This effect
depended on the viewing distances, and only the effective viewing
distance was different between Experiments 1 and 3. This point is
further addressed in the General Discussion section.

GENERAL DISCUSSION
The present study examined whether factors other than phys-
ical distance—the orientation of simple geometric objects—
influenced distance perception in a virtual environment. In
Experiment 1, the observers estimated the virtual cones fac-
ing them as closer than the cones facing other directions, when
the cones were presented at a certain distance (i.e., 60–260 cm
away). Furthermore, the cone direction affected the observers’
head movements (Experiment 1) and the subjective impression
of the friendliness of the cones (Experiment 2). When the tips
of the cones faced the observers, the observers moved away from
the cones and rated the cones as less friendly (more hostile).
These effects were observed irrespective of the viewing distance.
Experiment 3 replicated the distance estimation and friendliness

rating results, although the effective viewing distance was further
away (greater than 150–270 cm).

The effect on distance perception could not be a direct effect
of geometric factors. As a cone is a 3-D object, the position of the
cone is somewhat ambiguous when referred to by a point-shaped
probe. For example, if the tips of a cone served as a representative
point, the cones facing toward the observers would be estimated
as closer than the cones facing the opposite direction, when the
center of the cones was located at the same position, as was the
case in the present experiment. If these geometric factors played a
role in the modulation of distance perception, then cone direction
would have influenced distance perception irrespective of view-
ing distance. We found, however, that the modulation of distance
perception due to the cone direction depended on the viewing
distance, which is not consistent with an account based on a direct
effect of geometric factors. Rather, the geometric factor—whether
cones faced toward the observers or not—would affect the dis-
tance perception through mediating psychological factors, such
as experienced unfriendliness or perception of a threat.

In Experiments 1 and 3, the observers perceived the cones
facing toward them as closer, when the cones were presented at
certain viewing distances. The effective viewing distances were,
however, not the same; they were from 60 to 250 cm and 150 to
270 cm in Experiments 1 and 3, respectively. The visual stimuli
differences—the size of the imaginary cube and the number of
cones—might have caused the difference in the effective viewing
distances. However, at the moment, we speculate that differ-
ences in the devices used for the 3-D stereo presentation were
responsible for the dependency on the different viewing distance.
Distance in virtual environments is not necessarily veridical, but
sometimes distorted compared with real spaces (Loomis and
Knapp, 2003; Thompson et al., 2004). The amount of distortion
depends on the setup used. The lower slope of the estimated dis-
tance against the presented distance in Experiment 1 (Figure 2A)
suggests that the presented distances might be mapped onto a
smaller subjective range. This was less of a factor in Experiment
3, in which the presented and estimated distances matched more
closely (Figure 4A). Consequently, the subjective ranges within
which cone orientation influenced distance perception might
have been even more similar than suggested by the presented
distances.

Several psychological factors are known to influence distance
perception. Many studies have examined such influences in real
world situations with meaningful stimuli (Proffitt et al., 2003;
Witt et al., 2004; Balcetis and Dunning, 2010; Alter and Balcetis,
2011; Cole et al., 2012; Xiao and Van Bavel, 2012). In con-
trast, the aim of the present study was to examine distance
perception in a virtual environment with simple visual stim-
uli. The virtual cones could not physically hurt the observers
(and the observers knew this); nevertheless, the observers per-
ceived the virtual cones facing toward them as closer when they
were presented at a specific viewing distance. Moreover, distance
perception modulation was accompanied by observers’ avoid-
ance behavior and negative subjective impression of the cones
(i.e., they were rated as less friendly or more hostile). Thus,
distance perception modulation was observed even when the
observers were aware that the reward or punishment was virtual.
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The cones facing the observers at a specific viewing distance
were perceived as closer. Perhaps the modulation of distance per-
ception was mediated by the perception of an emotional threat
and/or social discomfort. One possibility is related to the fact that
pointy objects tend to evoke aversion (Morse and Cohen, 1983;
Shabani and Fisher, 2006); the aversion evoked might have been
stronger when the cone tips faced the observers. This fits with the
avoidance behavior indicated by the head tracking data as well as
the less friendly ratings. The cones might also trigger social pro-
cessing related to the regulation of interpersonal distance. The
observers’ backwards movements when faced by the cone tips
could be also considered as the signature of implicit avoidance
behavior. This is consistent with the finding that observers in a
virtual environment keep the larger distance with a virtual avatar
facing toward them (Bailenson et al., 2003). Previous studies sug-
gested that socially or emotionally negative targets in the real
world were felt or perceived as closer (Cole et al., 2012; Xiao
and Van Bavel, 2012). Another possibility to explain the effect
of the cones’ direction on the distance estimations is that the
cones facing toward the observers might be perceived as poten-
tially approaching them. Many studies suggested that approach-
ing objects lead to specific (negative in most cases) perceptual
and social states (Mühlberger et al., 2008; Tajadura-Jiménez et al.,
2010).

Although the cones facing toward the observers were rated as
less friendly regardless of the viewing distance, they were per-
ceived as being closer at specific viewing distances. Therefore,
even if perceived friendliness was related to the modulation of dis-
tance estimation, it would not be a direct cause of the modulation.
The distance perception modulation might be related to the viola-
tion of personal space (Liberman et al., 2007). Wilcox et al. (2006)
showed that objects in a virtual environment were felt as intrusive,
when the viewing distance was less than 100 cm. The modulation
of distance perception by the cones’ direction might take place
only when they appear near the intrusiveness boundary (i.e., the
personal space boundary). Objects much closer than the bound-
ary would be perceived as violating personal space, irrespective
of their perceived friendliness, while objects far away from the
boundary would be perceived as not violating personal space.
On the other hand, when the objects were close to the bound-
ary, the perception of them as intrusive and violating personal
space might depend on their friendliness. At this specific viewing

distance, the cones facing toward the observers that resulted in
the negative reactions (i.e., avoidance behavior and less friendly
ratings) might be felt as intrusive and violating; if they were fac-
ing another direction, they might be perceived as non-intrusive.
A recent study demonstrated that the representation of personal
space is sensitive to social factors (Teneggi et al., 2013). According
to this view, the intrusive cones would be perceived as closer
since they violated the observers’ personal space (Schnall, 2011).
Although these accounts are speculative, they warrant further
investigation by combining a virtual environment, personal space,
and distance perception.

In sum, the present study showed that the orientation of sim-
ple geometric objects in a virtual environment could influence
their perceived distance from observers, their perceived friend-
liness, and implicit avoidance behavior. Several issues concern-
ing distance perception in virtual environments remain open.
For example, a direct comparison of distance perception using
the same stimuli in a real and a virtual environment would
help us understand how the disconnection from the real world
(real rewards and punishments) affect our distance perception.
The results of the present study suggest that the perception
of an object as closer and having a negative impression about
that object co-occur. In contrast, in the real world, we form
positive and negative impressions of objects that are perceived
as closer. For instance, desired objects are perceived as closer
(Balcetis and Dunning, 2010). How virtual rewards affect dis-
tance perception, warrants further investigation. Our study also
implies that distance estimation may serve as an objective mea-
sure for the strength of psychological reactions in the social
domain in virtual environments. There has been an increase
in the combination of social communication with virtual envi-
ronments. Examining distance perception in virtual environ-
ments with an emphasis on psychological and social aspects
will lead to the development and application of user-friendly
technologies.
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A striking relationship between visual spatial perspective taking (VSPT) and social skills
has been demonstrated for perspective-taking tasks in which the target of the imagined
or inferred perspective is a potential agent, suggesting that the presence of a potential
agent may create a social context for the seemingly spatial task of imagining a novel
visual perspective. In a series of studies, we set out to investigate how and when a
target might be viewed as sufficiently agent-like to incur a social influence on VSPT
performance. By varying the perceptual and conceptual features that defined the targets
as potential agents, we find that even something as simple as suggesting animacy for a
simple wooden block may be sufficient. More critically, we found that experience with one
potential agent influenced the performance with subsequent targets, either by inducing
or eliminating the influence of social skills on VSPT performance. These carryover effects
suggest that the relationship between social skills and VSPT performance is mediated
by a complex relationship that includes the task, the target, and the context in which that
target is perceived. These findings highlight potential problems that arise when identifying
a task as belonging exclusively to a single cognitive domain and stress instead the highly
interactive nature of cognitive domains and their susceptibility to cross-domain individual
differences.

Keywords: perspective taking, social skills, agency, individual differences, spatial cognition

The ability to imagine the world from the point of view of another
person comes in a variety of forms, from understanding another
person’s opinion on a discussion topic to literally imagining what
the visual world would look like from their perspective. The latter,
termed visual-spatial perspective taking (VSPT), has tradition-
ally been considered a form of spatial problem solving. However,
over the course of the last decade, there has been a growing body
of research supporting a relationship between one’s social abili-
ties and the ease with which they are able to engage in this more
visually driven form of perspective taking (Brunyé et al., 2012;
Kessler and Wang, 2012; Shelton et al., 2012), highlighting the role
of VSPT for everyday social interactions. Impairment on tasks
that require adopting another’s perspective—be it to judge if an
object is visible from another viewpoint (Level 1 VSPT) or to
represent what a spatial layout might look like from another view-
point (Level 2 VSPT)—is a hallmark feature of Autism Spectrum
Disorders (ASD; Baron-Cohen, 1992; Best et al., 2008). A vast
majority of the research examining this relationship between
social and VSPT abilities tends to come in two forms: either inves-
tigation of how/when VSPT abilities are impaired or preserved
in individuals with ASD due to their known deficits in social
skills (Hobson, 1984; David et al., 2006; Hamilton et al., 2009;
Gould et al., 2011; Zwickel et al., 2011; Schilbach et al., 2012) or
investigations of the natural variability that is observed in more
typically-developing populations (Brunyé et al., 2012; Shelton
et al., 2012).

One approach to understanding how social abilities might
influence VSPT is through the investigation of the role that agents
play in cognitive tasks. A wide range of literature on embodied
cognition has investigated the conditions and tasks that appear to
be sensitive to the presence of a human agent (Eppel et al., 1983;
Schober, 1998; Ruby and Decety, 2001; Ames et al., 2008; David
et al., 2008; Tversky and Hard, 2009; Kessler and Rutherford,
2010; Kessler and Thomson, 2010; Schilbach et al., 2012). For
example, Schober (1998) has demonstrated that people will make
an effort to adopt a listener’s perspective when describing a spa-
tial display, whereas they use their own perspective or neutral
statements such as cardinal directions when asked to simply
describe the display (no human listener). Similarly, Tversky and
Hard (2009) asked individuals to describe spatial events depicted
in scenes with or without the presence of another person in
the scene. They found that the scene descriptions differed such
that the participants spontaneously adopted the perspective of
a person in a scene, even when such perspective taking was not
relevant to the task. Moreover, they had no direct contact with
the agent, suggesting that it was the mere presence and not any
interactive requirement that motivated spontaneous perspective
taking. Additionally, Schilbach et al. (2012) showed a sensitivity
toward face-like stimuli that had a modulatory effect on per-
formance when completing a gaze-mediated stimulus-response
compatibility paradigm. When the social context of the stimuli
was manipulated (face, face-like, or object stimulus), there was a
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reduction in the observed congruency effects for faces as com-
pared to objects, suggesting that there was an effect of social
context on action control. Based on these results, it is clear that
human participants are sensitive to the presence of other human
agents in ways that affect performance.

An alternative line of work has explored how agency might
be attributed to objects (Zwickel, 2009; Zwickel et al., 2011;
Zwickel and Müller, 2013). In a series of studies, Zwickel and
colleagues set out to better understand VSPT when non-human
entities were used as the target of perspective taking, both
in typically-developing individuals (Zwickel, 2009; Zwickel and
Müller, 2013) and those with ASD (Zwickel et al., 2011). This
was first accomplished by examining whether individuals would
adopt the perspective of geometrical shapes if the movement
of the shapes appeared intentional. Intentionality was manipu-
lated by using movements that implied interactions between the
shapes. For example, when two triangles were moving about each
other, they might evoke descriptions that reflect theory of mind
(ToM) such as, “The small triangle surprised the large triangle.”
Zwickel (2009) presented individuals with either the systematic
ToM movement or random movement and found that individu-
als spontaneously adopted the perspective of the probed triangle
when the movement implied agency but not when the movement
was random. Follow-up work on individuals with ASD showed
that although they were able to understand that the triangles were
interacting in one case (ToM condition) and not in the other
(random condition), the additional attribution of agency did not
occur as evidenced by less appropriate descriptions of the anima-
tions (Zwickel et al., 2011). Therefore, it was concluded that in
the case of individuals with ASD, although the perceptual cues
(type of movement) were sufficient to invoke intentionality, they
did not imbue the triangles with agency. These studies highlight
one possible feature, intentional movement, which may be nec-
essary for non-human targets to be perceived as potential agents.
However, it is unknown what the potential boundary conditions
are associated with perceived agency and the minimal require-
ments needed for stimuli to evoke VSPT when the stimuli are
static.

In addition to understanding how agency attribution impacts
VSPT, an additional line of research has been focused more on
investigating the direct relationship between social abilities and
VSPT. In particular, Brunyé et al. (2012) assessed whether gender
and sub-clinical autistic traits were not only predictive of VSPT,
but could differentiate between the levels of VSPT. The VSPT
tasks used in this study required participants to either determine
whether a light was visible from the perspective of an avatar (Level
1) or whether the light was to the left/right of the avatar (Level
2) and participants completed the autism quotient (AQ; Baron-
Cohen et al., 2001). The overall score on the AQ was used with
higher scores being indicative of greater autistic-like traits. Results
from this study found slowed reaction times for the Level 2 VSPT
task in males and females with relatively high AQ scores, sug-
gesting that individuals with more autistic-like traits had greater
difficulty taking the perspective of the avatar. This relationship
was not seen for the Level 1 VSPT task. Taken together, these
findings suggest that even in sub-clinical healthy populations,
having more autistic-like traits influences one’s ability to engage

in perspective taking when the judgment to be made goes beyond
asking whether something might be visible in the alternative per-
spective and requires a more complex set of judgments to be made
about the spatial properties of the visual scene from an alternative
perspective.

In a similar manner, Shelton et al. (2012) focused more specif-
ically on social skills by using a combined score derived from
the AQ social and communication subscales. As such, a lower
score on this combined AQ score would be associated with indi-
viduals who have strong social skills whereas a higher score
would be more associated with individuals who are less socially
savvy 1. In this experiment, participants were seated in front of
a display of three buildings with seven different colored poten-
tial targets of perspective taking oriented around the display at
45◦ intervals. Participants were presented with an image and were
asked to identify which viewpoint was being displayed, whether
it be their own or one of the potential targets. Agency was
manipulated by having each participant complete three different
conditions: artist figures, triangles, and cameras. It was hypothe-
sized that artist figures would be more human-like than either the
triangles or cameras, with triangles as clear inanimate objects and
cameras as potential intermediaries of perspective (people look
through them). A striking relationship was found. Participants
with lower AQ combo scores (more social) were more accurate
at taking the perspective of the artist figures (r = −0.584) than
those with higher AQ combo scores (less social), whereas no such
relationship was found for either the triangles (r = −0.084) or
the cameras (r = −0.053) conditions. It should be acknowledged
that all of the conditions used objects, but the relative amount of
potential agency conveyed varied across the different conditions.
As such, these findings point to another potential requirement
for perceived agency, especially with respect to static images; that
is, it may be necessary for the potential “agents” to possess some
human-like qualities.

Not only do these studies provide indications as to what it
means for an object to be perceived as a potential agent, they also
introduce a framework for distinguishing when VSPT includes a
social component or not. That is, VSPT may be primarily spa-
tial and remain so when targets do not evoke the suggestion of
social engagement, but VSPT may become more dependent on
interactions with social skills when targets are more agent-like,
allowing one’s social skills to influence behavior for better or for
worse. This offers a method for assessing what kinds of targets
might make VSPT more or less social. In particular, we can use
the correlation between VSPT performance and social skills as a
measure of when VSPT is or is not incurring social skill influ-
ence. If a target is motivating the task to be a “socially relevant”
form of VSPT, we expect a relationship between measures of social
skill and VSPT performance. However, if a target is not incurring
the agency necessary to motivate social relevance, we expect to

1One important note on social skills in this context is that the relevant
dimension is likely to be one’s understanding and appreciation of social
attributes and situations rather than social-seeking behavior or extroversion.
Throughout, we use this broader definition, suggesting a form of social intel-
ligence or savvy rather than more strictly whether someone engages in more
or less social activity .
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see a “non-social” form of VSPT such that social skills are not
correlated with VSPT performance. Critically, we do not predict
opposite relationships for socially relevant and non-social VSPT,
but rather suggest that the task can either be sensitive to social
influence or not (see Figure 1).

Using this approach to assess social influence, we can begin
to ask deeper questions about what targets, target features, and
conditions change the way an individual approaches the VSPT
task. First, we can test how changing basic features might influ-
ence the degree to which a target seems to acquire agency that
brings social skills to bear. In the previous study (Shelton et al.,
2012), we used brute force differences (human form vs. inanimate
objects), but more subtle information can also be manipulated.
For example, we can manipulate the presence or absence of very
basic facial features. Second, we can ask whether and how experi-
ence with one type of target might modulate the perceived agency
of another target, which we refer to as experiential context. In the
previous study (Shelton et al., 2012), there was no effect of order,
suggesting that having seen the artist figures first did not make
the triangles more or less sensitive to the influence of social skills.
Moreover, seeing the triangles followed by artist figures did not
make the artist figures more or less sensitive. However, as noted
above, these were already different classes of objects. Here we con-
sider what happens to perceived agency when targets share certain
features but not others.

To address these issues, we ran a series of experiments that
compare the original targets from the previous study, plain tri-
angles and artist figures, to other variations that might convey
more or less agency as evidenced by an influence of social skills
on VSPT performance. First, we set out to establish whether
adding human-like features to an object would increase the sen-
sitivity to social skill influence. In Experiment 1, we compared
plain triangles to triangles with eyes affixed to them, making
them appear more human-like (or at least Muppet-like) via
visual features. In Experiment 2, we compared the artist figures

FIGURE 1 | Potential framework depicting the relationship between

social skills and VSPT performance for proposed socially-relevant and

non-social VSPT. The distinction between these two types of tasks is
captured by the degree to which VSPT is incurring a social skill influence
indexed by the magnitude of the correlation.

condition from our previous study, which showed the relation-
ship between social skills and VSPT, to agents with even more
human-like qualities, fashion dolls. In both Experiments 1 and
2, we contrasted conditions that vary on known visual features
and counterbalanced order to allow us to explore any modula-
tion of the social skill relationships due to experiential context.
Lastly, we wanted to ask whether we could increase sensitivity
to social skill influence by conceptually manipulating the mean-
ing of a target of perspective taking. In Experiment 3, we return
to the plain triangles, but now refer to them as “Aliens” in an
effort to convey that these could be creatures with agent-like
qualities. This manipulation allowed us to ask whether a con-
ceptual cue to agency can be robust enough to bring about
the influence of social skills on VSPT performance. Overall,
results from these studies reveal the complexity of the relation-
ship between social skills and VSPT, highlighting the suscepti-
bility of individual differences to contextual and cross-domain
influences.

GENERAL MATERIALS AND METHODS
All three of the correlational experiments used the same basic
paradigm, varying only the target of the VSPT task.

PARTICIPANTS
All participants were Johns Hopkins University undergraduate
students between the ages of 18–22 who participated in return for
extra credit in psychology courses. All procedures were approved
and conducted in accordance with the Johns Hopkins Homewood
Institutional Review Board. For all studies, inclusion in the study
was based on the 0◦ orientation trials (described in more detail in
the subsequent section). Because this type of VSPT task is dif-
ficult and a wide range of scores is typically observed, we did
not want to exclude individuals merely because they fell along
the lower end of the distribution. Therefore, we reasoned that
if participants could correctly identify their own view, then we
could assume that they understood and were engaged in the
task. As such, we excluded individuals who made more than
one error on these trials. Across all of the experiments, this cri-
terion seemed to successfully separate those who were on task
from those who were not. Moreover, for each experiment, an
effort was made to obtain approximately equal numbers of males
and females. The analyses for each experiment included exam-
ining potential differences in performance between the genders.
Consistent with previous findings obtained by Shelton et al.
(2012), the differences between males and females on all mea-
sures and correlations were negligible and will not be discussed
further.

MATERIALS, DESIGN, AND PROCEDURES
For each experiment, participants completed a set of measures
that included the three buildings task, paper-and-pencil spa-
tial skill tests, and a self-report questionnaire (the AQ described
below) in a pseudorandom order. The spatial skill tests adminis-
tered are part of a standard battery of measures typically included
across all experiments in the lab; they were not pertinent to the
hypothesis-driven questions being addressed and had little or no
relationship to the outcomes presented below.
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Three buildings (3Bldgs) task
Participants completed the 3Bldgs task, which is an adaptation
of Piaget’s three mountains perspective-taking test (Piaget and
Inhelder, 1967). For this task, participants viewed two different
displays. Each display consisted of three unique buildings (6 dif-
ferent buildings total) with each building constructed out of
LEGO® building blocks (Lego Group, Billund, Denmark) and
placed on 24′′ diameter plastic disks that were covered in faux
grass mats. Each display disk was centered on a 36′′ diame-
ter wood table and photographed from 8 different orientations
separated by 45◦ increments. Around the building display were
seven uniquely colored targets for perspective taking (red, blue,
white, black, purple, yellow, and orange). Targets were placed at
45◦ intervals and corresponded to headings of 45◦, 90◦, 135◦,
180◦, 225◦, 270◦, and 315◦ with respect to the participants’ des-
ignated view of 0◦. The targets were manipulated across the set
of experiments to assess the potential impact on the perceived
agency (see Figure 2) and are described in greater detail with the
corresponding experimental manipulation.

Participants were seated in front of the physical display and
viewed images on a laptop computer. Each presented image
corresponded to the would-be visual perspective of one of the
targets or to the participant’s own perspective (0◦). Participants
were asked to identify the perspective of the image. For each
image, irrespective of the task version, the participant was asked,
“Which <TARGET> is at this view?2” Participants indicated their
response by pressing a key corresponding to the color of the
target or the spacebar to indicate that it was his/her own view.
Each task version consisted of 40 self-paced trials (5 trials at each

FIGURE 2 | Example of one of the three buildings displays showing the

different target conditions used in the Experiments: upper left

(Experiments 1 and 3), upper right (Experiment 1), lower left and right

(Experiment 2).

2This question was intentionally vague to limit potential bias in the language
that might influence how the participant should interpret the task and the tar-
get. Using language such as “Who sees this. . . ?” might affect interpretation of
agency (i.e., “who” denotes a being; “seeing” is a property of an agent). We also
acknowledge that this wording does not explicitly tell the participant to men-
tally visualize the space. As such, it is possible that some participants engaged
more or less visual imagery as opposed to other forms of spatial reasoning.
However, we have no reason to suspect that this same variability in strategy
does not hold for all VSPT tasks.

orientation) with a 5-s response deadline. Response latency and
accuracy were measured.

The 0◦ orientation (where the participant was seated) was
selected randomly for each participant from one of 4 possible ori-
entations. For each display, the four candidate orientations were
selected by randomly choosing one orientation and using the
3 additional orientations that were opposite and orthogonal to
that initial orientation. For a given start orientation, targets were
placed at the remaining seven orientations. When appropriate,
display-condition assignment and order of conditions were coun-
terbalanced, and the order of the target colors around the display
was selected randomly for each participant and kept constant for
both conditions (when applicable).

Autism quotient (AQ; Baron-Cohen et al., 2001)
The AQ is a self-report questionnaire designed to assess the degree
to which individuals vary on five traits typically associated with
ASD—social skills, perseveration, attention to detail, communi-
cation, and imagination—with higher scores (overall and each
subscale separately) reflecting stronger ASD-like traits. For the set
of experiments presented here, the critical scales of interest are the
social and communication impairment scales, which are designed
to capture behaviors on a continuum from socially appropriate
to socially inappropriate behaviors. Due to the strong correlation
observed in Shelton et al. (2012) between the social and com-
munication impairment subscales, we used the same combined
social/communication score as the previous study. For clarity, we
term this the social ineptitude score, reflecting the fact that higher
scores mean less social. This social ineptitude score is used in all
analyses for each experiment.

EXPERIMENT 1: TRIANGLES WITH AND WITHOUT EYES
In this experiment, we set out to assess whether objects could be
made sensitive to the influence of social skills by adding features
suggestive of agency. Specifically, participants were asked to com-
plete two conditions in which they either took the perspective of a
triangle (plain triangles condition) or took the perspective of a tri-
angle that had eyeballs affixed to the top of it (triangles-with-eyes
condition). First, we expected no relationship between social skills
and performance with plain triangles, replicating our previous
work. For the triangles-with-eyes condition, we used the magni-
tude of the correlation between social skills and performance as
an index to determine whether eyeballs were sufficient for induc-
ing potential agency in an object. If any sign of agency “socializes”
the task, then we might expect a correlation comparable to that
observed for the artist figures in Shelton et al. (2012). However,
we may also see a gradation of social skill influence dependent
upon the degree of potential agency induced, in which case the
triangles-with-eyes would show a weaker correlation than other
more agent-like targets. Such a result would necessitate additional
comparisons. Finally, we might see that static triangles are objects
regardless of whether they have eyes or not, with no correlation
observed in either condition.

In addition to the basic comparison of triangles with and with-
out eyes, we also entertained the possibility that the order of the
conditions could affect observed correlations. Given that these
two conditions use the same basic object, they may provide a
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more direct contrast of their potential agency than the triangles,
cameras, and artist figures used in our previous research study
(Shelton et al., 2012). As such, we considered whether seeing the
plain triangles first might imbue the subsequent triangles with
eyes with more agency than they might convey on their own
(when experienced first). This might result in the correlation for
triangles-with-eyes being weaker when performed first than when
performed after plain triangles. Plain triangles provide an even
more interesting case in that they are expected to show no corre-
lation, especially if experienced first. However, it is possible that
seeing triangles-with-eyes as potential agents could carryover to
subsequent performance with plain triangles, making them more
sensitive to the social skill influence.

MATERIALS AND METHODS
Participants
For this experiment, 78 naïve participants were enrolled. Six par-
ticipants (2 males) failed to meet criterion, leaving 72 participants
(34 males) included in all subsequent analyses.

Materials, design, and procedures
Participants completed two versions of the 3Bldgs task using
plain triangles and triangles with eyes as targets. Using a set of
14 identical wooden triangular blocks, we created two sets of
seven different colored triangles (see above) placed on plain wood
pedestals (13′′ total height). One set served as the plain triangles
condition. For the second set, 1′′ round wooden eyeballs painted
white with black circles were affixed to the top of each triangle to
create the triangles-with-eyes condition (see Figure 2). For each
image, irrespective of the task version (plain triangles/triangles-
with-eyes), the participant was asked, “Which Triangle is at this
view?” Each participant completed both versions of the task using
two different displays. Display-condition assignment and order
of conditions were counterbalanced. After applying the exclu-
sion criterion, we had approximately equal numbers in each
order (plain triangles first n = 34). The order of the target col-
ors around the display was selected randomly for each participant
and kept constant for both conditions.

RESULTS
Mean response latency (overall and for correct trials only)
and overall accuracy were calculated for both versions of
the 3Bldgs task and were separately subjected to a mixed
ANOVA with order as a between-subjects variable and target
(plain triangles/triangles-with-eyes) as a within-subjects variable
(Figure 3). For response latency, there were no significant effects
or interactions (all ps > 0.11). For accuracy, we found that
the group that performed the plain triangles first were signifi-
cantly less accurate than the group that performed the triangles-
with-eyes condition first, F(1, 70) = 5.75, p = 0.019, η2

G = 0.05.
Although this effect was significant, it was a small effect, account-
ing for only about 5% of the measured variance. Moreover, we
also observed that participants were significantly more accurate
on the triangles-with-eyes condition than the plain triangles con-
dition, F(1, 70) = 5.98, p = 0.017, η2

G = 0.02. Again, this was a
small effect (2% of the measured variance). There was no sig-
nificant order × target interaction, F(1, 70) = 1.97, p = 0.165.

FIGURE 3 | VSPT performance (mean accuracy and response latency)

as a function of the target conditions for Experiment 1. Error bars
reflect ±1 standard error of the mean.

Although these effects are fairly small, it suggests that it may
be important to consider whether some targets’ perspectives are
more readily adopted overall, and, more critically, the role order
may play when investigating the relationship between social skills
and performance on our VSPT conditions.

In addition to assessing conditional differences, we also corre-
lated the performance on the plain triangles and triangles-with-
eyes conditions. Accuracy was positively correlated, r = +0.44,
p < 0.001. This relationship is consistent with our previous study
(Shelton et al., 2012) and suggests that there is a common spatial
component to the VSPT task, irrespective of target condition.

To answer the critical question of social skill influence on
VSPT performance we explored the correlations between social
skills and accuracy 3 on the VSPT task for the two target condi-
tions overall and then for each order separately. All correlations
are significant at α = 0.05, corrected for the size of the rele-
vant subset of correlations investigated unless otherwise specified.
Consistent with Shelton et al. (2012), we observed a significant
correlation between the social and communication impairment
subscales from the AQ (r = 0.42); therefore, due to this observed
relationship and to be consistent with previous literature we used
a combined scored (social ineptitude score) in all analyses (see
Table 1 for separate correlations with subscales). Lower values on
the social ineptitude score would be associated with better social
skills, whereas higher values on the social ineptitude score would
be associated with poorer social skills. Overall, we observed no
correlation for the plain triangles condition, r = −0.18, p = 0.12
and a negative correlation for the triangles-with-eyes condition,
r = −0.46, indicating that more social individuals had better
performance than less social individuals for the triangles-with-
eyes condition. A t-test for non-independent r’s was conducted
and revealed that these correlations were significantly different,
t(69) = 2.45, p = 0.02, suggesting that adding eyes to the plain tri-
angles allowed objects to become sensitive to social skill influences
in VSPT.

An examination of the effect of order on these correlations
paint a more complex picture, as can be observed in Figure 4,
which shows the correlations for both conditions separately for
each order. For the triangles-with-eyes condition, the correlation

3Consistent with previous data, response latency had no significant correla-
tions (strongest was r = +0.1).
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Table 1 | Summary of correlations (and p-values) between the

relevant social skill scores and each condition, overall and by order of

conditions where relevant.

Social subscale Communication Social ineptitude

subscale score

EXPERIMENT 1

Plain triangles

Overall +0.01 (0.939) −0.33 (0.005)* −0.18 (0.123)

1st +0.23 (0.202) −0.04 (0.805) +0.13 (0.479)

2nd −0.20 (0.232) −0.50 (0.001)* −0.43 (0.008)*

Triangles-with-eyes

Overall −0.26 (0.031) −0.54 (<0.001)* −0.46 (<0.001)*

1st −0.29 (0.077) −0.46 (0.003)* −0.46 (0.004)*

2nd −0.22 (0.219) −0.60 (<0.001)* −0.45 (0.008)*

EXPERIMENT 2

Artist figures

Overall +0.01 (0.920) −0.15 (0.195) −0.08 (0.521)

1st −0.25 (0.160) −0.45 (0.007)* −0.39 (0.022)

2nd +0.20 (0.235) +0.07 (0.678) +0.14 (0.391)

Fashion dolls

Overall −0.25 (0.032) −0.48 (<0.001)* −0.40 (0.001)*

1st −0.21 (0.209) −0.41 (0.011) −0.33 (0.045)

2nd −0.32 (0.067) −0.61 (<0.001)* −0.52 (0.002)*

EXPERIMENT 3

Triangle aliens −0.27 (0.066) −0.34 (0.017)* −0.36 (0.013)*

All p-values presented are uncorrected for multiple comparisons; *indicates the

correlations that survive the correction for multiple comparisons within related

subsets.

FIGURE 4 | VSPT performance as a function of social ineptitude score

separately for the plain triangles (left) and triangles-with-eyes (right)

conditions broken out by order for Experiment 1.

was significant regardless of the order in which the conditions
were completed, r = −0.46 and −0.45, supporting the claim that
placing eyes on the simple triangles was sufficient to bring about
the social skill influence. Performance on perspective taking with
plain triangles had previously not shown a significant correla-
tion with social skills (Shelton et al., 2012), and that was again
the case when this condition was performed as the first con-
dition, r = +0.13, p = 0.48. However, when the plain triangles
followed the triangles-with-eyes, there was a significant nega-
tive correlation, r = −0.43, that was not significantly different
from those observed for the triangles-with-eyes in either order,

ps > 0.45. Additionally, this correlation was significantly differ-
ent from the correlation when the plain triangles were viewed
first as evidenced by a z-transform for independent correla-
tions, z = −2.35, p = 0.009. As such, plain triangles incurred
as much influence from social skills as triangles-with-eyes when
participants had experienced the triangles-with-eyes first.

In cases where we observed a correlation with the social inep-
titude score, we also compared their magnitude to the correlation
observed for artist figures in the previous study (r = −0.58;
Shelton et al., 2012) using a z-transform for independent corre-
lations. None of the comparisons were significant, all ps > 0.16,
suggesting that the triangles-with-eyes and the plain triangles
(when presented after the triangles-with-eyes condition) were
showing correlations in the same range as previously observed for
artist figures.

DISCUSSION
The goal of Experiment 1 was to determine whether an object
previously shown to be insensitive to social skill influence could
be made sensitive by adding an agent-like feature. Adding eyes
to triangles had two important impacts on performance. First,
we did observe the significant correlation between performance
on the triangles-with-eyes condition and social skills, suggesting
that features such as eyes can create targets of perspective tak-
ing that are sensitive to the influence of social skills. In essence, it
appears placing static features on an object may convey a sense of
agency similar to what was observed for animating shapes (e.g.,
Zwickel, 2009). In addition, we observed that our plain trian-
gles could also be imbued with some agent-like attributions by
simply following the experience of the task with the triangles-
with-eyes.

It is tempting to argue that the act of performing the task
with an implied social context might keep participants in a
state of “social-ness” rather than actually imparting the agency
or sociality on the plain triangles. This seems unlikely given
that we failed to find any order effects (or even trends that
would suggest order effects) in the previous study (Shelton et al.,
2012) and pilot work when the targets were different kinds of
objects. Instead, it seems that the shared properties of the tri-
angles with and without eyes may have allowed the agency (or
sensitivity to social influence) induced by the eyes to carry over.
In Experiment 2, we examine a variation on this carry over
effect by contrasting two different representations of human
form.

EXPERIMENT 2: ARTIST FIGURES AND FASHION DOLLS
Experiment 1 started with an object and examined whether we
could induce sensitivity to social skill influence. In Experiment 2,
we started with the artist figures that were first used to demon-
strate the correlation between social skills and VSPT in this
paradigm and compared them to a target with more human-
like features to assess whether the correlation might be sensi-
tive to the degree or extent of implied agency. In addition, we
again varied the order of the conditions to examine whether
experience with the putatively stronger potential agent might
strengthen or weaken the sensitivity of the putatively weaker
potential agent.
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MATERIALS AND METHODS
Participants
For this experiment, 82 naïve participants were enrolled. Ten
participants (5 males) were excluded due to failure to reach
criterion, leaving 72 participants (30 males) eligible for all sub-
sequent analyses.

Materials, design, and procedures
Participants completed two versions of the 3Bldgs task. In the
artist figures condition, each target was a 13′′ tall wooden artist
figure with its head painted one of seven unique colors. In the
fashion dolls condition, we used a set of 7 distinct Barbie™ dolls
(Mattel, Inc., El Segundo, CA), with each fashion doll wearing
a colored dress corresponding to the colors used in the artist
figures condition (see Figure 2). For each image, irrespective
of the task version (artist figures/fashion dolls), the partici-
pant was asked, “Which Doll is at this view?” Each participant
completed both versions of the task using two different dis-
plays. Display-condition assignment and order of conditions were
counterbalanced. After applying the exclusion criterion, we had
approximately equal numbers in each order (artist figures first
n = 38). The order of the target colors around the display was
selected randomly for each participant and kept constant for both
conditions.

RESULTS
Mean response latency (overall and for correct trials only) and
overall accuracy were calculated for both versions of the 3Bldgs
task and were separately subjected to a mixed ANOVA with order
as a between-subjects variable and target (artist figures/fashion
dolls) as a within-subjects variable (see Figure 5). For both
response latency and accuracy, there were no significant effects or
interactions (all ps > 0.23 for response latency and all ps > 0.07
for accuracy). Again, we observed a significant positive correla-
tion between accuracy with fashion dolls and accuracy with artist
figures, r = +0.46, p < 0.001.

Given the observed correlation between the social and com-
munication impairment subscales from the AQ (r = 0.69), all
subsequent correlations were run between the social ineptitude
score and the accuracy on the two agency conditions overall and
then for each order separately (see Table 1 for separate correla-
tions with subscales). All correlations are significant at α = 0.05,

FIGURE 5 | VSPT performance (mean accuracy and response latency)

as a function of the target conditions for Experiment 2. Error bars
reflect ±1 standard error of the mean.

corrected for the size of the relevant subset of correlations investi-
gated unless otherwise specified. Overall, we observed a negative
correlation for the fashion dolls, r = −0.40, indicating better
accuracy with better social skills. Surprisingly, no such corre-
lation was observed for the artist figures, r = −0.08, p = 0.52.
This is contrary to our previous studies where we have consis-
tently observed this correlation (Shelton et al., 2012). A t-test for
non-independent r’s confirmed that these two correlations were
significantly different from each other, t(69) = 2.82, p = 0.006.

The unexpected result in the artist figures overall made the
motivation for examining order effects even stronger. Figure 6
shows the correlations broken down by order. For the fashion
dolls, the correlation between social ineptitude score and per-
formance was weaker when fashion dolls were presented first,
r = −0.33, p = 0.04 uncorrected, but met the criterion for mul-
tiple comparisons when fashion dolls were presented second,
r = −0.52. Although the correlation numerically increased when
fashion dolls were presented second, the difference between the
two correlations was not significant, z = 0.97, p = 0.17, sug-
gesting that the correlation was similar irrespective of order.
An examination of the artist figures condition revealed a more
complicated picture. That is, when artist figures came first,
performance showed a correlation with the social ineptitude
score similar to what was observed previously (Shelton et al.,
2012), r = −0.39, p = 0.02 uncorrected (comparison to r =
−0.58, z = 1.33, p = 0.09), but when these same artist figures
followed the experience with fashion dolls, the correlation with
the social ineptitude score was weak and in the opposite direction,
r = +0.14, p = 0.39. The correlations for the artist figures in the
two different orders were significantly different, z = 2.26, p =
0.001, suggesting that the social skill sensitivity was modulated
by the context in which the particular targets were experienced.

DISCUSSION
Experiment 2 provides a second example of how the degree to
which a target of perspective taking appears to be socially relevant
can be influenced by the experience of other targets. Artist figures,
which were used to establish the initial correlation between social
skills and VSPT in this paradigm, were essentially stripped of their
sensitivity to social skill influence when they were experienced
after performing the task with fashion dolls.

FIGURE 6 | VSPT performance as a function of social ineptitude score

separately for the artist figures (left) and fashion dolls (right)

conditions broken out by order for Experiment 2.
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Although both Experiments 1 and 2 demonstrate how context
can affect the sensitivity to social skill influences, the results may
seem contradictory. In Experiment 1, having the putatively more
agent-like target first increased the sensitivity for the subsequent
less agent-like target, whereas Experiment 2 showed the opposite
effect. However, the figures used in Experiment 2 were not the
same object varying in a feature or two; they were two different
representations of human form that varied on a variety of visual
features (continuity of form, faces, hair, clothing, etc.). Although
the artist figures can clearly convey agency in a way that allows a
social skill influence, they are also affected by the context in which
they are experienced.

The broader issue of context effects and target influences will
be addressed in more detail in the General Discussion, but first we
turn our attention to another form of context. All of our manip-
ulations of potential agent-like features so far have been visual
features. It is also possible to create conditions in which objects
might be viewed as agents via conceptual context. Whether we
can induce sensitivity to social skill influence using a conceptual
context is the question for Experiment 3.

EXPERIMENT 3: TRIANGLE “ALIENS”
One of the clear conclusions of Experiments 1 and 2 is that
objects can be sensitive to social skill influences as a function
of having features that suggest potential agency. Whether affix-
ing eyes to simple shapes or using representations of the human
form, these features appear to affect how individuals approach the
perspective-taking task. We also observed a form of conceptual
carryover from the triangles-with-eyes to the plain triangles. As
a final test, we asked whether a purely conceptual manipulation
could also make an object sensitive to social skill influence. Using
the plain triangles again, we offered an alternative interpretation
of the triangles as potential agents by calling them “aliens” dur-
ing the perspective-taking trials. If triangles with eyeballs on top
motivate the task to become more social in nature, then perhaps
simply suggesting a type of being, be it alien or otherwise, might
operate in a similar manner.

MATERIALS AND METHODS
Participants
For this experiment, 53 naïve participants were enrolled. Five par-
ticipants (3 males) failed to meet criterion, leaving 48 participants
(24 males) included in all analyses.

Materials, design, and procedures
Participants completed the 3Bldgs task using the same 7 triangu-
lar blocks on pedestals described in Experiment 1. For each image
the participant was asked, “Which Alien is at this view?” Across
participants, the display type was counterbalanced and the order
of the target colors around the display was selected randomly for
each participant.

RESULTS AND DISCUSSION
Mean response latency was 3018 and 3054 ms overall and for
correct trials only, respectively, and overall accuracy was 72.9%.
Again, we observed a significant correlation between the AQ
social and communication impairment subscales, r = +0.46,
so we again used the social ineptitude score (see Table 1

for separate correlations with subscales). The critical correla-
tion between the social ineptitude score and performance on
the VSPT task with triangle aliens was significant, r = −0.36
(see Figure 7). Moreover, this correlation was not signifi-
cantly different from the correlation obtained for the triangles-
with-eyes condition either overall or separated by order in
Experiment 1, ps > 0.65. These results suggest that even in
the absence of a visual feature, an object can become sen-
sitive to social skill influence on VSPT through conceptual
suggestion.

GENERAL DISCUSSION
One of the key motivations for this special issue on develop-
ing a framework for integrating the “social” and the “spatial”
is the recent acknowledgment of a clear relationship between
VSPT and aspects of ones savvy in social situations (Hamilton
et al., 2009; Zwickel et al., 2011; Brunyé et al., 2012; Shelton
et al., 2012). By definition, VSPT tasks involve the need to
consider/imagine/reason about a target perspective that is dif-
ferent from one’s own. As such, it is tempting to conclude that
VSPT is both a spatial and social task. However, these tasks
can vary dramatically with respect to who or what is the place-
holder for the target perspective. Our previous work has shown
that the relationship between VSPT performance and social
skills depends on the nature of the target; targets that could be
seen as potential agents were sensitive to social skill influence,
whereas targets that did not have agent-like features were insen-
sitive (Shelton et al., 2012). These and similar results (Zwickel,
2009; Zwickel et al., 2011; Schilbach et al., 2012; Zwickel and
Müller, 2013) suggest that VSPT tasks acquire some social rel-
evance when the target has potential agency. Using correlations
between measures of social skills and performance on VSPT,
the present study offers a more detailed account of what fea-
tures and conditions can affect the degree to which any given
target might convey agency and become sensitive to social skill
influence.

One of the first implications of the present work is that simple
physical features can induce an object to be sensitive to social skill
influence. In the previous study, the physical form of a wooden
artist figure appeared to motivate participants to engage the VSPT

FIGURE 7 | VSPT performance as a function of social ineptitude score

for the triangle aliens condition.
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task in a more social manner than either plain triangles or cam-
eras (Shelton et al., 2012). Although triangles do not resemble
human forms, in the present study, we were able to observe the
same social skill influence on VSPT by simply adding eyeballs
to the triangles. This small featural change seemed to push par-
ticipants to engage the triangles as if they were potential agents,
like the artist figures. Taken together, this body of work suggests
that there are different visual features that can motivate one to
perceive an object as a potential agent. The global shape of the
artist figures likely conveyed the sense that this could be a per-
son form, whereas the presence of eyes (which the artists figure
did not actually have) likely conveyed a similar sense for triangles.
These differences raise important questions about what other fea-
tures or combinations might be more or less effective in engaging
the social mechanisms that appear to be brought to bear, but they
establish the very basic notion that minimal change can assert a
strong influence.

In addition to the observation that physical features can induce
agency, we also observed that the context defined by experiences
surrounding the introduction of particular targets in perspec-
tive taking can also play a role in the perceived potential agency.
First, we found that when a target closely resembles another
object that has recently been attributed with agency, the sim-
ilarity of object features may be sufficient to convey carryover
agency. Performing VSPT with plain triangles as targets is gen-
erally insensitive to social skill influence when performed prior
to other conditions or in the context of artist figures or cam-
eras. That is, on their own, they are not potential agents. Despite
their fundamental characterization as inanimate objects, these
same plain triangles can be engaged as if they were potential
agents when they immediately follow experience with identical
triangles with eyes affixed to them. In other words, experiencing
triangles-with-eyes as agents allowed plain triangles to be viewed
as agents.

The artist figures provide a second case of experiential con-
text. When performing the task with artist figures in the context
of plain triangles or cameras, the artist figures represent the con-
dition that shows the strongest numerical relationship between
social skills and performance (Shelton et al., 2012). Similarly,
when participants experienced the task with the artist figures first
in Experiment 2, we saw a similar performance-social skill cor-
relation to other “agent” conditions. However, when participants
experienced the artist figures after exposure to the fashion dolls,
this correlation was diminished completely for the artist figures
condition, such that it had the same magnitude correlation as
plain triangles alone. In this case, it was as if experiencing the
fashion dolls as agents made the artist figures seem not only less
agent-like but not at all agent-like, akin to a purely inanimate
object.

As noted previously, the two types of triangles and two types
of dolls represent opposing effects of experiential context (for a
more in-depth discussion of experiential social context or his-
toricity, see Schilbach et al., 2013). For the triangles, we had
identical objects that differed only in the presence or absence of
a single agent-like feature (eyes). Whatever attributes the eyes
appeared to bring to the triangles on which they were affixed

(triangles-with-eyes condition) lingered when the triangles were
presented again without eyes (plain triangles). One argument
might be that the triangles were viewed as the same triangles with
and without eyes. That is, once the triangles had been imbued
with potential agency, having them “return” without eyes did
not immediately strip them of the attributes that were motivat-
ing the task to take on social relevance. By contrast, the fashion
dolls and artists figures are clearly not the same object but are
different representations of human form. Although artist fig-
ures alone may be sufficient to engage the social mechanisms
that affect performance with agent-like targets, they appear to
lose any attributes that convey a sense of agency when one has
had experience with the more representative form of the fash-
ion doll. Anecdotally, some participants even remarked that the
artist figures seemed “creepy” after seeing the fashion dolls. This
type of comment has never been noted before in our previ-
ous studies nor in the condition when the artist figures came
first, suggesting that the experiential context was asserting a
strong influence over the perception of the objects at a very
basic level.

Although not significantly different from the cases presented
here, it is notable that the artist figures in Shelton et al. (2012)
had a numerically larger correlation than any of the conditions in
the present study. This may be due to the fact that the artist figures
were experienced in the context of two other objects that did not
possess agent-like qualities (plain triangles and cameras). In 2/3 of
the orders used for the study, the artist figures would have come
after one or both of the object conditions, which may have magni-
fied the correlation relative to the conditions used in the present
study. The lack of order effects on the correlations in the origi-
nal study is potentially problematic for this argument. However,
given that the artist figures when presented first had a correlation
of −0.39 in the present study it is possible that the original study
was insufficiently powered to detect changes from such a high
baseline correlation. Again, this suggests that the role of experien-
tial context may be a critical factor in the way individuals engage
a VSPT task with different targets.

Both the induction of agency and contextual effects noted
above are driven by physical features. For example, the carry-
over of agency from triangles-with-eyes to plain triangles likely
depended on the agency evoked by the physical features of the
eyes carrying over to the highly similar plain triangles. Likewise,
the many agent-like features of the fashion dolls appeared to con-
vey agency, and the diminished agency for artist figures following
experience with fashion dolls likely depended on the contrast of
these “rich” agents to the highly dissimilar artist figures. However,
the conveyance of agency is not limited to physical features. In
Experiment 3, the performance on the VSPT task with plain
triangles was again correlated with social skills when the trian-
gles were referred to as aliens rather than triangles. Implying a
being, albeit an alien being, appears to be similar to adding phys-
ical features such as eyeballs, motivating participants to engage
in the task in a way that allows social skills to assert influence.
This suggests that when interpreting the targets of a VSPT task,
people may have a very low threshold for allowing a target to
be “social.”
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A running theme through this work is the introductory frame-
work in which the target and possibly other features of a VSPT
task can affect whether the task itself is socially relevant or not.
Using this framework, we have demonstrated that the degree
to which a task appears to be social or not involves the com-
plex interaction of target features and experiential context, which
includes the presence of other targets and the language used
to identify the targets. One might be tempted to conclude that
this work is largely about methodology, and in some sense,
this is the case. Although we have not exhaustively tested all
types of targets or target combinations, our findings clearly offer
some suggestions for how to craft a VSPT task that is or is not
sensitive to social skill influence. For example, if one’s goal is
to understand VSPT in isolation, what we have termed non-
social VSPT, then one can design a task that limits the potential
agency as much as possible. However, this work also speaks to
and raises many deeper theoretical issues about how the human
brain processes spatial information in order to reason about the
world.

A first critical point is that the sensitivity of VSPT performance
to targets and experiential context is consistent with the notion
that VSPT in real-world settings is not a task that happens in iso-
lation. For example, imagine sitting in the stands at a ball game
waiting for a friend. Your friend is lost, but you can see him under
the scoreboard. By phone, you might give him directions based
on what you know he can currently see. The particular directions
you give might be influenced by a wide variety of concerns—your
friends known ability to mix up left and right, the urgency with
which you want to get him to the seat before first pitch, whether
you want him to pass the concession stand to grab refreshments,
etc. In this example, the ability to relate to the friend’s situa-
tion involves both the understanding of visual-spatial perspective
(what the friend can see) but also the socially relevant situational
factors (the friend’s state, abilities, goals). Therefore, one’s per-
formance should be dependent on the interaction of spatial and
social skills such that this socially relevant VSPT situation will
benefit if social skills are strong but might be hindered if they are
weaker.

This still leaves the broader question of why the specific judg-
ments participants were asked to do in our VSPT task should
be influenced by social skills when targets appear to convey
agency. That is, one could imagine that the ballgame example
could be accomplished by having the spatial reasoning done by
a “purely” spatial computational process with social skills only
entering at the point of deciding how to communicate that infor-
mation to an agent. Our task only requires the judgment and
not a tailored communication of the outcome, suggesting that
the social influence may be operating throughout the process
of perspective taking. Although our results are ambivalent with
respect to how the presence of an agent-like target might be
altering the underlying computations, we offer some speculation
about how this interaction might come about. One possibility
is that VSPT involves first essentially embodying the target of
the potential perspective one is attempting to assess (i.e., one is
attempting to assume the target’s position in order to see its view-
point). As may be the case with spontaneous perspective taking

(Tversky and Hard, 2009), a potential agent as a target may auto-
matically induce one to consider the target’s social/personality
attributes. One’s comfort level in understanding or appreciating
these attributes may then serve to gate how readily the perspec-
tive can be assumed. For example, an individual who is more
socially savvy might be able to more readily recognize the util-
ity of a potential agent through efficient assessment of relevant
attributes (e.g., the eyes on the fashion doll means she might
have the ability to see) and dismissal of irrelevant and unknown
attributes (e.g., she is happy and has good fashion sense), whereas
an individual with less social savvy might experience inhibition in
trying to take the perspective of a potential agent because he/she
cannot apprehend the attributes as readily and choose those that
would facilitate embodiment. By contrast, when the perspective
taking involves an object as the target, there are no obvious social
attributes, so one’s social savvy will neither hurt nor help, as it is
irrelevant.

In this working model, we do not propose different mecha-
nisms or processes for VSPT with agents vs. objects. Instead, we
are suggesting that there is a common spatial component irrespec-
tive of the target, which is consistent with the observed correla-
tions between the different versions of the VSPT task (targets with
and without agency). However, when there is an agent, social skills
may act as a gateway for the initial step of embodying the target.
This proposed role suggests that we will still see individual differ-
ences in the spatial aspects of the tasks, regardless of target type,
but we will have additional variability due to social skills when the
target is a potential agent. Whether the proposed model above or
an alternative framework ultimately captures the interaction of
social and spatial skills, this work motivates a deeper question:
what are the advantages of having a system that is generally sensi-
tive to the presence of agents for a seemingly spatial task given that
this sensitivity can benefit some individuals and hinder others rel-
ative to non-social conditions? Is this driven by the folk wisdom
that humans are simply social beings? These are open questions
and ones not readily addressed empirically, but they provide fod-
der for thinking critically about the interactive nature of human
cognition.

The overarching goal of this project was to deepen the explo-
ration of factors that determine whether and when VSPT might
be sensitive to the influence of social skills. Taken together, the
results suggest that the social influence on VSPT is mediated by
a complex relationship that includes the task, the target, and the
context in which the target is perceived. Future studies may con-
tinue to elaborate on the various boundary conditions that evoke
agency or take it away, but the broader message from our work
and similar studies is the importance of thinking beyond the
bounds of a single domain to explain the complexity of human
behavior.
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The observation and evaluation of other’s pain activate part of the neuronal network
involved in the actual experience of pain, including those regions subserving the sensori-
discriminative dimension of pain. This was largely interpreted as evidence showing that
part of the painful experience can be shared vicariously. Here, we investigated the effect
of the visual perspective from which other people’s pain is seen on the cortical response
to continuous 25 Hz non-painful somatosensory stimulation (somatosensory steady-state
response: SSSR). Based on the shared representation framework, we expected first-
person visual perspective (1PP) to yield more changes in cortical activity than third-person
visual perspective (3PP) during pain observation. Twenty healthy adults were instructed to
rate a series of pseudo-dynamic pictures depicting hands in either painful or non-painful
scenarios, presented either in 1PP (0–45◦ angle) or 3PP (180◦ angle), while changes in
brain activity was measured with a 128-electode EEG system. The ratings demonstrated
that the same scenarios were rated on average as more painful when observed from
the 1PP than from the 3PP. As expected from previous works, the SSSR response was
decreased after stimulus onset over the left caudal part of the parieto-central cortex,
contralateral to the stimulation side. Moreover, the difference between the SSSR was
of greater amplitude when the painful situations were presented from the 1PP compared
to the 3PP. Together, these results suggest that a visuospatial congruence between the
viewer and the observed scenarios is associated with both a higher subjective evaluation
of pain and an increased modulation in the somatosensory representation of observed
pain. These findings are discussed with regards to the potential role of visual perspective
in pain communication and empathy.

Keywords: pain observation, visual perspective, empathy, electroencephalography, somatosensory steady-state

INTRODUCTION
Seeing pain in other people is an experience susceptible to trigger
responses akin those felt when we hurt ourselves. Indeed, several
neuroimaging studies found a partial overlap between cerebral
circuits involved during actual experience of pain (known as the
pain matrix) and during the observation of other’s pain (for a
recent review see Fan et al., 2011; Lamm et al., 2011). More specifi-
cally, the observation of other’s pain engages in a similar way some
of the neuronal systems subserving the sensory (e.g., somatosen-
sory cortices) and the affective components (e.g., insula, anterior
cingulate cortex) of self pain perception (Fitzgibbon et al., 2010;
Corradi-Dell’Acqua et al., 2011) . The activation of these regions
suggests, indirectly, that observing pain produces a fine-grained
multidimensional mental representation of the other’s pain even
in the absence of somatosensory input. Even though this mental
representation of pain enables an observer to partially share the
subjective experience of other’s pain, the extent of this sharing

mechanism can vary according to different factors (Coll et al.,
2011). Note that the specificity of the nociceptive cerebral rep-
resentation itself (signature; Wager et al., 2013) is currently being
debated and the extent to which this representation also codes for
the pain of others (Krishnan et al., 2013) and social pain (Iannetti
et al., 2013) appears to be more limited than initially thought.

Nevertheless, recent neuroimaging studies have provided
strong evidence that observation of pain can involve the
somatosensory cortex, known to contribute to sensory processing
of noxious stimuli (Bufalari et al., 2007; Lamm et al., 2007b;
Cheng et al., 2008; Betti et al., 2009; Han et al., 2009; Yang et al.,
2009; Voisin et al., 2011a). Moreover, the recruitment of sensory
processes of pain is distinctly demonstrated by a decrease of the
somatosensory response during pain observation (Cheng et al.,
2008; Voisin et al., 2011a; Marcoux et al., 2013). Although the
involvement of the sensory cerebral circuits during pain observa-
tion has been repetitively demonstrated (see Keysers et al., 2010;
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Lamm et al., 2011, for reviews), the variables that modulate these
sensory processes remain unclear.

A growing body of evidence supports the idea that somatosen-
sory activity is influenced by perspective taking (PT; Ruby and
Decety, 2001, 2003, 2004; Jackson et al., 2006a,b) PT can be
defined as the ability to adopt someone else’s point of view in
order to understand their situation (Decety et al., 2006). This
ability represents an essential component of empathy, which refers
to the faculty to understand and to share other’s emotions and
feelings and to respond appropriately (Decety et al., 2006). Studies
generally distinguish cognitive PT, which requires the individual
to imagine being the other person (e.g., Ruby and Decety, 2003;
Jackson et al., 2006b; Dosch et al., 2010) from visual PT, which
involves seeing a scene or a situation from different angles (e.g.,
Jackson et al., 2006a; Kessler and Thomson, 2010). Regarding
cognitive PT, several studies demonstrated that thinking about
oneself in a specific situation generates different behavioral and
cerebral responses than imagining another person in the same sit-
uation (Ruby and Decety, 2004; Jackson et al., 2005, 2006b; Lamm
et al., 2007a, 2008; Li and Han, 2010) While self-perspective
requires fast and automatic processes, which are more related to
agency (i.e., ability to attribute the origin of an action), adopting
the perspective of others appears to engage more deliberate and
regulatory mechanisms (van der Heiden et al., 2013).

Visual PT generally results from a mental rotation of one’s own
perspective toward the other’s perspective in order to consider
the spatial information from the other’s viewpoint that may
be different from the subject’s one (Kozhevnikov and Hegarty,
2001; Kessler and Thomson, 2010). Visual PT provides cru-
cial spatial information that enables a person to appropriately
conduct social interaction and understand other’s mental states
(Langdon and Coltheart, 2001; Kaiser et al., 2008; Lambrey
et al., 2008; Kessler and Thomson, 2010). The manipulation of
the visual perspective is broadly used in cinematography (e.g.,
subjective/objective camera), particularly in horror movies and
video games (e.g., first/third-person games) in order to generate
the feeling in the spectator of sharing the point of view of the
character.

Behavioral studies generally report faster reaction time and
increased accuracy performance when an object or an action
is seen in a first-person visual perspective (1PP) (i.e., seeing a
situation from the onlooker’s viewpoint) compared to a third-
person visual perspective (3PP) (i.e., seeing a situation presented
in someone else’s viewpoint) (Jackson et al., 2006a; Kaiser et al.,
2008). Jackson et al. (2006a) demonstrated that seeing or imi-
tating actions performed in the 1PP yielded stronger sensori-
motor activation in comparison to the 3PP. This supports the
assumption that adopting 1PP generates more robust sensori-
motor representation of the action in the onlooker’s brain that
may be close to actual execution of the action. 3PP also seems to
involve specific neuronal processes associated with spatial trans-
formations (Jackson et al., 2006a; Kaiser et al., 2008; Callan et al.,
2012), visual motion perception (Bundo et al., 2000; de Lussanet
et al., 2008), and executive functions such as inhibition and
attention (Hampshire et al., 2010; Dodds et al., 2011). Altogether,
these findings show that adopting 1PP and 3PP requires distinct
neuronal processes: the former may be more associated with

automatic embodiment (resonance) and the latter with cognitive
functions such as visuospatial processing and inhibition.

The main objective of this study was to determine if the point
of view of the observer (visual perspective) can specifically mod-
ulate the behavioral and cerebral responses to painful visual stim-
uli. To do so, we compared the modulation of the somatosensory
steady-state response (SSSR) during the observation of painful
visual stimuli depicted in a 1PP and 3PP. Firstly, we hypothesized
that participants would attribute higher pain ratings to painful
pictures depicted in the 1PP. Secondly, we suggested that seeing
the pictures would produce an automatic decrease of the SSSR
amplitude (i.e., initial gating effect), which will occur mainly over
the left parietal cortex as this region was previously found to
be more responsive to steady-state somatosensory stimulation
(Voisin et al., 2011a,b; Marcoux et al., 2013). Thirdly, we predicted
that this SSSR modulation would be a priori greater when painful
situations were presented in a first-person compared to a 3PP
(i.e., visual perspective effect). Finally, we have also examined the
association between the SSSR response and self reported measures
of different components of empathy.

METHODS
PARTICIPANTS
The sample was composed of 20 healthy right-handed Caucasian
volunteers (nine men, mean age = 25 ± 5 years). Participants had
no history of neurological, psychiatric or pain related disorders,
and visual acuity was normal or corrected. This participant had
not completed the whole experiment and quit due to discomfort
during the task. The study was approved by the Research Ethic
Committee of the Institut de Réadaptation en Déficience Physique
de Québec. Participants gave written informed consent and
received a small monetary compensation for their participation.

MATERIAL
VISUAL STIMULI AND EXPERIMENTAL PROCEDURE
Pseudo-dynamic visual stimuli presented the right hand of adult
Caucasian (half male, half female) displayed in 12 different
everyday life scenarios (e.g., cutting food with a knife). These
scenarios were shown either in a first (1PP: arm at 0–45◦ angle)
or third person visual perspective (3PP: arm at ∼180◦ angle).
The scenarios ended in a painful or nonpainful situation (Pain vs.
NoPain condition). There were 12 different scenarios displaying
two types of visual perspective (1PP and 3PP), two pain levels
(Pain and Nopain), and two models’ sex (Male and Female),
giving a total of 96 different visual stimuli. Visual stimuli were
perceived as dynamic because they were composed of a sequence
of three pictures, respectively displayed for 750, 250 and 1500 ms
for a total length of 2500 ms. The participants could see the type
of visual perspective from the first picture on, but the painful
vs. nonpainful outcome appeared only in the third picture. This
was done to equate pain anticipation across conditions. Note that
the motor and sensory components in the stimuli varied (hand
moving away from a situation, danger approaching hand) but
these were distributed across conditions so as to avoid bias. This
relative heterogeneity improves ecological validity and reduces
repetitiveness, which could lead to habituation effects.
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The experimental task, scripted in E-Prime (Version 2.0, Psy-
chology Software Tools, Inc.), contained eight blocks of 24 trials
in which the four conditions (two Pain levels [pain, no pain] ×
two Perspectives [first, third]) were presented six times each in
random order. Each trial comprised a fixation cross (2500 ms), the
dynamic visual stimulus (2500 ms) and a verbal numerical rating
scale ranging from 0 (No Pain) to 10 (Worst Pain) (3000 ms) (see
Figure 1). The total length of a block was 4 min. The gender of the
person on the visual stimuli was equally and randomly distributed
in each block. The participants were instructed to verbally rate
the intensity of pain observed after each picture once the numeric
scale appeared on the screen. To make sure that the instructions
were well understood, the participants also completed a short
practice session (12 trials) before the experimental session. A trial
sample is shown in Figure 1.

Throughout each trial block, a continuous and nonpainful
mechanical stimulation (25 Hz) provided by a custom-made
cylinder-shaped vibrotactile stimulator (10 cm long, 3 cm diame-
ter) held in the participants’ right hand. The right hand rested on
an armrest and electromyographic activity was recorded (MP150
system, Biopac Inc.) with Ag-AgCl surface electrodes positioned
in bipolar configuration over the first dorsal interosseus muscle
(FDI). Participants were told to not contract the stimulator with
their hand during the experimental session. EMG activity was
visually examined to monitor that participants did not change the
grip significantly on the stimulator.

INTERPERSONAL REACTIVITY INDEX QUESTIONNAIRE
A French translation of the Interpersonal Reactivity Index (IRI;
Davis, 1980) self-report questionnaire was administrated to the
participants. The IRI is a measure of dispositional empathy in
which participants had to determine the level of agreement or
disagreement about thoughts and feelings in a variety of situa-
tions using a 5-point Likert-type scale. The IRI contains four 7-
item subscales: the Empathic Concern (EC) scale measures the
tendency to experience feelings of sympathy and compassion for
others; the Personal Distress (PD) scale evaluates the inclination
to feel discomfort and helplessness in response to other’s people
distress; the PT scale assesses the propensity to adopt other
person’s point of view; and the Fantasy (F) scale measures the
tendency to imagine oneself into fictional situations. The score
on each subscale is used as independent measure of four abilities
related to empathy.

EEG
During the EEG data acquisition, the participants were comfort-
ably seated on a chair with armrest in a quiet dark room. An EEG
helmet with 124 + 4 Ag/AgCl electrodes contacting scalp surface
by way of saline-soaked sponges (Electrical Geodesic Inc., OR,
USA) was used to record the cerebral activity. The sampling rate
was set at 500 Hz and the electrodes impedances were kept below
50 k�.

FIGURE 1 | Illustration of the task design: sequences of three pictures

showing painful or nonpainful scenarios were displayed in a first (1PP

arm at 0–45◦ angle; right-hand side of the figure) or third person

visual perspective (3PP: arm at ∼180◦ angle; left-hand side of the

figure). Visual stimuli were presented in sequence with variable timing

(see text) in order to induce a pseudo-dynamic effect. The type of visual
perspective was perceptible from the first picture on, and the painful or
nonpainful outcome appeared only in the third picture. The pain pictures
were followed by a rating scale to remind participants to provide their
response aurally.
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ANALYSES
BEHAVIORAL ANALYSES
First, trials where participants gave an incorrect response were
discarded from subsequent analyses. An incorrect response
occurred when a participant rated a painful picture as nonpainful
(rating of zero) and a nonpainful picture as painful (ratings of 1 to
10). This procedure was applied to make sure that the participants
have correctly categorized the visual stimuli and were paying
attention to the task. The analyses were conducted on correct
painful trials only. A repeated measure ANOVA (Pain, Perspective
and Block conditions) was computed to confirm that evaluation
of painful visual stimuli were not influenced by habituation across
blocks. Ratings for the nonpainful pictures were not kept for
the subsequent analyses. A paired t-test was calculated for the
difference between mean rating of painful pictures presented in
the 1PP and 3PP. All statistical analyses were computed with the
SPSS v.13 software (SPSS Inc., Chicago, IL, USA).

EEG PRE-PROCESSING AND ANALYSES
The EEG analyses were ran using the locally-developed software
ELAB plus the ELAN-Pack (Aguera et al., 2011) and MATLAB
software (version 6.5; The Math-Works inc., Natick, MA). Note
that trials that were removed from the behavioral data (see above)
were also rejected from the EEG data. Visual inspection of very
high level of noisy data led to the rejection of all data from a
second participant who, furthermore, demonstrated important
signs of anxiety and agitation relatively to the EEG apparatus. The
EEG signal was cleaned from blinks, muscle activity, fast baseline
shift, and high inter-electrodes impedance. More specifically, any
100 ms-long sample was rejected if it included one of these events:
(i) in the same electrode channel, the scalp potential exhibited
variation over 50 µV within a 10 ms time window; (ii) in the
same electrode channel, the energy content was more than 500
µV2 in the 60–100 Hz band; or (iii) 800 µV2 in the 23–27
Hz band; and (iv) in any electrode channel, the scalp potential
exhibited a variation larger than 150 µV within a 200 ms time
window. A total of 20.18 % (SD = 10.5%) of the samples was
rejected according to these criteria, without distinction for the
type of stimuli (Pain-1PP: 20.76%, Pain-3PP: 19.57%; NoPain-
1PP: 21.46%; NoPain-3PP: 18.94%). Moreover, a participant was
rejected if each block contained at least 50% of noise. With
respect to this criterion, a third participant was removed from the
subsequent analyses. Next, a spherical spline interpolation process
(Tikhonov regularization) was applied to the remaining data sam-
ples. The extraction of the 25 Hz energy band frequency was then
performed on EEG data by applying complex Gaussian Morlet’s
wavelets in order to produce time-frequency maps of the SSSR
corresponding to the 25 Hz vibrotactile stimulation in a time
interval. Notice that the combination of these two steps requires to
reject either the whole sample or the whole electrode each time a
faulty sample is found in one electrode, which leads to an increase
in the number of rejected samples (Voisin et al., 2011b,c). As a
final control of quality, samples with oscillatory activity over >

600 µV2 and any trial those reconstructed from less than 70% of
the original raw data were rejected from subsequent analyses. At
the end of this pre-processing, 29.8% (SD = 17.6%) of data were
rejected.

Determination of the a priori region of interest (ROI) was
similar to Voisin et al. (2011a,b,c) and Marcoux et al. (2013). The
grand mean of the signal (i.e., blind to the actual experimental
conditions) of five combinations of three surrounding electrodes
over the parietal cortex were examined using paired t-tests during
the last 200 ms pre-stimulus (i.e., during the fixation cross) versus
the 200 ms time bins during the first picture presentation (i.e.,
before the subject could identify the condition). This approach,
similar in spirit to a localisationer run in fMRI, was conducted
specifically to select which group of three electrodes showed the
highest gating response to the vibrotactile stimulation. As the
experimental condition is not used as a criterion, the procedure
has no impact on the statistical tests for the visual perspective.
SSSR during the overall time course was divided in 200 ms
wide time bins sampled every 100 ms that were used for the
subsequent analyses to detect differences in the modulation with
higher accuracy.

To assess the impact of the experimental conditions on SSSR
modulation, a statistical analysis similar to that described in
Decety et al. (2010) and Li and Han (2010) was used. Namely,
the statistical analyses were conducted separately on two time
windows for which the experimental conditions differed. In first
initial gating window, no indication of pain was present, so the
analysis focused on the presence of a SSSR modulation after
picture onset. This variation consisted in the difference between
the last 200 ms pre-stimulus (i.e., during the fixation cross), and
two 200 ms long time bins immediately following the first picture
presentation (i.e., 200 to 500 ms, with 100 ms overlap). The mean
energy of this initial gating window was computed with paired
t tests.

In the second time window, which refers to the specific gat-
ing, the raw SSSR was normalized to its corresponding baseline
(the last 200 ms portion of the second picture, i.e., before the
painful picture outcome apparition), using the following equa-
tion: (SSSR-baseline)/baseline (see Marcoux et al., 2013). Then,
mean of SSSR ratios of all 200 ms time bin (total of 9 consecutive
time bins) within the specific gating window (1200–2200 ms)
were computed in order to systematically assess the visual per-
spective effect (1PP*3PP) during pain observation using paired
t-tests. P-values are reported with the Bonferroni corrected alpha
values. A Pearson r correlation analysis (two-tailed, statistical
thresholds: p < 0.05) was performed to measure the relation
between SSSR (significant time bins only) and pain ratings of
painful visual stimuli in 1PP and 3PP condition. Correlation
analyses were also conducted on IRI subscales and SSSR when
participants were watching painful situations presented in 1PP
and 3PP.

RESULTS
BEHAVIORAL RESULTS
The percentage of correct responses was very high (mean 96.6%,
SD = 3.3). Lower percentage of incorrect responses tends to be
found in 1PP (mean = 2.8%, SD = .18) comparatively to 3PP
(mean = 3.6%, SD = .21), but this difference was not significant
(t(16) = –1.82, p = 0.09). A repeated measures ANOVA performed
on mean pain ratings for each Perspective (1PP vs. 3PP) and Pain
(Pain vs. NoPain) levels revealed no significant difference across
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the blocks (8) (Interaction : F(7, 9) = 1.77, p =.21), indicating that
the pain ratings did not differ over time between these conditions
(e.g., no significant habituation effect). Paired t-test performed
on means of ratings of pain intensity in painful pictures showed
a significant difference in Perspective condition (t(16) = 2.25,
p =.02). Participants rated painful pictures in 1PP significantly
higher (mean = 5.39, SD = 2.04) than those in 3PP (mean = 5.31,
SD = 2.06).

EEG RESULTS
The initial gating window (200 to 500 ms): The map of the
cortical amplitudes in the 25 Hz band confirmed that electrodes
66, 67 and 71 (128-HydroCell Geodesic Net, Electrical Geodesic)
showed the highest gating response to the vibrotactile stimula-
tion, which corresponded to the posterior parieto-central region
contralateral to the stimulation (comparable to electrodes P3-P1-
PZ of the 10–20 coordinate system). The paired t-tests conducted
on this ROI revealed a significant decrease of the SSSR amplitude
values (all ps < .001, α = .03) during the display of the first
picture (200 ms just after first image onset), and this suppression
remained for all 200 ms time bins during the first picture presen-
tation.

The visual PT effect (specific gating window, i.e., 1200 to
2200 ms): A significant effect of the Perspective condition on
the SSSR was found for the 1900 to 2100 ms period (i.e., 900
and 1100 ms after the onset of the third picture) (t(16) = –2.89,
p = .005, α = .006). The mean of SSSR ratios showed a larger
decrease for painful pictures depicted in 1PP relative to those in
3PP. No significant effect of visual perspective was found in the
other SSSR 200 ms time bins during the specific gating window
(1200–1400 ms: t(16) = –.98, p = .17, 1300–1500 ms: t(16) =
–1.24, p = .12, 1400–1600 ms: t(16) = –1.41, p = .09, 1500–1700
ms: t(16) = –.06, p = .48, 1600–1800 ms: t(16) = .15, p = .44,
1700–1900 ms: t(16) = –.19, p = .43, 1800–2000 ms: t(16) =
–1.01, p = .17, 2000–2200 ms: t(16) = –2.07, p = .03, all α = .006),
although some tendencies were found which did not survive the
correction for multiple tests. Notice that, although known too
severe, Bonferroni correction here reaches the same conclusion
as more powerful correction such as Holm-Bonferroni method.
SSSR modulation differences between conditions are presented in
Figure 2.

CORRELATION ANALYSES
No significant correlations were found between SSSR initial gating
and IRI subscales (EC: r = .47, p = .06, PD: r = –.3, p = .34, PT:
r = –.33, p = .2, F: r = .03, p = .92). Ratios of individual SSSR
decrease during observation of painful pictures in 1PP and 3PP
(i.e., during the 3rd picture presentation) were not significantly
correlated neither with corresponding pain ratings (1PP: r = –.11,
p = .63; 3PP: r = –.12, p = .64), nor with other IRI subscales (1PP:
EC: r = –.03, p = .91, PD: r = .09, p = .73, PT: r = –.17, p = .52, F:
r = –.01, p = .96; 3PP: EC: r = –.2, p = .94, PD: r = .2, p = .43, PT:
r = .21, p = .43, F: r = .15, p = .59).

DISCUSSION
The present study demonstrated, for the first time, that the visual
perspective from which pain is observed could influence both

FIGURE 2 | A significant difference (t(16) = –2.89, p = .005, α = .006) was

detected according to visual perspective after the painful outcome

onset (i.e., while third picture presentation; 1900 to 2100 ms). More
specifically, painful stimuli seen in 1PP produced a higher SSSR decrease
(M = –.13, SD = .15) than those observed in 3PP (M = .003, SD = .15).

the modulation of a somatosensory response and subjective pain
evaluation. Using steady-state EEG, this study revealed differences
in SSSR according to the visual perspective through which pain
was observed in others. The results also confirmed the hypothesis
that viewing pseudo-dynamic pictures in 1PP produced higher
ratings of pain intensity relatively to those in 3PP. However, the
absence of a significant relation between SSSR and subjective
ratings of painful visual stimuli could suggest that these responses
to pain observation may be underpinned by different empathic
constructs.

AN OVERVIEW ON THE SOMATOSENSORY CEREBRAL MODULATION
As hypothesized, the results revealed a strong general gating
appearing early at the visual stimuli onset before being specific to
pain observation. Given that the visual stimuli were the same for
all conditions before the pain outcome onset, this general gating,
found in overall somatosensory activation, is not necessarily
specific to pain, but rather to observed hands in action. This
result is consistent with the hypothesis that somatosensory gating
reflects an attention filtering process (Cromwell et al., 2008). This
“gating” effect might represent an attention filtering process that
rejects incoming irrelevant somatosensory information to focus
on those that are motivationally relevant (Montoya and Sitges,
2006).

THE EFFECT OF VISUAL PERSPECTIVE DURING PAIN OBSERVATION
Pain intensity ratings may vary according to the visual perspective
from which painful pictures are presented. When pain is seen
with self-proximity, as in 1PP, it is perceived as more intense than
when it is watched in another’s viewpoint. Moreover, a higher
tendency to make incorrect evaluation of pain intensity came
out when people viewed pictures in 3PP. So, both cerebral and
behavioral findings support the hypothesis that watching pain in
one’s own viewpoint enhanced neurophysiological activity and
pain intensity judgments. Interestingly, participants declared to
have noticed different perspectives in the visual stimuli although
they were not directly required to take self or other’s perspective.
In other words, this point suggests that participants did not ignore
the orientation of visual stimuli while judging pain intensity.
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The current study also demonstrated that observing pain from
a 1PP or 3PP influences the somatosensory neuronal activity.
As mentioned previously, to understand another person’s visual
perspective, one has to transpose the other’s spatial image onto
the self perspective (Kozhevnikov and Hegarty, 2001; Kessler and
Thomson, 2010). Thus, in either 1PP or 3PP visual perspectives,
people have to mentally simulate an egocentric visual represen-
tation of the context seen. Similarly, a specific somatosensory
modulation was found when the participants were rating pain
intensity presented in painful pictures in both visual perspectives.
However, a stronger SSSR decrease was found in 1PP relative to
3PP when the participants were evaluating the pain intensity seen
in painful scenarios.

These results suggest that painful situations observed in a
visual perspective consistent with one’s own engage to a greater
extent the sensory processes of pain perception comparatively
to situations seen from another’s person point of view. These
findings are consistent with a previous study that has showed
that changing the context from which one imagines pain (pain in
self compared to pain in others) influences the level of activity in
the secondary somatosensory cortex (Jackson et al., 2006b). The
sensory-discriminative dimension of pain encodes the main prop-
erties of an actual painful sensation such as stimulus localization,
intensity and quality discrimination (Treede et al., 1999). Thus,
higher somatosensory gating effect may suggest that looking at
painful situation from our point of view induces a greater encod-
ing of the stimulus properties. In line with this result, an early
review of brain imaging paper on pain perception has suggested
that the pattern of activity within different regions is closer to
what is found during nociception when the pain is referenced
to the self as opposed to another person (Jackson et al., 2006c).
This pattern of neural response may be more closely linked to the
actual pain experience (Derbyshire, 2000; Jackson et al., 2006c).
As mentioned previously, the general somatosensory gating is
related to observation of action displaying hands before seeing the
painful outcome. Therefore, an alternative hypothesis is that these
results might suggest an advantage of 1PP for action understand-
ing that consequently lead to enhanced pain perception.

One interpretation for the finding that less SSSR decrease
was found in painful pictures observed in another’s person of
view is that 3PP involved different cognitive processes (e.g.,
complex spatial transformations) to mentally rotate the stimuli
to an egocentric perspective (van der Heiden et al., 2013). In
accordance with this suggestion, Li and Han (2010) reported a
decrease of the event-related brain potentials amplitude when
changing cognitive perspective during pain observation in the
late top-down controlled component but not the early automatic
component. Their results indicated that pain observation initially
modulates the ERP response whether the participants had to
imagine that they were in a painful situation or that an unfamiliar
person was in the same painful situation. Cognitive perspective
processes later reduces this neural response to observed pain
(Li and Han, 2010). The timing of the SSSR variation could
be an interesting variable to assess precisely in future research.
Altogether, these findings demonstrate that the general process of
visual PT is associated with a common somatosensory neuronal
response pattern. However, distinct processes are engaged when

one has to evaluate pain situations observed according to the
visual perspective i.e., in first- or third-person visual perspective.

Taken together, the present findings support the hypothesis
that visual PT yields higher cognitive processes, and modulates
the somatosensory neural activity in pain observation. However,
no significant results support the relationship between pain inten-
sity ratings and EEG data. Some studies also failed to detect signif-
icant statistical correspondence between behavioral and cerebral
measures (Danziger et al., 2009; Voisin et al., 2011a). Thus, it
is reasonable to suggest that seeing and evaluating pain might
engage distinct constructs. Further, this leads to the idea that other
behavioral measures, such as response latency, could probably
be more related to time-frequency neurophysiological data and
should be considered in future work.

Some limitations need to be addressed in this study. First, our
sample size was relatively small, reducing the quantity of EEG
and behavioral data. To overcome this inconvenience, we used a
specific EEG pre-processing that keeps an optimal amount of EEG
data for analyses. Second, we did not include neuropsychological
tests, so a comparison could not be made for possible interaction
between visual perspective abilities and specific cognitive func-
tions (e.g., inhibition). Third, the type of strategy that partici-
pants used to evaluate pain intensity was not controlled in the
experiment. Someone who evaluates pain intensity based of the
visual perspective could give different ratings between 1PP and
3PP, while another person could refer to his personal experience,
regardless of the orientation of stimuli. These current limitations
should be considered as possible avenues for future research on
visual PT.

CONCLUSION
The neuronal and behavioral mechanisms of visual PT were
examined in a pain observation paradigm, a widely recognized
methodology for the study of different components of empathy
(Decety et al., 2006; Fitzgibbon et al., 2010; Lamm et al., 2011).
The present results demonstrated that seeing pain from self-
or other- visual perspectives produce partly similar neuronal
responses, which enable a person to share and to understand
another’s person pain experience even if it is different from
his or her point of view. This study further illustrated that the
characteristics of the somatosensory cerebral modulation could
differ between self and other’s visual perspective. The current
study lays the basis for further studies on pain communica-
tion where the consideration of different points of view can be
influenced by the visual perspective from which a situation is
perceived. We also emphasize the relevance for further investi-
gations using a similar experimental paradigm with psychiatric
populations, such as schizophrenia, in which general PT deficits
are observed (Langdon et al., 2006; Montag et al., 2007; Derntl
et al., 2009).
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Language is an inherently social behavior. In this paper, we bring together two research
areas that typically occupy distinct sections of the literature: perspective taking in
spatial language (whether people represent a scene from their own or a different
spatial perspective), and perspective taking in action language (the extent to which
they simulate an action as though they were performing that action). First, we note
that vocabulary is used inconsistently across the spatial and action domains, and
propose a more transparent vocabulary that will allow researchers to integrate action-
and spatial-perspective taking. Second, we note that embodied theories of language
comprehension often make the narrow assumption that understanding action descriptions
involves adopting the perspective of an agent carrying out that action. We argue that
comprehenders can adopt embodied action-perspectives other than that of the agent,
including those of the patient or an observer. Third, we review evidence showing that
perspective taking in spatial language is a flexible process. We argue that the flexibility of
spatial-perspective taking provides a means for conversation partners engaged in dialogue
to maximize similarity between their situation models. These situation models can then
be used as the basis for action language simulations, in which language users adopt a
particular action-perspective.

Keywords: embodied cognition, spatial perspective, agency, action perspective, situation models

INTRODUCTION
Over the past decade, research into language comprehension has
increasingly been framed in terms of a link between perceptual
and motor systems, and higher level cognitive tasks. A central
assumption of such Embodied Cognition frameworks is that peo-
ple’s understanding of language is grounded in their physical
interactions with the world (e.g., Barsalou, 1999, 2008; Pulver-
müller, 2005; Fischer and Zwaan, 2008; Glenberg et al., 2008a;
Glenberg and Gallese, 2012). In strong versions of Embodied
Cognition, language comprehension is achieved through mental
representations that correspond, in perceptual or motor qualities,
to the object or action being described. Such accounts draw on
evidence that comprehenders are faster to correctly match sen-
tences to images that correspond to the perceptual characteristics
implied by the sentence context, such as orientation (Stanfield and
Zwaan, 2001), shape (Zwaan et al., 2002; Pecher et al., 2009), and
implied movement (Kaschak et al., 2005, 2006).

In addition, Action-Sentence Compatibility Effects (ACE;
Glenberg and Kaschak, 2002) demonstrate that language
comprehension is linked to action execution. Participants are
faster to respond to sentences that imply moving the hand away
from or towards one’s body (e.g., “Close/Open the drawer”), when
the direction of response required (away from or towards their
body) matches the direction of movement implied in the sentence.
Aravena et al. (2010) recently provided evidence of a neural signa-
ture for ACE effects by recording event-related (brain) potentials.

In this study, participants listened to sentences implying an
open or closed hand shape, and indicated their understanding
by responding with either an open or closed hand shape.
Incongruent trials, where the hand-shape implied by the sentence
did not match the hand-shape required by the response, resulted
in an N400 effect (associated with difficulty integrating stimuli
into a given semantic context; Kutas and Federmeier, 2000). Such
evidence is consistent with the viewpoint that action language
comprehension involves representing an action as though you
were performing it yourself—that is, from an agent’s perspective.

In this paper, we explore research into action-perspective
taking (from whose perspective do language users simulate a
described action?), and spatial-perspective taking (from whose
perspective do language users conceive spatial relations?). We pro-
pose that these two forms of perspective taking are fundamentally
linked: in order for language users to perform an action simu-
lation, they must first establish a spatial context for that action,
by locating it within a situation model. In dialogue, spatial-
perspective taking can be used by interlocutors to negotiate or
align on situation models that specify similar spatial relations
between entities, to ensure a mutually understood spatial context
for actions. Actions are performed in space, and, therefore, we
might expect considerable cross-over between the literatures on
action- and spatial-perspective taking, but this does not appear to
be the case. We argue that one reason for this situation is the use
of inconsistent and conflicting terminology across the two fields.
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Our goal in this paper is to unite action- and spatial-perspective
taking in an account of action language comprehension. First, we
propose a vocabulary for discussing action-perspective taking that
will allow action- and spatial-perspective taking to be integrated.
Next, we explore evidence from the Embodied Cognition litera-
ture, investigating which action-perspective comprehenders typi-
cally adopt. We argue that, contrary to some Embodied Cognition
accounts where action-perspective taking is typically assumed
to be fixed on the agent, several other perspectives are in fact
available. We then review research into which spatial-perspective
people tend to adopt in language use, and how such perspective
taking is negotiated in dialogue. Finally, we propose the Spatial
Grounding Hypothesis, which states that action simulations are
grounded in spatial context. We discuss the evidence in favor
of this hypothesis, and explore the role of situation models in
providing this context.

REPRESENTING OTHER PEOPLE’S ACTIONS
At the same time as theories of action-language processing have
stressed the primacy of motor representations, theories of action
understanding have argued that the same mental representations
are involved in both performing and perceiving actions (e.g.,
Grèzes and Decety, 2001; Prinz and Hommel, 2002). For example,
Common Coding theory (Prinz, 1997; Hommel et al., 2001)
proposes that codes for planned actions and perceived actions
share a common representational domain. In support of this
account, behavioral research suggests first, that participants are
less able to perceive a static stimulus (left or right pointing
arrow) when performing a congruent action (left or right button
press; Müsseler and Hommel, 1997), and second, that perceiving
an action while planning an incompatible action affects action
execution (Brass et al., 2000; Kilner et al., 2003). In other words,
the link between perception and action affects our ability both to
perceive stimuli, and to perform actions. Such findings are echoed
by recent neurological research showing evidence of “mirror
matching”, where regions of the motor system that are activated
when performing an action are also activated when passively
perceiving an action (e.g., Buccino et al., 2001; Grèzes et al., 2003;
for a review see Rizzolatti and Craighero, 2004).

Much research has argued that the perceiver of an action men-
tally simulates executing that action herself (Decety, 2002). This
simulation theory has counterparts in simulation theories of mind
that propose that understanding another person involves simu-
lating their mental activity (e.g., Gallese and Goldman, 1998).
Indeed, it could be argued that a successful theory of mind is
one that allows us to predict and understand our own and other
peoples’ actions, and that this is achieved through simulation
(Ruby and Decety, 2001). The close link between self and other
then begs the question: how do we distinguish our own actions
or mental activities from those of other people? The ability to
distinguish ourselves from other people is critical to successful
social interaction, but in a system in which our own actions
share representations with the actions of other people, action
attribution becomes a key computational problem (Decety and
Sommerville, 2003; de Vignemont and Haggard, 2008).

The mechanism by which the separation of self and other is
maintained is beyond the scope of this paper (see, for example,

Ruby and Decety, 2001, 2004; Decety and Sommerville, 2003).
But however it is achieved, the self-other distinction is tightly
connected with perspective taking. First, self must be successfully
distinguished from other in order for there to be the possibility
of different perspectives (Jeannerod, 2006). Second, the ability
to represent other people’s actions in a similar way to their own
allows people to take an agent’s perspective on an action, even
when they are describing or hearing about an action performed
by somebody else.

A TAXONOMY OF PERSPECTIVE
As highlighted above, a large body of research now suggests a link
between language processing and sensorimotor activation (see
Kiefer and Pulvermüller, 2012; Meteyard et al., 2012 for recent
reviews). This link can best be captured by Embodied Cognition
accounts of language processing.1 Embodied Cognition seeks to
distinguish itself from “traditional” psycholinguistic accounts by
insisting that language representations are modal rather than
amodal (e.g., Zwaan and Taylor, 2006; Barsalou, 2008). What
is often not made explicit in Embodied Cognition accounts is
that modal representations are inherently perspective-based. For
a representation to be modal, it must assume a given perspective.
In other words, the perspective is necessary to ground the rep-
resentation. However, discussion of perspective taking in action
language is often opaque, and this is particularly problematic if
we wish to relate action-perspective taking and spatial-perspective
taking.

In visual cognition, researchers distinguish between two
types of spatial-perspective taking. Level 1 perspective involves
understanding what falls within another individual’s line of
sight—for example, is a particular object occluded by another
object as that person looks at it? Level 2 perspective involves
understanding how the world appears from another person’s
perspective—for example, is a particular object to the left or
the right of another object as that person looks at it? (Flavell
et al., 1981; Michelon and Zacks, 2006). In the present paper,
we limit our review of spatial-perspective to this second level,
focusing on spatial relations, rather than visibility. Kessler
and Rutherford (2010) argued that Level 2, but not Level 1
spatial-perspective taking, appears to involve some form of
covert mental rotation or simulation. As such, Level 2 spatial-
perspective entails a level of embodiment that Level 1 does not,
and is therefore closer to the perspective-bound simulations
proposed by Embodied Cognition accounts of action-language
understanding.

With respect to Level 2 spatial-perspective taking, we can
contrast intrinsic, absolute, and relative reference frames (see
Levinson, 1996, 2003). In an intrinsic reference frame, the posi-
tion of an object is described relative to a reference object (e.g.,
“The window is above the door”). In an absolute reference frame,
the position of an object is described in terms of stable envi-
ronmental features, such as points of the compass, as in “The

1Note our use of the term “embodied” refers specifically to Embodied (or
“grounded”) Cognition accounts of language, not to “embodied” versus
“disembodied” perspectives, as sometimes discussed in the spatial perspective
literature (e.g., Tversky and Hard, 2009).
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ship is south of the island”. Neither of these reference frames
locates an object relative to an observer. A relative reference
frame, on the other hand, does just that: for example, “The car
is to my left”. Within a relative reference frame, one can adopt
an egocentric or allocentric perspective. An egocentric perspective
entails representing objects in a scene from your own viewpoint,
and an allocentric perspective entails representing objects from
the viewpoint of someone other than yourself (see Levinson,
2003 for a fuller treatment of spatial reference frames). The
terms egocentric and allocentric therefore have specific and well-
established meanings in the spatial literature: egocentric means
conceptualizing space from your own point of view, and allocen-
tric means conceptualizing space from another’s point of view.
In the literature on Embodied Cognition, however, researchers
often use egocentric to refer to putting oneself in someone else’s
shoes (for example, interpreting a sentence such as “John kicked
Mary” as though the comprehender herself were performing the
act of kicking; e.g., Willems et al., 2010). This use of the term
is opposite that in spatial-perspective taking and is therefore
confusing. In addition, using the term egocentric perspective in
action language, or allocentric perspective in spatial language,
does not specify whose shoes the comprehender is putting herself
into. In spatial language, this underspecification is typically not
problematic, since the perspective adopted in a sentence such
as “John is looking at the picture on the left” can be explicitly
clarified. The comprehender can legitimately ask “on whose left?”,
and the speaker can reply “on my left”, “on your left”, “on his left”,
etc. However, in action language, perspective-taking is implicit,
rather than explicit, and no such clarification is possible. For
example, a comprehender who responded to the sentence “John
is looking at the picture on the left”, with the query “who is
looking?” would receive the reply “John”, and remain no clearer
about whose perspective the speaker was adopting. Therefore,
unlike spatial language, when discussing action language it is
necessary for embodied accounts to specify whose perspective
is being adopted for a particular action: the term egocentric
perspective tells us that comprehenders are putting themselves in
somebody else’s shoes, but crucially not whose shoes. Similarly,
researchers often speak of “situated simulations” (Marino et al.,
2012), or “sensorimotor experience” (Pecher et al., 2009) without
specifying from whose perspective this simulation or resonance
occurs. We suggest that this lack of specification derives from a
widely held assumption in embodied cognition accounts that the
agent’s perspective is adopted. However, we also suggest that this
assumption is unwarranted.

There are in fact different Embodied Cognition accounts of
language processing, and researchers in this field place varying
importance on the role of sensorimotor processing in seman-
tics (see Meteyard et al., 2012 for a recent review of positions
advocating different degrees of embodiment). However, a pre-
vailing view conceives language comprehension as an internal
simulation of the described action, as if the comprehender were
performing that action herself (e.g., Barsalou, 1999; Zwaan and
Taylor, 2006; Borghi and Scorolli, 2009; Bergen and Wheeler,
2010). If it is true that action-perspective taking is fixed on
the agent’s perspective, then the underspecification of egocentric,
outlined above, is not a problem; the perspective adopted would

always coincide with the agent of the described action. However,
as we shall see, it is not clear that an agent’s perspective is
always adopted. Researchers in action language therefore need
to make clear exactly whose perspective they assume is being
adopted.

For example, in understanding “John kicked Mary”, there are
at least two embodied perspectives that could be adopted for
the action of kicking: that of John (the embodied agent); and
that of Mary (the embodied patient). If the comprehender has
reason to believe that other people are witnesses to the event
(i.e., if she has reason to include bystanders in her situation
model), then she can also adopt the perspective of a bystander
watching the kicking event unfold (the embodied observer). For
example, if a previous sentence implied the existence of a crowd
gathering around Mary and John, the comprehender can adopt
the perspective of a member of this crowd, observing John kicking
Mary. In each case, the comprehender represents the action from
the perspective of a person present in the comprehender’s model
of that event. In taking the embodied agent’s perspective, the
comprehender represents the action of kicking as though she
herself were the agent of that action, by activating the same
systems involved in executing a kicking action. In taking the
embodied patient’s perspective, the comprehender represents the
action of kicking as though she herself were the patient of that
action (presumably activating some form of empathic response
to the pain, such as wincing). In taking the embodied observer’s
perspective, the comprehender represents that action as though
she were watching it unfold, by activating the same systems that
would be recruited when observing such an action. In addition
to these embodied perspectives, there is another perspective that
the comprehender could take: that of the non-embodied observer.
Unlike an embodied participant or observer, the non-embodied
observer represents the action without running a simulation from
any particular point of view. We propose that action-perspective
taking is grounded in spatial context (see section Situation Mod-
els: Linking Spatial- and Action-Perspectives); comprehenders
will run an action simulation wherever possible, but if there is
insufficient spatial context to simulate the action from a partic-
ular perspective, comprehenders will adopt the non-embodied
observer’s perspective instead.

The sentence “John kicked Mary” refers to a transitive event
with two participants. There are of course, more complex sen-
tences in which further embodied perspectives exist. This is
the case for sentences describing ditransitive events (e.g., “John
passed the child to his wife”), or sentences where a thematic role
is occupied by more than one entity (e.g., “John kicked Mary and
Sam”). The number of potential embodied perspectives available
for a given sentence is therefore the number of participants in
that event plus that any embodied observers licensed by the com-
prehender’s situation model. We propose that these perspectives
(e.g., embodied agent, embodied patient, embodied recipient,
plus embodied observer and non-embodied observer) provide a
transparent basis for discussing action perspective taking. Using
these terms, researchers can not only distinguish between embod-
ied and non-embodied representations, but within the embodied
representations, it is possible to distinguish whose perspective is
adopted.
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DO LANGUAGE USERS CONSISTENTLY ADOPT THE AGENT’S
PERSPECTIVE?
We noted above that many embodied accounts of language
assume that if a perspective is adopted for action language, it is
the agent’s perspective (e.g., Glenberg and Kaschak, 2002; Zwaan
and Taylor, 2006; Wu and Barsalou, 2009). Such an assumption is
consistent with results from studies using isolated action verbs,
for example, showing somatotopic activation for specific body
parts. Research using functional magnetic resonance imaging
(fMRI) has found that passive listening to an arm-word (“pick”)
leads to increased activation in areas of the premotor and primary
motor cortex associated with arm movements; passive listening
to a face-word (“lick”) leads to increased activation in areas
associated with the face; and passive listening to a foot-word
(“kick”) lead to increased activation in areas associated with the
feet (Hauk et al., 2004; see also Aziz-Zadeh et al., 2006). In other
words, the activation appears to be associated with particular acts
from the perspective of the agent of the act (e.g., the kicker) rather
than (for example) the patient (e.g., the person or thing that is
kicked). Further work using magnetoencephalography (MEG)
has demonstrated that such somatoptopic activation occurs
extremely quickly, within 200 ms of word presentation, and
even when participants are concentrating on an unrelated, non-
language based task (Pulvermüller et al., 2005). These findings
suggest that adopting an embodied agent’s perspective may occur
automatically in the early stages of semantic processing, at least
in isolated words.2

More evidence that people adopt the embodied agent’s per-
spective (as though the comprehender herself were carrying out
an action) comes from evidence for “body-specific” representa-
tions of manual action verbs (e.g., throw) in a Dutch lexical deci-
sion task (Willems et al., 2010). Left-handed participants showed
activation in the right pre-motor hand area, but right-handed
participants showed activation in the left pre-motor hand area,
despite there being no manual responses on critical trials. These
results echo findings of “body-specific” activation for motor
imagery, where left- and right-handed participants imagined per-
forming actions described by manual action verbs (Willems et al.,
2009). It therefore appears that people tend to adopt the embod-
ied agent’s perspective for isolated verbs, representing the verb
according to how they personally would perform those actions
with their particular bodies (i.e., right-handed for right-handed
participants; left-handed for left-handed participants).

However, verbs are usually processed not in isolation, but in
the context of sentences featuring noun phrases that refer to
particular entities. Do language users also adopt an embodied
agent’s perspective in action sentences, as well as isolated verbs?

2A general note of caution is needed when interpreting studies that show sim-
ilar activation in action execution and action language comprehension. These
studies are typically cited as evidence that during language comprehension,
participants simulate performing the action (in our terminology, they adopt
an embodied agent’s perspective). However, research into mirror-matching
suggests that observing and executing an action also activate similar neural
substrates (e.g., Grèzes et al., 2003; for reviews, see Decety and Sommerville,
2003; Rizzolatti and Craighero, 2004). Therefore, it is possible that activation
in motor areas during language comprehension in fact reflects the participant
mentally “observing”, rather than “executing”, the described action.

The evidence that they do is mixed. Participants undergoing
fMRI were presented with mouth-, leg-, or hand-related action
sentences featuring the pronoun (“I”) in the agent’s role (e.g.,
“Mordo la mela” [I bite the apple]; “Afferro il coltello” [I grasp the
knife]; “Calcio il pallone” [I kick the ball]; Tettamanti et al., 2005).
The results showed evidence of somatotopic activation similar to
that observed in isolated verb processing (e.g., Hauk et al., 2004),
implying that participants were simulating the described actions
from the agent’s perspective. However, in this study, the agent’s
perspective coincided with the perspective of the potentially self-
referential pronoun “I”: participants may have adopted a perspec-
tive in line with the thematic role assigned to the pronoun “I”,
rather than the perspective of the agent per se. A better indication
of whether participants routinely adopt the embodied agent’s per-
spective comes from studies investigating ACE effects (Glenberg
and Kaschak, 2002; Glenberg et al., 2008b). When sentences were
given in the form of an imperative (e.g., “Close the drawer”),
participants were faster to respond when the direction of the
response was congruent with the movement implied by the agent
in the sentence than when it was incongruent. In other words, they
appeared to adopt the perspective of an agent closing a drawer.
However, in sentences featuring two arguments, one of whom
could refer to the participant, participants were faster to respond
when the direction of the response was congruent with the move-
ment relative to the pronoun “you”. For example, participants
were faster to respond with away movements to sentences such
as “You delivered the pizza to Andy”, but faster to respond with
towards movements to sentences such as “Andy delivered the pizza
to you”. Therefore, this suggests that when a sentence involves a
potentially self-referential pronoun (“you”, “I”), comprehenders
tend to adopt the perspective of the thematic role assigned to that
pronoun, whether or not this coincides with the thematic agent
of the action. In a dialogue context, where sentences such as “You
are / I am cutting the tomato” are uttered and understood by each
participant in turn, the situation is more complex. Participants
appear to prioritize adopting opposing perspectives for “you”
and “I”, over maintaining a consistent perspective (e.g., embodied
agent, embodied observer) for either of the pronouns (Pickering
et al., 2012).

Several studies have addressed whether people adopt the
agent’s perspective when the agent of a described action is
not self-referential, in the absence of a second self-referential
argument. In Embodied Cognition accounts that conceive
action language as an extension of mirror-matching, where
representations of other people’s actions are inherently similar to
representations of one’s own actions (e.g., Rizzolatti and Arbib,
1998; Pulvermüller, 2005), descriptions of actions performed by
third-person agents should elicit similar effects to descriptions
of actions performed by first- or second-person agents. In line
with this prediction, Buccino et al. (2005) used transcranial
magnetic stimulation (TMS) to stimulate the left-hemispheric
hand or foot motor areas, as participants listened to third person
hand- or foot-related action sentences (e.g., “Cuciva la gonna”
[He sewed the shirt]; “Marciava sul posto” [He marched on the
spot]), compared with control abstract sentences (e.g., “Amava la
moglie” [He loved his wife]). Motor evoked potentials (MEPs)
from the hand and foot muscles were recorded. Hand MEPs were

Frontiers in Human Neuroscience www.frontiersin.org September 2013 | Volume 7 | Article 577 | 116

http://www.frontiersin.org/Human_Neuroscience
http://www.frontiersin.org/
http://www.frontiersin.org/Human_Neuroscience/archive


Beveridge and Pickering Perspective taking in language

modulated specifically when listening to hand-related action
sentences, and foot MEPs were modulated specifically when
listening to foot-related sentences. These results suggest at least
some tendency to adopt an embodied agent’s perspective for
third-person sentences.

However, without a direct comparison between first- and
third-person sentences, we cannot know whether action
perspective-taking in third-person sentences matches action
perspective-taking in first-person sentences. Behavioral evidence
suggests that comprehenders reading self-referential and non-
self-referential sentences adopt different action-perspectives.
Brunyé et al. (2009) used a sentence-picture matching task with
first-, second-, and third-person action sentences, and “internal”
or “external” action images. In the “internal” images, the position
of the hands meant they could plausibly be interpreted as those
of the participant. In the “external” images, the position of the
hands meant they could not plausibly be interpreted as those of
the participant. Instead, they could most plausibly be interpreted
as those of an agent who the participant was observing perform
the action. Selecting an internal image would imply adopting the
embodied agent’s perspective. Selecting an external image would
imply adopting the perspective of an embodied observer. Brunyé
et al. (2009) found that participants were faster to correctly
match first- and second-person sentences to internal rather than
external images, and to correctly match third-person sentences to
external rather than internal images. In other words, participants
adopted the embodied agent’s perspective when the agent of
the sentence could be attributed to the comprehender, but not
otherwise (see also Ditman et al., 2010; Sato and Bergen, 2013).
In an fMRI study, Tomasino et al. (2007) found no difference
in primary motor cortex activation between silent reading of
German action phrases presented in the first-person (e.g., “Ich
hämmere” [I hammer]) versus third-person (e.g.,“Er hämmert”
[He hammers]). However, Papeo et al. (2011) had participants
silently read action or non-action Italian verbs conjugated in
the first- or third-person (e.g., “Scrivo” [I write]; “Scrive” [he
writes]; “Medito” [I wonder]; “Medita” [he wonders]). They
found that TMS-induced MEPs in the relevant motor area (e.g.,
hand) increased for the first-person action verbs, but that the
third-person action verbs behaved like the non-action verbs,
and showed no increase in MEPs. Embodied Cognition accounts
need not predict total parity between first- and third-person
action representations. However, the posited involvement of
the motor system in action language comprehension (e.g.,
Fischer and Zwaan, 2008) should imply at least some difference
between third-person action and non-action verbs. The fact that
a difference between action and non-action verbs was found only
in first-person sentences led Papeo et al. (2011) to conclude that
motor simulation of an action sentence occurs only when the self
is identified as the agent of the action.

What could be behind the conflicting results of Tomasino et al.
(2007), and Papeo et al. (2011)? One important difference may
be in the task. Participants in Tomasino et al.’s study were asked
to decide whether a described event took place inside or outside
a building, and thus could complete the task without paying
attention to whether the verb was presented in the first- or third-
person. On the other hand, Papeo et al. instructed participants

to determine the syntactic subject of a phrase, thus focussing
attention on the contrast between first- and third-person agents.
Researchers are becoming increasingly aware of the role of task
demands and context in studies of Embodied Cognition. The con-
flicting results here add to evidence suggesting that motor repre-
sentations of action language may not be activated automatically,
but depend on aspects of the task, including depth of processing
(Sato et al., 2008), sentence tense (Bergen and Wheeler, 2010), and
relevance to task goals (Hoedemaker and Gordon, 2013). Indeed,
it is possible to view the emphasis on the agent’s perspective in
action-language research, as a result of task demands. The link
between action and language has typically been investigated by
studying congruency effects when participants execute actions
during sentence processing (Zwaan and Taylor, 2006; Taylor and
Zwaan, 2008), after sentence processing (Glenberg and Kaschak,
2002; Glenberg et al., 2008b), or before sentence processing (Glen-
berg et al., 2008a). When the emphasis of the task is to exe-
cute an action, it is perhaps not surprising that results seem
to indicate that participants adopt the agent perspective. Other
paradigms in embodied approaches to language follow sentence
processing with image presentation rather than action execution.
For example, participants are typically faster and more accurate
to recognize an image of an object when it is presented in the
same orientation (vertical/horizontal) as implied by the preceding
sentence (Stanfield and Zwaan, 2001; see also Zwaan et al., 2002;
Pecher et al., 2009). The authors interpret these findings as evi-
dence that comprehenders run visual simulations of an event (i.e.,
they adopt an embodied observer’s perspective). The perspective
adopted by comprehender may therefore depend on the task used
to investigate it. It may even be possible to use the task to prime
participants to adopt a given action-perspective, although we
know of no study that has investigated this possibility.

In summary, some Embodied Cognition accounts of action
language assume that people adopt an embodied agent’s
perspective when comprehending action language, based on an
internal simulation of performing that action (Zwaan and Taylor,
2006; Barsalou, 2009). Moreover, strong Embodied Cognition
accounts assume that the agent’s perspective is automatically
activated, regardless of contextual factors such as the reference of
the sentence, as determined, for example, by the subject pronoun
(Pulvermüller, 2005; Pulvermüller et al., 2005). The evidence
outlined above suggests that people do adopt the embodied
agent’s perspective for isolated verbs, and for sentences in which
a potentially self-referential pronoun (“you”, “I”) is specified as
the agent (Hauk et al., 2004; Pulvermüller et al., 2005; Willems
et al., 2010). However, when a self-referential pronoun occupies
a thematic role other than agent, comprehenders appear to adopt
the perspective of the thematic role assigned to that pronoun, and
not the perspective of the agent (Glenberg and Kaschak, 2002).
When a third party is specified as the agent of an action, and no
self-referential pronoun is present, some evidence suggests that
comprehenders adopt the embodied agent’s perspective (Buccino
et al., 2005; Tomasino et al., 2007), whereas other evidence
suggests that people adopt an embodied observer’s perspective
(Brunyé et al., 2009; Papeo et al., 2011). Although more data are
clearly needed in order to draw firm conclusions about which
perspective comprehenders adopt under which circumstances,
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current data demonstrate that adopting an agent’s perspective is
not the only possibility during action language comprehension.
As a consequence, the underspecified terms egocentric or internal
perspective should be avoided when discussing action-perspective
taking. Instead, researchers in Embodied Cognition should seek
to employ more transparent terms that specify in whose shoes the
comprehender is placing herself (e.g., embodied agent, embodied
patient, embodied observer).

SPATIAL-PERSPECTIVE TAKING
So far, we have reviewed evidence examining whose action-
perspective language users tend to adopt when processing action
language sentences. However, language users can also adopt a
range of spatial-perspectives during language production or com-
prehension. Of particular interest is whether people adopt an
egocentric spatial-perspective (conceiving spatial relations from
their own point of view), or an allocentric spatial-perspective
(conceiving spatial relations from another’s point of view).

Schober (1993) asked participants to describe the location
of objects, either alone, to an imaginary addressee, or when in
the same room as a conversational partner. Participants were
more likely to describe the location from the addressee’s point
of view, using terms such “on your left”, than from their own
point of view. Schober (1995) also found that speakers tended to
adopt the addressee’s perspective in task requiring the speaker to
identify particular objects to an addressee. Interestingly, partici-
pants in Schober (1993) who described objects to an imaginary
addressee were more likely to use the addressee’s perspective than
participants whose conversation partners were present. With an
addressee absent and unable to provide feedback, it may be safer
for the speaker to assume the addressee’s perspective as often as
possible. Duran et al. (2011), using a virtual reality paradigm, also
found that participants were more likely to adopt an allocentric
spatial perspective when told that they were interacting with a
virtual, rather than real partner. It appears that believing that their
partner was real allowed participants to shift more of the burden
of mutual comprehension to their partner. The tendency to shift
responsibility for effective communication to a conversation part-
ner may be stronger when, as in Duran et al.’s (2011) study, that
partner is making a request rather than providing information.
Yoon et al. (2012) found that speakers in a modified referential
communication task were more likely to use allocentric perspec-
tive when requesting something from their partner compared
with giving information to their partner. Since it is in speakers’
interests to ensure that their requests are successfully understood,
it is sensible for listeners to assume that speakers will adopt an
allocentric perspective when making that request.

The above results show that spatial-perspective taking, like
action-perspective taking, is a flexible process. By changing the
perspective they adopt, speakers or listeners can shift more or
less of the burden of mutual comprehension on to their part-
ner. Further research suggests that during dialogue, people may
attempt to minimize not only their own effort, but the collective
effort of both conversation partners, by obeying what Clark and
Wilkes-Gibbs (1986) term the principle of least collaborative effort.
Speakers and listeners often appear to adopt spatial perspectives
in a way that maximizes the resources available. The principle

of least collaborative effort appears to be adopted especially in
cases where one partner is judged less able to complete the
communication task (Schober and Brennan, 2003). For example,
Mainwaring et al. (2009) found that speakers were more likely
to use an (allocentric) addressee’s perspective when the addressee
was under increased cognitive load. Schober (2009) studied what
happens when, unbeknownst to the participants, one partner in a
conversation has better spatial ability than another, as determined
by mental rotation test results. Participants were paired into a
director and a matcher, with no knowledge of their own or
their partner’s results on the mental rotation tests. The matcher
selected a target circle from an array, based on the director’s spatial
descriptions. Low-ability directors were more likely to take their
own (egocentric) perspective, while high-ability directors were
more likely to take their partner’s (allocentric) perspective. Over
the course of the experiment, high-ability directors who were
paired with low-ability matchers increased their use of allocentric
perspective, whereas low-ability directors who were paired with
high-ability matchers decreased their use of allocentric perspec-
tive. Note that these opposite patterns of behavior between high-
and low-ability directors is in itself reason to be cautious of basing
our understanding of spatial perspective-taking in language on
university students of (presumably) high cognitive ability.

We argue that this online adaptation to a partner’s ability to
engage in the communicative task is compatible with conversation
as conceived as a joint action (Clark, 1996; Sebanz et al., 2006;
Gambi and Pickering, 2011). In the case of spatial perspective-
taking, the perspective that people adopt appears to depend at
least partly on the ability of their partner to engage in the task.
In the next section, we argue that maximising the collective
resources in this way allows conversation partners to establish
coherent situation models in both partners. Once these situation
models have been established, language users are in a position
to adopt a particular action-perspective when performing mental
simulations of actions. However, interlocutors do not adapt only
their use of spatial-perspective within a relative reference frame;
they also appear to adapt their choice of reference frame itself.
Evidence that conversation partners align on their use of reference
frame comes from studies using a confederate-priming paradigm.
Watson et al. (2004) studied participants’ use of an intrinsic versus
a relative reference frame. Participants were more likely to use an
intrinsic reference frame after the confederate had used an intrin-
sic frame than after the confederate had used a relative reference
frame. Importantly, Watson et al. found participants regularly
switched between reference frames. Spatial-perspective taking in
dialogue is therefore highly flexible in order to allow for maximal
alignment and hence maximal similarity in situation models.
Whether such alignment on situation models occurs as a result
of automatic priming (e.g., Pickering and Garrod, 2004, 2006), or
of negotiating common ground (e.g., Clark, 1996) is beyond the
scope of this paper, but we assume both possibilities remain open.

SITUATION MODELS: LINKING SPATIAL- AND
ACTION-PERSPECTIVES
Much research on Embodied Cognition can be traced back to
studies of situation models in language processing (e.g., Johnson-
Laird, 1983; Van Dijk and Kintsch, 1983). According to recent
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accounts, situation models are representations of specific situa-
tions described in language, where events are connected along
five dimensions: space, time, protagonist, causality, and inten-
tionality (Zwaan et al., 1995; for a review of situation models
in language, see Zwaan and Radvansky, 1998). Evidence suggests
it is the content of these models, rather than linguistic form
of the language itself, which is typically retained in memory
and integrated into updated models as comprehension continues
(Sachs, 1967; Johnson-Laird and Stevenson, 1970). For example,
Bransford et al. (1972) demonstrated that participants who read
the sentence “Three turtles rested on a floating log, and a fish
swan beneath them” frequently selected the linguistically different
but situationally equivalent sentence “Three turtles rested on a
floating log, and a fish swam beneath it” in a recognition test
(see also Barclay, 1973; Honeck, 1973). Many modern studies
in the Embodied Cognition literature have found similar effects
when the focus is shifted to online rather than memory processes.
For example, Borghi et al. (2004) found that participants were
faster to verify items typically found inside a given object (e.g.,
“steering wheel”) following a preamble placing them inside that
same object (e.g., “You are driving a car”) versus outside it (e.g.,
“You are refuelling a car”). They proposed that participants used
a mental simulation grounded in modal representations (e.g.,
of being inside or outside a car), which then guides property
verification (see also Kosslyn et al., 1978).

Such mental simulations are a defining feature of embod-
ied theories of language, and differ from the situation models
discussed in text or discourse processing in that they appear
to capture online processing during language comprehension.
Whereas situation models represent the integration of knowledge
about events and situations into a coherent, existing frame-
work, mental simulations are concerned with the online action-
perspective taking about a particular act (see also Zwaan, 2008 for
discussion of the differences). We propose that this “nesting” of
action simulations within situation models is what links spatial-
and action-perspective taking in language. In order for a com-
prehender to adopt an embodied perspective on an action, that
action must be grounded in a spatial context. This spatial context
is provided by the comprehender’s situation model. Situation
models are conceived from a particular spatial perspective; in
dialogue, conversation partners maximize their resources and
align on spatial-perspective and reference frames, in order to
ensure suitably similar situation models, for example by making
use of the principle of least collaborative effort (Clark, 1996).
Recall that situation models can specify events across a number
of dimensions (space, time, causality, etc.; Zwaan et al., 1995).
For our purposes, “suitably similar” situation models means
that the situation models of both interlocutors specify the same
protagonists in roughly the same spatial relations to one another.

The spatial relations between objects and people are a fun-
damental part of situation models (Tversky, 1991), and might
be specified at various levels of granularity, from coarse grained,
specifying only overall direction, to fine grained, specifying exact
distances. We propose that the minimum information required
in a situation model in order to run an action simulation is
the participants in that action and some (coarse-grained) infor-
mation about the spatial relations in which they stand. This

allows comprehenders to establish the direction and perhaps
rough distance in which an action occurs, and thus to simulate
it, adopting a particular action-perspective. When a sentence is
interpreted self-referentially (because it involves pronouns such
as “you” or “I”—and perhaps also, although we know of no
study demonstrating this—when it refers to the comprehender by
name), the comprehender creates a situation model grounded in
his or her own body; other participants in the action are by default
conceived as located in front of the comprehender. For example,
in Glenberg and Kaschak (2002), sentences such as “You delivered
the pizza to Andy” elicited ACE effects because the direction of
an action could be established (away from the comprehender’s
body), and an action-perspective could be adopted in line with the
thematic role assigned to the self-referential pronoun (embodied
agent). We refer to the idea that spatial context grounds action-
perspective taking as the Spatial Grounding Hypothesis.

The Spatial Grounding Hypothesis can explain the diverging
results we discussed earlier regarding first-person and third-
person language. Recall that Papeo et al. (2011) found that com-
prehenders appeared to adopt an embodied agent’s perspective
for first-person language, but no embodied perspective for third-
person language; whereas the results of Tomasino et al. (2007)
suggested that first- and third-person language elicited similar
action perspectives. The Spatial Grounding Hypothesis explains
these results as follows. In Papeo’s study, the first-person sen-
tences ground the situation model in the comprehender’s own
body, allowing an action simulation to occur; in the third-person
sentences, the situation model contains insufficient spatial infor-
mation for action simulation. In Tomasino et al.’s (2007) study,
the task was to decide whether the described action took place
inside or outside, thus encouraging the construction of situation
models in which to situate first- and third-person actions. Task
demands may therefore play an important role in action language
understanding, in the extent to which they provide, or encourage
participants to create, spatial context for the described actions.

For example, third-person sentences in which the direction
of the described action (e.g., turning a knob clockwise or anti-
clockwise) is apparent from the sentence context (e.g., raising or
lowering the volume) also elicit ACE-type effects where the com-
prehender adopts an embodied agent’s perspective (Zwaan and
Taylor, 2006). Further work suggests that these effects only occur
once the direction of movement (clockwise or anti-clockwise) has
been specified (Taylor et al., 2008). On the other hand, some
evidence suggests that where a described action lacks suitable
spatial grounding—for example, when it is described in the third-
person, and the spatial relations between participants are not
specified—action-perspective taking does not occur. Gianelli et al.
(2011) replicated the ACE effects in sentences featuring second-
person agents (e.g., “You gave a pizza to Louis”), but not third-
person agents (e.g., “Lea gave a pizza to Louis”). When avatars
provided spatial locations for the third-person agents, the ACE
effect reappeared. In other words, participants only adopted an
embodied agent’s action-perspective when their situation model
afforded adequate spatial context.

We have suggested that spatial context grounds action-
perspective taking, such that a comprehender can only simulate
an action from a particular perspective if her situation model
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specifies the participants in that action, and their spatial relations
(thus giving her access to the direction in which an action would
occur). We have argued that this proposal, the Spatial Grounding
Hypothesis, can incorporate apparently conflicting results about
action-perspective taking into a coherent framework. But there
are other factors that support the Spatial-Grounding Hypothesis.
First, it predicts that conversation partners will align on spatial-
perspective and choice of reference frame, in order to establish
similar situation models in both partners. We saw in the previous
section that this is indeed the case. Second, it can explain why
the presence of a potential agent other than the speaker affects
how likely the speaker is to shift her spatial perspective. Tversky
and Hard (2009) investigated the influence of a potential agent
on how likely people were to adopt an allocentric perspective.
Participants viewed photographs of scenes in which an actor was
reaching for objects (and thus, in a position to act on that object),
scenes with no actor, and scenes with an actor who was not
reaching. Participants were more likely to adopt an allocentric
spatial perspective (that of the actor in the photograph) when
the actor was reaching versus not reaching for an object.
Similarly, Zwickel (2009) investigated what spatial-perspective
participants adopted when watching clips of animated triangles
that they perceived as more or less agentive (Abell et al., 2000).
Zwickel provided some evidence that participants only adopt an
allocentric perspective when they view the other entity as an agent
with specific states of mind, rather than a non-agentive entity
moving at random. Mazzarella et al. (2012) recently extended
Tversky and Hard’s (2009) study by manipulating the extent to
which the actor was in a position to act on the object (grasping
versus gazing). Images in which the actor was in a better position
to act on the object (grasping) triggered more use of allocentric
spatial perspective in participants compared with images in which
the actor was in a less good position to act on the object (gazing).
All of this suggests that participants are more likely to adopt an
allocentric spatial-perspective in the presence of someone they
perceive as a potential agent.

On the other hand, research suggests that the ability to extract
information useful for object interaction (e.g., size) is diminished
when participants adopt an allocentric, rather than egocentric
spatial-perspective (Campanella et al., 2011). In addition, par-
ticipants are faster to execute a reach-to-grasp movement when
the object also falls within the peripersonal, rather than extrap-
ersonal, space of a second person, implying that people tend
to be faster to interact with objects in the presence of another
potential agent (Gianelli et al., 2013). Given that participants want
to interact with objects more quickly in the presence of another
potential agent, and given that adopting an allocentric perspective
may impede their ability to do so, why, then, would participants
be more likely to adopt an allocentric perspective in the presence
of another potential agent? Tversky and Hard (2009) suggested
that their participants, in order to make sense of the scene, tried to
understand the possibility that the other person can interact with
the objects. We propose that people find it easier to understand
another person’s potential actions when they understand the
spatial relations in the other person’s situation model; that is,
when they conceive space from that person’s perspective. Spatial-
perspective taking can therefore augment a situation model by

increasing awareness of an agent’s potential actions, even when no
action is described.

One argument against the Spatial Grounding Hypothesis is
that that situation models are often underspecified, and do not
provide comprehenders with the necessary spatial context in
which to situation action simulations. In particular, isolated verbs
provide no explicit spatial context, and yet evidence suggests that
comprehenders do adopt an embodied agent’s perspective on the
actions that the verbs describe (e.g., Hauk et al., 2004; Willems
et al., 2010). We suggest that participants typically interpret these
isolated verbs as self-referential (even when they are not presented
in the imperative). Thus, like explicitly self-referential language,
the comprehender’s own body grounds her situation model in this
case. In other cases, where the comprehender’s situation model
does not allow her to establish at least the coarsely-coded spatial
relations involved in an action, she cannot adopt an embodied
action-perspective, because the action simulation cannot be run.
However, this does not mean that the sentence describing an
action cannot be understood. Rather, the comprehender can
adopt the perspective of a non-embodied observer. This perspec-
tive is not an embodied perspective, in the sense that it does not
involve a simulation of the action from the perspective of any of
the participants. However, it is sufficient to allow the compre-
hender to understand the sentence, even if that understanding
is somewhat less fully specified than the situation in which an
embodied action-perspective can be adopted. Researchers have
found that non-ice hockey players respond more slowly and show
less pre-motor activation than expert ice hockey players do when
reading sentences about ice hockey (Beilock et al., 2008), but
this does not mean that they fail to understand the sentences.
Their understanding may be impoverished relative to that of
the expert players, but comprehension is not an all or nothing
process (Taylor and Zwaan, 2013). Just as non-expert players
may supplement their understanding of ice hockey using infor-
mation and inferences about similar experiences (e.g., playing
field hockey), comprehenders with inadequate situation mod-
els may supplement their models by adopting a non-embodied
observer’s perspective based on memories or inferences about
similar situations.

CONCLUSIONS
In this paper, we have attempted to reconcile two largely distinct
literatures concerned with spatial-perspective taking and action-
perspective taking. We have proposed a transparent vocabu-
lary for action-perspective taking, which we hope will facilitate
research between these two domains. At the heart of our proposal
is the suggestion that researchers working in Embodied Cogni-
tion must specify from whose perspective a given action is being
simulated. Although an agent’s perspective seems in many cases
the most natural candidate, other perspectives are possible, and
are often adopted when self-referential pronouns are assigned a
thematic role other than agent.

We have argued that comprehenders can only adopt an
action-perspective if they have a spatial context for that action
(the Spatial Grounding Hypothesis). In the case of isolated
verbs and self-referential pronouns, people typically take their
spatial grounding from their own bodies. But in the absence
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of self-referential language, action-perspective taking can only
occur when the spatial relations between participants in the
action have been established within the comprehender’s situation

model. In dialogue, interlocutors use spatial-perspective taking to
ensure that each partner’s situation model specifies similar spatial
relations.
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We investigate effects of priming and preference on frame of reference (FOR) selection in
dialog. In a first study, we determine FOR preferences for specific object configurations
to establish a baseline. In a second study, we focus on the selection of the relative or the
intrinsic FOR in dialog using the same stimuli and addressing the questions whether (a)
interlocutors prime each other to use the same FOR consistently or (b) the preference for
the intrinsic FOR predominates priming effects. Our results show effects of priming (more
use of the relative FOR) and a decreased preference for the intrinsic FOR. However, as
FOR selection did not have an effect on target trial accuracy, neither effect alone represents
the key to successful communication in this domain. Rather, we found that successful
communication depended on the adaptation of strategies between interlocutors: the more
the interlocutors adapted to each other’s strategies, the more successful they were.

Keywords: spatial perspective, priming, spatial frames of reference, psycholinguistic, dialog

INTRODUCTION
Localizing an object with reference to another object is common in
natural language. For instance, consider the sentence “The book is
to the left of the chair.” It is ambiguous whether the book is at the
chair’s left or whether it is to the left of the chair as viewed from the
speaker’s perspective. In order to refer to these different perspec-
tives, frames of reference (FOR) are used. FOR are a set of axes that
parse space (Carlson, 1999) and can be considered as coordinate
systems that impose an orientation on the environment, people,
or objects. These coordinate systems have an origin constituted
by the point of intersection (Miller and Johnson-Laird, 1976), a
direction and an orientation (Logan and Sadler, 1996). Following
Levinson (1996, 2003), three different FORs can be distinguished
which differ with regard to their origin and the spatial relationship
they establish. The relative FOR establishes viewpoint-dependent
ternary spatial relationships. A description of the object configu-
ration in Figure 1 according to the relative FOR would be “The
plant is in front of the chair”; the spatial relationship comprises the
plant, the chair and the viewer. In the present study, the origin of
the relative FOR always lies in the viewer; the coordinate system is
thus oriented egocentrically and the spatial relationship comprises
the speaker’s viewpoint and two objects. In the case of the intrin-
sic FOR, the relationships are binary and viewpoint-independent.
The intrinsic FOR is used when the origin lies in the object itself
and the direction of the FOR is oriented according to the inherent
axes of the object (“The plant is next to the chair” in Figure 1).
The absolute FOR is based on environmental features such as grav-
ity or the cardinal directions and will not be considered in this
study.

Situations in which the relative and the intrinsic FOR can
be used interchangeably exhibit a high potential for ambigui-
ties. If both FOR are equally likely to be used and speakers
do not indicate which FOR they are using, the probability that
an interlocutor interprets the FOR correctly is at chance level.
Attempts to define preferences for specific FORs have led to
ambiguous results. The relative FOR, being perceptually available

and avoiding the extra computational effort needed for men-
tal rotation, has been considered predominant by some authors
(Linde and Labov, 1975; Levelt, 1982, 1989) whereas other authors
have claimed that the intrinsic FOR predominates (Miller and
Johnson-Laird, 1976) or is at least preferred (Carlson-Radvansky
and Irwin, 1993; Carlson-Radvansky and Radvansky, 1996; Taylor
et al., 1999). This disagreement and the potential for ambiguities
has led to an extensive body of psycholinguistic investigations of
which factors contribute to the selection and processing of spatial
FOR, mostly using monolog studies. The factors identified range
from functional relations between objects (Carlson-Radvansky
and Radvansky, 1996) to motion characteristics (Levelt, 1984),
gravity (Friederici and Levelt, 1990), priming effects (Watson
et al., 2004; Carlson and Van Deman, 2008; Johannsen and
de Ruiter, 2013), scene type (Johannsen and de Ruiter, 2013),
and properties of the object configuration such as the rotation
of the reference object and the position of the located object
(Ziegler et al., 2012).

However, monolog studies do not allow us to investigate how
interlocutors deal with FOR ambiguities in dialog. Dialog differs
from monolog in that dialog “language use is really a form of
joint action” (Clark, 1996, p. 3) which suggests that FOR inter-
pretation in dialog requires that interlocutors coordinate FOR
selection in order to communicate successfully. Even though
there have been attempts to investigate spatial perspective tak-
ing involving an imagined interlocutor (Herrmann, 1988; Duran
et al., 2011), studies using real dialogs are rare. Perspective taking
between interlocutors who have different physical vantage points
and thus different perspectives on the same scene is not considered
in the present study, but interesting results can be found else-
where (e.g., Bürkle et al., 1986; Schober, 1993; Galati et al., 2013).
Watson et al. (2004) showed that dialog partners tended to align
on FORs, revealing a tendency to use the same FOR that their
interlocutor had previously used. This was interpreted as a case of
alignment resulting from priming effects. Pickering and Garrod
(2004, p. 173) claim that alignment is a key factor for successful
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FIGURE 1 | Reference object (armchair) rotated 90◦ with located object

"in front of it" (relative reference frame) or “to the left of it” (intrinsic

reference frame).

communication and results from priming which is “essentially
resource-free and automatic.” However, Watson et al. (2004) used
a confederate as one of their participants, and the confederate’s
utterances were scripted. Assuming that people do not merely
adopt the interlocutor’s strategies but rather mutually influence
one another in dialog, a confederate may not represent a natural
dialog counterpart. Thus, FOR selection in a real dialog with two
naïve participants may reveal different effects.

However, following the attempts to specify FOR preferences
(as described above), it has been shown that there is a general
preference for the intrinsic FOR in specific object configurations
(Ziegler et al., 2012). This study also demonstrated an effect of the
located object’s position with regard to the reference object’s FOR.
If the located object was positioned on the front/back axis of a
FOR, this made the selection of the respective FOR more probable.
Thus, these axis-dependent preferences may reduce variability in
FOR selection independent from priming effects. Furthermore,
the general preference for the intrinsic FOR may lead interlocutors
to establish a conceptual pact (comparable to conceptual pacts in
lexical choices as discussed by Brennan and Clark, 1996) and use it
consistently. However, in such cases, conflicts may arise from the
opposing impacts of priming and preference of FOR.

The interaction between preference and priming effects has not,
to our knowledge, previously been investigated. We expect that if
automatic priming is a prevailing effect in conversation that leads
to FOR alignment (cf. Pickering and Garrod, 2004; Watson et al.,
2004), this should override FOR preferences. However, if FOR
preferences lead to conceptual pacts with regard to FOR selection,
this may override priming effects.

To investigate effects of preference and priming in dialog, we
developed a priming study in which pairs of naïve participants

described pictures of object configurations to each other. In each
round, one of the participants was the director, who described a
spatial configuration displayed on a monitor while the other par-
ticipant (matcher) had to choose between two displayed pictures.
While half of the stimuli only allowed the use of the relative FOR
(prime trials), the other half consisted of stimuli allowing the use
of the intrinsic FOR (target trials). After every two trials, the roles
changed and the matcher became director. Thus, hearing the inter-
locutor A use the relative FOR in the prime trial should, according
to the priming account, prime interlocutor B to select the relative
FOR in the target trial.

STUDY I: FOR PREFERENCES
In order to be able to separate preference from priming effects, we
conducted a study in which we determined FOR preferences for
specific object configurations as a baseline for comparisons.

MATERIALS AND METHODS
As described above, FOR preferences are highly dependent on the
context and object features. For this reason, we focused on objects
from a single category (furniture). Spatial verbal descriptions were
elicited in an online experiment in which participants were shown
pictures of object configurations and were instructed to define the
spatial relations by inserting spatial terms in gapped sentences.
Their FOR preferences served as a baseline in the dialog study.

Participants
244 participants were recruited by email invitation. Data from 34
participants had to be excluded (due to a cease of participation or
different native language), thus, data from 210 participants (168
women, 42 men) with a mean age of 24.1 years (ranging in age
from 7 to 72 years) were used for analysis.

Stimuli and design
Stimuli were pictures of object configurations and Ger-
man gapped sentences of the form “<located Object>
steht ______<reference object>.” (“<located Object> stands
______<reference object>.”). Thus, participants had to insert
a spatial preposition and an article to fill the gap. Pictures were
created using Sweet Home 3D, an architectural design software.
66 pictures were created, each consisting of a reference object
and a located object. Different orientations of the reference object
resulted from rotating it clockwise at angles of 90◦, starting at 0◦
(reference object faces the observer). The located object (a plant
or a stool) was placed in four different positions: relatively in
front of, to the left of, behind and to the right of the reference
object. This led to potential ambiguities in the descriptions of the
located object, as a reference object rotated by 90◦ and a located
object placed relatively in front could also be described as “next
to” using the intrinsic FOR (see Figure 1). Following Graf and
Herrmann (1989), we distinguished between vehicle (e.g., chair)
and opposite (e.g., shelf) objects that reveal differences in the
assignment of the intrinsic left/right axis according to their pre-
dominant use. Of the 66 pictures, 36 consisted of vehicle objects
(chair, armchair, sofa) in four different orientations (excluding
object configurations in which the intrinsic and relative FORs were
aligned) and 30 showed opposite objects (wardrobe, bookshelf,
chest of drawers). For the opposite objects, only the rotations 0◦,
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90◦, and 270◦ were used, as these objects are characteristically used
with their back to a wall. We distinguished between these object
categories in order to control for potential differences in FOR
selection.

The randomization procedure took reference objects and their
rotation as well as located objects and their positions into account.

PROCEDURE
Participants were recruited by email invitation, in which they
received a link to the online study. First, instructions and three
examples were given using objects distinct from those in the study.
Afterward, the participants were shown the stimuli and asked to
fill in the gaps of the sentences. The whole study comprised 66 tri-
als and lasted about 20 min. Participants could then enter a prize
draw for one of 10 prizes of 10 Euros.

RESULTS1

Assuming axis-dependent regularities in FOR selection, we investi-
gated the effect of object rotation and position of the located object
on FOR selection. Thus, the descriptions of the participants were
coded as using“relative FOR,”“intrinsic FOR,”or“other”(for cases
on which no FOR was used). Two rotations (90◦, 270◦) were used
for analysis to ensure a constant dissociation of FORs.

Statistical analyses were performed with R (R Core Team, 2013)
using the“lme4”package (Bates et al., 2011). Mixed-effects models
of logistic regression for binomially distributed outcomes (gener-
alized linear mixed models, GLMM) were used for the analysis of
FOR selection. Mixed-effects models are efficient for the analysis
of psycholinguistic data as they allow to include random effects
of subjects and items “effectively solving the ‘language as a fixed
effect fallacy”’ (Quené and van den Bergh, 2008, p. 413).

1Parts of these results have been published (Ziegler, Johannsen, Swadzba, de Ruiter,

and Wachsmuth, 2012)

Descriptions that did not use either FOR were excluded (1.37%
of the data). As we only used two rotations of the reference object,
the position of the located object was either on the relative or
on the intrinsic front/back axis of the reference object. In order
to investigate FOR preferences resulting from the position of the
located object, we fit a logistic mixed-effects model with posi-
tion of the located object as fixed effect, full random slopes, and
intercepts for subjects and items and FOR selection as depen-
dent variable. Positing the relative front position as intercept, we
found significant differences to all other positions (relative left,
i.e., intrinsic front/back position: β = 2.61, SE = 0.3, z = 8.66;
relative behind: β = −1.37, SE = 0.19, z = −7.05; relative
right, i.e., intrinsic front/back position: β = 2.02, SE = 0.36,
z = 5.68, all p < 0.001). These differences in FOR selection
resulting from the position of the located object are illustrated
in Figure 2. Please note that the relative positions “left” and
“right” coincide with the intrinsic front–back axis. Regularities
of FOR selection suggest an axis-dependent effect, potentially
comparable to the distinction between two forms of visuospa-
tial perspective taking (Flavell, 1986). Front/behind judgments are
easier to process than left/right relations as they do not require
a simulated rotation movement (Kessler and Rutherford, 2010).
Furthermore, this axis-effect stands in line with previous research
which has shown that the front/back axis is easier to access
than the left/right axis due to body asymmetries (Franklin and
Tversky, 1990). Additionally, we speculate that the differences
between relative “front” and “behind” (i.e., more relative FOR
selection when the located object is positioned behind the refer-
ence object) might result from the occlusion of the located object.
We assume that this occlusion might give more salience to the
relative FOR.

We controlled object category in the design in order to elimi-
nate effects of object category on FOR selection. However, when
we additionally posited object category as fixed effect in the same

FIGURE 2 | FOR selection in the first study.

Frontiers in Human Neuroscience www.frontiersin.org October 2013 | Volume 7 | Article 667 |126

http://www.frontiersin.org/Human_Neuroscience/
http://www.frontiersin.org/
http://www.frontiersin.org/Human_Neuroscience/archive


“fnhum-07-00667” — 2013/10/14 — 13:04 — page 4 — #4

Johannsen and De Ruiter Reference frame selection in dialog

model, model comparison revealed no statistically significant
effect of object category. This indicates that FOR selection did
not differ between vehicle and opposite objects.

CONCLUSION
Our results reveal a general preference for the intrinsic FOR but
also significant effects of the position of the located object. Accord-
ingly, we are now able to differentiate between preferred choice for
the object configurations (i.e., the intrinsic FOR) and priming
effects.

STUDY II: PRIMING vs. PREFERENCE
MATERIALS AND METHODS
Participants
Fifty four participants were paid volunteers in the experiment.
Due to experimenter error, two groups (four participants) had to
be excluded, thus data from 50 participants (11 male, 39 female)
ranging in age from 19 to 61 (M = 24.3, SD = 6.2) was used.

Stimuli and design
Using a priming paradigm, we constructed prime and target trials
in three conditions which only differed with regard to the prime
trials. We thus controlled the target trials within items. Altogether,
the experiment consisted of 144 prime-target pairs resulting from
three priming conditions for each of the 48 target pictures (3 prim-
ing conditions × 6 reference objects × 2 rotations × 4 positions
of LO).

The stimuli were pictures created with indoor planning soft-
ware (Sweet Home 3D). The pictures showed object configura-
tions, consisting of a reference object and a located object. For
the prime trials, three types of pictures were created (33 pic-
tures for each type): neutral, same position, and different position.
In the neutral pictures, both FOR were available and aligned as
the located object was positioned along the vertical axis of a
triaxial reference object. The other two types of pictures (same
and different position) comprised a biaxial reference object and
a located object which was positioned on one of the horizon-
tal axes. Accordingly, the intrinsic FOR was unavailable and the

FIGURE 3 | Example of prime-target pairs in three priming conditions.

participants had to use the relative FOR. In the same position con-
dition, the located object was at the same position in prime and
target trials (e.g., to the left of the reference object within the rel-
ative FOR, see Figure 3). In the different position condition, the
located object was placed at the opposite side of the reference
object than in the target trial (e.g., to the right of the reference
object in the prime trial and to the left of the reference object in
the target trial, both within the relative FOR). The same and differ-
ent position conditions were used to test whether priming effects
are stronger when the located object has the same position in
prime and target trial which would be a plausible consequence
of lexical priming, given that the same prepositions would be
used.

The pictures described in the first study (in 90◦ and 270◦ rota-
tion) were used as target stimuli. See Figure 3 for an example of
the three priming conditions using the same target trial.

Randomization took into account priming condition, the ref-
erence object and its rotation, and the position of the located
object. To counterbalance the sequential order, the experiment
was conducted in two versions by switching the order for half the
participants.

There were two roles for the participants that changed after
every two trials: the director and the matcher. The director was
shown a single picture of an object configuration and described
it to the matcher while the matcher was shown two pictures and
had to decide which of the two fitted the director’s description.
The matcher’s two pictures always showed the same reference
object at the same rotation as on the director’s screen. However,
the position of the located object differed so that the director’s
descriptions became potentially ambiguous with regard to FOR
in the target trials. Thus, if participant B (director) described the
target configuration in Figure 4 as “The plant is in front of the
chair,” either picture could plausibly be correct depending on the
matcher’s FOR interpretation. Interpreted within a relative FOR,
the picture on the left is correct; interpreted within the intrinsic
FOR, the picture on the right is correct. However, as only one of
the two pictures corresponded to the director’s picture, its choice
revealed whether participants successfully solved the problem of
ambiguity.

After every two trials, the roles changed so that the director
became the matcher and vice versa. Therefore, the description of

FIGURE 4 | Role change between participants.
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the previous director was used as the prime for the description
of the subsequent director. Thus, participants took it in turns to
prime each other. See Figure 4 for an example of a prime-target
sequence (in the subsequent target trial, participant A would have
been the director).

PROCEDURE
Two naïve participants participated together as interlocutors in
a dialog task. Each participant sat in front of a computer screen
on which the stimuli were displayed. Participants were separated
by a movable wall so that they were able to hear each other
but could not see each other nor the other’s computer screen.
At the beginning of the experiment, written instructions were
presented on the monitor, informing the participants about the
procedure of the experiment. Before the start of the study, partic-
ipants completed five test trials with stimuli distinct from those
used in the study. After that, they were asked if the task was
clear to them and if so, the study started. The director was
shown a single picture whereas the matcher saw two pictures.
The director immediately started describing the spatial configu-
ration. The matchers’ task was to determine which of the two
pictures matched the director’s description and respond by press-
ing predefined keys on a button box (left key for left picture,
right key for right picture). Accuracy ratings were measured
using E-Prime (Psychology Tools Software). The matcher was
also allowed to give feedback (e.g., ask the matcher for more
information, indicate ambiguities). Both participants’ pictures
remained on the screen until a response was given. The whole study
comprised 288 trials (144 prime-target pairs) and lasted about
15 min.

The participants were unaware of the objective of the experi-
ment and of the type of trials they were completing. No feedback
was given during the experiment.

RESULTS
Data from 50 participants were used for analysis. Statistical analy-
sis was carried out in PASW Statistics 18 and in “R” (R Core Team,
2013) using the lme4 package (Bates et al., 2011). Mixed-effects
models of logistic regression (generalized linear mixed models
for binomially distributed outcomes, GLMM) were used for the
analysis of FOR selection and accuracy.

Our statistical analysis considered FOR selection in the direc-
tor’s descriptions of target trial stimuli and the matcher’s accuracy.
Furthermore, we conducted a qualitative analysis of the lin-
guistic behavior in terms of the strategies used to disambiguate
descriptions. Rationales for each analysis are given in each section.

Priming of FOR in dialog
In order to investigate effects of priming or preference on FOR
selection, we analyzed the FOR selection in the director’s descrip-
tions. While a prevailing use of the relative FOR in target trials
would indicate priming effects, predominant use of the intrinsic
FOR would suggest effects resulting from FOR preference.

The director’s descriptions were transcribed and categorized
according to FOR use. For categorization, we used the first unin-
terrupted utterance of the speaker (cf. de Ruiter et al., 2012). In
some cases, participants used both FOR at the same time. These

descriptions were categorized as “ambiguous” (10.3% of the data).
Descriptions that did not use a specific FOR but rather referred
to the location of the object on the screen or the proximity of the
objects to the director were categorized as “other” (10.6% of the
data). Data that revealed participant’s error, for instance when the
matchers erroneously described what they saw, were also excluded
(0.17%). The rates of FOR selection in prime and target trials are
summarized in Table 1.

As Table 2 shows, the relative FOR was chosen more often
than the intrinsic FOR. This result was in contrast to the prefer-
ence for the intrinsic FOR in our first study. Thus, we compared
FOR choice between the two studies in order to analyze whether
the differences in FOR selection were statistically significant. We
fit a logistic mixed-effects model with study type (baseline vs.
dialog) as a fixed effect and random slopes and intercepts for
subjects and items. The results showed a significant main effect
of study type (β = −3.21, SE = 0.88, z = −3.67, p < 0.001)
confirming the difference in FOR selection between the two stud-
ies and revealing more use of the relative FOR in the dialog
study.

In the next step, we investigated whether FOR selection in the
dialog study had an effect on target trial accuracy. We assumed
that if priming or preference was a prevailing mechanism in order
to disambiguate FOR, there should be an effect of FOR selection
on target trial accuracy (as a measure for communicative success).
Thus, we fit a logistic mixed-effects model with FOR selection
as fixed effect and random slopes and intercepts for groups and
items. There was no significant effect of FOR choice on target trial
accuracy (β = −0.79, SE = 0.57, z = −1.39, p = 0.17).

Differences between priming conditions
As described above, we used three priming conditions (neutral,
same position, different position) in order to investigate whether

Table 1 | FOR selection and target trial accuracy.

FOR Prime trial (%)

(N = 3600)

Target trial (%)

(N = 3600)

Target trial accuracy

(% within FOR)

Relative 93.8 50 80.8

Intrinsic 0 29 71.8

Ambiguous 0.2 10.3 82.1

Other 4.7 10.6 97.4

NA 1.3 0.2 –

Table 2 | Differences in FOR index within and between groups.

Difference of index scores

Mean (SD) Min Max

Same group 0.18 (0.33) 0 0.97

Subsequent group 0.37 (0.4) 0 1
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priming effects are stronger when the located object has the same
position in prime and target trial. This would be a plausible conse-
quence of lexical priming, given that the same prepositions would
be used. Accordingly, we analyzed whether the three priming con-
ditions differed with regard to FOR selection in the target trials. We
excluded “other” and “ambiguous” answers and error cases from
analysis.

Again, we fit a mixed-effects model of logistic regression posit-
ing priming condition as a fixed effect and using random slopes
and intercepts for groups and items. Using the neutral condition
as intercept, there was no significant effect of priming condition
(same position: β = −0.16, SE = 0.2, z = −0.82, p = 0.41; dif-
ferent position β = −0.39, SE = 0.23, z = −1.74, p = 0.08). This
reflects that the three conditions did not differ with regard to FOR
selection (relative or intrinsic) in the target trials. However, results
revealed a marginal difference between the neutral condition and
the different position condition.

Effects resulting from the position of the located object
As the first study had shown that the position of the located object
had a significant effect on FOR selection indicating axis-dependent
preferences, we analyzed whether this result was replicated in the
second study by fitting a mixed-effects model of logistic regression
(using only relative and intrinsic FOR descriptions in the target
trials). We posited position of the located object as a fixed effect
and used full random slopes and intercepts for groups and items.
There was a significant main effect of position of the located object.
Using the relative front position as intercept, there were significant
differences compared to position of the intrinsic front and back
(i.e., the relative left: β = 1.5, SE = 0.29, z = 5.19 and relative right:
β = 1.25, SE = 0.32, z = 3.88, both p < 0.001) but not compared
to the relative behind position. This indicates that there was a
higher amount of relative FOR use when the located object was
positioned along the relative front/back axis. Thus, we recoded the
positions of the located object in terms of axes so that we were able
to distinguish between the relative and intrinsic front/back axes.
We then fit a logistic mixed-effects model using axis as fixed effect
and random slopes and intercepts for groups and items. The results
showed a significant effect of the axis (β= 1.26, SE = 0.28, z = 4.51,
p < 0.001, see Figure 5) revealing a greater use of the intrinsic FOR

FIGURE 5 | Effect of the axis position of the located object on FOR

selection.

when the located object was positioned on the intrinsic front/back
axis.

Variability in FOR selection within groups
We expected that participants within groups would adapt the same
FOR in order to facilitate mutual comprehension. Thus, we ana-
lyzed the variability in FOR selection within and between groups
by computing FOR indices (cf. Watson et al., 2006). These indices
reflect how similar the descriptions of the participants were with
regard to FOR selection within groups, i.e., the more the interlocu-
tors used the same FOR, the lower the FOR index. The FOR indices
were computed for each participant by dividing the amount of
relative FOR descriptions by the sum of relative and intrinsic
descriptions (thus, the analysis excluded the categories ambiguous
and other). We subtracted the index from participant B from the
index from participant A and squared the result to avoid negative
numbers.

To test these within-group indices against indices that would
arise between random interlocutors, we subtracted the indices
between participants of subsequent groups. These indices from
participants that did not engage in a conversation and could not
influence each other reflect overall patterns that may arise by
chance (see Table 2). As the data were not normally distributed
(Shapiro–Wilk Test: both df = 25; index within groups S–W = 0.6;
index between groups: S–W = 0.78, both p < 0.001) we compared
the two values using Wilcoxon signed-ranks test and found a sig-
nificant difference (Z = −2.09, p < 0.05). The scores between
random interlocutors were significantly higher than the scores
within groups; this reflects that participants adapted to each other
and tended to use the same strategies, independent whatever the
specific choice of strategy involved.

In order to analyze whether the time course of the dialog led
to an increased adaptation of strategies between interlocutors,
we calculated sliding averages of the FOR indices within groups.
Considering a window of four target trials at a time, again, we
proceeded as described above for the computation of FOR indices
and, again, subtracted the FOR index of participant B from the
FOR index from participant A. By shifting the four-trial-window
one trial further at a time, we obtained averages that represented
how participants adapted their FOR over time. For illustration,
we chose three groups as examples (Figure 6) revealing different
degrees of adaptation (high, medium, and low) between inter-
locutors (the respective target trial accuracy for the three groups
is depicted in Figure 7).

Next, we assumed that a mutual adaptation of FOR reduced
misunderstandings thus leading to a more efficient communica-
tion (measured here as target trial accuracy). We analyzed whether
sliding average FOR indices within groups had an effect on target
accuracy. We fit a mixed-effects model of logistic regression with
target trial accuracy as dependent measure, FOR indices as fixed
effects and full random slopes and intercepts for groups and items.
We found a significant main effect of index scores (β = −1.38,
SE = 0.3, z = −4.68, p < 0.001). For an illustration of the rela-
tionship between overall target trial accuracy and FOR index scores
within groups, see Figure 7 (case labels include group number and
overall target accuracy for the three exemplary groups depicted in
Figure 6).

Frontiers in Human Neuroscience www.frontiersin.org October 2013 | Volume 7 | Article 667 | 129

http://www.frontiersin.org/Human_Neuroscience/
http://www.frontiersin.org/
http://www.frontiersin.org/Human_Neuroscience/archive


“fnhum-07-00667” — 2013/10/14 — 13:04 — page 7 — #7

Johannsen and De Ruiter Reference frame selection in dialog

FIGURE 6 | Exemplary time course of difference scores for three

groups.

FIGURE 7 | Scatter plot of target accuracy and difference scores within

groups.

QUALITATIVE ANALYSIS
In a qualitative analysis of the data, we investigated which qualita-
tive strategies interlocutors applied to resolve ambiguities in target
trials, considering only trials in which the relative or the intrin-
sic FOR were used. We analyzed the annotated dialog considering
more than the first uninterrupted utterance for additional strate-
gies to solve FOR ambiguities. Our analysis showed that additional
information for disambiguation was provided in 23.3% of the tar-
get trials by the director even though the matcher indicated that
the description was ambiguous with regard to the spatial FOR in
only 1.5% of the target trials.

However, 11 out of 25 groups did not provide any additional
information. Their results varied with regard to the matcher’s
accuracy (mean 78.8%, SD 30.6, ranging from 11 to 99%) and dif-
ference scores (mean 1841.7, SD 2690.5, ranging from 0 to 7448).
The other 14 groups varied in their strategies, although we could
classify three main approaches. The most common was a defini-
tion of the perspective (in 13.8%, e.g.,“In front of the chair, as seen
from my/the chair’s perspective”). Other strategies were reference
to specific intrinsic features of the object (8.3%, e.g., “The stool
is in front of the front of the couch”) or the use of specific verbs
(1.3%) to express the position of the located object (e.g., “The
plant disappears behind the sofa”). The latter was, however, only
used in trials in which the located object was positioned relatively
behind the reference object and was thus partly covered by it.

With regard to the quantity of strategies within each FOR, we
found that more additional strategies were used within the intrin-
sic FOR (39.7%) than within the relative FOR (13.4%). Within
the intrinsic FOR, 25.2% of the target trial descriptions contained
additional information with regard to the perspective (7.3% within
the relative FOR).

CONCLUSION
Our results reveal a general priming effect of the relative FOR
(as shown by the comparison between the two studies) and a sig-
nificant effect of the located object’s position on FOR selection.
There were, however, no significant differences between the three
priming conditions.

Furthermore, our results show that participants adapt each
other’s strategies (as shown by the comparison between intra-
vs. intergroup difference scores) and that target trial accuracy is
influenced by the extent of this adaptation.

With regard to qualitative strategies, we found that even though
FOR ambiguity was indicated in only 1.5% of the target trials,
participants added further information in about a third of the
target trials (27.8%). Strategies comprised perspective marking
(17.2%), the reference to intrinsic features of the reference object
(9.4%) or the use of verbs denoting a specific location (1.2%).
Strategies were used more often within the intrinsic FOR (39.9%)
than within the relative FOR (13.6%).

DISCUSSION
In the present study, we investigated effects of priming and pref-
erence on FOR selection in a dialog task. As the prime trials only
allowed a description using the relative FOR (i.e., the intrinsic FOR
was not available or both FOR were aligned), the priming account
would predict a prevailing use of the relative FOR in the target
trials (cf. Pickering and Garrod, 2004; Watson et al., 2004), even
though the intrinsic FOR was available. The comparison of FOR
selection (intrinsic vs. relative) between the first and the second
study revealed significant differences indicating greater use of the
relative FOR in the dialog study. This increase in the use of the
relative FOR might reflect priming effects in target trials result-
ing from processing the relative FOR in the preceding prime trial.
In any case, the preference for the intrinsic FOR, as found in the
first study, was diminished, which indicates that this preferences
cannot be considered robust and predominant (contra to Miller
and Johnson-Laird, 1976). Interestingly, the choice of FOR had
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no effect on target trial accuracy. In order to efficiently solve FOR
ambiguities, we would have expected that participants negotiated
which perspective should be used, comparable to a conceptual
pact (Brennan and Clark, 1996) with regard to the spatial FOR.
However, no group used this strategy and defined a consistent
perspective. This indicates that the groups must have used other
strategies.

Even though priming effects might explain the more frequent
choice of the relative FOR, we would like to discuss the role of
priming in communication. Priming leading to alignment has
been claimed to be the key to successful communication (cf. to
Pickering and Garrod, 2004). In our study, the primed relative FOR
was used in target trial descriptions only half of the time. If prim-
ing was automatic and thus unavoidable, should we not expect a
greater frequency of relative FOR selection in target trials? Given
that half of the time, interlocutors did not use the primed FOR, the
role of priming as the prevailing mechanism in communication
might have been overestimated. Furthermore, FOR selection did
not have an influence on target trial accuracy. If both interlocutors
were primed to use the same FOR, this should be evident not only
in their spatial descriptions but also in their interpretations of the
other’s descriptions. Thus, our findings indicate that, even though
priming may have an influence on FOR selection in dialog, it may
not be as automatic and comprehensive as has previously been
assumed and does not necessarily lead to successful communica-
tion (measured here in terms of target trial accuracy; cf. Pickering
and Garrod, 2004).

Despite the fact that there was a general priming effect, there
were no differences between the three priming conditions (neu-
tral vs. same position vs. different position of the located object)
with regard to the FOR selection in the target trials. This sug-
gests two things: on the one hand, it did not matter whether
the relative position of the located object was the same in prime
and target trial. Thus, accessing single components of the rela-
tive FOR (i.e., the front/back axis) leads to an activation of the
whole FOR resulting in a priming effect in the subsequent trial.
As the intrinsic FOR was either not available or aligned with the
relative FOR in the prime trials, we can exclude an inhibition of
the FOR as reported by Carlson and Van Deman (2008). However,
due to the design of the experiment, our focus was on activation
of FOR, which limits our conclusions about the nature of inhi-
bition. On the other hand, the fact that there was no difference
in effects of FOR selection between the same vs. different position
condition reveals that there was no cumulative effect of lexical and
FOR priming, a result that supports findings previously reported
(Watson et al., 2004).

Independent of priming effects, we found effects on FOR selec-
tion resulting from the position of the located object in both
studies. If the located object was positioned on the front/back
axis of the FOR (relative or intrinsic), this made the choice of
the respective FOR more likely. This suggests a general prefer-
ence for localizing along the front–back axis and stands in line
with related work. With regard to the egocentric FOR, this result
coheres with the idea that the front/back relations are easier to pro-
cess, due to the inherent asymmetric features, than are left/right
relations, as has been reported before (e.g., Tversky, 1996). With
regard to perspective taking, fundamental differences in processing

the front/back compared to the left/right axis have been reported
(e.g., Kessler and Rutherford, 2010). Extending these findings with
regard to the intrinsic FOR, our results emphasize the impact of
the intrinsic front/back axis in spatial descriptions.

As we have shown that priming effects were less pronounced
than we would have expected from an automatic process and that
FOR selection did not have an effect on target trial accuracy, we
assumed that the groups developed their own strategies to resolve
FOR ambiguities. In order to investigate these strategies, we calcu-
lated difference scores within groups that represented how similar
the descriptions of the two interlocutors were and compared them
to difference scores that arose between random interlocutors. The
significant difference between the groups revealed that within
groups, interlocutors tended to adopt the same strategies, using
either the relative or intrinsic FOR, both FOR at the same time or
other descriptions which completely avoid spatial FOR. This indi-
cates that interlocutors adapted to each other, but not necessarily
by consistently using the primed relative FOR or the preferred
intrinsic FOR. The efficiency of this mutual adaptation of strate-
gies was measurable in terms of target trial accuracy: the more
interlocutors adapted each other’s strategies, the more accurate
they were. More generally speaking, this reveals that commu-
nicative success depends on mutual adaptation. A comparable
adaptation process of types of descriptions has been reported for
players in a maze-game (Garrod and Anderson, 1987). Further-
more, Schober (1993) found that pairs of interlocutors in dialog
varied idiosyncratically with regard to the perspective-setting
strategies they used in their descriptions of spatial configurations.
Under these conditions, a lot of variability between groups was
possible without impairing the ultimate success of communica-
tion. This variability is necessarily reduced in dialog studies in
which one of the interlocutors is a confederate. While the naïve
participant can adapt to the confederate’s strategies, the confed-
erate’s contributions are limited to scripted utterances. Thus, the
collaborative aspect of communication that arises from the fact
that “language use is really a form of joint action” (Clark, 1996,
p. 3) becomes a unilateral process. This reduction in variability
may explain why priming effects appear stronger in such studies.

Interestingly, there were five groups in our study that revealed
a very low level of adaptation (i.e., very high difference scores)
and a target trial accuracy equal to or below 56%. The low per-
centage of accuracy reveals that interlocutors misunderstood each
other about half of the time (or even more often for lower num-
bers). By taking a closer look at the strategies of each participant,
we found that all five groups showed the same pattern: one of
the participants predominantly used the relative FOR whereas the
other participant used the intrinsic FOR. This pattern may reflect
individual preferences, as pointed out by Levelt (1982). Given that
the experiment did not include feedback with regard to accuracy
and that both target pictures could possibly be correct within dif-
ferent FOR interpretations, participants obviously did not realize
that they used different FOR throughout the dialog. We avoided
including feedback in order to allow participants to develop their
own strategies for dealing with the problem of FOR ambiguity and
to keep the dialog as natural as possible. Thus, misunderstandings
resulting from different FOR interpretation may be common in
natural language (20% of the groups experienced this problem).
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Following this idea, we investigated the time course of dialog
with regard to difference scores. When plotting the cumulative
sum of these scores over the trial sequence, the slope of the result-
ing curve depends on the difference score: the higher the score,
the steeper the curve. In general, groups that revealed a high
level of adaptation showed a low slope of the resulting curve
whereas groups that adapted each other’s strategies to a lesser
extent revealed a steeper curve. Taking three groups as examples
that differed with regard to their target trial accuracy, we found
that the more successful the group was (i.e., in maintaining overall
high target trial accuracy), the lower the difference scores remained
over time, indicating a constantly high level of strategy adaptation
(see, group 10). As expected, the opposite pattern was found in
unsuccessful groups (i.e., revealing overall low target accuracy)
that showed high difference scores throughout the dialog, reflect-
ing that participants consistently used different strategies. Group
12 (Figure 6), for example, showed this opposite pattern: con-
stantly high difference scores arose due to different descriptions
strategies between interlocutors, leading to a steep increase of the
curve over time and low target trial accuracy (15.3%). Group
14 can be considered as being moderately successful with a tar-
get accuracy of 55.6%. Note that this percentage indicates that
participants misunderstood each other nearly half of the time.

However, even though we can conclude that mutual adapta-
tion of strategies seems to be strongly facilitating communicative
success, an open question remains why some groups showed high
levels of adaptation while other groups did not adapt at all. This
question cannot be answered unambiguously but there may be two
explanations. Haywood et al. (2005) have shown that speakers in a
dialog study were sensitive to the ease of comprehension for their
interlocutor, disambiguating their descriptions in visually ambigu-
ous contexts. Thus, on the one hand, the lack of disambiguation in
some of the groups in our study could reveal that participants erro-
neously assumed they were successful because they failed to notice
the potential ambiguity. This stands in line with the claim that peo-
ple are normally not aware of the fact that there are two alternative
FOR (Grabowski and Miller, 2000, p. 526). On the other hand,
we cannot exclude that participants may have deliberately chosen
not to adapt to each other’s strategies, for instance due to a lack of
motivation for solving the task successfully. Thus, collaboration
may well be a prerequisite for successful communication.

In a final step, we investigated the dialogs for qualitative
strategies. Qualitative strategies consisted of explicitly adding a
perspective to the FOR (e.g., “[...] as seen from my/the chair’s per-
spective” or “[...] if you sit in the chair”), reference to intrinsic
features of an object (e.g., “The plant is behind the backrest of the
chair”), or the use of specific verbs (e.g., “The plant disappears
behind the chair”). Qualitative strategies were used in nearly one
third of the descriptions in addition to the intrinsic or relative
FOR. The use of these strategies suggests that the director was
aware of the ambiguity problem and tried to help the matcher by

adding unambiguous information to resolve it. The fact that this
was done quite often may result from the role switching in the dia-
log. As both interlocutors were confronted with FOR ambiguities
when they were the matcher, they were aware of the problem when
they were director.

Interestingly, about a quarter of the descriptions within the
intrinsic FOR contained information about the perspective and
thus the Origo of the FOR. This stands in contrast to what has
been assumed by Grabowski and Miller (2000, p. 521) who claimed
that“the entity that constitutes the Origo is never expressed explic-
itly in the case of intrinsic relations.” By contrast, the infrequent
addition of explicit perspective in trials in which the relative FOR
was used is surprisingly small given the prediction that “[...] if a
deictic2 interpretation is intended when an intrinsic interpreta-
tion is possible, the speaker will usually add explicitly ’from my
point of view’ [...]” (Miller and Johnson-Laird, 1976, p. 398).
We assume that giving information on the Origo depends on the
speaker’s confidence about the listener’s interpretation of the FOR
and can be interpreted in terms of the Gricean maxims of con-
versation (Grice, 1975). If both interlocutors have adopted the
same FOR consistently, mentioning the Origo would violate the
Gricean maxim of quantity and make the contribution more infor-
mative than required (Grice, 1975, p. 308). However, when there
is no such agreement on a specific FOR, providing no informa-
tion on the Origo disregards the maxim of manner, i.e., avoiding
ambiguity. Thus, we suggest that adding perspective reflects the
speaker’s degree of certainty of the listener’s FOR interpretation
independent of the type of FOR being used.

In conclusion, our results show that neither FOR preferences
nor priming alone represent the key to successful communication
in this domain. Intrinsic FOR preferences (as shown in the first
study) were partly diminished by priming effects in the dialog
study. However, priming effects could only account for half of the
FOR selection in target trials. As groups varied widely with regard
to their description strategies, priming of FOR leading to an align-
ment of situation models (Pickering and Garrod, 2004; Watson
et al., 2004) does not provide a comprehensive account of success-
ful communication. Rather, successful communication seems to
depend on the adaptation of strategies between interlocutors: the
more the interlocutors adapted to each other’s strategies, the more
successful they were.
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There is a vast amount of potential mappings between behaviors and intentions in
communication: a behavior can indicate a multitude of different intentions, and the same
intention can be communicated with a variety of behaviors. Humans routinely solve
these many-to-many referential problems when producing utterances for an Addressee.
This ability might rely on social cognitive skills, for instance, the ability to manipulate
unobservable summary variables to disambiguate ambiguous behavior of other agents
(“mentalizing”) and the drive to invest resources into changing and understanding the
mental state of other agents (“communicative motivation”). Alternatively, the ambiguities
of verbal communicative interactions might be solved by general-purpose cognitive abilities
that process cues that are incidentally associated with the communicative interaction.
In this study, we assess these possibilities by testing which cognitive traits account for
communicative success during a verbal referential task. Cognitive traits were assessed
with psychometric scores quantifying motivation, mentalizing abilities, and general-
purpose cognitive abilities, taxing abstract visuo-spatial abilities. Communicative abilities
of participants were assessed by using an on-line interactive task that required a speaker to
verbally convey a concept to an Addressee. The communicative success of the utterances
was quantified by measuring how frequently a number of Evaluators would infer the correct
concept. Speakers with high motivational and general-purpose cognitive abilities generated
utterances that were more easily interpreted.These findings extend to the domain of verbal
communication the notion that motivational and cognitive factors influence the human
ability to rapidly converge on shared communicative innovations.

Keywords: communication, language, individual differences, mentalizing, Raven’s progressive matrices

INTRODUCTION
Daily human communication is surprisingly effective, even though
it involves producing and understanding utterances that are inher-
ently ambiguous. The potential mapping between behavior and
intentions in communication is very large and many-to-many,
such that similar behaviors can indicate different intentions and
vice versa.

The ability of humans to map behavior to intentions has
been labeled interactive intelligence (Levinson, 2006) and might be
supported by motivational factors and cognitive abilities. The cog-
nitive abilities implicated in understanding the intentions, feelings
or thoughts of others, are often labeled as Theory of Mind or men-
talizing abilities (Premack and Woodruff, 1978; Baron-Cohen and
Wheelwright, 2004; Frith and Frith, 2012). Motivational factors
refer to the drive to invest resources to understand another individ-
ual, the willingness and motivation to spend energy understanding
the mental states of others (Levinson, 2006; Tomasello, 2009). In
an alternative account, it is proposed that most of the time inter-
locutors would not have to infer the mental state of the other’s
mind at all. Automatic alignment of representations of the other’s
message-meaning mapping by tight coupling of production and
comprehension (Pickering and Garrod, 2004) or the many cues
generated during interaction (Shintel and Keysar, 2009) would
suffice. Under most circumstances, no specific mentalizing skills
would be needed to solve the many-to-many mapping problem.

In this perspective, communicative coordination relies on general-
purpose cognitive abilities, as if communication would be similar
to complex problem solving. The latter account gets credibility
from the finding that, considering the speed of human communi-
cation, mentalizing as the only strategy to solve the multi-mapping
problem is implausible as it would require extensive cognitive and
temporal resources (Shintel and Keysar, 2009; Lin et al., 2010).

Here, we test whether motivational factors, mentalizing abil-
ities, or general cognitive abilities in speakers predict successful
tailoring of a message in a verbal communication game. For
instance, an agent might have extremely sophisticated computa-
tional abilities and be able to store/retrieve a very large set of behav-
ior/meaning mappings, but fail to do anything if not motivated to
communicate, or fail to adjust a sophisticated behavior/meaning
mapping to an Addressee and make it comprehensible. Different
cognitive abilities involved in human communication might be
differently sensitive to the expression of psychological traits across
a group of individuals (Baron-Cohen et al., 2005; De Ruiter et al.,
2010). Individual variation can help us understand the general
principles of human communication (Levinson and Gray, 2012).
In this study we investigate which psychometric scores indexing
motivational factors and cognitive abilities, contribute most to a
Communicator’s success.

Previous research investigated individual sources of variation
in subject pairs engaged in a non-verbal communication game
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(Volman et al., 2012). The design in that study focussed on how
pairs of Communicators establish communicative strategies, and
how inter-subject differences influence communicative success.
Communicators’ motivation to solve complex tasks, as indexed
by the Need for Cognition Scale (NCS; Cacioppo et al., 1996),
predicted communicative success. General intelligence of the
Addressees, as indexed by the Raven’s advanced progressive matri-
ces (RAPM; Raven et al., 1995) accounted for higher accuracy
scores. Although attribution of mental states to another person
(mentalizing) seems an important capacity for creating a new
communication system that both Communicator and Addressee
can comprehend, the speed and success with which such a new
communicative system was established could not be explained
by the participants’ score on the empathy quotient (EQ; Baron-
Cohen and Wheelwright, 2004), or a similar measure for empathy,
the interpersonal reactivity index (IRI; Davis, 1983). In a related
study using the same non-verbal communication game, the mag-
nitude of communicative adjustments to a presumed Addressee
was explained by the EQ (Newman-Norlund et al., 2009). Senders
high in empathy put greater emphasis on crucial communicative
elements when they believed their Addressee was a child compared
to when they believed their Addressee was an adult. In contrast,
individuals with high motivation for complex problems (NCS;
Cacioppo et al., 1996) were less likely to adapt their communicative
behavior toward their Addressee.

The picture that emerges from those studies on non-verbal
communication systems is that empathic traits may be benefi-
cial for adapting communicative behavior to another individual.
In contrast, the ability to generate effective communicative acts
might be mainly influenced by the motivation and ability to solve
complex problems.

Here, we tested the role of trait variables on the ability
to generate successful communicative interaction in the ver-
bal domain by indexing individual differences in empathiz-
ing (IRI and EQ, respectively Davis, 1983; Baron-Cohen and
Wheelwright, 2004) Need for Cognition Scale (NCS, Cacioppo
et al., 1984), general intelligence (RAPM, Raven et al., 1995)
and verbal intelligence (Groninger Intelligentie Test Matrix
Reasoning, and the Wexler Adult Intelligence Scale Simi-
larity and Vocabulary subscale, respectively Kooreman and
Luteijn, 1987; WAIS-III, 1997). Abstract visuo-spatial abilities
were indexed as part of the RAPM (Carpenter et al., 1990;
Mackintosh and Bennett, 2005). We will examine how these factors
in the Communicator contribute to successful communication,
that is, generating an accurate and easy interpretable message for
an Addressee (see Ickes et al., 2000 on the role of motivation on
empathic accuracy in observators) in the context of an interactive
word game.

In the interactive word game, both communicative setting and
linguistic difficulty were independently manipulated. We used a
paradigm called the Taboo game (Willems et al., 2010) where a
Communicator had to describe a Target-word (e.g., “Beard”) to
an Addressee in one sentence without using Taboo-words (e.g.,
“man,” “shave,” “hair,” “chin” and “mostache”; see Figure 1A). An
indication of the Target-word description’s communicative success
was obtained by evaluation of these utterances by a new group of
subjects (labeled as Evaluators, see Figure 1B). The data reported

in this manuscript relates the performance of these Evaluators to
the psychometric scores of Communicators. We predict to find a
similar pattern as described above: not mentalizing abilities per
se, but the motivation or general cognitive ability to solve com-
plex tasks will account for effective communication in an existing
verbal communication system. This study aims to open the way
for understanding variations in visual perspective-taking abilities
during social interactions. Accordingly, we pay particular atten-
tion to the RAPM as an index of visuo-spatial abilities (Carpenter
et al., 1990; Mackintosh and Bennett, 2005).

MATERIAL AND METHODS
SUBJECTS
Sixteen participants (labeled as Communicators, four males, mean
age = 21 years old, SD = 3 years) played the Taboo game in the
context of an fMRI experiment (for further details, see Willems
et al., 2010) and completed several psychometric tests. All had
Dutch as their mother-tongue, and did not have a known neu-
rological history, hearing problems, dyslexia, stuttering or other
language-related problems. In a separate experimental session, six-
teen subjects naive to the Taboo game evaluated the Target-word
descriptions generated by the Communicators. These Evaluators
(four males, mean age = 20 years old, SD = 3 years) did not
have language, hearing or eyesight difficulties and had Dutch as
their mother tongue. The data reported in this manuscript relates
the performance of the Evaluators to the psychometric scores of
Communicators.

PROCEDURE
Description from Communicators
Experimental material was obtained in the context of an fMRI
study (for further details, see Willems et al., 2010). Communi-
cators generated descriptions for a confederate (referred to as
Addressee) after which we obtained their psychometric scores on
various cognitive abilities and motivational factors (for details of
the acquisition of the Communicators’ psychometric scores, see
Psychometric indexes of individual cognitive abilities of Commu-
nicators). In a separate study, a group of new participants labeled
as Evaluators rated these descriptions’ communicative success.

Communicators made descriptions of 60 concrete nouns
(Target-words). They would for instance have to describe
the Target-word “beard” without using five so called Taboo-
words “hair,” “chin,” “man,” “shave” and “mustache” (see
Figure 1A). Communicator and Addressee could clearly hear
each other’s utterances via MR (Magnetic Resonance) compat-
ible headphones, with the Addressee inferring the Target-word
that the Communicator described. Since the Communicator
was lying in the MR scanner, we filtered out scanner noise
using the audacity noise reduction function (Audacity from
http://audacity.sourceforge.net/) to increase the audibility of the
Target-word descriptions. Descriptions lasted on average 5.14 s
(SD = 0.68 s). In the Taboo game, two factors were manipulated:
communicative setting and linguistic difficulty. Communicative
setting was manipulated by changing the Communicator’s belief
of the Addressee’s knowledge of the Target-word. In the TAR-

GETED setting the Communicator generated the description for
a specific other (a confederate), who gave wrong answers on a
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FIGURE 1 | (A) Time line of the Taboo game. In an fMRI experiment
Communicators had to describe a Target-word (“beard”) to an Addressee
(confederate) without using Taboo-words (“hair,” “chin,” “man,” “shave”
and “mostache”). In the TARGETED setting (depicted in red), Communicators
were made to believe that the Addressee was unbeknownst of the
Target-word (right empty box next to the Target-word “beard”). In the
NON-TARGETED setting (depicted in blue), Communicators were aware that
the Addressee already knew the Target-word. Communicators were
reminded of this by printing the Target-word twice on the Communicator’s

screen. (B) Obtaining indications of communicative success (in green).
First, Evaluators, naive of the Taboo game experiment, listened to the
Target-word description made during the Taboo game. Second, Evaluators
were asked to consider which Target-word they thought was described.
Third, they were to type in their answer (Guess-word) and lastly, they filled
out how difficult they found it to come up with their answer on a scale
from one till five (1 “easy,” 5 “difficult”; certainty scores). A measure of
Communicators’ success was obtained by counting the Evaluators’ correct
guesses divided by the total amount of trials per condition.

prescribed set of trials (30% of the trials). In case of a wrong
trial, Communicators were asked to generate a new Target-
word description consecutively. These repeated trials were not
rated by the Evaluators. In the NON-TARGETED setting, it was
explained to Communicators that the Addressee was already aware

of the Target-word and that this person was only overhearing the
Communicator’s Target-word description. Communicators were
reminded that the Addressee already knew the Target-word by
printing the Target-word twice on the Communicator’s screen
(see Figure 1A). Linguistic difficulty was manipulated by varying
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the semantic distance between Target-word and Taboo-words.
During EASY trials, Communicators described Target-words with-
out using Taboo-words that were loosely semantically related
to the Target-word (e.g., Target-word “rainbow,” Taboo-words:
“four-leaf-clover,” “violet,” “water,” “sound,” “fairy-tale”). During
DIFFICULT trials, Communicators described Target-words without
using Taboo-words that were closely semantically related to the
Target-word (such as the “beard” example above).

During the TARGETED and the NON-TARGETED setting, half of
the trials were EASY, and half of the trials were DIFFICULT. Lex-
ical frequency of Taboo and Target-words was matched between
all conditions (CELEX database, Baayen et al., 1995). Stimulus lists
were pseudo-randomized in two sets such that participants did not
describe the same Target-words in TARGETED and NON-TARGETED

trials. Half of the Communicators described Target-words of
set A in the TARGETED setting and Target-words of set B in the
NON-TARGETED setting. The other half of the Communicators
described Target-words in the opposite settings, meaning set B in
the TARGETED setting and set A in the NON-TARGETED setting. More
Communicators completed Set A during the TARGETED setting. To
prevent Evaluators from hearing certain Target-word descriptions
more often generated in the TARGETED or the NON-TARGETED set-
ting, four out of the twenty Communicators of the original Taboo
game experiment were excluded at random. With sixty Target-
word descriptions of sixteen Communicators; there were a total of
960 unique Target-word descriptions.

Evaluators
In the current experiment, a new group of subjects evaluated these
Target-word descriptions from the Willems et al. (2010) study to
obtain an indication of the Communicator’s communicative suc-
cess. After reading a written instruction, Evaluators completed
three practice trials not used in the remainder of the experiment,
and then performed the actual task in two blocks of approximately
thirty minutes each. Trials were separated in different phases (see
Figure 1B). At first, a black screen was presented in which a fixation
cross appeared. The Evaluators heard a Target-word description
made by one of the Communicators, e.g.,“Something on your face
that goes from ear to ear.” Evaluators planned their response with
a cut-off time of twenty seconds and typed which Target-word
they thought was described (Guess-word). Thereafter, Evalua-
tors were asked to give a score from one to five on how difficult
they found it to generate their answer with “1” meaning that they
found this very difficult and “5” meaning that they found this
very easy (from now on referred to as “certainty score”). After a
randomized intertrial interval (mean = 4.5 s, SD = 0.93 s), the
next trial was presented. The experiment was performed using
Presentation software (Version 10.2, www.neurobs.com) and pre-
sented on a laptop computer via earphones. Stimulus presentation
was pseudo-randomized such that each Communicator’s Target-
word description was rated by two different Evaluators. In total,
each Evaluator heard a total of 120 unique Target-word descrip-
tions, eight from the same Communicator: two recorded during
the TARGETED EASY condition, two recorded during the TARGETED

DIFFICULT condition, two during the NON-TARGETED EASY and two
during the NON-TARGETED DIFFICULT condition. Descriptions of
the same Communicator or the same Target-word would never

be presented in immediate succession; neither would Evaluators
hear a description of a particular Target-word more than once per
block. For instance, in the first block, Evaluators would hear a
recording of a Target-word description of “beard” by Communi-
cator A, and in the second block they would hear a recording of a
Target-word description of “beard” by Communicator B.

Psychometric indexes of individual cognitive abilities of
Communicators
After playing the Taboo game, each Communicator completed
psychometric tests to characterize their empathizing abilities (IRI
and EQ, respectively Davis, 1983; Baron-Cohen and Wheelwright,
2004), motivation for complex tasks (NCS, Cacioppo et al., 1984),
general intelligence (RAPM, Raven et al., 1995) and verbal intel-
ligence (GIT matrices, WAIS Similarity and WAIS Vocabulary
subscale, respectively Kooreman and Luteijn, 1987; WAIS-III,
1997). Since the focus of our paper was on the Communicator, no
psychometric indexes of cognitive abilities or motivational factors
were taken from the Evaluators.

The EQ indexes both cognitive and affective empathy. It char-
acterizes cognitive empathy (mentalizing), reactivity and social
skill but is not correlated with social desirability (Baron-Cohen
and Wheelwright, 2004; Lawrence et al., 2004). Instead of calcu-
lating one scale, empathy can also be indexed in four subscales as
is done in the IRI (Davis, 1983). The Perspective Taking subscale
indexes the ease with which one can take the point of view or
perspective of the other. The Fantasy subscale indexes how easily
somebody can identify himself/herself with a fictional character.
There are two subscales of emotional reactions: the Empathic Con-
cern subscale indexes feelings of compassion and warmth, while
the Personal Distress subscale indexes the tendency to feel discom-
fort when observing another person in distress. Motivation to be
engaged in complex tasks, such as we assume the Taboo game is,
was indexed with the NCS (Cacioppo et al., 1984). The EQ, IRI
and NCS are self-report Likert scale type questionnaires. All three
questionnaires were completed with paper and pencil.

Raven’s advanced progressive matrices (Raven et al., 1995)
index general intelligence. Two separate factors underlie perfor-
mance on the RAPM. Part of the items are solved by verbal-
analytical rules, whereas other items tend to be solved using
visual-spatial rules (Carpenter et al., 1990; DeShon et al., 1995).
Communicators had to complete as many of the 36 items (RAPM
set II) as possible within twenty minutes. The Communicator’s
RAPM score was calculated by adding up the number of correctly
completed items within that time.

Communicators high in verbal intelligence may have a larger
vocabulary and, due to their increased word reasoning skills,
have easier access to alternatives for Taboo-words. The WAIS
Vocabulary subscale (WAIS-III, 1997) indexes word understand-
ing and how well this word understanding can be expressed.
Participants are asked to give definitions of words that become
increasingly more unfamiliar. Word reasoning skills were indexed
by the Groninger Intelligence Test Matrix Reasoning subscale (GIT
Matrix Reasoning, Kooreman and Luteijn, 1987). Participants are
asked to solve analogies, such as“if table is to wood, stove is to iron,
thus shoe is to. . .” During the WAIS Similarity subscale (WAIS-III,
1997), participants are asked to describe how common objects or
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concepts are similar, e.g.,“what is the similarity between a bike and
a car?” All the verbal intelligence subscales were taken orally and
scored according to prescribed standards (Kooreman and Luteijn,
1987; WAIS-III, 1997).

Communicative success
Our measure of communicative success was based on the correct
guesses of the Evaluators divided by the total amount of trials per
condition. In the following cases, we rated the Evaluators’ guesses
as correct: if the Guess-word had exactly the same word form as the
Taboo word, if the Guess-word was a compound instead of a head,
or vice versa (for example “woonwijk” or “wijk” meaning “living
district” and “neighborhood”), if it was a synonym (“leunstoel”
by “fauteuil,” meaning “armchair” and “lounge chair”), or if it
was a diminutive (e.g., “munt” by “muntje” meaning “coin” and
“little coin”). In this manner, we were able to consider successful
communication of word meaning.

STATISTICAL ANALYSIS
Accuracy and certainty scores of Evaluators were analyzed using
a 2 × 2 within subjects ANOVA with factors setting (TARGETED

and NON-TARGETED) and linguistic difficulty (EASY and DIFFICULT).
First, to assess which psychometric indexes explained variance
in description quality, we performed a regression analysis with
communicative success in the TARGETED setting as a dependent
variable. Second, to correct for the individual differences in general
performance on the Taboo game, a second analysis was con-
ducted comparing the TARGETED to the NON-TARGETED setting by
subtracting the communicative success scores obtained from the
TARGETED and the NON-TARGETED setting. Third, regression analy-
ses were conducted to investigate which cognitive traits explained
communicative success during our manipulation of linguistic dif-
ficulty (DIFFICULT, EASY and EASY subtracted from DIFFICULT). In
each regression analysis, the Communicators’ psychometric scores
on all tests were entered as independent regressors in a stepwise
fashion: a variation on the forward algorithm. Only those inde-
pendent factors whose contribution was unique and significant
were entered in the model (p < 0.05), while at each subsequent
search step redundant factors were removed. Since questionnaires
indexing the same cognitive ability may potentially correlate, e.g.,
mentalizing ability was indexed by both the EQ and the IRI),
we considered whether predictors correlated strongly with one
another, but Pearson’s correlation coefficients were <0.8 across
regressors. Only independent variables explaining unique vari-
ance are reported. All statistical analyses were conducted with IBM
SPSS Statistics for Windows (Version 19.0).

RESULTS
REACTION TIMES, CERTAINTY RATINGS AND ACCURACY SCORES
Evaluators on average took 2.5 s (SD = 0.5 s) to gener-
ate a Guess-word. Evaluators found the task rather difficult
(mean certainty rating = 2.25, SD = 0.29, 1–5 scale). How-
ever, Evaluators comprehended the Communicators’ Target-
word descriptions well (mean percentage correct = 73%,
SD = 5%, minimum score 62% and maximum 83%). There
was no interaction in reaction times, certainty ratings, or
accuracy scores between communicative setting (TARGETED,

NON-TARGETED) and difficulty (EASY, DIFFICULT), neither was there
a main effect of setting (TARGETED, NON-TARGETED). Evaluators
planned shorter, were more certain and more accurate for Target-
word descriptions made in the EASY condition (for statistics see
Table 1).

COMMUNICATIVE SUCCESS AND INDIVIDUAL DIFFERENCES
Only those regressors explaining a statistically significant por-
tion of variance are described here (for statistics see Table 2).
Communicative success during the TARGETED setting was posi-
tively driven by the Communicators’ motivation to solve complex
tasks as indexed by the NCS (Table 2, see Figure 2A). No such
effect was observed during the NON-TARGETED trials. Indexes of
empathy (IRI, EQ) did not account significantly for variance in
performance.

Table 1 | Repeated measures analysis of variance was applied on

reaction times, certainty ratings and accuracy scores of Evaluators

when listening toTarget-word descriptions made by Communicators

in an earlier conducted fMRI experiment.

F(df) MSe p

Reaction times

Communication <1 (1,15) 32.2 0.73

Linguistic difficulty 11.25 (1,15) 30.66 <0.01

Communication × linguistic difficulty 1.48 (1,15) 53.37 0.24

Certainty ratings

Communication 2.78 (1,15) 0.05 0.12

Linguistic difficulty 11.75 (1,15) 0.06 <0.01

Communication × linguistic difficulty 1.53 (1,15) 0.07 0.24

Accuracy

Communication <1 (1,15) 0.02 0.87

Linguistic difficulty 7.45 (1,15) 0 <0.05

Communication × linguistic difficulty <1 (1,15) 0.01 0.91

The model contained the factors communicative setting (descriptions that Eval-
uators listened to were made in the TARGETED or the NON-TARGETED setting) and
linguistic difficulty (descriptions were made in the EASY or DIFFICULT condition).
Evaluators planned shorter (F(1,15) = 11.25, p < 0.01), were more certain
(F(1,15) = 11.75, p < 0.01) and more accurate (F(1,15) = 7.45, p < 0.05) for
Target-word description made in the easy condition.

Table 2 | Overview of psychometric indexes significantly accounting

for communicative success in the different experimental conditions.

Experimental

condition

Psychometric index Beta F (df) R2 p

Targeted NCS 0.54 5.86 (1,14) 0.3 <0.05

Targeted - non-

targeted

Raven’s APM 0.56 6.43 (1,14) 0.32 <0.05

Difficult WAIS vocabulary 0.65 9.98 (2,13) 0.61 <0.01

IRI personal distress 0.46

Easy NCS 0.55 8.4 (2,13) 0.56 <0.05

IRI personal distress 0.51

Frontiers in Human Neuroscience www.frontiersin.org October 2013 | Volume 7 | Article 622 | 138

http://www.frontiersin.org/Human_Neuroscience/
http://www.frontiersin.org/
http://www.frontiersin.org/Human_Neuroscience/archive


“fnhum-07-00622” — 2013/9/30 — 22:40 — page 6 — #6

de Boer et al. What drives successful verbal communication?

FIGURE 2 | Communicative success as evaluated by a new group of

participants (in percentage correct) plotted against the psychometric

indexes of the Communicators. (A) Communicators’ scores on
motivation for complex tasks as indexed by the NCS (R2 = 0.3, p < 0.05,
regression line is solid, data points represented as dots) drive
communicative success in the communicative setting (TARGETED condition).
(B) Communicators’ scores on general intelligence as indexed by Raven’s
Advanced Progressive Matrices (RAPM, R2 = 0.32, p < 0.05, regression
line is solid, data points represented as closed dots) drive communicative
success in the TARGETED setting compared to the NON-TARGETED setting.

A positive difference score indicates that Communicators performed better
in the TARGETED setting, a negative score that Communicators performed
better in the NON-TARGETED setting. To correct for individual differences in
general performance on the Taboo game, a model to account for
communicative success during the targeted setting compared with the
NON-TARGETED setting was created. The difference in accuracy scores
between the two conditions was positively driven by the Communicator’s
general intelligence as indexed by the Raven’s APM. Neither the EQ, nor
any of the IRI subscales could account for the difference in success
across the communicative settings.

To correct for individual differences in general performance
on the Taboo game, a model to account for communicative
success during the TARGETED setting compared with the NON-
TARGETED setting was created. The difference in accuracy scores
between the two conditions was positively driven by the Com-
municator’s general intelligence as indexed by the Raven’s APM
(see Table 2, Figure 2B). Neither the EQ, nor any of the IRI
subscales could account for the difference in success across the
communicative settings.

Verbal abilities as indexed with the WAIS vocabulary subscale
positively accounted for communicative success during DIFFICULT

trials (collapsed across TARGETED and NON-TARGETED settings).
Furthermore, the Communicator’s score on the IRI personal dis-
tress subscale, which indexes the tendency to feel discomfort
when observing somebody else’s distress, was predictive of accu-
racy scores on DIFFICULT trials. For EASY trials, the same subscale
(IRI personal distress) and the Communicator’s NCS positively
accounted for communicative success. None of the psychometric
indexes explained variance of communicative success in DIFFICULT

compared to EASY trials.

DISCUSSION
We have employed inter-subject differences in trait parameters
and communicative performance to examine whether motiva-
tional factors, mentalizing skills, or general-purpose cognitive
abilities preferentially accounted for communicative success. In
an interactive verbal communication task, participants (Com-
municators) were asked to describe concepts without using a
number of semantically related words (Willems et al., 2010).
Successful communication was quantified by how frequently a

group of new participants (Evaluators) would infer the cor-
rect concept. We found that motivational factors, as indexed by
the Communicator’s motivation to solve complex tasks (NCS),
were positively driving successful communication in a commu-
nicative (“TARGETED”) setting. These findings extend previous
observations (Volman et al., 2012) to the domain of verbal com-
munication, to show the importance of motivational factors in
communicative behavior. Communicators high in need for cog-
nition may make more effort to select the message/meaning
mapping that is best comprehensible. They may be more flexi-
ble in finding alternatives, if the solution they generated turned
out to be incomprehensible for their Addressee (Cacioppo et al.,
1984; Evans et al., 2003). However, need for cognition did not
explain variance in communicative success, when we directly
compared the TARGETED versus the NON-TARGETED settings. That
is, need for cognition was important in explaining performance
during the communicative (TARGETED) trials overall, but not
when directly comparing TARGETED versus NON-TARGETED tri-
als. Comparing TARGETED versus NON-TARGETED settings directly
revealed that communicative success was significantly predicted
by Communicators’ general-purpose cognitive ability as indexed
by Raven’s APM (Raven et al., 1995). A Communicator’s high gen-
eral intelligence may be beneficial for the generation of efficient
messages in several ways. It may help storage of speaker history
(Horton and Gerrig, 2005; Shintel and Keysar, 2009; Galati and
Brennan, 2010), executive control (Ybarra and Winkielman, 2012),
and working memory capacity (Lin et al., 2010). This idea fits
with recent evidence showing tightly matched neural dynamics
in subjects solving communicative and rule-based solo problems
(Stolk et al., 2013).
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From our findings, we can only speculate as to whether Com-
municator’s success in this communication game is driven by
general cognitive abilities, or more specifically by visuo-spatial
abilities. Research on the underlying cognitive processes of the
RAPM has suggested that some of Raven’s matrices are solved
using a visuo-spatial strategy (Carpenter et al., 1990; DeShon
et al., 1995) for an alternative view see (Plaisted et al., 2011).
This abstract visuo-spatial ability may positively drive effective
search of alternatives for words that cannot be used to gener-
ate the Target-word description (Taboo-words). Communicators
with a high RAPM score may be more skilful in finding words
that can be easily interpreted by the Addressee, and as a con-
sequence, be more effective in solving the message-to-meaning
problem.

Given that the communication task used in this study relied
on verbal material, it might appear surprising that the psychome-
tric indexes of verbal ability (GIT or WAIS subscales, Kooreman
and Luteijn, 1987; WAIS-III, 1997) did not significantly account
for variation in communicative success. Yet, the verbal intelli-
gence of the Communicator (WAIS) was important for solving
trials where the Taboo-words were closely semantically related to
the Target-word (DIFFICULT trials). This may be an indication that
linguistic abilities accounted for communicative success in seman-
tically difficult trials in general, but not for communicative trials
specifically. These findings support the notion of a cognitive dif-
ference between linguistic and communicative abilities (Willems
and Varley, 2010; Willems et al., 2011).

Importantly, mentalizing abilities, as indexed by general cog-
nitive empathy, emotional reactivity, social skill (EQ, Lawrence
et al., 2004) or as indexed by the Perspective Taking, Fantasy,
Empathic Concern and Personal Distress subscales (IRI; Davis,
1983), were also not significantly related to communicative success
as a function of the communicative setting. Yet, a Communi-
cator’s personal distress was important for solving trials where
Taboo-words were closely semantically related to the Target-word
(DIFFICULT trials). This result is not immediately compatible with
the idea that mentalizing abilities are important for generating
a comprehensible message. However, this does not preclude the
possibility that mentalizing abilities are important for imple-
menting communicative adjustments toward a specific Addressee,
as previously shown in the context of non-verbal communica-
tion (Newman-Norlund et al., 2009). Nor does it preclude that
mentalizing abilities are employed in communicative task set-
tings. As a matter of fact, the fMRI data of the study from
which our materials were taken, shows that participants activate
mentalizing related brain areas when designing a communicative
message for a specific other (Willems et al., 2010). The present
findings add to this that the individual differences in mentaliz-
ing abilities are not indicative of communicative success, but
this obviously does not mean that such abilities are not used in
communication.

The current study is a first step in the direction to point out
the role of motivational factors and cognitive abilities on ver-
bal communicative success. Given that the main experiment was
performed in an MR environment, the interaction was quite
rigidly structured and, as a consequence, not all constituents
of social interaction (De Jaegher et al., 2010; Schilbach et al.,

2012) were present during the game. For instance, the role of
Communicator and Addressee was fixed, and there was a maxi-
mum duration of the time interval during which Communicator
and Addressee were allowed to speak. Our task was interactive
in the sense that Communicators were actively engaged in our
verbal interaction game. Interlocutors’ performance depended on
the clarity of the description of the Communicator and the com-
prehension of the Addressee. The interlocutors could to some
extent monitor and adjust their behavior on the basis of feed-
back (correct or incorrect), and on the timing of the on-line
interaction (e.g., time interval required by a Communicator to
organize an utterance, and by an Addressee to reply). In this
study, we focussed on the role of the Communicator. Future
research should study the effect of cognitive abilities and moti-
vational factors on both interlocutors and should investigate
additional factors that could be of influence on communica-
tive success, such as the role of motivation to engage in social
interaction or the extent of the pre-existing common ground
(e.g., strangers or close friends). Not only should these fac-
tors be studied at the individual level, but also on the “second
person” level, the level that comes about between interactors
(Becchio et al., 2010; De Jaegher et al., 2010; Schilbach et al.,
2012).

More generally, our data speak to the observation that if a Com-
municator has a global idea of her Addressee, she may not always
need to employ mentalizing abilities immediately or exclusively
(Shintel and Keysar, 2009). As Zaki and Ochsner (2012) put it, in
communication it is not either mentalizing, or general cognitive
abilities, but more a question of “when/how” the one system is
used and when/how the other system is used.

CONCLUSION
We have employed individual variation to examine whether
motivational factors, mentalizing skills, or general cognitive abil-
ities preferentially accounted for communicative success. We
found that motivational factors (“need for cognition”) and
general-purpose cognitive abilities (Raven’s matrices) were pos-
itively driving successful communication in an interactive com-
munication task. These findings extend previous observations
(Volman et al., 2012) to the domain of verbal communica-
tion and stress the importance of motivation and general-
purpose cognitive abilities in communicative success. Mental-
izing or empathy scores did not explain communicative suc-
cess in the paradigm that we employed here. Future research
should be directed toward understanding under which cir-
cumstances communicative behavior is most driven by moti-
vational and general cognitive factors, and when differences
in mentalizing abilities between individuals do make a differ-
ence.
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Research on spatial perspective-taking often focuses on the cognitive processes of
isolated individuals as they adopt or maintain imagined perspectives. Collaborative
studies of spatial perspective-taking typically examine speakers’ linguistic choices,
while overlooking their underlying processes and representations. We review evidence
from two collaborative experiments that examine the contribution of social and
representational cues to spatial perspective choices in both language and the organization
of spatial memory. Across experiments, speakers organized their memory representations
according to the convergence of various cues. When layouts were randomly configured
and did not afford intrinsic cues, speakers encoded their partner’s viewpoint in memory, if
available, but did not use it as an organizing direction. On the other hand, when the layout
afforded an intrinsic structure, speakers organized their spatial memories according to the
person-centered perspective reinforced by the layout’s structure. Similarly, in descriptions,
speakers considered multiple cues whether available a priori or at the interaction. They
used partner-centered expressions more frequently (e.g., “to your right”) when the
partner’s viewpoint was misaligned by a small offset or coincided with the layout’s
structure. Conversely, they used egocentric expressions more frequently when their own
viewpoint coincided with the intrinsic structure or when the partner was misaligned by
a computationally difficult, oblique offset. Based on these findings we advocate for a
framework for flexible perspective-taking: people weigh multiple cues (including social
ones) to make attributions about the relative difficulty of perspective-taking for each
partner, and adapt behavior to minimize their collective effort. This framework is not
specialized for spatial reasoning but instead emerges from the same principles and
memory-depended processes that govern perspective-taking in non-spatial tasks.

Keywords: perspective-taking, spatial memory, intrinsic structure, audience design, common ground, spatial

descriptions

SPATIAL PERSPECTIVE-TAKING IN COLLABORATIVE TASKS
When coordinating in joint activities, people routinely have to
retrieve spatial information from memory and convey it to others.
They do so in a range of tasks, such as describing places they have
visited, providing driving directions over the phone, or arrang-
ing where to meet. Since in many such socially-embedded tasks
people often occupy a different spatial viewpoint from their con-
versational partner, one important empirical question centers on
how readily they take their partner’s viewpoint into account.

Much of our understanding of people’s ability to adopt or
maintain non-egocentric spatial perspectives stems from studies
using non-interactive tasks (e.g., Carlson-Radvansky and Irwin,
1993; Carlson-Radvansky and Logan, 1997; Mou et al., 2004b).
Studies using interactive tasks, on the other hand, identify factors
that influence the perspective from which people tend to produce
or interpret spatial descriptions (e.g., Schober, 1993; Mainwaring
et al., 2003; Tenbrink et al., 2011). However, such studies typically
don’t examine directly the underlying off-line spatial representa-
tions or on-line processes that support perspective-taking (but see

Shelton and McNamara, 2004; Duran et al., 2011; Galati et al.,
2013).

Thus far, the findings emerging from both interactive and
non-interactive tasks suggest that when people select a spa-
tial perspective—whether to describe spatial information or to
organize spatial information in memory—they consider vari-
ous sources of information, including cognitive, contextual, and
social factors. For instance, such factors have been shown indi-
vidually to constrain how people organize and maintain spatial
information in memory. When learning and remembering a spa-
tial layout, people appear to interpret it in terms of a reference sys-
tem that maintains spatial relations around a preferred direction
(e.g., McNamara, 2003; Mou et al., 2004a), a process analogous
to determining its “top.” This preferred direction is influenced
by egocentric information, such as one’s initially experienced
viewpoint (Shelton and McNamara, 2001), representational or
environmental information, such as the environment’s geometry
(Shelton and McNamara, 2001), the symmetry or intrinsic struc-
ture of the spatial configuration (Mou and McNamara, 2002; Li
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et al., 2011), functional features of landmarks in the configuration
(Taylor and Tversky, 1992), and even social information available
from the visual context, such as their conversational partner’s
viewpoint (Shelton and McNamara, 2004; Galati et al., 2013).

In this article, we present a framework for how people spon-
taneously recruit both social and representational information
in spatial reasoning. Our view is that people consider all avail-
able cues and, upon gauging the relative cognitive demands of
perspective-taking on each partner, weigh these cues accordingly
to select the perspective that would minimize the pair’s joint
effort. This view differs from earlier proposals that have acknowl-
edged the contribution of multiple sources of information in spa-
tial reasoning, but have given precedence to representational cues
(namely, egocentric experience, Shelton and McNamara, 2001,
and the intrinsic structure of the layout, Mou and McNamara,
2002). Our framework emerges from our own work examining
the perspectives people adopt in joint tasks both in their spatial
descriptions and in their underlying representations supporting
those descriptions. This framework allows for predictions for
both linguistic and memory performance and can account for
how people adapt their encoding, description and coordination
strategies as incoming cues become available in range of spatial
tasks.

Since our focus here is on collaborative tasks, we begin by
reviewing in the next section studies demonstrating the contribu-
tion of social cues in spatial perspective-taking. Then, we present
evidence from own experimental work demonstrating that peo-
ple integrate social cues (the availability of partner’s viewpoint)
with representational ones (their misalignment from their part-
ner’s viewpoint or from the configuration’s intrinsic structure)
to determine the perspective from which to organize informa-
tion in memory and subsequently describe this information to
a partner. Since an assumption of our framework is that partners
jointly aim for efficient communication, in a subsequent section,
we address whether people’s perspective choices are in fact effec-
tive, as reflected by the pairs’ efficiency and accuracy in the joint
task. In the final section, we flesh out in more detail the character-
istics of our proposed framework, addressing along the way some
of the predictions it affords for a range of spatial perspective-
taking tasks. We conclude that people weigh multiple cues to
determine the task’s cognitive demands on themselves and their
partners, and as a result select strategies that are generally effective
in facilitating coordination.

SOCIAL CUES INFLUENCE SPATIAL PERSPECTIVE-TAKING
A growing body of evidence suggests that, when adopting a
spatial perspective, people consider different sources of social
information, including attributional and contextual cues about
their conversational partner. Attributional cues about the part-
ner include pre-existing beliefs or attributions made about the
partner based on prior experience, expectations or a stereotype
(e.g., believing that the partner is unfamiliar vs. familiar with the
environment, believing that the partner is a child vs. an adult).
Such cues, if not available in advance, can also be accumulated
during the course of the interaction and may even be used to
update initial beliefs about the partner (e.g., Brennan et al., 2010).
Whereas attributional cues pertain to the partner’s cognitive or

other intrinsic abilities, contextual cues are not intrinsic to the
partner, but are instead visually available in the physical envi-
ronment and concern the partner’s visibility, relative position in
space, misalignment, or other relevant external features.

In line with other researchers (Clark and Wilkes-Gibbs, 1986;
Schober, 1995; Duran et al., 2011), we propose that, on the basis
of social cues, people make inferences about their conversational
partner’s ability to contribute to the joint task and adapt their
perspective-taking behavior accordingly. This view follows from
the proposal that, when collaborating, people share responsibil-
ity for ensuring mutual understanding and try to minimize their
collective effort. This shared responsibility requires one partner
to invest greater cognitive effort when appraising that the other
partner is likely to find the interaction difficult; such behavioral
adjustments are said to follow the principle of least collaborative
effort (Clark and Wilkes-Gibbs, 1986; Clark, 1996). The evidence
we report in the next two subsections, on how individual social
cues influence perspective-taking, are broadly compatible with
this view.

ATTRIBUTIONAL CUES ABOUT THE PARTNER INFLUENCE SPATIAL
PERSPECTIVE-TAKING
As we have mentioned, one source of social information that
shapes perspective-taking arises from the attributions people
make about the partner’s ability to contribute to the joint spatial
task. Such attributions can depend on the status of the partner—
for instance, whether the partner is believed to be real, imaginary,
or simulated. There is evidence that with imaginary partners,
or with partners with whom they cannot interact contingently,
speakers are more likely to invest in adopting the partner’s per-
spective. That is, speakers are more likely to use descriptions
from the partner’s perspective (e.g., “to your right” or “in front
of you”) and less likely to use egocentric ones when describing
spatial layouts to imaginary partners than to real ones (Schober,
1993). Speakers are also less likely to disambiguate the spatial
descriptions they produce when they suspect that their part-
ner is a confederate and does not have real informational needs
(vs. a naïve participant) (Roche et al., 2010). This adaptation in
perspective holds not only for the production of spatial expres-
sions but for their interpretation as well. When listeners believe
that their partner is real (vs. simulated) they are more likely
to interpret ambiguous spatial descriptions egocentrically than
from their partner’s perspective (Duran et al., 2011). Comparable
adaptation is found in non-linguistic communication strategies
as well: in a “tacit communication game” in which participants
could convey their intentions only through graphical means, they
spent more time signaling the location of critical information
to their partner when they believed they were interacting with a
child than with an adult (Newman-Norlund et al., 2009).

Thus, when people believe that their partner cannot coordi-
nate with them contingently or is otherwise less able to, they are
more likely to adopt the partner’s perspective and invest the effort
to convey spatial information to them. And conversely, when peo-
ple believe that their partner is real and able to coordinate with
them contingently, they are more likely to shift the burden of
mutual understanding to the partner, producing or interpreting
spatial descriptions egocentrically.
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Similarly, speakers adapt their spatial descriptions according
to their beliefs about the partner’s familiarity with the environ-
ment pertinent to the task. When speakers describe landmarks
to a partner who is likely to be is unfamiliar with them (e.g.,
Washington Square Park to a non-New Yorker), speakers use
more detailed descriptions and are less likely to refer to the land-
marks by their proper names than when they interact with part-
ners who are natives of the city (Isaacs and Clark, 1987). Speakers
also adapt how they plan and describe routes within environ-
ments. When describing routes to a partner who is presumed to
be unfamiliar with the environment (vs. for themselves), speakers
elaborate their descriptions by using more words and details, refer
to more landmarks for orienting, and simplify the routes by nav-
igating along fewer, larger and more prominent streets (Hölscher
et al., 2011).

As this last study suggests, the framing of the task as collabora-
tive or intended for an audience, as opposed to a monologic activ-
ity, can shape spatial descriptions. In a related study, Mainwaring
et al. (2003) demonstrated that speakers were more likely to adopt
their own perspective when describing spatial information for
themselves, thus bearing the cognitive burden exclusively, whereas
they were more likely to adopt their partner’s perspective when
describing spatial information to a misaligned imaginary part-
ner who presumably bore more of the cognitive burden (see also
Schober, 1993).

Moreover, people adapt their perspective-taking behavior not
only on the basis of their beliefs about the partner’s ability to
contribute to the spatial task, but also on the basis of so-called
“second order beliefs” about the partner: the speaker’s beliefs
about what the partner believes about the speaker’s viewpoint
or abilities. For example, when people believe that their partner
doesn’t know their spatial viewpoint (and therefore cannot con-
sider their perspective), they are more likely to interpret spatial
descriptions from the partner’s perspective (Duran et al., 2011).

In addition to social cues that are available a priori (e.g., by
being told in advance that the partner is unfamiliar with the envi-
ronment, or that the partner is a child), people can often discover
such cues by accruing relevant evidence as the interaction unfolds.
For example, based on their partner’s performance and feedback,
people can make attributions about their relative spatial skills and
thus their ability to advance the joint goals of the task. Schober
(2009) demonstrated that perspective adaptation can occur on
the basis of local, incremental cues, using preselected pairs of par-
ticipants that had matched or mismatched spatial abilities. As
expected, high-ability speakers were overall more likely to use
partner-centered descriptions whereas low-ability speakers were
more likely to use egocentric ones. But critically, during the course
of the interaction, as high-ability speakers in mixed pairs formed
attributions about their low-ability partners they increased their
use of partner-centered descriptions, and conversely, low-ability
speakers describing to high-ability partners decreased their use of
partner-centered descriptions. Similarly, incremental visual cues
about progress on the task, such as errors indicating the part-
ner’s misunderstanding, can contribute to updating attributions
about the partner and lead to appropriate adaptation, such as
disambiguating spatial descriptions (Roche et al., 2010). Thus,
along with a priori information, incoming information about the

partner’s ability to contribute to the spatial task can influence
perspective-taking.

CONTEXTUAL CUES RELATING TO THE PARTNER INFLUENCE SPATIAL
PERSPECTIVE-TAKING
In assessing the relative cognitive demands of perspective-taking,
people consider not only attributional cues pertaining to the part-
ner’s knowledge or ability, but also contextual cues concerning
the partner’s spatial relation to themselves and other features
of the environment. Information that is visually available in the
shared environment, what is termed as the partners’ physical co-
presence, is one of the principal heuristics that people assess in
order to establish what they have in common ground and to tai-
lor their behavior accordingly (Clark and Marshall, 1981; Clark
and Brennan, 1991).

The visibility between partners is, most obviously, one factor
that shapes what is physically co-present and thus influences how
people interact in the context of spatial tasks. For example, in a
task where partners reconstructed arrangements of lego blocks,
pairs who could see each other coordinated differently than those
who couldn’t: speakers adapted their descriptions contingently as
their addressees exhibited, poised, pointed at and oriented blocks,
which resulted in more accurate and efficient performance on
the task (Clark and Krych, 2004). Similarly, in a task in which
pairs were trying to align icons on identical maps displayed on
networked computer screens, when the person giving directions
lacked visual evidence about their partner’s icon movements, they
left the initiative to move to the next trial to their partner and
went through a lengthier process of verbally checking that they
have achieved mutual understanding (Brennan, 2005).

The misalignment between partners is another salient con-
textual cue that shapes people’s attributions about the partner’s
ability to contribute to the task, making it perhaps the factor most
often manipulated in interactive studies of spatial perspective-
taking. There’s evidence that when pairs jointly reconstruct
layouts that are simple or randomly configured, the degree of mis-
alignment between partners influences the perspective of speak-
ers’ descriptions. For instance, speakers are more likely to use
partner-centered descriptions than egocentric ones when describ-
ing layouts to partners who are misaligned rather than aligned
with them (Schober, 1993, 1995). A caveat here is that, in these
and other experiments (e.g., Mainwaring et al., 2003; Duran
et al., 2011), partners were misaligned exclusively by orthogo-
nal offsets (i.e., were at 90◦, 180◦, or 270◦). Because orthogonal
perspectives are aligned with one’s canonical axes, they may be
privileged and thus relatively easily adopted or maintained (see
McNamara, 2003; Avraamides et al., 2013). The facilitation of
the canonical axes may, thus, account for the similarities in par-
ticipants’ description preferences across different offsets. In our
own studies (Galati et al., 2013; Galati and Avraamides, in revi-
sion), which will be subsequently described in detail, we have
addressed this possibility by including oblique offsets between
partners in order to determine when, in fact, perspective-taking
is most computational demanding for speakers.

The misalignment between partners also influences the shape
of their shared space, which can consequently influence spatial
descriptions, even when these descriptions are embedded in a
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narrative. For instance, speakers adapt the directionality of their
gestures that accompany spatial prepositions, such as in and out,
as a function of the shape of the space they share with their con-
versational partners (Özyürek, 2002). When partners are seated
face-to-face in and out are mapped onto a sagittal axis with
respect to the speaker’s body, whereas when the partner is seated
to the side in and out are mapped onto a lateral axis. These find-
ings are taken to suggest that, in interaction, spatial concepts are
encoded with respect to the partners’ shared space (i.e., with in
corresponding to the “inside” of the shared space).

In sum, people consider various aspects of their relation to
their partner within the physical environment, including their
partner’s visibility, their degree of misalignment, and the shape of
their shared space. Upon considering these contextual cues, they
adapt their descriptions or coordination strategies accordingly.

BEYOND THE INFLUENCE OF ISOLATED SOCIAL CUES
So far we have considered evidence that people consider social
cues, either available from the onset of the interaction (e.g.,
through advance instructions or through the physical environ-
ment) or accrued during the course of the interaction (e.g.,
through the partner’s feedback) to make attributions about their
partner’s ability to contribute to the task.

Overall, when people perceive their partner to be limited in
some way, they invest the effort to adopt their partner’s perspec-
tive or to convey information in a more accessible way. This is
the case when they believe that the partner is imaginary (Schober,
1993), a child (Newman-Norlund et al., 2009), or unfamiliar with
the environment (Hölscher et al., 2011), when they believe the
partner does not know (Duran et al., 2011) or does not share their
viewpoint (Schober, 1993, 1995; Mainwaring et al., 2003), when
they discover that the partner has worse spatial abilities than they
do (Schober, 2009), or cannot provide feedback during the inter-
action (Shelton and McNamara, 2004; Duran et al., 2011). On the
other hand, when people perceive their partner to be less limited,
as for example when they interact with a real (or assumed to be
real) partner or a partner who can contribute contingently to the
interaction, they may not invest as much effort in adopting the
partner’s perspective and instead rely on that partner to request
clarifications, as needed. Together, these studies serve as a com-
pelling demonstration of the principle of least collaborative effort
(Clark and Wilkes-Gibbs, 1986; Clark, 1996) in spatial tasks.

However, few studies have addressed directly how social cues
are considered alongside other sources of information pertinent
to spatial tasks, such as information about the intrinsic struc-
ture of the configuration. Since real-world environments are often
systematically organized, having axes of symmetry or salient land-
marks, when selecting the perspective from which to describe
them, speakers likely consider not only their partner’s viewpoint
but also other representational cues intrinsic to the configura-
tions. Indeed, some of the reviewed studies allude to the possi-
bility that people integrate multiple sources of information, even
if this is not examined directly. For example, in Hölscher et al.’s
study (2011), a social cue (the partner’s assumed familiarity with
the environment) influenced the extent to which representational
cues (landmarks and other salient features of the environment)
were incorporated in route descriptions.

Our research agenda has focused on elucidating precisely how
social cues about the conversational partner interact with other
sources of information during spatial reasoning. This approach
extends the principle of least collaborative effort (Clark and
Wilkes-Gibbs, 1986; Clark, 1996), insofar as it places an empha-
sis on the probabilistic weighing and interaction of social and
other cues when assessing collaborative effort. Moreover, our
approach focuses not only on clarifying how people combine
various sources of information to adapt how to coordinate in
spatial tasks, but also how this behavior is supported by the
cognitive infrastructure—namely, by spatial memory representa-
tions. Relating perspective-taking choices in descriptions to their
underlying spatial representations would further bolster the view
that partner-specific adaptation in dialog is supported by ordi-
nary cognitive processes acting on memory representations (e.g.,
Horton and Gerrig, 2002, 2005; Metzing and Brennan, 2003;
Pickering and Garrod, 2004). Thus, in our work, we examine how
social and representational cues interact to influence, not only
speakers’ spatial descriptions, but also the preferred perspective
around which they organize spatial information in memory (see
the next section).

Others have shared our view that, at least with respect to orga-
nizing and maintaining spatial information in memory, a number
of cues are taken into account. For instance, McNamara and his
colleagues have proposed that learning and remembering a spa-
tial layout involves interpreting it in terms of a reference system,
whose selection depends on spatial and non-spatial properties
of the objects, the structure of the surrounding environment,
the observer’s egocentric viewpoint, and even verbal instructions
(Shelton and McNamara, 2001; Mou and McNamara, 2002). But
contrary to these proposals, which ascribe precedence to certain
cues as being dominant, such as egocentric experience (Shelton
and McNamara, 2001) or the intrinsic structure of the layout
(Mou and McNamara, 2002), we consider all available cues to
be probabilistically combined upon being weighted according to
task-specific demands.

In the context of collaboration, task-specific demands arise
from aiming for effective coordination. On the basis of such
demands, our framework affords predictions for how different
cues are weighted and ultimately whose perspective is selected,
whether for organizing spatial information in memory or for
descriptions. Our framework also affords predictions about how
people make use of cues that become available at different time
points of a spatial task, as for example when discovering the
partner’s viewpoint relative to a configuration only after the con-
figuration has been learned. Specifically, our framework assumes
a great deal of flexibility in incorporating incoming cues to select
a spatial perspective (see also Li et al., 2011). For instance, it
predicts that when having to describe from memory a learned
configuration, people won’t simply select the perspective accord-
ing to which their spatial memory is organized, but will also take
into account new perceptually available cues from the interactive
situation.

In the next two sections, we present some of our experimental
work, which demonstrates that partners consider multiple cues to
assess each other’s cognitive demands when encoding and com-
municating spatial information. In the final section of this article,
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we describe in more detail our framework for flexible perspective-
taking, which qualitatively accounts for our experimental results
and affords predictions for other perspective-taking tasks.

WEIGHING SOCIAL AND REPRESENTATIONAL CUES IN
SPATIAL PERSPECTIVE-TAKING
In our work, we have focused on one contextual social cue—the
a priori visual availability of the partner’s misaligned viewpoint.
Our goal was to examine the conditions under which this a priori
social cue influences how speakers spontaneously organize spatial
information in memory and how they describe it to their partner.
In the first study (Galati et al., 2013), we examined whether know-
ing the partner’s viewpoint in advance is, on its own, a sufficient
cue to influence speakers’ memory and descriptions. In the sec-
ond study (Galati and Avraamides, in revision), we examined how
the availability of the partner’s viewpoint may be used in conjunc-
tion with another representational cue, the intrinsic structure of
the spatial layout, to shape memories and descriptions.

In both studies, in order to clarify how memory represen-
tations support perspective-taking behavior, we dissociated the
learning of spatial layouts from their description: speakers first
learned a spatial layout, had their memory of the layout assessed,
and then described it from memory to a partner. Most earlier
studies don’t address the relationship between memory repre-
sentations and linguistic choices, as they involve situations in
which speakers can see the spatial information they describe (e.g.,
Schober, 1993, 1995, 2009; Mainwaring et al., 2003), learn the
spatial information while simultaneously describing it (Shelton
and McNamara, 2004), are instructed to describe spatial infor-
mation from a particular perspective before their memories are
assessed (Shelton and McNamara, 2004), or describe familiar
environments whose underlying memory representation is not
directly assessed (Hölscher et al., 2011). Dissociating the encod-
ing of spatial information of from its description enables us to
determine not only whether advance knowledge of the partner’s
viewpoint influences speakers’ memories and descriptions, but
also the extent to which speakers rely on their memories when
describing spatial information.

THE INFLUENCE OF THE AVAILABILITY OF THE PARTNER’S
MISALIGNED VIEWPOINT
In Galati et al. (2013), we asked whether knowing the part-
ner’s viewpoint in advance influences speakers’ memory and
descriptions. In 18 pairs, one participant (the Director) first stud-
ied a randomly configured tabletop layout of seven objects (see
Figure 1). They later described it from memory to another par-
ticipant (the Matcher), seated at a separate round table, who
reconstructed the layout by following the Director’s descriptions
(see Figure 2). This took place across three blocks that varied
in terms of what Directors knew about their Matcher’s view-
point when studying the layout. In the first block, Directors didn’t
know that they would later describe the layout to a Matcher,
whereas in the subsequent blocks, whose order was counterbal-
anced across pairs, they either knew they would describe the
layout to a Matcher but didn’t know the Matcher’s viewpoint,
or knew the Matcher’s viewpoint because the Matcher was co-
present in the room during learning, seated at the position they

FIGURE 1 | One of the three seven-object layouts used in Galati et al.

(2013),whose configuration was designed to appear seemingly

random. It comprised a battery, a flashlight, a bowl, an orange, a yoyo, a
button, and a vase. The arrows represent the Director’s viewpoint (0◦), and
the Matcher’s viewpoint when offset by 90◦, 135◦, and 180◦.

FIGURE 2 | Set-up of our studies, showing the Director’s and Matcher’s

working stations, and the locations of recording devices. This example
of a description phase illustrates the conditions of Galati et al. (2013) in
which Directors and Matchers were misaligned by 135◦, and the conditions
of Galati and Avraamides (in revision) in which Directors were aligned with
the intrinsic structure (with Matchers misaligned by 135◦).

would occupy at the description phase. The degree of misalign-
ment between partners during the description phase, was 90◦,
135◦, or 180◦, and was counterbalanced across the three blocks.

After studying the spatial layout, the Director’s memory of
it was assessed through two tasks. The first involved judgments
of relative direction (JRDs), which required imagining a specific
location and orientation, and pointing with a joystick to another
object from that imagined perspective (e.g., Imagine being at
the vase, facing the orange. Point to the button.) These JRD tri-
als included eight imagined headings (0◦, 45◦, 90◦, 135◦, 180◦,
225◦, 270◦, 315◦), whose order was randomized. Performance
was assessed in terms of Directors’ orientation latency (the time
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taken to adopt the imagined perspective of the first instruc-
tion) and their response latency (the time taken to point to
the target identified in the second instruction). Performance
on JRDs permits determining the preferred direction partic-
ipants use to organize the spatial relations in memory (e.g.,
Kelly et al., 2007). The rationale is that spatial relations spec-
ified with respect to the preferred direction can be retrieved
from memory more readily than those relations that are not
explicitly specified and therefore have to be inferred. Thus,
judgments from headings aligned with that preferred direction
should show facilitation in terms of the orientation and response
latencies.

We found that, when the Matcher’s viewpoint was unavailable
at study (whether on the first or a subsequent block), Directors
encoded spatial layouts egocentrically: they were faster to imag-
ine orienting to and to respond from perspectives aligned with
their own. On the other hand, when the Matcher’s viewpoint was
known in advance, it was encoded in memory, showing distinctive
processing, at least when Matchers were known to be misaligned
by 90◦ or 135◦. When knowing that the Matcher would be at these
offsets, Directors took longer to imagine orienting to headings
aligned with these known viewpoints. This slower orienting may
seem counterintuitive in light of previous findings that speak-
ers can show facilitation for the partner’s viewpoint (Shelton and
McNamara, 2004). However, in our study, Directors knew that
during the description phase they could interact freely with their
Matchers and that their respective viewpoints would be mutually
known (cf. Shelton and McNamara, 2004), such that the Matcher
could bear some of the cognitive burden of perspective-taking. We
therefore proposed that our Directors may have not invested the
cognitive effort at study to organize spatial relations from their
Matcher’s viewpoint, but instead encoded their Matcher’s view-
point to use it later, as needed. The longer orientation latencies
may therefore reflect a reconstructive process, whereby Directors
recalled an episodic representation of their experience at study,
which included the location of the Matcher in space, and linked
the Matcher’s viewpoint to their representation of the layout.

The second memory task provided corroborating evidence
that Directors represented the partner’s viewpoint in memory.
In this task, the Directors drew the spatial layout by indicating
the position of each object on a grid circle representing their
table. These array drawings allowed us to assess the Directors’
memory for the relative positioning of objects and for systematic
biases (e.g., Friedman and Kohler, 2003). We found that when
Directors knew their Matcher’s viewpoint in advance, their draw-
ings showed a reliable rotational bias by approximately 5◦ toward
the Matcher’s viewpoint.

Following these memory tasks, Directors described the layout
from memory to their Matcher. We examined the distribution
of Directors’ egocentric (e.g., “in front of me is the bracelet”)
and partner-centered (e.g., “the battery is to your right”) expres-
sions. The distribution of these types of expressions allows for
inferences concerning whether an egocentric or partner-centered
perspective was predominately in use, and thus reflect Directors’
overall description strategies. We found that Directors did adapt
their spatial expressions according to what they had known about
their Matchers at study (see Table 1). However, knowing the

Table 1 | Means (and standard deviations) of the proportions of

Director-centered and Matcher-centered expressions produced by

Directors describing layouts that were randomly configured (Galati

et al., 2013) or with an intrinsic structure (Galati and Avraamides, in

revision).

Director-centered Matcher-centered

CONFIGURATION IS RANDOM

Matcher’s viewpoint unavailablea

Misaligned by 90◦ 0.16 (0.22) 0.28 (0.17)

Misaligned by 135◦ 0.16 (0.14) 0.23 (0.21)

Misaligned by 180◦ 0.22 (0.23) 0.18 (0.14)

Matcher’s viewpoint available

Misaligned by 90◦ 0.15 (0.20) 0.26 (0.17)

Misaligned by 135◦ 0.42 (0.23) 0.08 (0.13)

Misaligned by 180◦ 0.16 (0.11) 0.24 (0.16)

CONFIGURATION HAS INTRINSIC STRUCTURE

Matcher’s viewpoint unavailable

Aligned with Director 0.34 (0.20) 0.09 (0.16)

Aligned with Matcher 0.00 (0.00) 0.45 (0.05)

Aligned with Neither 0.27 (0.25) 0.10 (0.13)

Matcher’s viewpoint available

Aligned with Director 0.17 (0.09) 0.18 (0.16)

Aligned with Matcher 0.05 (0.07) 0.31 (0.31)

Aligned with Neither 0.00 (0.00) 0.29 (0.20)

For both studies, the distribution of these expressions is shown across the avail-

ability of the Matcher’s viewpoint at learning (unavailable vs. available) and across

the relative positioning of the conversational partners (in Galati et al., 2013, with

respect to their misalignment, whereas in Galati and Avraamides, in revision,

with respect to their alignment with the intrinsic structure.).
aThis combines the two conditions from Galati et al. (2013), in which the

Matcher’s viewpoint was unavailable: the first block in which Directors didn’t

know there would be a description phase and a subsequent block in which they

did know about the description phase but did not know the Matcher’s viewpoint.

Matcher’s viewpoint in advance did not determine on its own
the perspective of Directors’ descriptions. For instance, when
Directors knew their Matcher’s viewpoint at study, they didn’t
simply use more partner-centered expressions during the descrip-
tion. Instead, they made strategic choices upon considering
the demands of perspective-taking on themselves and their
Matchers.

When perspective-taking was relatively easy (at the small
offset of 90◦), Directors used Matcher-centered expressions
more frequently than egocentric ones. When pairs were coun-
teraligned and thus shared a canonical axis, Directors mixed
perspectives more frequently, suggesting that they could alter-
nate flexibly between their own and their partner’s perspective.
When perspective-taking was known to be more computation-
ally demanding for Directors, at the oblique offset of 135◦, they
were more likely to describe layouts egocentrically, as shown in
Table 1. That is, since Directors presumably bore more of the
cognitive burden in this task, having to recall spatial relations
and convey them to their partner, they opted for their own
perspective when perspective-taking was especially demanding
for them, letting their partners unpack the spatial mappings of
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their egocentric descriptions. Explicit agreements between part-
ners to do so did, indeed, happen most often when partners
had known in advance they would be offset by 135◦ relative to
the other offsets. Thus, the availability of the partner’s viewpoint
enabled both interlocutors to mutually recognize when the cogni-
tive demands would be taxing for the person carrying the greatest
cognitive load and to adapt their communication strategies in
ways that facilitated their coordination (for evidence for this
facilitation see the next section, on the Coordination in Spatial
Perspective-Taking).

Thus, speakers do not spontaneously use their partner’s view-
point as an organizing direction for their memories when it
is available; in our study, Directors didn’t show facilitation for
their partner’s viewpoint (cf. Shelton and McNamara, 2004). But
despite not using the partner’s viewpoint as an organizing direc-
tion, speakers do represent that viewpoint in memory; this was
evidenced by the Directors’ array drawings and the distinctive
processing, in JRDs, of perspectives aligned with the partner (at
least when they were misaligned, though not counteraligned, with
their partner). Finally, when describing this spatial information,
speakers don’t merely rely on their initial representations, but
are able to use information perceptually available in the task
(i.e., their degree of misalignment from their partners) to adapt
descriptions appropriately.

The flexible adaptation of speakers’ perspective choices, here,
is consistent with the principle of least collaborative effort (Clark
and Wilkes-Gibbs, 1986; Clark, 1996) in that partners shared
the burden of ensuring mutual understanding and shifted their
cognitive effort appropriately. When recognizing that one of
them was especially likely to find the perspective-taking difficult
(e.g., the Director describing the layout from a 135◦ offset), the
other readily invested greater effort (e.g., the Matcher agreed to
interpret descriptions from the Director’s viewpoint).

INTEGRATING THE PARTNER’S MISALIGNED VIEWPOINT WITH
REPRESENTATIONAL CUES
So far, we have seen that when speakers are not instructed
to adopt their partner’s viewpoint and can interact freely with
their partners, they may not have sufficient pragmatic moti-
vation to organize spatial relations around a non-egocentric
viewpoint. Organizing spatial relations non-egocentrically pre-
sumably requires investing cognitive effort, at least when there
aren’t any other spatial cues, as with the randomly configured lay-
outs in Galati et al. (2013). In such circumstances, as we’ve seen,
speakers can represent the partner’s viewpoint relative to the spa-
tial layout and use it later as needed. In our next study (Galati and
Avraamides, in revision), we wanted to establish whether speak-
ers would have sufficient pragmatic motivation to organize spatial
relations around the partner’s viewpoint, when that viewpoint is
reinforced by additional spatial cues.

The overall procedure of this study was similar: Directors first
studied a spatial layout, which now had an intrinsic orienta-
tion (seven real objects were configured across a bilateral axis of
symmetry, as shown in Figure 3), while either knowing their mis-
aligned Matcher’s viewpoint or not. Then, as with Galati et al.
(2013), the Directors’ memory of the layout was assessed through
JRDs and array drawings, and finally they described the layout to

FIGURE 3 | The seven-object layout used in Galati and Avraamides (in

revision), whose configuration had an intrinsic structure. It comprised a
flashlight, a yoyo, a bucket, a battery, a candle, a marble, and a vase. The
arrows at 0◦, 135◦, and 225◦ represent the viewpoint that Directors and
Matchers occupied at the different conditions of their relative alignment
with the intrinsic structure.

their Matcher. In this experimental design, across the 24 pairs, the
Director’s and the Matcher’s relation to the intrinsic structure of
the layout differed, such that the structure was aligned with the
Director, the Matcher, or neither partner. A third of the Directors
studied arrays while aligned with the intrinsic structure (from 0◦),
and later described it to a Matcher who was offset by 135◦ (mea-
sured counterclockwise from 0◦). Another third of the Directors
studied arrays from 225◦ and later described it to a Matcher who
was aligned with the structure (at 0◦). And a final third of the
Directors studied arrays again from 225◦ and later described to
a Matcher who was offset by 135◦, such that neither partner was
aligned with the structure. For each group, half the Directors had
known at study their Matcher’s subsequent viewpoint and half of
them did not. By dissociating the study from the description of
the spatial layout and varying systematically the convergence of
cues (i.e., whose viewpoint was aligned with the structure), we
aimed to clarify how people integrate these cues as they become
available.

The memory tests revealed that the preferred direction around
which Directors organized spatial relations in memory depended
on the convergence of cues—i.e., on whose viewpoint was rein-
forced by the layout’s intrinsic orientation. This was most obvious
by how Directors oriented their array drawings. When Directors
had studied layouts while aligned with their intrinsic structure,
they always drew them from their own viewpoint; it did not
matter whether they knew their Matcher’s subsequent viewpoint
or not. When they had studied layouts while misaligned with
the intrinsic structure, knowing the Matcher’s subsequent view-
point did influence how they oriented their drawings. Specifically,
they were more likely to use the structure’s axes (vs. their own
viewpoint) as the organizing direction when knowing in advance
that the Matcher would be aligned with the structure. And con-
versely, they were more likely to use their own viewpoint (vs. the
structure’s axes) when not knowing their Matcher’s subsequent
viewpoint. When knowing in advance that the Matcher would
also be misaligned with the structure, Directors were equally likely
to draw arrays from their own viewpoint or from an axis of the
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structure, perhaps because the intrinsic structure became more
salient (relative to not knowing the Matcher’s viewpoint) upon
considering objects from a second oblique viewpoint.

Performance in the JRD task corroborated that Directors had
indeed organized spatial relations in memory according to the
orientation of their drawings. Directors who had drawn layouts
aligned with the structure were faster to orient to and respond
from headings aligned with the structure’s axes (0◦, 90◦, 180◦,
270◦), whereas Directors who had drawn layouts misaligned with
the structure (specifically from their study viewpoint of 225◦),
where faster to orient to and respond to from headings aligned
with that viewpoint and its canonical axes (i.e., 315◦, 45◦, 135◦).

Directors also selected perspectives strategically in their
descriptions. In this study, we examined the distribution of
three types of spatial expressions of theoretical interest: Director-
centered, Matcher-centered, and Structure-centered ones. The
latter category involved expressions that were from headings
aligned with the intrinsic structure and were not person-centered
(e.g., “On the perpendicular. You’re supposed to be on one side on
the left, and I’m on the one side of the table on the right.”). Overall,
as shown in Table 1, Directors used reliably more Matcher-
centered expressions than other types of expressions when the
Matcher was aligned with the structure, and used numerically but
not reliably more Director-centered expressions than Matcher-
centered ones when they were the ones aligned with the structure.
As with Galati et al. (2013), speakers didn’t merely rely on the
organization of their memories to choose the perspective of their
descriptions, but rather took into account information that was
perceptually available during the description phase. Although
Directors used overall more Matcher-centered expressions when
knowing their Matcher’s viewpoint in advance, the preferred
direction of Directors’ memory (as reflected by their drawings)
did not reliably influence their distribution of egocentric or
partner-centered expressions. For example, even though most
Directors who had studied layouts from 225◦ while not knowing
their Matcher’s viewpoint organized spatial information egocen-
trically in memory, they used overwhelmingly Matcher-centered
expressions when they interacted with a Matcher who was aligned
with the structure (at 0◦) (see Table 1). In other words, when the
convergence of available cues at the interaction strongly biases a
particular perspective (e.g., when the partner’s viewpoint and the
structure’s intrinsic alignment coincide), speakers override their
initial memory representation to select the perspective of their
descriptions.

Nevertheless, the advance availability of a social cue, such
as the partner’s viewpoint, and its relation to other cues (e.g.,
the intrinsic structure) can influence perspective-taking, when
it highlights alternative and potentially useful perspectives for
encoding and describing a spatial layout. As we have men-
tioned, Directors who studied layouts from 225◦ were relatively
more likely to use the structure’s axis as an organizing direc-
tion when knowing that the Matcher would be at 135◦ compared
to not knowing the Matcher’s viewpoint. Knowing in advance
that neither partner was aligned with the structure influenced
descriptions as well: when Directors at 225◦ had known in
advance that Matchers would be at 135◦, they used more Matcher-
centered than egocentric expressions, and used numerically more

Structure-centered expressions compared to not knowing the
Matcher’s viewpoint. Thus, knowing the partner’s viewpoint
while studying a layout from an oblique viewpoint can make its
intrinsic organization more apparent and can influence both how
speakers organize spatial information in memory and how they
describe it.

Together, the findings of these two studies set the stage for a
framework for how people use multiple cues, including social and
representational ones, in spatial perspective-taking. Upon consid-
ering all available cues jointly and weighing them according to
their salience and relevance to the task, people select the perspec-
tive reinforced probabilistically by most cues, and organize spatial
information in memory or describe it to a partner accordingly.
One assumption here is that people consider the perspective rein-
forced by multiple cues to be optimally effective in minimizing the
pair’s collective effort. In the next section, we examine whether in
fact the perspectives pairs select make their coordination more
effective.

COORDINATION IN SPATIAL PERSPECTIVE-TAKING
We have so far suggested that collaborating partners select
the perspective reinforced by all available cues in an effort to
minimize their collective effort and maximize their efficiency
of coordination—their efficiency at behaving contingently to
achieve shared goal. To determine whether, in fact, people are
adept at gauging which perspective would be most effective in
the task, we examined two aspects of collaborative performance
in our previously described studies.

The first, which tapped into pairs’ efficiency on the task, was
the number of conversational turns—uninterrupted stretches of
speech by a Director or a Matcher—that pairs took to reconstruct
a spatial layout. We took conversational turns to reflect the pairs’
degree of grounding, or exchanging evidence about what they
do or do not understand (e.g., Clark and Brennan, 1991; Clark,
1996; Brennan, 2005). Examining the pairs’ turn-taking patterns
enables us to identify the circumstances and description strategies
that contribute to facilitated grounding: when perspective-taking
strategies facilitate grounding, pairs should interact over fewer
conversational turns.

The second collaborative outcome tapped into pairs’ accu-
racy on the task: it assessed the accuracy with which Matchers,
having followed the Directors’ descriptions, reconstructed the
spatial layouts with real objects on top of their table. Using
bidimensional regression analyses we compared the Matcher’s
reconstruction (photographed from a bird’s eye view at the
end of the session) to the veridical coordinates of the original
configuration. Again, when the pairs’ perspective-taking strate-
gies are effective, the Matchers’ reconstructions should be less
distorted.

It is important to note that what conversational partners con-
sider to be an effective strategy is task-dependent, rather than
strictly defined in terms of efficiency and accuracy. In our studies,
the pairs’ goal was to reconstruct layouts as accurately as pos-
sible despite lacking visual access to each other’s work stations.
These task-specific goals and constraints must have influenced
the criterion that pairs adopted to reach the mutual belief that
they had understood each other well enough for their current
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purposes. According to Clark and Brennan (1991), this “ground-
ing criterion” depends both on the goals of communication
(here, emphasizing accuracy) and the affordances of the com-
municative situation (here, lacking visibility). Thus, although
an effective strategy is ideally one that maximizes efficiency in
terms of turn-taking while also yielding high accuracy on the
resulting reconstruction, in some circumstances, efficiency and
accuracy may be dissociated if weighted differently by the task’s
goals.

SOCIAL AND REPRESENTATIONAL CUES SHAPE GROUNDING
For the pairs who reconstructed randomly configured layouts
(Galati et al., 2013), knowing the partner’s viewpoint at learn-
ing helped their subsequent efficiency in some circumstances.
Specifically, pairs took numerically fewer turns to complete the
reconstruction of the layout when they had mutually known
in advance that they would be misaligned by the oblique 135◦
than by the other, orthogonal offsets (see Galati and Avraamides,
2012). This counterintuitive pattern makes sense insofar as the
Directors’ description strategies were suitable. As we’ve reported
in the previous section, in Galati et al. (2013), at the oblique
and more computationally demanding offset of 135◦, Directors
showed a strong preference for describing layouts from their
own perspective, frequently upon their Matcher’s prompting.
This strategy turned out to be beneficial in alleviating their col-
lective effort, as reflected by their conversational turns. In fact,
as Directors used greater proportions of egocentric expressions
when knowing their Matcher’s viewpoint in advance, pairs took
reliably fewer turns to reconstruct the layout.

In this article, we present some analyses not reported else-
where, on the efficiency of pairs who reconstructed layouts
that had an intrinsic structure (from the corpus of Galati and
Avraamides, in revision). In these circumstances, the number
of turns that pairs took to complete the task was determined
primarily by the alignment of the two partners’ viewpoints rel-
ative to the intrinsic structure at the description, F(2, 18) = 4.44,
p < 0.05. Here, advance knowledge of the partner’s viewpoint
did not influence significantly the number of turns pairs took
to reconstruct the layout (p = 0.99) and did not interact with
the partners’ alignment with the structure (p = 0.98). Partners
were the least efficient when neither of them was aligned with
the intrinsic structure during the description: in that scenario
they took an average of 259.25 turns (SD = 125.29), whereas
they took an average of 114.88 turns (SD = 66.87) when the
Matcher was aligned with the intrinsic structure and 166.75
turns (SD = 68.27) when the Director was aligned with it.
Indeed, compared to when neither partner was aligned with the
structure, pairs took significantly fewer turns when the Matcher
was aligned with it, 95% CI (−247.49, −41.26), p < 0.01, and
marginally more so when the Director was, 95% CI (−195.62,
10.62), p = 0.08.

Together, the patterns of turn-taking in the two experiments
underscore the flexibility with which people use all available cues
to select a spatial perspective in a joint task. When the spatial
layout does not afford any representational cues (as when it is
randomly configured), the a priori availability of a social cue,
such as the partner’s subsequent viewpoint, can enable partners

to recognize when coordinating a perspective would be difficult
for the partner bearing greater responsibility for mutual under-
standing and to agree on a perspective that alleviates that partner’s
cognitive demands. With turns as a proxy of partners’ collab-
orative effort, these mutually agreed-upon strategies can make
their interactions more efficient. On the other hand, when the
spatial layout affords an intrinsic organization, its alignment rel-
ative to each partner during the interaction is what influences
most the efficiency of coordination. In general, interactions are
more efficient when the orientation of structure of the layout con-
verges with one of the partner’s viewpoints than when it does
not. Even though pairs were misaligned by a smaller offset when
neither of them was aligned with the structure (by 90◦) com-
pared to when one of them was aligned with the structure (in
which case their offset was 135◦), the process of coordination was
lengthier: thus, it was their relation to the intrinsic structure, not
their misalignment from each other, that influenced their effi-
ciency. We will return to this point in the final section of our
article.

Thus far, we have seen that pairs generally adopt strategies
that make their coordination more efficient in terms of the num-
ber of conversational turns they take to complete their joint
task. When the layout provides intrinsic cues that coincide with
a given partner’s perspective, speakers describe the layout from
that person-centered perspective and this strategy is effective.
When the layout does not provide such intrinsic cues, a priori
information about the partners’ relative viewpoints helps deter-
mine which perspective is optimal for the speaker—adopting that
perspective is an effective strategy.

SOCIAL AND REPRESENTATIONAL CUES SHAPE THE PAIRS’
ACCURACY ON THE TASK
Although the availability and convergence of various cues facili-
tated performance in terms of the efficiency of dialogs as reflected
by turn-taking, it didn’t facilitate performance in the same way in
terms of accuracy on the task. We assessed accuracy by examining
the bidimensional regression coefficient (BDr), which estimates
the goodness-of-fit between the tabletop reconstructions and the
actual coordinates of the arrays, thus capturing unsystematic
error in reconstructions when systematic biases are accounted for.
We also examined the rotation parameter (θ), which indicates the
degree to which the tabletop reconstruction was rotated relative
to the studied array, thus capturing a potential systematic bias in
the reconstructions.

In our study with randomly configured layouts, the only
reliable finding from examining the Matcher’s tabletop recon-
structions was that the relationships among objects became
more distorted as Directors used more Matcher-centered expres-
sions (see Galati and Avraamides, 2013). This could be due
to Directors inadvertently introducing more inaccuracies in
descriptions when computing spatial relations and selecting spa-
tial terms from a non-egocentric perspective. This possibility
is supported by the fact that, when partners were offset by
180◦ and Directors could more easily map egocentric spatial
terms to partner-centered ones (e.g., my left = your right), the
reconstructed layouts were less distorted than at the offsets of
90◦ and 135◦.
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In our study with layouts with an intrinsic structure, our
new analyses reported here reveal a somewhat different pattern.
Although the BDr was not reliably correlated with any of the three
main types of expressions (Director-centered, Matcher-centered,
Structure-centered), pairs reconstructed were less distorted lay-
outs as Directors used greater proportions of Matcher-centered
expressions with Matcher’s aligned with the layout’s intrinsic
structure (Pearson’s r = 0.83, p < 0.05). As we have shown in
Galati and Avraamides (in revision), in this alignment condition
Directors adopted the strategy of describing layouts from their
Matcher’s viewpoint, using overwhelmingly Matcher-centered
expressions. This strategy was therefore effective, not only in
terms of reducing the number of turns (see previous subsec-
tion), but also in terms of yielding less distorted reconstructions,
underscoring that there was no speed-accuracy tradeoff in pair’s
efficiency. In general, reconstructions did not become more dis-
torted as pairs interacted over fewer turns (Pearson’s r = −14,
p = 0.52), suggesting that pairs upheld the goal of the task to
reconstruct layouts that were as accurate as possible.

Nevertheless, pairs demonstrated a systematic bias in rotating
the spatial layout when its intrinsic structure was aligned with
the Matcher during the description. For reconstructions in that
condition, the average rotation parameter was θ = 1.94, r = 0.24.
Individual θ’s were not uniformly distributed around 0◦ (V =
1.88, p = 0.17). On the other hand, for reconstructions in the
aligned-with-Director condition, the average rotation parameter
was θ = 9.93, r = 0.97, 95% CI [−3.22, 23.08], and individ-
ual scores were uniformly distributed around 0◦, V = 6.66, p <

0.001). This was also the case for reconstructions in the aligned-
with-Neither condition, θ = −8.07, r = 0.94, 95% CI [−24.23,
8.09], V = 7.47, p < 0.001.

To summarize, although collaborating partners are successful
at selecting perspectives that increase their efficiency, by min-
imizing their collective effort in terms of the length of their
interaction, these perspectives don’t always make them accu-
rate on the task. In particular, decrements in accuracy seem to
arise when speakers describe spatial information from the part-
ner’s viewpoint, especially when the configuration does not afford
an intrinsic structure. When the configuration does afford an
intrinsic structure, adopting the partner’s perspective when it is
reasonable to do so (when the partner is aligned with the struc-
ture) may be effective in some ways (e.g., reducing the length of
the interaction, reducing distortion in the reconstructions) but
not others (e.g., eliminating systematic rotational biases).

A FRAMEWORK FOR FLEXIBLE PERSPECTIVE-TAKING IN
SPATIAL TASKS
Our findings contribute to a framework for flexible perspective-
taking that captures several of the nuanced ways in which speak-
ers reason and coordinate in spatial tasks. In our framework,
perspective-taking is flexible insofar as speakers consider all avail-
able cues—both social and representational—and weigh them
according to their salience and relevance to the task to select the
most effective perspective. This probabilistic weighing of cues dis-
tinguishes our framework from others that ascribe precedence to
egocentric experience (Shelton and McNamara, 2001) or intrin-
sic structure (Mou and McNamara, 2002). Another consequence

of this simultaneous weighing of multiple cues is that a sin-
gle cue, such as the partner’s viewpoint, may require further
reinforcement from other cues to be adopted as an organizing
direction in spatial memory. Pragmatic motivation from explicit
instructions (Shelton and McNamara, 2004) or from the intrinsic
structure (Galati and Avraamides, in revision) can supply such
reinforcement. It also suggests that the misalignment between
partners does not on its own reflect the computational demands
of perspective-taking; instead, as we will argue, misalignment can
lead to appropriate attributions about each partner’s cognitive
demands only in conjunction with other cues. Our framework’s
proposal that people use multiple, weighted cues extends to non-
social spatial perspective-taking as well, affording predictions for
which perspective or organizing direction they will select, even
when reasoning for themselves.

That interacting partners take into account take each other’s
relative cognitive demands when selecting a perspective further
underscores the flexibility of perspective-taking. Through this
process, they determine the most effective perspective to use both
for organizing information in memory and for describing it to
one another. As we will discuss, in determining their relative
cognitive demands, people take into account the collective effort
invested across all phases of their joint task, from learning to the
interaction.

In our framework, perspective-taking is also flexible in the
sense that speakers don’t rely blindly on their memories when
selecting the perspective of their descriptions. Instead, they use
perceptual information from the communicative information
(e.g., about their partner’s viewpoint), even if this hadn’t been
available in advance. In other words, they use both a priori and
incrementally unfolding cues to update their attributions about
which perspective would be optimal. Their assessment for what
constitutes an effective perspective that would minimize their
collective effort and maximize their performance depends on
the grounding criterion they adopt in light of task’s goals and
constraints.

Finally, perspective-taking is flexible insofar as reflects the
general flexibility of the cognitive system. Our framework con-
siders partner-specific adaptation to emerge from ordinary cog-
nitive processes acting on ordinary memory representations,
whether spatial or episodic ones. As such, the principles of our
framework—that speakers consider a confluence of cues, whether
available perceptually or a priori, aiming to minimize collec-
tive effort—hold not just for spatial perspective-taking, but for
conversational perspective-taking more broadly.

Below we expound further on the main characteristics of this
framework and the insights that follow from it.

PEOPLE CONSIDER SIMULTANEOUSLY SOCIAL AND
REPRESENTATIONAL CUES
During the course of perspective-taking, people consider various
sources of information, including social cues (e.g., the availabil-
ity of the partner’s viewpoint), representational spatial cues (e.g.,
the layout’s intrinsic structure), and egocentric biases (e.g., based
one’s own learning viewpoint). When multiple cues are avail-
able, people consider their confluence, weighing them according
to their salience and relevance to the task.

Frontiers in Human Neuroscience www.frontiersin.org September 2013 | Volume 7 | Article 618 | 151

http://www.frontiersin.org/Human_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Human_Neuroscience/archive


Galati and Avraamides Spatial and social collaborative cues

In weighing multiple cues, people in collaborative tasks have to
appraise the relative cognitive demands on each partner in order
to select the perspective that minimizes their collective effort. An
assumption here is that the perspective that is reinforced by the
greatest number of cues or by the most salient cues is the most
effective and thus preferable for encoding spatial information in
memory and in language. Indeed, as we have shown, converg-
ing social and representational cues (e.g., the alignment of the
layout with a given partner’s viewpoint) motivate the use of a
given perspective as the preferred orientation in memory and in
descriptions.

Critically, a social cue, such as the availability of the partner’s
viewpoint, may not be sufficient on its own to shape the orga-
nizing direction of spatial memories (Galati et al., 2013) since
organizing spatial relations around that viewpoint is costly and
is unnecessary when pairs can interact freely and can correct mis-
understandings (cf., Shelton and McNamara, 2004). As we have
shown, in free dialogs, the partner’s viewpoint may simply be
encoded in memory. However, when this social cue converges
with other cues (e.g., the layout’s intrinsic structure), it can be
used as the preferred direction of spatial representations at no
discernible cost, despite being non-egocentric.

The intrinsic orientation of a spatial configuration is there-
fore one factor that contributes to adopting a non-egocentric
viewpoint around which to organize spatial relations in mem-
ory. Related findings have led other researchers to propose that
the intrinsic orientation of a layout is the dominant factor deter-
mining the preferred direction around which to organize infor-
mation in memory (Mou and McNamara, 2002). However, in
our framework, rather than ascribing precedence to particular
cues, all available cues are weighted probabilistically according to
task-specific demands. (Indeed, in Galati and Avraamides, in revi-
sion, Directors didn’t invariably organize information in memory
according to the configuration’s intrinsic structure.) When mul-
tiple cues that are relevant to the task reinforce a particular
viewpoint, that viewpoint is more likely to be adopted. Thus,
when the orientation of the structure converges with one’s own
viewpoint, people opt for that egocentric viewpoint, whereas
when it converges with their partner’s viewpoint, they opt for
their partner’s viewpoint.

A final observation is that social cues can be combined not only
with other types of non-social information (e.g., representational
cues), but also with other types of social cues. A contextual cue
concerning the partner (e.g., his misalignment from the speaker)
can interact with an attributional cue about the partner (e.g.,
concerning his spatial abilities). For example, when a speaker
describes a spatial layout to a partner misaligned by a relatively
difficult offset (e.g., the oblique 135◦), she may use more partner-
centered expressions if she perceives him to have relatively poor
spatial abilities, but more egocentric ones if she perceives him to
have relatively good spatial abilities. Such predictions following
from our framework can be explored in future research.

PEOPLE CONSIDER THE COGNITIVE DEMANDS OF
PERSPECTIVE-TAKING FOR BOTH PARTNERS
Our framework accommodates and is compatible with the prin-
ciple of least collaborative effort (Clark and Wilkes-Gibbs, 1986;

Clark, 1996)—the view that, in sharing responsibility for mutual
understanding, conversational partners adapt their behavior in
ways that aim to minimize their collective effort and facilitate
their coordination.

In collaborative spatial tasks, the relative cognitive demands
of perspective-taking on each partner motivate the perspec-
tive from which people encode or describe spatial informa-
tion. Critically, the partner’s viewpoint can influence the pro-
cess of estimating their respective perspective-taking demands,
as soon as it becomes available—whether at encoding or at the
interaction.

In several real-world scenarios, people first have to commit
certain spatial information to memory and convey it to someone
else later, as for example, on a road trip when the co-pilot studies
the route to the destination on a map and then gives directions
from memory to the driver. In such situations, our framework
posits that, to gauge their and their partner’s relative cognitive
demands, speakers must consider the cognitive effort they would
invest in total, both when encoding the information and when
describing it. Speakers must therefore estimate whether invest-
ing additional cognitive effort at encoding would yield savings in
the effort they would expend later, when coordinating with their
partner.

Having information about the upcoming interaction available
in advance enables speakers to better anticipate the perspective
most effective during the interaction and to adapt their encod-
ing strategies accordingly. In our work, when speakers knew in
advance that their partner’s viewpoint was aligned with the lay-
out’s intrinsic orientation, they were more likely to adopt it as
an organizing direction at encoding. Organizing spatial relations
according to the partner’s viewpoint made sense in terms of min-
imizing subsequent effort: speakers judged that this would be
an effective perspective from which to describe the layout since
the partner would not have to unpack the mappings of spatial
expressions. Indeed, when the partner was aligned with the struc-
ture, speakers used overwhelmingly partner-centered expressions
and pairs were the most efficient, at least in terms of their
conversational turns.

Nonetheless, the availability of the partner’s viewpoint alone,
without the reinforcement of intrinsic spatial cues is not suffi-
cient motivation, in free dialogs, to invest in organizing spatial
relations around their partner’s viewpoint. As we have seen,
when speakers studied randomly configured layouts, they sim-
ply represented that viewpoint in memory in order to use
it later, as needed. Despite not having invested the effort to
encode such layouts from their partner’s viewpoint, speakers
could still adapt their descriptions upon considering the rel-
ative cost of perspective-taking based on their misalignment
(see the subsection on the right column for a more detailed
discussion of the factors contributing to the cost of perspective-
taking). For instance, speakers could still adopt their partner’s
viewpoint in descriptions when perspective-taking was relatively
easy for them (e.g., at small or canonical offsets). And when
perspective-taking was relatively difficult (e.g., at oblique off-
sets), speakers would opt for their own perspective in descrip-
tions. Their partner’s endorsement of this strategy indicates that
pairs mutually agree to reduce the cognitive demands of the
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speaker, who in this context was encumbered by the greatest
effort due to having to retrieve and describe spatial relations from
memory.

People’s dynamic and sophisticated adaptation of perspective
choices suggests that they seek perspectives that are optimally
effective in minimizing their effort, not just when collaborating,
but also when investing cognitive resources in preparation for that
collaboration. This is a novel elaboration of the principle of least
collaborative effort.

PEOPLE USE FLEXIBLY A PRIORI AND PERCEPTUALLY AVAILABLE
INFORMATION
The above discussion, regarding the cognitive demands at encod-
ing and at the interaction, underscores the dissociation between
the perspective of spatial descriptions and of the spatial memo-
ries supporting those descriptions. Our work demonstrates that
speakers don’t merely rely on the organization of their mem-
ories to select how to describe spatial relations, but instead
also use information that is perceptually available in the inter-
action. A contextual social cue, such as the partner’s view-
point, can shape descriptions even it had been unavailable
at encoding and thus not incorporated in speakers’ memory
representations.

For example, in Galati et al. (2013), when the partner’s view-
point wasn’t available at study speakers didn’t necessarily use
more egocentric expressions at the description, and conversely,
when the partner’s viewpoint was available at study speak-
ers didn’t necessarily use more partner-centered descriptions.
Instead, speakers’ description strategies were guided by contextual
cues they encountered at the interaction: seeing that the partner
was misaligned by a relatively small offset led to more frequent
use partner-centered descriptions, whereas seeing that the part-
ner was misaligned by an oblique offset led to more frequent use
of egocentric expressions.

Similarly, in Galati and Avraamides (in revision), the contex-
tual social cue of the partner’s viewpoint shaped descriptions
even when its relation to the layout’s structure was unknown at
encoding. Overall, the organization of speakers’ memories (as
reflected by the orientation of their array drawings) didn’t reliably
influence their descriptions. For instance, despite most frequently
encoding a spatial layout egocentrically when having studied it
from a viewpoint oblique to its structure (225◦) without knowing
the partner’s viewpoint, speakers overwhelmingly used partner-
centered expressions upon encountering a partner aligned with
the structure at the description.

Together, these findings suggest that speakers carefully attend
to contextual social cues—partner-specific information that is
perceptually available in the social situation—and use this infor-
mation readily. As a result, they may override their perspec-
tive preferences for encoding the spatial information. This view
is compatible with findings that people don’t always adhere
to the organizing direction of their memories when it con-
flicts with perceptual evidence, but use instead both sources of
information to select the perspective of their descriptions (Li
et al., 2011). Thus, the organization of spatial memories does
not dictate how spatial information is subsequently described.
Descriptions are also guided by perceptual information, which

partners use to determine the optimal perspective for the collab-
orative task.

PEOPLE DON’T ASSESS THE RELATIVE DIFFICULTY OF
PERSPECTIVE-TAKING ONLY BASED ON THEIR MISALIGNMENT
There have been some incongruent findings concerning the off-
sets at which spatial perspective-taking is most difficult in col-
laborative tasks. In a study that involved interpreting another’s
spatial descriptions, listeners incurred a greater processing cost
as the degree of misalignment from their partner increased
(Duran et al., 2011). On the other hand, some studies focus-
ing on production reported similarities in speakers’ descriptions
across misaligned offsets: with misaligned partners, speakers
used partner-centered expressions with comparable frequency,
regardless of the degree of misalignment (Schober, 1993, 1995;
Mainwaring et al., 2003). This was taken as evidence against a
mental rotation model of perspective-taking, and in favor of a
categorical distinction between reasoning from an egocentric vs.
a non-egocentric perspective (Schober, 1995). However, in all
of these studies, real or assumed partners were misaligned by
orthogonal offsets (90◦, 180◦, 270◦). This methodological feature
may limit our understanding of when perspective-taking is most
demanding since, according to McNamara (2003), perspectives
aligned with canonical axes can be facilitated relative to oblique
ones.

Our findings are line with McNamara (2003) view, since when
no intrinsic cues were available speakers opted for egocentricism
when they were misaligned by 135◦ from their partners: they
were more likely to use egocentric expressions at 135◦ than at
90◦, but no more likely (and, in fact, marginally less likely) to
do so at the maximum offset 180◦. These findings suggests that
this oblique viewpoint is more computationally demanding, at
least when producing spatial descriptions (though we find con-
verging evidence from the interpretation of spatial descriptions
in ongoing work in our lab).

Our findings offer a further caveat: it is not misalignment alone
that ultimately determines the difficulty of perspective-taking, but
its combination with other cues. In our study with layouts with
an intrinsic structure, speakers made different description choices
depending on the alignment of the structure with either partner,
despite the partners’ misalignment remaining the same. Directors
who were at 0◦ with Matchers at 135◦ overall opted for their own
perspective in descriptions, presumably because reasoning from
a perspective oblique to the structure (and their own) was com-
putationally more difficult. However, Directors who were at 225◦
with Matchers at 0◦ (also a 135◦ offset) readily opted for their
partner’s perspective.

In sum, people do not simply mentally rotate a spatial con-
figuration in order to consider their partner’s viewpoint. It is
not the case that as the misalignment between partners increases
perspective-taking becomes more difficult. Adopting the part-
ner’s viewpoint when the partner is misaligned by an oblique
offset is generally more difficult than canonical offsets, though
not when it is reinforced by other representational cues. The mis-
alignment between partners determines the relative difficulty of
perspective-taking for each partner in conjunction with other
cues.
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PEOPLE SELECT PERSPECTIVES THAT LEAD TO MORE EFFICIENT BUT
NOT ALWAYS MORE ACCURATE PERFORMANCE
As we have noted, the adaptation we documented in our studies is
consistent with a principle governing human interaction, whereby
conversational partners seek to minimize their collective effort
and maximize the efficiency of their coordination (Clark and
Wilkes-Gibbs, 1986; Clark, 1996). Overall, attributions about the
partner’s ability to contribute to mutual understanding, enabled
by either a priori or perceptual information, lead to strategies that
improve task performance. In our studies, recognizing which per-
spective would be optimal for a particular set of circumstances
led to description strategies that were successful at reducing col-
lective effort. Despite the high grounding criterion that pairs
had to adopt, given that instructions emphasized accuracy and
that speakers could not visually monitor their partner’s progress
in reconstructing the layout, speakers still managed to select
strategies that made interactions efficient.

For instance, pairs took fewer turns to reconstruct randomly
configured layouts when they knew in advance that they would
be misaligned by an oblique and presumably computationally
demanding offset, compared to other orthogonal offsets (Galati
and Avraamides, 2012). Under those circumstances, pairs rec-
ognized that adopting the perspective of the speaker would be
beneficial and were more likely to explicitly agree on that per-
spective in advance. Thus, when the spatial layout does not afford
intrinsic cues, a priori information about the partners’ cogni-
tive demands (derived from their relative viewpoints) helps pairs
select strategies that make the interaction efficient.

When the layout does afford intrinsic cues, considering the
relation of those spatial cues to social cues was critical to deter-
mining the optimal perspective. As we’ve found, interactions
took longer in terms of turn-taking when intrinsic cues were not
aligned with either partner compared to when they were. And
when intrinsic cues converged with the perspective of the partner
(vs. the speaker), interactions were somewhat more efficient. This
is likely because it was easier for partners to interpret partner-
centered expressions (which speakers used almost exclusively
when the structure was aligned with the partner) than speaker-
centered expressions (which speakers used at greater proportions
when they were the ones aligned with the structure).

Nevertheless, although partners made reasonable assumptions
about which perspective would be optimal to adopt and although
these perspectives minimized their collective effort in terms of
their conversational turns, they didn’t necessarily improve all
aspects of performance on the task. In terms of accuracy, we’ve
found that when the partner was aligned with the layout’s struc-
ture, reconstructions exhibited a significant rotational bias rela-
tive to the other alignment conditions, despite being significantly
less distorted the more partner-centered expressions were used.
Thus, adopting the partner’s perspective in this scenario was an
effective strategy in most but not all outcomes.

Adopting the partner’s perspective when layouts did not afford
an intrinsic structure was actually detrimental to accuracy: recon-
structions were more distorted as speakers used more partner-
centered expressions. This distortion was curbed somewhat when
partners were counteraligned, perhaps because the straightfor-
ward mappings of egocentric to other-centered expressions (e.g.,

my left = your right) made it easier for speakers to provide
more accurate descriptions, or for partners to interpret speakers’
descriptions in the intended way.

Altogether, even though in our studies accuracy was prioritized
in pairs’ joint goal, it wasn’t always achieved perfectly. Whether
the source of inaccuracies resides in the speakers’ descriptions
or the addressees’ interpretations remains unresolved. Future
research could clarify this by examining task performance against
the qualitative content and structure of the pairs’ dialogs, beyond
just the proportions of speakers’ spatial expressions (e.g., high-
level description strategies, such separating the table in quad-
rants). Another methodological consideration for future studies
would be to include measures of spatial ability for both collab-
orating partners. Accounting for some of the variability arising
from individual differences in spatial ability can help distinguish
whether decrements in accuracy are due to speakers’ poor recall
and inadequate descriptions or due to partners’ misinterpretation
of otherwise accurate descriptions. Such efforts would inform
the dynamic coupling of partners behaving contingently in joint
spatial tasks.

PERSPECTIVE-TAKING BEYOND SPATIAL TASKS
Our framework for spatial perspective-taking reflects the gen-
eral flexibility of the cognitive system; it is not intended as
a framework specialized for or limited to spatial perspective-
taking. Our view is that coordination in spatial perspective-
taking is governed by some of the same principles as non-spatial
perspective-taking—when people consider their conversational
partner’s conceptual construal, their knowledge, or agenda (see
Schober, 1998).

To determine the similarity of their conceptual perspectives,
people routinely have to consider what they have in common
ground with their conversational partner and to tailor how to
produce or interpret utterances. Discrepancies in perspective are
especially apparent when there are asymmetries in the partners’
respective knowledge or ability, as when one interacts with a
non-native speaker (Bortfeld and Brennan, 1997) or a novice
(Isaacs and Clark, 1987). Indeed, when people share the same
perspective (whether conceptual or physical), it can be triv-
ially easy to adopt the partner’s perspective; people can perform
generic linguistic or behavioral adjustments (benefiting them-
selves), rather than adjustments that are specifically designed for
their partner (Brown and Dell, 1987; Dell and Brown, 1991).
Investigations of partner-specific adaptation should therefore dis-
sociate the perspectives of speakers and their partners (see Keysar,
1997).

Our empirical undertaking to unveil the relation between lin-
guistic perspective choices and the underlying spatial memories
that support them is compatible with a memory-based view of
partner-specific adaptation. This view considers linguistic and
behavioral adjustments to the partner to emerge from cognitive
constraints acting on memory-dependent processes (Metzing and
Brennan, 2003; Pickering and Garrod, 2004; Horton and Gerrig,
2005). Specifically, shared experiences with a partner and partner-
specific associations are considered to be represented in memory
and accessed through ordinary processes, such as resonance with
combinations of cues in working memory, influencing behavior
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accordingly (Horton and Gerrig, 2005). In this view, failures in
perspective-taking occur when relevant information about the
partner isn’t available early enough (Kraljic and Brennan, 2005),
when complex inferences about the partner have not yet been
made (Gerrig et al., 2000), when executive functioning is taxed
(Brown-Schmidt, 2009), or under time pressure (Epley et al.,
2004).

Our own findings underscore that simple but relevant cues
about the partner (e.g., the partner’s location in space, their
relation to a configuration’s intrinsic structure) can indeed be
represented and used to compute the relative difficulty of reason-
ing from their perspective, consequently determining linguistic
choices. This is also in agreement with proposals that when
information about the partner is readily available, can be rep-
resented simply or computed unambiguously, it can influence
language processing at no discernible cost, relative to egocentric
processing (Brennan and Hanna, 2009; Galati and Brennan, 2010,
2013).

Our framework is also in line with constraint-based models
of language processing (e.g., MacDonald, 1994; Tanenhaus and
Trueswell, 1995; McRae et al., 1998). According to constraint-
based models, information from various sources, including the
discourse context, within-sentence structural, lexical biases, and
even information about the partner (e.g., Hanna et al., 2003;
Brown-Schmidt and Hanna, 2011), is integrated probabilistically
and in parallel to shape the interpretation of utterances, and pre-
sumably also speech plans. Similarly, in computational models of
perspective-taking, attributions about the partner can be repre-
sented as control parameters that can alter behavior (e.g., Duran
and Dale, 2013). Other computational accounts also underscore
that language processing is adaptive by demonstrating that lan-
guage users update probability distributions of relevant discourse
features (e.g., syntactic structures) as new linguistic evidence
becomes available (Fine et al., 2010).

In our work, we’ve demonstrated that in spatial tasks people
indeed use all relevant information from various sources, whether
it becomes available at encoding or at collaboration, to form attri-
butions about each partner’s relative cognitive effort, which they
can update during the course of the interaction and tailor their
behavior. This relevant information can include contextual social
cues, such as the partner’s location in space, or attributional cues,
such as beliefs or expectations about the partner’s spatial abil-
ities. Such social cues may combine with other cues—intrinsic
or functional properties of the objects, the intrinsic structure
of the layout or the surrounding environment, one’s egocentric
viewpoint, and explicit instructions—to determine perspective
choices in a constraint-based fashion.

Such an approach departs from proposals that have, on the
one hand, acknowledged that the organization of spatial mem-
ories depends on the contribution of several cues, but on the
other hand, held that certain cues are dominant (Shelton and
McNamara, 2001; Mou and McNamara, 2002). Neither egocen-
tric experience (Shelton and McNamara, 2001) nor the intrinsic
structure of a spatial configuration (Mou and McNamara, 2002)
necessarily need to carry the greatest weight across all tasks.
Instead they interact with other weighted parameters, including
attributional and contextual cues about the partner.

Finally, our framework for the flexible processing of multiple
cues can be extended to non-interactive spatial perspective-taking
tasks. We propose that even in non-social situations where peo-
ple have to imagine adopting different perspectives in space (as
when imagining how our redecorated living room would look
from different vantage points), the preference for or ease of adopt-
ing particular perspectives depends on the confluence of weighted
relevant cues.

CONCLUSION
In this article, we have emphasized the centrality of social cues
in spatial perspective-taking and have outlined a framework for
flexible adaptation of memory and behavior in collaborative spa-
tial tasks. Studying spatial perspective-taking by focusing entirely
on individual processes overlooks the ubiquitous and remark-
able ability with which people coordinate with one another in
a range of everyday activities. The findings emerging from our
experimental work underscore people’s ability to appraise both
social and other representational cues to select the perspective
that would be optimal for minimizing their collective effort. Thus,
information about the partner (whether derived from the visual
context, or from inferences or prior expectations), alongside other
cues, can shape how spatial relations are organized in mem-
ory and whose perspective is adopted in descriptions. We have
argued that this adaptation involves weighing cues according to
their relevance and salience to the task, similar to constraint-
based approaches, and selecting the perspective most reinforced
by the summated contribution of those cues. Moreover, cues
are factored into this process whenever they become available—
whether through perceptual evidence or advance knowledge. This
highlights the flexibility with which people convey information
accessed from spatial memory: rather than merely relying on their
memory’s organization, their assessment of task-specific demands
is updated by incoming cues.

Partner-specific adaptation in spatial tasks emerges from pro-
cesses comparable to those governing non-spatial perspective-
taking. This holds both for the principles that regulate the social
dynamics of interacting partners (e.g., the principle of least
collaborative effort), and for the general cognitive architecture
that supports adopting spatial and conceptual perspectives other
than one’s own. When executive functioning is overloaded, or
when relevant cues aren’t readily available or easily computed,
the ability to appraise the optimal perspective for the joint task is
compromised. Partners in perspective-taking tasks—spatial and
non-spatial—consider multiple sources of information to make
attributions about their respective ability to contribute to mutual
understanding. According to these attributions, they adapt how
they represent partner-specific information in memory and how
they coordinate in dialog.
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Individuals from East Asian (Chinese) backgrounds have been shown to exhibit greater
sensitivity to a speaker’s perspective than Western (U.S.) participants when resolving
referentially ambiguous expressions. We show that this cultural difference does not reflect
better integration of social information during language processing, but rather is the
result of differential correction: in the earliest moments of referential processing, Chinese
participants showed equivalent egocentric interference to Westerners, but managed to
suppress the interference earlier and more effectively. A time-series analysis of visual-world
eye-tracking data found that the two cultural groups diverged extremely late in processing,
between 600 and 1400 ms after the onset of egocentric interference. We suggest that
the early moments of referential processing reflect the operation of a universal stratum of
processing that provides rapid ambiguity resolution at the cost of accuracy and flexibility.
Late components, in contrast, reflect the mapping of outputs from referential processes
to decision-making and action planning systems, allowing for a flexibility in responding that
is molded by culturally specific demands.

Keywords: perspective taking, comprehension, cultural differences, ambiguity, reference

INTRODUCTION
The human language comprehension system is shaped by infor-
mational demands related to communication that are relatively
universal, as well as by demands of a more social nature that can
vary widely across cultures. On the universal side, spoken language
is inherently ambiguous at multiple levels, from lexical processing
all the way up to the identification of speech acts and resolution
of referential ambiguity. In addition, the speech signal itself is
evanescent, requiring language comprehenders to rapidly commit
to specific parsing decisions and interpretations. On the culturally
specific side, cultures vary in the underlying norms and values that
regulate social behavior, including norms for participation in con-
versational interaction. Do the cultural norms governing language
and social interaction impact language processing as immediately
and as powerfully as the universal demands for rapid ambiguity
resolution? Or do they mainly determine how outputs from rel-
atively universal processes are mapped onto later decisions and
actions?

One way of addressing these general questions is to com-
pare language users from different cultures in terms of how they
integrate social and linguistic information during the online pro-
cessing of referring expressions. In this study, we investigated
cultural differences in how Chinese vs. Western (U.S.) language
users take into account a speaker’s diverging perspective when
they resolve ambiguous references such as the candle. Referring
expressions are of theoretical interest not only because they are
ubiquitous in conversation, but also because they require listen-
ers to go beyond the input – an expression such as the candle

denotes a particular class of object, not any particular individual
object, and so listeners must access further information to deter-
mine which candle is being spoken about. When speakers and
listeners have different visual perspectives, reference resolution
will only be consistently successful if listeners take these differ-
ences into account. It is also methodologically convenient to study
visual perspective taking during reference resolution, because a
listener’s eye gaze during the search for a referent provides an
external index of the moment-by-moment process of language
interpretation (Cooper, 1974; Tanenhaus et al., 1995). The wax-
ing and waning of referential alternatives during processing will
be reflected in moment-by-moment changes in the probability
distribution of eye gaze over these alternatives.

Studies of perspective taking during reference resolution have
experimentally created differences in perspective between speak-
ers and listeners, and monitored listeners’ interpretations as they
interpret speakers’ instructions to manipulate objects (Keysar et al.,
2000; Nadig and Sedivy, 2002; Hanna et al., 2003). These studies
suggest that listeners momentarily experience egocentric interfer-
ence, with listeners considering “privileged” information that they
know is unavailable to the speaker. For example, when searching
for a referent for the expression the candle, listeners will temporar-
ily consider a candle that is hidden from the speaker’s view, in
spite of their knowledge that the speaker does not know about
it and therefore could only be referring to another, mutually vis-
ible candle (Keysar et al., 2000, 2003). Ultimately, listeners tend
to eventually choose the mutually visible candle, although some-
times they may exhibit signs of confusion. For example, listeners
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frequently ask the speaker to clarify the reference, even though
if they took the speaker’s point of view, they would realize the
reference was perfectly clear.

Although the basic phenomenon of egocentric interference has
been replicated in numerous studies, recent evidence suggests that
it might be specific to the Western (European and North Amer-
ican) populations that have been the traditional object of study
(Wu and Keysar, 2007). Cultures differ in the extent to which
they emphasize the thoughts and beliefs of the individual versus
those of the larger group, with cultures of East Asia exhibiting a
more “collectivist” character relative to Western cultures, which
tend to be more “individualist” in nature (Triandis et al., 1988;
Markus and Kitayama, 1991; Ross et al., 2002). Lifelong member-
ship in a particular culture may shape one’s tendency or ability to
take another’s perspective into account while comprehending lan-
guage. If so, then people from East Asian backgrounds should show
more reliable and effective perspective taking than Westerners in
resolving references.

To test this prediction, Wu and Keysar (2007) conducted an
eye-tracking study using the basic visual perspective-taking task
of Keysar et al. (2000), comparing the performance of Mandarin-
speaking Chinese to English-speaking North Americans (from
the U.S.). Each group performed the task in its participants’
native language. Participants played the role of “listener,” sit-
ting across a table from a confederate “director,” with a set of
shelves placed between them. The contents of some of the shelves
were visible from both sides, while others were hidden from the
speaker’s view. The director had a picture of how the objects
in the shelves should be arranged, and told the listener which
objects to move and where to move them. Embedded within the
interaction were certain pre-scripted test instructions designed
to be ambiguous from the listener’s perspective, in that they
could refer either to a mutually visible “target” object, or a priv-
ileged “competitor” object that was visible only to the listener.
For example, in one such instruction the director told the listener
to “move the candle to the top row,” in a context where the lis-
tener saw two identical candles, only one of which was visible
to the speaker. Listeners’ eyes were tracked as they interpreted
these test instructions. To provide a baseline, in a control condi-
tion, the competitor object was replaced with a non-competitor
(an object that did not match the description of the target, such
as a toy truck for the “candle” instruction). Egocentric inter-
ference would lead to an elevated probability of looking at the
hidden competitor (candle) relative to the hidden non-competitor
(toy truck), as well as in a delayed latency to fixate on the
competitor.

Wu and Keysar (2007) found that while Western participants
showed the typical pattern of strong egocentric interference, Chi-
nese participants showed virtually no interference. Unlike their
American counterparts, Chinese participants were far less likely to
fixate on privileged objects or to ask the speaker to clarify a refer-
ence that was ambiguous from their own perspective. In short, the
Chinese participants were much more effective overall at taking
the speaker’s perspective into account.

How might these cultural differences be explained in terms
of underlying cognitive processing? Wu and Keysar (2007) mea-
sured egocentric interference in terms of first fixation latency and

fixation duration, measures that can detect overall differences
between groups, but that do not provide information about when
such differences might emerge. To gain further insight into the
underlying processes, we reanalyzed the data from Wu and Keysar
(2007) using a more time-sensitive analysis in order to investigate
the time-course of these cultural differences. Our analysis sought
to test whether cultural differences emerged early or late relative
to the onset of referential processing. On the one hand, cultural
differences in egocentric interference may be present from the ear-
liest moments of referential processing, suggesting that Chinese
are able to more effectively use information about perspective to
constrain the online processing of referring expression. On the
other hand, it is possible that cultural differences emerge late,
with both groups showing similar levels of egocentric interference
early on, and only diverging later. This latter pattern would imply
that the earliest moments of processing are unaffected by social
information, and are driven largely by egocentric heuristics that
enable rapid ambiguity resolution. Under this view, cultural dif-
ferences would emerge late because participants from a Chinese
background would be faster and more effective than Westerners
at suppressing the pragmatically inappropriate information. In
other words, cultural differences would not reflect differences in
the ability to integrate social information into language process-
ing, but instead would reflect differences in how listeners connect
the outcome of basic referential processes to further thought and
action.

Having laid out these possibilities in general terms, let us now
consider in more detail the nature of the analysis, the possible out-
comes, and their implications for theories of language processing
and social cognition. Our analysis focused on the temporal pro-
file of egocentric interference across the two cultural groups. We
define egocentric interference as the difference in the likelihood
of gazing at a hidden competitor (e.g., candle) versus gazing at
a hidden non-competitor (e.g., toy truck). Note that we expect
interference to show a curvilinear effect over time as shown by the
curves in Figure 1, climbing from zero up to a peak from which
it will eventually drop (as the listener will ultimately ignore the
competitor and select the target).

Based on previous literature, we identify three different effect
profiles that would be consistent with three different theoretical
accounts. The first account, which we term the differential inte-
gration account, assumes that the cultural difference reflects the
enhanced ability of Chinese to integrate information about the
speaker’s perspective with incoming linguistic information. This
account would be consistent with constraint-based models of per-
spective use in language comprehension (Nadig and Sedivy, 2002;
Hanna et al., 2003), as these models assume that information about
a speaker’s perspective is one of many cues that are simultane-
ously and interactively integrated during processing. Critically,
the account does not differentiate between different types of cues,
assuming that any available cue can influence any level of pro-
cessing from its earliest moments, regardless of its source (e.g.,
whether it is derived from the unfolding syntax or semantics of the
utterance or from situational pragmatics); the influence of a given
cue depends only on its salience and reliability. Under this view,
the shared perspective between the speaker and listener is a more
salient and reliable cue for Chinese than for Westerners. Thus,
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FIGURE 1 | Predictions of differential integration (A), differential correction (B), and differential integration plus correction (C).

Chinese should show less egocentric interference than Western-
ers from the earliest moments of referential processing – in other
words, the onset of the cultural difference should be simultane-
ous with the onset of the overall effect of egocentric interference
(Figure 1A).

An alternative possibility is suggested by the autonomous acti-
vation hypothesis of Barr (2008) which, in contrast to constraint-
based accounts, assumes that information about a speaker’s
perspective is a kind of situational cue that influences compre-
hension through anticipatory or post-lexical decision processing,
but is not integrated into online lexical processing. Anticipa-
tory processing refers to those steps taken by the listener in
preparation for a referring expression, such as increasing atten-
tion to shared (mutually visible) objects. Barr (2008) found that
comprehenders strongly anticipated that speakers would refer to
referential candidates that were shared with the speaker, as evi-
denced by a higher probability of fixating shared than privileged
objects. However, supporting autonomous activation, while inter-
preting the referring expression, listeners did not show any less
interference from privileged than from shared competitors: the
probability of gazing at a privileged competitor increased from
its (lower) baseline at the same rate as the increase in prob-
ability for a shared competitor. Strikingly, in one experiment
Barr (2008) found that unlike information about the speaker’s
perspective, listeners could very efficiently integrate contextual
constraints derived from verb semantics. Based on these find-
ings, Barr (2008) argued that lexical processing is encapsulated
from high-level information about a speaker’s perspective, and
perhaps from other kinds of situational information, but is not
strictly modular in the sense of being completely cognitively
impenetrable.

The autonomous activation account would predict that Chi-
nese participants might be more sensitive overall to a speaker’s
perspective, but without showing any greater ability to integrate
this information with the linguistic input. Under this view, they
should experience comparable levels of egocentric interference to
Westerners, at least during the earliest moments of comprehen-
sion. In the current paradigm, this difference would be expressed
as differential correction: Chinese participants would not initially
experience less egocentric interference, but would be faster and

more effective at suppressing this interference than Westerners
(Figure 1B)1. Of course, the integration and correction accounts
are not mutually exclusive. A third possibility would be that the
groups differ in both integration and correction, such that not
only do Chinese participants experience lower interference from
the earliest moments of comprehension, but they also are more
efficient at suppressing this interference (Figure 1C). This pattern
would be consistent with constraint-based models.

MATERIALS AND METHODS
Additional details regarding experimental and data collection
procedures are available in the original report (Wu and Keysar,
2007).

Our analyses considered looks to the competitor/non-
competitor object from 250 ms after the onset of the critical word
(e.g., the word “candle” in the phrase “move the candle. . .”) until
3000 ms. Observations for a given trial were terminated when lis-
teners touched the target. These points varied from trial to trial,
with a median of 3306 ms (2808 vs. 3844 for Chinese vs. U.S. par-
ticipants, respectively), and a standard deviation of 4729 ms. For
those trials that were terminated before 3000 ms, we replaced the
missing frames with 0 s (representing the absence of a look to the
competitor/non-competitor object).

Our goal was to test whether there was a time-lag between
the onset of egocentric interference and the onset of cultural
differences. To give an overview of our analysis method, we
applied the cluster randomization method that has become pop-
ular in neuroimaging for determining the spatial and temporal
extent of experimentally induced effects (Bullmore et al., 1999;
Maris and Oostenveld, 2007; for prior adaptation of the solu-
tion to the analysis of visual-world data, see Barr et al., 2013). This
approach is attractive for localizing effects in time in a visual-world
study because it takes advantage of temporal correlations among
adjacent data points to overcome the problem of multiple compar-
isons. The approach proceeds as follows. First, a significance test
is performed at each time slice for a given effect (e.g., main effect

1Unlike Barr (2008), the current study does not offer the possibility of determining
whether listeners were attentionally biased toward shared referential alternatives
before hearing the referring expression. This would require additional conditions
in which the competitor or non-competitor would be shared with the speaker.
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or interaction). Then, “clusters” are defined by identifying adja-
cent time slices where the effect reaches significance, and where all
effects are in the same direction. For example, consider tests per-
formed at six subsequent time slices, t1, t2, t3, t4, t5, and t6, with
tests significant at the 0.05 level only at t2, t3, t5, and t6. If t2 and
t3 have effects in the same direction, then they form a cluster; like-
wise, if t5 and t6 are in the same direction, they also form a cluster.
There are two separate clusters rather than a single one because of
the intervening non-significant test at t4. Once the clusters have
been identified, a “cluster mass statistic” is calculated for each one,
typically the sum of all of the individual test statistics (e.g., t values)
for that cluster. One obtains a null-hypothesis distribution for this
cluster mass statistic through randomization (permutation tests);
i.e., by randomly shuffling the condition labels across trials to cre-
ate a large number of new datasets, repeating the above procedure
on these datasets, and then storing the maximum obtained cluster
mass statistic for each one. Finding a significant cluster between ti

and tj with, say, 1000 additional randomized datasets and p = 0.002
means that the cluster mass statistic for the original data was
matched or exceeded in only 2 of the 1000 randomly created
datasets.

We did this procedure twice, once to test for the main effect
of Competition (competitor vs. non-competitor, e.g., egocentric
interference), and once to test for the Culture-by-Competition
interaction. The cluster randomization procedure provides only
p-values; however, we were also interested in defining confidence
limits for our effects. To obtain these confidence limits we used
bootstrapping (details below). The remainder of this section pro-
vide further technical details regarding how these analyses were
implemented.

Rather than comparing the observed probabilities at each time
point, we fit a time-series model to the data and compared
predictions from the model, following Barr et al. (2013). The
time-series model smooths the data over time, thus minimizing
noise and facilitating the detection of clusters (see Figure 2B).
In the model, time was represented as a 7th order polynomial.
We determined the order of the polynomial using a model search
procedure, in which we calculated the Akaike Information Cri-
terion (AIC) value for all models ranging from a 3rd order to a
16th order polynomial, and then selected the model with the low-
est AIC, which was a 7th order polynomial. This was done on
the grand-averaged data (i.e., without any predictors for Com-
petition or Culture) so as not to bias the cluster randomization
procedure.

Logistic regression models were fit to the data using the multi-
nom() procedure of the nnet package (Venables and Ripley, 2002)
of R statistical software (R Core Team, 2013), treating the outcome
for each sample as binary. The cluster randomization procedure
was performed twice, once treating subjects as random and items
as fixed (p1), and once treating items as random and subjects
as fixed (p2). For simplicity, we describe the procedure treating
subjects as random factors. In addition to the parameter esti-
mates from a fit to the original data, we created 999 additional
data sets by randomly permuting the condition labels (competi-
tor vs. control) independently for each unit (subject or item). To
obtain orthogonality between the main effects and the interac-
tion, the relabeling followed a “synchronized” permutation logic

(Pesarin, 2001). For a given culture group, a permutation was cre-
ated by randomly choosing, with equal probability, whether or
not to block-exchange all competitor and non-competitor labels
for each subject. The same number of exchanges was then per-
formed for the other culture group (with the units undergoing the
exchange chosen at random). The “synchronization” of exchanges
across groups (i.e., ensuring that the same number of exchanges
of Competition occurs at each of the two levels of Group) ensures
that the tests for the main effects and interaction are orthogonal
(Pesarin, 2001). The parameter estimates for the model fit to each
of these data sets were stored as a row in the matrix.

After all datasets were created, we then calculated the predicted
log odds of a gaze to the competitor/non-competitor object at
each 1/60 of a second (i.e., for each frame of data sampled at
60 Hz), deriving main effects and interactions at each time point.
The predicted effects for each of the 1000 datasets (including the
original) were stored as separate rows in a matrix. The p-value
for each effect (main effect of competition or interaction) at each
time point was given as the number of rows in the effect matrix
exceeding the original value divided by the number of rows in
the matrix. Then, we identified clusters by grouping together all
temporally adjacent time-frames where the effect reached signifi-
cance. A cluster mass statistic (Bullmore et al., 1999) was calculated
for each cluster by summing together the negative (natural) log-
arithm of each p-value belonging to the cluster, such that smaller
p-values would contribute to a larger cluster mass statistic; for
example, for 0.05 the negative log is 3, and for 0.0001 it is 9.21.
This cluster mass statistic was calculated for each cluster in the
original data. Then, a null-hypothesis distribution for the statistic
was derived by treating each permuted data set as if it was the
“original” data, calculating p-values and cluster mass statistics in
the manner described above, and storing the maximum observed
statistic for each permutation. This allowed us to identify the onset
of the first significant cluster for both the main effect as well as for
the interaction.

To obtain confidence limits, we repeated the complete analy-
sis described above for 999 bootstrapped versions of the data set,
wherein we sampled subjects with replacement from each group
at random. If for a given bootstrapped dataset, no significant clus-
ter for the main effect or interaction was detected at α = 0.05,
the α level was progressively lowered until a cluster was detected,
stopping at α = 0.2. Although the confidence limits derived from
bootstrapping provide useful information, the main inferential
focus is on the results of the cluster randomization on the original
data.

RESULTS
The time-course data appear in Figure 2. Note that 0 ms does
not correspond to the onset of the utterance (e.g., “move” in
“move the candle”), but to the onset of the referring expression
within the utterance (e.g., “candle”). Thus any differences in tim-
ing between groups cannot be attributed to possible linguistic
differences between Chinese and English in the duration of the
material preceding the referring expression.

The cluster randomization procedure detected significant over-
all egocentric interference from 750 to 2800 ms, with the 95%
confidence interval for the onset of interference ranging from 517

Frontiers in Human Neuroscience www.frontiersin.org December 2013 | Volume 7 | Article 822 | 161

http://www.frontiersin.org/Human_Neuroscience/
http://www.frontiersin.org/
http://www.frontiersin.org/Human_Neuroscience/archive


“fnhum-07-00822” — 2013/11/30 — 11:45 — page 5 — #5

Wu et al. Cultural influences on perspective taking

FIGURE 2 |Time plots of eye-tracking data, showing (A) egocentric

interference (competitor minus non-competitor); (B) raw probabilities of

gazing at the competitor (higher red/blue lines) and non-competitor

(lower red/blue lines); and (C) time-course of egocentric interference

(main effect) against the cultural difference in interference (Culture-

by-Competition interaction). Observed data (points) and model predictions
(curves), with the colored bands surrounding each curve representing ±1 SE,
and the shaded bars representing 95% confidence intervals for effect onsets.
The leftmost bar in each plot corresponds to onset of the competition effect,
while the rightmost bar reflects the onset of cultural effects.

to 917 ms (p1 < 0.001, p2 = 0.003)2. As Figure 2 clearly shows,
there was a large time-lag between the onset of egocentric interfer-
ence and the onset of a cultural difference in this interference (as
given by a Culture-by-Competition interaction). There was little
evidence that Chinese participants experienced any less interfer-
ence than U.S. participants until 1767 ms, approximately 1000 ms
after the onset of interference. The Culture-by-Competition
interaction was significant from 1767 to 2483 ms (p1 = 0.009,
p2 = 0.049), with the 95% confidence interval for the onset rang-
ing from 1383 to 2117 ms. Note that there was no overlap between
the confidence interval for the onset of the cultural difference
(1383–2117) with that for the onset of egocentric interference
(517–917). Furthermore, we directly computed the delay between
the onsets for each bootstrapped sample, which yielded a 95%
confidence interval for the lag between 600 and 1400 ms.

DISCUSSION
Overall, our findings support the hypothesis that language users
from different cultures share a common stratum of referential
processing, with cultural variation in how the products of these
early referential processes are used in the higher-level processes
governing thought and action. Specifically, whereas neither Chi-
nese nor Western participants were able to integrate the situational
cue of the speaker’s perspective into lexical processing, Chinese
participants were better able to suppress the interference.

Could our findings of common interference and differential
correction be alternatively explained in terms of linguistic differ-
ences between Mandarin Chinese and English? One potentially

2Although an onset of 750 ms is quite late relative to typical visual-world studies
(250–350 ms), this is not surprising given that our paradigm presented participants
with a more demanding search task than in a typical study. Whereas a typical
grid in Wu and Keysar (2007) contained nine alternatives appearing in any of 16
possible locations, a typical visual-world task presents no more than four referential
alternatives in fixed locations (Huettig et al., 2011).

relevant difference is that Mandarin lacks definite marking, such
that the Mandarin version of the English expression “move the
candle” might be glossed in English as “move candle.” It might be
argued that the Chinese participants were interpreting the descrip-
tions as if the speaker had said, “move any candle.” This would
indeed predict that the Chinese participants would experience less
interference than the U.S. participants because they would not
need to decide between the two possible referents, but could pick
either one. However, if this were the case, then Chinese participants
should have shown a stronger tendency than U.S. participants to
move the hidden candle, since any candle would suffice. However,
the data showed the exact opposite. While the U.S. participants
sometimes moved the occluded candle, the Chinese participants
never did.

One possible concern might be that the later correction for
Chinese participants reflects shorter referring expressions in Chi-
nese, or more rapid speech when the confederate spoke Chinese.
Although we lack the data to directly address this question, the
overall patterns shown in Figure 2 make this explanation seem
unlikely. First, if the earlier correction occurred because the Chi-
nese expressions were briefer or spoken more rapidly, then not
only would the correction process take place earlier, but so would
the egocentric interference; specifically, the initial rising slope of
the curve should have been much steeper for the Chinese group
than for the Western group, and should have reached its peak much
earlier. However, egocentric interference seems to rise at similar
rates for both groups, and both seem to initially reach their max-
imum values at roughly the same time (1000–1200 ms). Second,
whereas the correction process seems to begin at around 1000 ms
for the Chinese group, it seems delayed until about 2200 ms for the
American group. This is far too great of a disparity to be explained
by differences in the spoken expressions, given that expressions in
these types of experiments typically last no more than 1 s. Finally,
the groups differ not only in the timing of the correction, but also
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in the efficacy of the correction, with a sudden sharp decline for
the Chinese group, and more of a lingering pattern for the West-
ern group. Thus, these patterns seem less likely to be driven by
differences in the stimuli, and more likely to reflect true cultural
differences in linguistic interpretation.

Constraint-based views would have difficulty accounting for
the extreme delay in the emergence of cultural differences rela-
tive to the onset of egocentric interference. If, as constraint-based
views predict, language users can integrate perspective infor-
mation from the earliest moments of processing, and Chinese
participants attend more strongly to the shared perspective than
Westerners, then Chinese participants should have shown less
egocentric interference from the very earliest moments of pro-
cessing. Our view, then, is that despite attending more strongly
to shared information, Chinese participants are no better at inte-
grating it into referential processing. However, an alternative view
must be considered, which is that perhaps the late emergence does
not reflect a standalone correction process, but simply reflects
delayed activation of shared information relative to other kinds of
information. Under this view, had the shared knowledge become
activated earlier, perhaps we would have seen its effects earlier
in processing. However, it is unclear what would account for
the delayed activation of shared knowledge within the current
paradigm. For one, in the current experimental situation, lis-
teners knew well before hearing the referring expression which
items their partner could see and which they could not see. In
other words, information about what was shared was available
to participants even before any referential information became
available. It is therefore not clear why listeners would wait for
a referring expression to activate the shared knowledge, rather
than using it to predict potential referents in advance. It is not
possible to tell whether listeners in fact made such predictions,
because this requires comparing shared to privileged objects, and
our analysis only considered privileged objects. However, exper-
iments using a similar setup have found that in the interval
preceding the onset of the referring expression, listeners are more
likely to look at shared objects (Keysar et al., 2000). Furthermore,
recent experiments including conditions where competitors/non-
competitors are shared show that listeners spontaneously access
shared knowledge prior to the onset of referring expressions, but
are unable to integrate this information into early referential pro-
cesses (Barr, 2008). Specifically, listeners attend less overall to
privileged objects than to shared objects, but nonetheless expe-
rience similar levels of interference from competitors regardless of
whether they are shared or not. It would be of interest to repeat
these experiments with East Asian participants. Our account pre-
dicts greater access to shared knowledge among East Asians, but
without any reduction in the size of the interference produced by
competitors.

Our view that information about perspective is involved in
correction is consistent with an anchoring and adjustment view of
perspective taking (Keysar et al., 2000), in which listeners anchor
interpretation in their own perspectives, and use information
about the speaker’s perspective to incrementally adjust away from
the anchor. However, distinct from Keysar et al.’s (2000) origi-
nal formulation, our findings, together with those of Barr (2008),
suggest that listeners do not strategically “anchor” in their own

egocentric perspective as a kind of reasoning heuristic; rather, their
anchoring is forced upon them by the autonomous activation of
referents by low-level interpretation processes that are blind to
information about the speaker’s perspective (Barr, 2008). Under
this view, the noted egocentrism of listeners might be best char-
acterized as a form of “mental contamination” – i.e., the result of
rapid, automatic processes that are beyond control and possibly
even awareness (Wilson and Brekke, 1994).

Consistent with the use of common ground in correction,
other research shows that perspective taking involves cognitive
effort (Rossnagel, 2000; Brown-Schmidt, 2009; Nilsen and Gra-
ham, 2009; Lin et al., 2010), and recent neuroimaging evidence
suggests a role for the medial pre-frontal cortex in the adjustment
process (Tamir and Mitchell, 2010). Furthermore, the correction
account is also consistent with dual process views of perspective
taking, which assume that social judgments reflect the combina-
tion of both efficient but inflexible processing that uses limited
information and more flexible but effortful processing that can
draw upon a broader set of information (Apperly and Butterfill,
2009). However, the current data offer no insight into why the
adjustment process might differ across the groups. One possi-
bility, consistent with the collectivist vs. individualist distinction,
is that information about a speaker’s perspective is simply more
available to people from a collectivist background, since their
cultures require greater attunement to one anothers’ knowledge.
Another is that perhaps Chinese participants are more motivated
to perform the task “correctly” due to heightened concerns about
self-presentation. A further possibility is that membership in a
Chinese culture, where self-control is valued, results in better exec-
utive control abilities. This explanation is supported by research
that finds enhanced executive control abilities among Chinese as
opposed to North American children (Sabbagh et al., 2006), who
nonetheless showed comparable performance on a belief reason-
ing task. As we have argued here and elsewhere (Keysar et al., 2003;
Barr, 2008) listeners’ difficulty in identifying the intended refer-
ent in conversational perspective-taking tasks is unlikely to be the
result of a failure to have the appropriate beliefs about what is
shared with the speaker. Instead, it seems to reflect difficulty using
this information to constrain the processing of the linguistic input.
To the extent that early referential processes are not guided by
beliefs about the speaker, these processes will boost activation of
referents that are pragmatically implausible, even in spite of cor-
rect and accessible representations of shared knowledge. Because
suppressing this knowledge will involve executive control, it is
here where we would expect to see strong individual (and cul-
tural) differences. Although in this respect our view is consistent
with Sabbagh et al.’s (2006) developmental findings, it is impor-
tant to note that it is not yet known whether the differences in
executive function that Sabbagh et al. (2006) noted extend into
adulthood.

Whatever the explanation for the cultural differences, a recent
study suggests that it might be possible to induce cultural effects
through priming. Luk et al. (2012) replicated Wu and Keysar’s
(2007) study but with Chinese-Westerner bi-cultural individuals.
Participants primed by images from Western culture committed
more egocentric errors on the perspective-taking task relative to
participants who were primed by images from Chinese culture.
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The fact that cultural differences can be situationally induced in
bicultural individuals suggests that they arise from flexible modes
of processing. This flexibility is consistent with our explanation
of such differences in terms of differential correction – it would
seem easier to override a deliberative and effortful correction pro-
cess than an integration process that is largely routinized and
automatic.

In sum, our data suggest that people from different cultures
share a common core of ambiguity resolution processes, but differ
in how the output from these processes is linked to higher-level
systems governing thought and action. The two cultures we have
studied show systematic differences in how they prioritize the indi-
vidual vs. the social (Triandis et al., 1988; Markus and Kitayama,
1991; Ross et al., 2002). Finding equivalent interference from priv-
ileged information in spite of such differences suggests that such
egocentrism might be a universal consequence of rapid ambiguity
resolution during spoken language comprehension.

ACKNOWLEDGMENTS
This research was supported by National Science Foundation of
China Grants 71002014 and 71110107027 to Shali Wu. Boaz
Keysar also received partial support from a grant from the Univer-
sity of Chicago’s Wisdom Research Project and the John Templeton
Foundation.

REFERENCES
Apperly, I. A., and Butterfill, S. A. (2009). Do humans have two systems to track

beliefs and belief-like states? Psychol. Rev. 116, 953–970. doi: 10.1037/a0016923
Barr, D. J. (2008). Pragmatic expectations and linguistic evidence: listeners

anticipate but do not integrate common ground. Cognition 109, 18–40. doi:
10.1016/j.cognition.2008.07.005

Barr, D. J., Jackson, L., and Phillips, I. (2013). Using a voice to put a name to a face:
the psycholinguistics of proper name comprehension. J. Exp. Psychol. Gen. doi:
10.1037/a0031813 [Epub ahead of print].

Brown-Schmidt, S. (2009). The role of executive function in perspective taking
during online language comprehension. Psychon. Bull. Rev. 16, 893–900. doi:
10.3758/PBR.16.5.893

Bullmore, E. T., Suckling, J., Overmeyer, S., Rabe-Hesketh, S., Taylor, E., and
Brammer, M. J. (1999). Global, voxel, and cluster tests, by theory and permuta-
tion, for a difference between two groups of structural MR images of the brain.
IEEE Trans. Med. Imaging 18, 32–42. doi: 10.1109/42.750253

Cooper, R. M. (1974). The control of eye fixation by the meaning of spoken
language: a new methodology for the real-time investigation of speech per-
ception, memory, and language processing. Cogn. Psychol. 6, 84–107. doi:
10.1016/0010-0285(74)90005-X

Hanna, J. E., Tanenhaus, M. K., and Trueswell, J. C. (2003). The effects of common
ground and perspective on domains of referential interpretation. J. Mem. Lang.
49, 43–61. doi: 10.1016/S0749-596X(03)00022-6

Huettig, F., Rommers, J., and Meyer, A. S. (2011). Using the visual world paradigm
to study language processing: a review and critical evaluation. Acta Psychol. 137,
151–171. doi: 10.1016/j.actpsy2010.11.003

Keysar, B., Barr, D. J., Balin, J. A., and Brauner, J. S. (2000). Taking perspective in
conversation: the role of mutual knowledge in comprehension. Psychol. Sci. 11,
32–38. doi: 10.1111/1467-9280.00211

Keysar, B., Lin, S., and Barr, D. J. (2003). Limits on theory of mind use in adults.
Cognition 89, 25–41. doi: 10.1016/S0010-0277(03)00064-7

Lin, S., Keysar, B., and Epley, N. (2010). Reflexively mindblind: using theory of mind
to interpret behavior requires effortful attention. J. Exp. Soc. Psychol. 46, 551–556.
doi: 10.1016/j.jesp.2009.12.019

Luk, K. K. S., Xiao, W. S., and Cheung, H. (2012). Cultural effect on per-
spective taking in Chinese–English bilinguals. Cognition 124, 350–355. doi:
10.1016/j.cognition.2012.05.016

Maris, E., and Oostenveld, R. (2007). Nonparametric statistical test-
ing of EEG-and MEG-data. J. Neurosci. Methods 164, 177–190. doi:
10.1016/j.jneumeth.2007.03.024

Markus, H., and Kitayama, S. (1991). Culture and the self: implications
for cognition, emotion, and motivation. Psychol. Rev. 98, 224–253. doi:
10.1037/0033-295X.98.2.224

Nadig, A. S., and Sedivy, J. C. (2002). Evidence of perspective-taking constraints
on children’s on-line reference resolution. Psychol. Sci. 13, 329–336. doi:
10.1111/j.0956-7976.2002.00460.x

Nilsen, E., and Graham, S. (2009). The relations between children’s communicative
perspective-taking and executive functioning. Cogn. Psychol. 58, 220–249. doi:
10.1016/j.cogpsych.2008.07.002

Pesarin, F. (2001). Multivariate Permutation Tests: With Applications in Biostatistics.
Chichester: Wiley.

R Core Team. (2013). R: A Language and Environment for Statistical Computing.
Vienna: R Foundation for Statistical Computing.

Ross, M., Xun, W., and Wilson, A. (2002). Language and the bicultural
self. Pers. Soc. Psychol. Bull. 28, 1040–1050. doi: 10.1177/014616720228
11003

Rossnagel, C. (2000). Cognitive load and perspective taking: applying the automatic-
controlled distinction to verbal communication. Eur. J. Soc. Psychol. 30,
429–445. doi: 10.1002/(SICI)1099-0992(200005/06)30:3<429::AID-EJSP3>3.0.
CO;2-V

Sabbagh, M. A., Xu, F., Carlson, S. M., Moses, L. J., and Lee, K. (2006). The devel-
opment of executive functioning and theory of mind: a comparison of Chinese
and U.S. preschoolers. Psychol. Sci. 17, 74–81. doi: 10.1111/j.1467-9280.2005.
01667.x

Tamir, D. I., and Mitchell, J. P. (2010). Neural correlates of anchoring-and-
adjustment during mentalizing. Proc. Natl. Acad. Sci. U.S.A. 107, 10827. doi:
10.1073/pnas.1003242107

Tanenhaus, M. K., Spivey, M. J., Eberhard, K. M., and Sedivy, J. C. (1995). Integration
of visual and linguistic information in spoken language comprehension. Science
268, 1632–1634. doi: 10.1126/science.7777863

Triandis, H. C., Bontempo, R., Villareal, M. J., Asai, M., and Lucca, N. (1988).
Individualism and collectivism: cross-cultural perspectives on self-ingroup rela-
tionships. J. Pers. Soc. Psychol. 54, 323–338. doi: 10.1037/0022-3514.54.
2.323

Venables, W. N., and Ripley, B. D. (2002). Modern Applied Statistics with S, 4th Edn.
New York: Springer. doi: 10.1007/978-0-387-21706-2

Wilson, T. D., and Brekke, N. (1994). Mental contamination and mental correction:
unwanted influences on judgments and evaluations. Psychol. Bull. 116, 117–142.
doi: 10.1037/0033-2909.116.1.117

Wu, S., and Keysar, B. (2007). The effect of culture on perspective taking. Psychol.
Sci. 18, 600–606. doi: 10.1111/j.1467-9280.2007.01946.x

Conflict of Interest Statement: The authors declare that the research was conducted
in the absence of any commercial or financial relationships that could be construed
as a potential conflict of interest.

Received: 30 June 2013; accepted: 13 November 2013; published online: 02 December
2013.
Citation: Wu S, Barr DJ, Gann TM and Keysar B (2013) How culture influences
perspective taking: differences in correction, not integration. Front. Hum. Neurosci.
7:822. doi: 10.3389/fnhum.2013.00822
This article was submitted to the journal Frontiers in Human Neuroscience.
Copyright © 2013 Wu, Barr, Gann and Keysar. This is an open-access article distributed
under the terms of the Creative Commons Attribution License (CC BY). The use, dis-
tribution or reproduction in other forums is permitted, provided the original author(s)
or licensor are credited and that the original publication in this journal is cited, in
accordance with accepted academic practice. No use, distribution or reproduction is
permitted which does not comply with these terms.

Frontiers in Human Neuroscience www.frontiersin.org December 2013 | Volume 7 | Article 822 | 164

http://dx.doi.org/10.3389/fnhum.2013.00822
http://creativecommons.org/licenses/by/3.0/
http://www.frontiersin.org/Human_Neuroscience/
http://www.frontiersin.org/
http://www.frontiersin.org/Human_Neuroscience/archive


ORIGINAL RESEARCH ARTICLE
published: 11 December 2013

doi: 10.3389/fnhum.2013.00856

Developmental changes in mental rotation ability and
visual perspective-taking in children and adults with
Williams syndrome
Masahiro Hirai1*†, Yukako Muramatsu1, Seiji Mizuno2, Naoko Kurahashi2, Hirokazu Kurahashi2 and
Miho Nakamura1*
1 Department of Functioning Science, Institute for Developmental Research, Aichi Human Service Center, Aichi, Japan
2 Department of Pediatrics, Central Hospital, Aichi Human Service Center, Aichi, Japan

Edited by:
Antonia Hamilton, University of
Nottingham, UK

Reviewed by:
Massimiliano Conson, Second
University of Naples, Italy
Danielle Ropar, University of
Nottingham, UK

*Correspondence:
Masahiro Hirai, Center for
Development of Advanced Medical
Technology, Jichi Medical University,
3311-1 Yakushiji, Shimotsuke,
Tochigi 329-0498, Japan
e-mail: hirai@jichi.ac.jp;
Miho Nakamura, Department of
Functioning Science, Institute for
Developmental Research, Aichi
Human Service Center, 713-8
Kagiya-cho, Kasugai, Aichi 480-0392,
Japan
e-mail: mihon@inst-hsc.jp
†Present address:
Masahiro Hirai, Center for
Development of Advanced Medical
Technology, Jichi Medical University,
Shimotsuke, Tochigi, Japan

Williams syndrome (WS) is a genetic disorder caused by the partial deletion
of chromosome 7. Individuals with WS have atypical cognitive abilities, such as
hypersociability and compromised visuospatial cognition, although the mechanisms
underlying these deficits, as well as the relationship between them, remain unclear. Here,
we assessed performance in mental rotation (MR) and level 2 visual perspective taking
(VPT2) tasks in individuals with and without WS. Individuals with WS obtained lower
scores in the VPT2 task than in the MR task. These individuals also performed poorly
on both the MR and VPT2 tasks compared with members of a control group. For the
individuals in the control group, performance scores improved during development for
both tasks, while the scores of those in the WS group improved only in the MR task,
and not the VPT2 task. Therefore, we conducted a second experiment to explore the
specific cognitive challenges faced by people with WS in the VPT2 task. In addition to
asking participants to change their physical location (self-motion), we also asked them to
adopt a third-person perspective by imagining that they had moved to a specified location
(self-motion imagery). This enabled us to assess their ability to simulate the movement of
their own bodies. The performance in the control group improved in both the self-motion
and self-motion imagery tasks and both performances were correlated with verbal mental
age. However, we did not find any developmental changes in performance for either task
in the WS group. Performance scores for the self-motion imagery task in the WS group
were low, similar to the scores observed for the VPT2 in this population. These results
suggest that MR and VPT2 tasks involve different processes, and that these processes
develop differently in people with WS. Moreover, difficulty completing VPT2 tasks may
be partly because of an inability of people with WS to accurately simulate mental body
motion.

Keywords: Williams syndrome, visual perspective taking, mental rotation, developmental trajectory, children,

developmental disorder, reference frame

INTRODUCTION
Williams syndrome (WS) is a rare genetic disorder caused by
the deletion of approximately 25 genes on chromosome 7. The
prevalence of WS is between 1:20000 and 1:7500 (Stromme et al.,
2002; Meyer-Lindenberg et al., 2006). Although there is hetero-
geneity in the cognitive domains that are affected by WS (Porter
and Coltheart, 2005), several specific cognitive strengths and
weaknesses have been consistently reported in this population
(Bellugi et al., 2000; Meyer-Lindenberg et al., 2006; Martens et al.,
2008; Riby and Porter, 2010; Jarvinen et al., 2013). For instance,
the literature suggests that while language and auditory abili-
ties are generally preserved (Bellugi et al., 1990; Karmiloff-Smith
et al., 1997; Jordan et al., 2002; Brock, 2007), elements of visu-
ospatial cognition, such as perceptual grouping, mental imagery,
and global motion processing, are impaired (Bellugi et al., 1988;
Pezzini et al., 1999; Farran et al., 2001; Nakamura et al., 2001;
Atkinson et al., 2003, 2006; Hoffman et al., 2003; Farran and

Jarrold, 2004, 2005). The observed deficits in visuospatial pro-
cessing in people with WS may be due to atypical processing
in the construction, but not the modality, of perception (Farran
and Jarrold, 2003; Hoffman et al., 2003). Some evidence has also
suggested that such visuospatial deficits extend to the memory
domain (Vicari et al., 2003, 2005), and may, for instance, include
the abnormal representation of reference frames (Nardini et al.,
2008).

Neuroimaging research has indicated that visuospatial deficits
in individuals with WS may be caused by a dysfunctional dorsal
stream (Atkinson et al., 1997). Several atypical cortical structures
have been observed in this population, such as (1) a low density
of gray matter in the superior parietal regions (Reiss et al., 2004;
Eckert et al., 2005), including the intraparietal sulcus (Meyer-
Lindenberg et al., 2004), (2) bilateral reductions in the depth of
the intraparietal/occipitotemporal sulci (Kippenhan et al., 2005)
compared with controls, and (3) prominent folding abnormalities
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in the dorsal parietal cortex (Van Essen et al., 2006). Atypical
fractional anisotropy in the right superior longitudinal fascicu-
lus, which is associated with deficits in visuospatial construction,
has also been reported in individuals with WS (Hoeft et al., 2007).

One prominent social phenotype of people with WS is that
they display an empathetic nature and an extreme interest in
both familiar and unfamiliar people. This particular trait has
been termed “hypersociability” (Jones et al., 2000). Individuals
with WS are often able to retrieve explicit emotional informa-
tion from facial expressions (Gagliardi et al., 2003; Plesa-Skwerer
et al., 2006; Skwerer et al., 2006) and perceive human actions from
point-light motion (Jordan et al., 2002; Reiss et al., 2005; Hirai
et al., 2009). However, the ability of this population to interpret
emotional states seems to be atypical, such that they may have dif-
ficulty understanding unfamiliar facial expressions (Frigerio et al.,
2006; Porter et al., 2007) or retrieving information about intent
from motion (Van Der Fluit et al., 2012).

People with WS may have difficulty inferring the thoughts or
emotions of others, although research on this issue has produced
unclear results. An early WS study reported that individuals with
this disorder perform well in a location change task (Karmiloff-
Smith et al., 1995). Another study found that half of a group of
people with WS performed similarly to normal adults on a task
where participants were asked to identify complex emotional
states from photographs of eyes (Tager-Flusberg et al., 1998).
However, later studies of children with WS found impaired
mentalizing ability (Tager-Flusberg et al., 1997; Sullivan and
Tager-Flusberg, 1999; Tager-Flusberg and Sullivan, 2000). Porter
et al. (2008) reported a specific deficit in social understanding
in one of two WS subgroups, indicated by poor performance
on a non-verbal version of the theory of mind (ToM) task. This
effect persisted even when the effects of mental or chronological
age were removed. This finding suggests cognitive heterogeneity
in the social cognition of individuals with WS (Porter and
Coltheart, 2005).

Accumulating evidence shows that individuals with WS have
atypical cognitive abilities, such as hypersociability and impaired
visuospatial cognition. However, the mechanisms underlying
these deficits are unclear, as is the relationship between impaired
social cognition and impaired visuospatial cognition.

Visual perspective taking tasks can be used to assess connec-
tions between visuospatial and social cognitive processes. Visual
perspective taking has two levels: Level 1 visual perspective taking
(VPT1) refers to knowledge about which objects in one’s frame
of view are visible to another observer, while Level 2 visual per-
spective taking (VPT2) refers to the knowledge that two different
observers can have unique visual experiences of the same scene
or object (Flavell et al., 1984). Developmental psychological stud-
ies have shown that both levels are not acquired simultaneously.
Infants are first able to understand VPT1 at approximately 24
months (Moll and Tomasello, 2006). It is not until later, in the
preschool period, that individuals are able to understand VPT2
(Flavell, 1999). For instance, a recent study reported that 3-year-
old children are able to successfully complete a VPT2 task (Moll
and Meltzoff, 2011).

Several studies have investigated the connection between
different characteristics of cognitive tasks. For instance, one

behavioral study reported a clear relationship between the
performance of children aged 4–8 years on a ToM and a VPT2
task, but not between a ToM and a mental rotation (MR) task
(Hamilton et al., 2009). This suggests that ToM and VPT2 tasks
may have common cognitive processes that may not be required
for MR tasks. Therefore, the VPT2 task may be useful in assess-
ing mentalizing ability in individuals with WS. The notion that
ToM and VPT2 tasks may have common cognitive processes has
been supported by several neuroimaging findings. For instance, in
adults, the temporoparietal junction (TPJ) is activated by VPT2
tasks (Zacks et al., 2003b; Aichhorn et al., 2006) and false-belief
tasks (Saxe and Kanwisher, 2003). The importance of the TPJ
for performance on the above-mentioned tasks has been demon-
strated by lesion studies (Apperly et al., 2004) and transcranial
direct current stimulation studies (Santiesteban et al., 2012).
However, these studies reported no overlap in terms of the neu-
ral activities underlying the VPT2 and MR tasks, indicating that
differential brain networks are involved.

The current study comprised two experiments. The first
focused on developmental changes in MR and VPT2 task perfor-
mance in individuals with WS, and employed tasks developed by
Hamilton et al. (2009). In Experiment 1, we hypothesized that, (1)
in light of previous findings regarding deficient visuospatial skills
in individuals with WS, this population would have impaired MR
ability compared with normal controls, and (2) if individuals with
WS exhibited impaired mentalizing ability (Tager-Flusberg et al.,
1997; Tager-Flusberg and Sullivan, 2000; Porter and Coltheart,
2005; Porter et al., 2008), then VPT2 task performance would be
poor compared with normal controls.

In our preliminary experiment, we found that members of the
WS group consistently had difficulties completing the VPT2 task.
Therefore, our second experiment was designed to explore the
nature of these difficulties. Although a recent neuroimaging study
has demonstrated that different brain regions are involved in the
spatial transformation of oneself vs. another person (Mazzarella
et al., 2013), behavioral evidence suggests that spatial perspective
taking is an embodied cognitive process, in the sense that the par-
ticipant’s own body posture can interfere with performance on a
VPT2 task. This implies that cognitive processes underlying spa-
tial transformation of oneself and of others may overlap (e.g.,
Kessler and Thomson, 2010). Thus, differential performance on
VPT2 and spatial transformation tasks could help to explain the
difficulty observed in the VPT2 task in Experiment 1.

In Experiment 2, we manipulated the location of the partici-
pants with respect to an object (first-person location). We asked
the participants to either move to a new position or to imagine
that they had moved. Both manipulations were designed to match
the difficulty of the procedure in Experiment 1. If the expected
difficulties in VPT2 task completion in Experiment 1 were due to
defective mental body motion simulation in people with WS, then
this would reflect performance on the self-motion imagery task.

MATERIALS AND METHODS (EXPERIMENT 1)
PARTICIPANTS
Twenty-six people with WS (13 males and 13 females) partic-
ipated in the experiments (Table 1). Twenty participants were
recruited from our institute, and six were recruited through the
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Table 1 | Participants.

Group N (F/M) Chronological age Verbal mental age

mean (year) range mean (year) range

(years; months) (years; months)

WS 26 (13/13) 16.2 ± 7.2 (6;0–33;4) 7.46 ± 2.46 (3;3–11;1)

VMA 26 (13/13) 7.67 ± 2.7 (3;9–13;2) 7.62 ± 2.5 (3;5–12;3)

CA 26 (13/13) 16.3 ± 8.4 (6;5–40;6) N/A

(Mean ± SD).

Williams Syndrome Association in Aichi prefecture (Elfin Chubu,
Nagoya). All participants had been phenotypically diagnosed by
clinicians, with their diagnoses confirmed through positive fluo-
rescence in situ hybridization testing. The ages of the participants
ranged from 6 years 0 months to 33 years 5 months (mean age =
16 years and 2 months). Verbal intelligence was measured with the
Japanese version of the Picture Vocabulary Scale (JPVS) (Ueno
et al., 2008).

Fifty-two typically developed children, adolescents, and adults
were recruited from elementary schools, junior high schools, and
universities near the institute as control groups (Table 1). For
the verbal mental age-matched (VMA) group, 26 children (13
males) were selected to match individual JPVS scores obtained
from participants with WS. For the chronological age-matched
(CA) group, the ages of the control participants were individually
matched to the ages of the participants with WS.

ETHICAL CONSIDERATIONS
All children, their parents, and adult participants provided
informed consent. The study protocol was approved by the Ethics
Committee at the Institute for Developmental Research in the
Aichi Human Service Center.

THEORY OF MIND TESTING
As in previous studies (Tager-Flusberg and Sullivan, 2000;
Hamilton et al., 2009), we conducted the location change task
(Wimmer and Perner, 1983; Baron-Cohen et al., 1985) and the
unexpected contents task (Hogrefe et al., 1986) prior to conduct-
ing the MR and VPT2 tasks in the WS and VMA groups. Both
tasks were scored such that one point was given when a par-
ticipant successfully completed a ToM task; otherwise the score
remained at 0. Because all of the participants in the CA group
were above 6 years of age, they easily passed the ToM tasks.
Thus, we did not include their performance on these tasks in the
analysis.

MENTAL ROTATION TASK AND LEVEL 2 VISUAL PERSPECTIVE TAKING
TASK
As in a previous study (Hamilton et al., 2009), we conducted
two experimental tasks (MR and VPT2) in same session, with a
short (a few minutes) break between them. We performed three
familiarization trials to familiarize the participant with the exper-
imental settings prior to the first session. At the beginning of each
familiarization trial, a small toy (a dog) was placed on a square
turntable, which had distinctly colored sides. The participant was
shown a piece of paper in a transparent folder (to prevent any

damage to the paper) with four pictures of the toy, taken from
four perspectives (front, back, left, and right). The participant
was then asked: “Which dog are you looking at?” The partic-
ipant was instructed to point to the picture that matched the
perspective of the toy as it appeared on the turntable. After the
participant pointed to one of the four pictures, the toy was cov-
ered with a transparent bucket, and the participant was asked:
“When I lift the bucket, which dog will you see?” If the partic-
ipant made errors during the trials, the experimenter corrected
them. We initially found that the familiarization task was difficult
for young children with WS, so we decided to use a transparent
bucket.

Following the familiarization session, we conducted six trials
for each task (MR and VPT2). The task order was counterbal-
anced across participants. For each task, we put a toy in either a
front or back position for three trials, and then in a profile posi-
tion for three trials. We used six different toys (one for each task;
car, dump truck, loading shovel, reindeer, panda, and owl) to pre-
vent the participant from remembering the position of each toy,
and to draw their attention to the toy during the experiment. The
response sheet contained four pictures of each toy, taken from
four perspectives. These were placed in a random order to exclude
any response bias effects.

For the MR task, the experimenter told each participant to
“watch carefully” and then placed a new toy on the table. The
experimenter then showed the participant the response sheet and
asked them to point to the picture that matched the position
of the toy. This ensured that the participant was paying atten-
tion to the toy. The experimenter covered the toy with an opaque
bucket and turned the table 90◦ clockwise, 180◦, or 90◦ counter-
clockwise. After turning the table, the experimenter asked the
child: “If I lift the bucket, which “toy name” (i.e., “Panda” in
Figure 1A) will you see?” The participant was instructed to point
to the picture that they thought matched the position of the toy
(Figure 1A).

For the VPT2 task, the experimenter placed a toy on the table
and told the participant to “watch carefully.” The experimenter
then gave the participant the response sheet and asked them to
point to the picture that matched that position of the toy. The
experimenter covered the toy with the opaque bucket, took out
a doll from behind their back, and placed it on the left, right,
or far side of the table, away from the participant. The experi-
menter then shook the doll side to side to draw the participant’s
attention, and asked: “This is Ai-chan; when I lift the bucket,
which “toy name” (i.e., “Panda” in Figure 1B) will Ai-chan see?”
Emphasis was put on the word “Ai-chan” when asking the ques-
tion. The experimenter asked the participant to point to the
picture that matched the perspective of the toy that the doll would
see (Figure 1B).

The experiment was performed in a quiet playroom at our
institute. During the sessions, the experimenter provided moti-
vational feedback to the participant (e.g., “You are doing well!”)
to keep their attention focused on the task, irrespective of
their responses. We did not give any feedback regarding accu-
racy to the participants, and the experimenter told the partic-
ipants that there was no time limit within which they had to
respond.
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FIGURE 1 | Detail of the experimental procedure (a top-down view).

(A) mental rotation (MR), (B) level 2 of visual perspective taking (VPT2), (C)

self-motion (SM), and (D) self-motion-imagery (SMI). In all experimental
conditions, the experimenter began by confirming that the participants were

attending to the orientation of the toy. After covering the bucket and
completing the experimental manipulation, the experimenter asked the
participants to point to one of the pictures on the response sheet, shown at
the right side of the figure.

DATA ANALYSIS
We counted the number of participants who successfully com-
pleted each ToM task. Chi-square analysis was used to assess
performance across groups.

As per previous studies, we focused on correct answer
responses (Hamilton et al., 2009) and error responses (e.g.,
Samson et al., 2007) when analyzing the data from Experiment
1. Our preliminary observations suggested that younger chil-
dren tend to show an egocentric bias (i.e., even when the doll
was placed in a different position, their response was identi-
cal to the response they gave before the toy was covered with
the bucket) during the VPT2 task, as previously depicted in
the three-mountain paradigm (Piaget and Inhelder, 1956). We
defined this type of error as “egocentric-bias error”; and any other
error was defined as a “non-egocentric-bias error.” In our analysis,
we calculated the proportion of egocentric errors (the proportion
of egocentric errors made in relation to the overall number of
errors).

For statistical analysis, we applied a two-way mixed-design
repeated measures analysis of variance (ANOVA) to the correct
answers and the proportion of egocentric-bias errors. Group (WS,
VMA, and CA groups) was used as a between-subject factor, and
Task (MR and VPT2) was used as a within-subject factor.

We also analyzed correct responses based on performance in
the two ToM tasks. In this analysis, we focused on the data from
the WS and VMA groups, because the participants in the CA
group were all older than 6 years, as mentioned above. We defined
participants who passed both ToM tasks (i.e., the score was 2
points) as members of the ToM pass group. The two ToM tasks
had similar levels of difficulty, and so a participant who passed
one but not the other may just have been guessing. We applied a
Three-Way mixed-design repeated measures ANOVA to the cor-
rect responses. Group (WS and VMA) and ToM performance
(Pass group and Fail group) were used as between-subject fac-
tors, and Task (MR and VPT2) was used as a within-subject
factor.

If the sphericity assumption was violated, as indicated by
Mauchly’s sphericity test, then the Greenhouse–Geisser epsilon
coefficient was used to correct the degrees of freedom. Tukey’s
honestly significant difference test was applied for multiple com-
parisons. The F and P-values were then recalculated. A P-value of
< 0.05 was considered statistically significant.

In addition to these analyses, we adopted a developmental tra-
jectory approach (Thomas et al., 2009) to assess developmental
changes in task performance in both the WS and VMA groups.
We did not include the CA group in this analysis because their
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performance scores reached a ceiling level, and therefore, further
developmental changes could not be observed. For this analysis,
we calculated coefficients and evaluated improvements in perfor-
mance based on developmental changes in verbal mental age.

RESULTS (EXPERIMENT 1)
THEORY OF MIND TESTING
A comparison of the location change task scores from the three
groups revealed a significant difference in performance [χ2

(1) =
4.16, p < 0.05]. Further binomial testing revealed that signif-
icantly more than half of the participants in the VMA group
passed the test (p < 0.01), while this was not the case in the
WS group (p = 0.17). A comparison of the unexpected contents
task scores also revealed a significant difference in performance
[χ2

(1) = 11.5, p < 0.01]. Further binomial testing revealed that
significantly more than half of the participants in the VMA group
passed the test (p < 0.01), while this was not the case in the WS
group (p = 1.0). The results indicate that significantly more par-
ticipants in the VMA group passed the ToM tasks compared with
the WS group. Conversely, significantly more participants in the
WS group failed the ToM tasks compared with the VMA group
(Table 2).

MENTAL ROTATION TASK AND LEVEL 2 VISUAL PERSPECTIVE TAKING
TASK
To examine performance on the MR and VPT2 tasks, we
first compared the number of correct responses in each group
(Figure 2A). We observed significant effects of Group [F(2, 75) =
39.8, p < 0.01] and Task [F(1,75) = 50.7, p < 0.01], and a signifi-
cant two-way interaction between Group × Task [F(2,75) = 5.8,
p < 0.01]. Subsequent follow-up analyses revealed that perfor-
mance on the MR task was significantly greater than performance
on the VPT2 task for participants in the WS [F(1, 75) = 35.6,
p < 0.01] and VMA [F(1, 75) = 24.1, p < 0.01] groups. No sig-
nificant differences were observed in the CA group [F(1, 75) = 1.9,
p = 0.17].

In terms of group differences, we observed that the perfor-
mance of the WS group was worse than the performance of the
VMA (p < 0.01) and CA groups (p < 0.01) on the MR task,
although we found no difference between the VMA and CA
groups (p = 0.07). For the VPT2 task, performance scores from
the CA group were significantly better than scores from the VMA
(p < 0.01) and WS groups (p < 0.01). Performance scores from
the VMA group were significantly better than performance scores
from the WS group (p < 0.01).

In all groups, MR task scores were significantly above chance
[CA: t(25) = 60.2, p < 0.01; VMA: t(25) = 12.9, p < 0.01; WS:
t(25) = 4.7, p < 0.01]. In contrast, the scores from the WS group

Table 2 | Performance on two theory of mind tasks.

Group Unexpected contents task Location change task

WS 9/26 13/26

VMA 22/26 21/26

(Number of participants who passed the task/ Number of participants).

on the VPT2 task were not significantly better than chance
[t(25) = 1.6, p = 0.13]. The scores from the VMA group on the
VPT2 task [t(25) = 3.2, p < 0.01] and CA [t(25) = 12.8, p < 0.01]
were significantly above chance.

We also examined the proportion of egocentric-bias errors
(Figure 2B). The effects of Group [F(2, 75) = 7.06, p < 0.01] and
Task [F(1,75) = 59.2, p < 0.01] were significant, but the two-way
interaction between Group × Task [F(2, 75) = 1.10, p = 0.34] was
not. This suggests that the proportion of egocentric-bias errors
in the VPT2 task was significantly higher than that in the MR
task, for all groups. In terms of group differences, the propor-
tion of egocentric-bias errors in both the WS and VMA groups
(p < 0.01) was significantly higher than that in the CA group,
for both tasks. However, no significant differences were observed
between the WS and VMA group.

Regarding ToM task performance (Figure 3), we found that
the main effects of Group [F(1, 48) = 4.31, p < 0.05], ToM

FIGURE 2 | (A) Mean number of correct trials (max: 6) in the MR and VPT2
tasks for three groups [blue: Williams syndrome (WS) group; pink: verbal
mental age-matched (VMA) group; green: chronological age-matched (CA)
group]. (B) Mean proportion of egocentric errors (the proportion of
egocentric errors made in relation to the overall errors) for both tasks. Error
bars indicate standard error. ∗∗p < 0.01.
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FIGURE 3 | Mean number of correct trials (max: 6) in the MR and VPT2

tasks based on ToM task performance of two groups [blue: Williams

syndrome (WS) group; pink: verbal mental age-matched (VMA)

group]. ∗∗p < 0.01; ∗p < 0.05.

performance [F(1, 48) = 16.9, p < 0.01], and Task [F(1, 48) =
58.5, p < 0.01] were significant. Moreover, a three-way interac-
tion of Group × ToM performance × Task [F(1, 48) = 6.0, p <

0.01] was significant.
A follow-up analysis revealed that, for the VMA group, there

were significantly more correct responses on the VPT2 task in the
ToM pass group than in the ToM fail group [F(1, 96) = 21.3, p <

0.01]. This was not the case for the MR task [F(1, 96) = 1.26, p =
0.27]. For the WS group, there were significantly more correct
responses on the MR task in the ToM pass group than in the ToM
fail group [F(1, 96) = 4.41, p < 0.05]. This effect was not observed
for the VPT2 task [F(1, 96) = 1.90, p = 0.17].

Regarding group differences, the VMA children who passed
both ToM tasks had a significantly higher rate of correct VPT2
task performance than the individuals with WS who passed both
ToM tasks [F(1, 96) = 7.0, p < 0.01]. All other effects were not
significant (all Fs < 3.2, ps > 0.08).

Regarding differences in performance across tasks, the WS
group obtained significantly more correct answers in the MR task
than in the VPT2 task, regardless of ToM task performance [ToM
pass group: F(1, 48) = 16.6, p < 0.01; ToM fail group: F(1, 48) =
10.5, p < 0.01]. For the VMA participants, the above was true for
the ToM fail group [F(1, 48) = 36.2, p < 0.01], but not the ToM
pass group [F(1, 48) = 3.8, p = 0.06] in the VMA group.

We used a developmental trajectory approach to explore devel-
opmental changes in the WS and VMA groups in terms of correct
and egocentric-bias error responses for both tasks (Figure 4).
For the WS group, we observed a significant positive correla-
tion between verbal mental age and performance on the MR
(r = 0.47, p = 0.01) but not the VPT2 task (r = 0.02, p = 0.91).
For the VMA group, we observed significant positive correlations
between verbal mental age and performance for both the MR and

FIGURE 4 | Developmental trajectories for the number of correct

responses in (A) the MR task, and (B) the VPT2 task, for two groups

[blue: Williams syndrome (WS) group; pink: verbal mental

age-matched (VMA) group].

VPT2 tasks (MR task; r = 0.56, p < 0.01; VPT2 task; r = 0.70,
p < 0.01). In terms of egocentric-bias errors in the WS group,
we did not observe any significant correlations (MR: r = −0.25,
p = 0.22; VPT2: r = 0.01, p = 0.97). For the VMA group, we
observed a significant negative correlation for the VPT2 (r =
−0.57, p < 0.01) but not the MR task (r = −0.24, p = 0.24)
(Figure 5).

MATERIALS AND METHODS (EXPERIMENT 2)
PARTICIPANTS
The participants that took part in Experiment 1 also took part in
Experiment 2 (Table 1).

SELF-MOTION TASK AND SELF-MOTION-IMAGERY TASK
In Experiment 1, we found that the VPT2 task was more difficult
for individuals with WS than the MR task. The performance of
the WS group on the VPT2 task did not improve across develop-
ment, in contrast with performance on the MR task. This moti-
vated us to conduct a further experiment to explore alternative
explanations for the observed difficulty, such as impaired men-
tal simulation of one’s own body motion. Behavioral evidence
suggests that spatial perspective taking is an embodied cognitive
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FIGURE 5 | Developmental trajectories for the number of

egocentric-bias errors in (A) the MR task, and (B) the VPT2 task for

two groups [blue: Williams syndrome (WS) group; pink: verbal mental

age-matched (VMA) group].

process (Kessler and Thomson, 2010). Imagining one’s own bod-
ily motion can induce activation in distinct cortical regions, such
as the left posterior parietal cortex (Creem et al., 2001), or supple-
mentary motor areas (Wraga et al., 2005). Although these findings
suggest that the demands of the VPT2 task include embodiment
processes, it is likely that the neural activities involved in imagin-
ing one’s own bodily motion are distinct from those activated by
the VPT2. Thus, if we observed differential performance between
VPT2 tasks and tasks requiring one to imagine the motion of their
body, this might help to explain the difficulty observed in com-
pleting the VPT2 task in Experiment 1. To verify this possibility,
we designed an experiment in which we manipulated the position
(perspective) of the participant, instead of asking the participant
to imagine a third-person perspective, as in Experiment 1. In
Experiment 2, therefore, we introduced two experimental tasks,
self-motion (SM) and self-motion imagery (SMI), in an attempt
to match the task difficulty to that of Experiment 1.

For the SM condition, the experimenter placed a toy on a table
and asked the participant to point to the picture on the response

sheet (described in the methods for Experiment 1) that matched
the position of the toy. This was done to make sure that the par-
ticipant was paying attention to the toy. The experimenter then
covered the toy with the opaque bucket and another experimenter
gently took the participant’s arms or shoulders to guide them in
changing his or her location (to the left, right, or far side of the
table with respect to the original position). After guiding the par-
ticipant to the new position, the experimenter asked: “If I lift the
bucket, which “toy name” (i.e., “Panda” in Figure 1C) will you
see?” The participant was instructed to point to the picture that
matched the perspective of the toy that they would see from their
new position (Figure 1C).

For the SMI condition, the procedure was the same as in
the SM condition, except that the experimenter pointed to a
location (left, right, or far side of the table) instead of guiding
the participant to that position. Before pointing to the loca-
tion, the experimenter made sure that the participant under-
stood the concept of imagining self-movement. The experi-
menter then asked the participant: “If you moved to this posi-
tion and I lifted the bucket, which “toy name” (i.e., “Panda”
in Figure 1D) would you see?” The participant was asked
to point to the picture that matched the perspective of the
toy that they would see from their new imagined position
(Figure 1D).

Other than those detailed above, the experimental procedures
were identical to those in Experiment 1. Six trials were performed
for each task and the task order was counterbalanced across par-
ticipants. The experiment was conducted in the same room as
Experiment 1.

DATA ANALYSIS
As in Experiment 1, a Two-Way ANOVA was applied to the cor-
rect responses and the proportion of egocentric-bias errors. In
the analysis, Group (WS, VMA, and CA groups) was used as a
between-subject factor, and Task (SM and SMI) was used as a
within-subject factor.

In addition to the ANOVA, we used the same methods as in
Experiment 1 to analyze correct and incorrect ToM task responses
for the WS and VMA groups. For each ToM task, a three-way
mixed-design repeated measures ANOVA was applied to the cor-
rect responses. Group (WS and VMA) and ToM performance
(Pass group and Fail group of participants) were used as between-
subject factors, and Task (SM and SMI) was used as a within-
subject factor. If the sphericity assumption was violated as per
Mauchly’s sphericity test, then the Greenhouse–Geisser epsilon
coefficient was used to correct the degrees of freedom. Both the
F and P-values were then recalculated. A P-value of < 0.05 was
considered statistically significant.

In addition to these analyses, we adopted a developmental
trajectory approach to assess developmental changes in task per-
formance for both the WS and VMA groups (Thomas et al.,
2009). As in Experiment 1, we did not apply this analysis to
the CA group because their performance scores reached a ceil-
ing level, thus, preventing further developmental changes from
being observed. For this analysis, we calculated coefficients and
evaluated improvements in performance based on developmental
changes in verbal mental age.
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RESULTS (EXPERIMENT 2)
To examine performance on the SM and SMI tasks, we applied
an ANOVA to the number of correct responses (Figure 6A).
We found that the effects of Group [F(2, 75) = 59.8, p < 0.01]
and Task [F(1, 75) = 6.7, p < 0.05] were significant. A two-way
interaction between Group × Task was marginally significant
[F(2, 75) = 2.5, p = 0.09]. This suggests that performance on the
SM task was significantly better than performance on the SMI
task, for all groups. With respect to group differences, the CA
group performed significantly better than the VMA (p < 0.01)
and WS (p < 0.01) groups. Performance in the VMA group was
better than performance in the WS group (p < 0.01).

We also examined the proportion of egocentric-bias errors
(Figure 6B). The effects of Group [F(2, 75) = 10.4, p < 0.01] and
Task [F(1, 75) = 18.7, p < 0.01] were significant, but the two-way
interaction between Group × Task [F(2, 75) = 1.18, p = 0.31] was

FIGURE 6 | (A) Mean number of correct trials (max: 6) in the SM and SMI
tasks for three groups [blue: Williams syndrome (WS) group; pink: verbal
mental age-matched (VMA) group; green: chronological age-matched (CA)
group]. (B) Mean proportion of egocentric errors (the proportion of
egocentric errors made in relation to the overall errors) for both tasks. Error
bars indicate standard error. ∗∗p < 0.01.

not. This indicates that the proportion of egocentric-bias errors
was significantly higher in the SMI task than the SM task, for
all groups. With respect to group differences, the proportion
of egocentric-bias errors in both the WS (p < 0.01) and VMA
(p < 0.01) groups was significantly higher than that in the CA
group. However, no significant differences were observed between
the WS and VMA groups.

In all groups, SM task performance was significantly above
chance [CA: t(25) = 54.7, p < 0.01; VMA: t(25) = 8.52, p < 0.01;
WS: t(25) = 2.18, p < 0.05]. In contrast, the performance of the
WS group on the SMI task was not significantly better than chance
[t(25) = 0.61, p = 0.54]. Performance in the VMA [t(25) = 7.02,
p < 0.01] and CA [t(25) = 33.7, p < 0.01] groups on the SMI task
was significantly better than chance.

Regarding the relationship between ToM task performance
and the number of correct responses (Figure 7), we found a sig-
nificant main effects of Group [F(1, 48) = 12.5, p < 0.01], ToM
performance [F(1, 48) = 34.6, p < 0.01], and Task [F(1, 48) =
8.06, p < 0.01]. No other interactions were significant [all Fs <

2.9, ps > 0.09]. This suggests that the VMA group performed sig-
nificantly better than the WS group, and that the members of the
ToM pass group performed significantly better than the mem-
bers of the ToM fail group. Moreover, SM task performance was
significantly greater than SMI task performance.

The results of the developmental trajectory analysis indi-
cated significant positive correlations between verbal mental age
and correct performance in the VMA group for both the SM
(r = 0.69, p < 0.01) and SMI (r = 0.62, p < 0.01) tasks. No
significant effects were observed in individuals with WS (SM task:
r = 0.26, p = 0.19; SMI task: r = 0.15, p = 0.46) (Figure 8).
With respect to egocentric-bias errors, we observed a significant
negative correlation with the SMI (r = −0.44, p < 0.01), but not

FIGURE 7 | Mean number of correct trials (max: 6) in the SM and SMI

tasks based on ToM task performance for two groups [blue: Williams

syndrome (WS) group; pink: verbal mental age-matched (VMA)

group]. Error bars indicate standard error. ∗∗p < 0.01.
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FIGURE 8 | Developmental trajectories for the number of correct

responses in (A) the SM task, and (B) the SMI task for two groups

[blue: Williams syndrome (WS) group; pink: verbal mental

age-matched (VMA) group].

the SM task in the VMA group (r = −0.31, r = 0.13). We did not
observe any significant correlations in the WS group (SM task:
r = −0.26, p = 0.19; SMI task: r = −0.27, p = 0.19) (Figure 9).

We found similar correct responses and egocentric-bias error
patterns between the MR and VPT2 tasks in Experiment 1, and
between the SM and SMI tasks in Experiment 2. Thus, it is pos-
sible that MR and SM tasks engage similar mental processes.
However, the results of the developmental trajectory analysis of
the WS group indicated that, while MR performance significantly
improved, SM performance did not. Therefore, we directly com-
pared MR and SM task performance and found that the SM task
performance was significantly worse than MR task performance
in the WS group (p < 0.001), but not in the VMA (p = 0.06) and
CA (p = 0.89) groups. We also directly compared VPT2 and SMI
task performance and found that performance on the SMI task
was significantly better than that on the VPT2 task in the VMA
group (p < 0.01). This was not the case for the WS (p = 0.20)
and the CA groups (p = 0.17). This data was affected by the fact
that performance in the CA group for both tasks reached a ceiling
level while performance in the WS group for both tasks was at
chance level.

FIGURE 9 | Developmental trajectories for the number of

egocentric-bias errors in (A) the SM task and (B) the SMI task for two

groups [blue: Williams syndrome (WS) group; pink: verbal mental

age-matched (VMA) group].

DISCUSSION
To the best of our knowledge, the current study is the first to inves-
tigate both MR and VPT2 task performance in individuals with
WS, while considering developmental changes and the potential
mechanisms that lead individuals with WS to exhibit impaired
performance on the VPT2 task.

In Experiment 1, we found that people with WS performed
poorly on MR and VPT2 tasks compared with normal con-
trols. In terms of developmental trajectory, we found that in
people with WS, MR task performance improved significantly
with development, while VPT2 task performance did not. In
Experiment 2, we manipulated the physical location of par-
ticipants to investigate the source of difficulties that people
with WS experience when completing VPT2 tasks. We intro-
duced two experimental conditions: a self-motion task and a
self-motion-imagery task. We found that both SM and SMI task
performance was lower in the WS group than in control individu-
als. Moreover, task performance in the WS group did not improve
with development, in contrast with the results of the control
group.
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Our findings can be summarized in three main points. First,
the mental processes involved in the MR and VPT2 tasks were
distinct, while the requirements of the VPT2 task were related to
performance on the ToM tasks, as previously reported. Second,
while processes related to MR tasks tend to develop slowly, pro-
cesses related to VPT2 tasks seem to be impaired in individuals
with WS (Experiment 1). Third, the poor VPT2 task performance
previously observed in people with WS appears to be due to dif-
ficulty transitioning between the participant’s perspective and a
third-person perspective, and may also involve defective mental
simulation of one’s own body motion (Experiment 2).

Concordant with previous studies that investigated MR task
performance in individuals with WS (Farran et al., 2001; Stinton
et al., 2008), MR task performance was poor in people with WS
compared with control individuals. As in a previous study that
used a geometric figure with various orientations (Stinton et al.,
2008), we found that performance in the VMA group was bet-
ter than that in the WS group. However, contrary to the findings
of Stinton et al. (2008), our results indicated that MR task per-
formance in individuals with WS was significantly above chance.
This discrepancy may be due to the fact that Stinton et al. (2008)
used geometric shapes, which may have been less familiar to
participants, while we used more familiar objects, such as toy
animals, dolls, and cars. This discrepancy in familiarity may be
related to differences in the amount of attention that the partici-
pants gave to the objects. As Hamilton et al. (2009) pointed out,
the current task was relatively easy; that is, it consisted simply of
pointing to one of four pictures. This minimized the need for ver-
bal ability (Huttenlocher and Presson, 1973). Thus, the current
task might have required a cognitive load that was lower than that
of the task used by Stinton et al. (2008). This may have resulted
in more attention being directed at the target objects, leading to
better performance compared with the previous findings.

The correct responses in the VPT2 task were not significantly
better than chance for the WS group, but were significantly bet-
ter than chance in the VMA group. We adopted an experimental
paradigm used by Hamilton et al. (2009), and so it is not surpris-
ing that performance in the VPT2 task in the VMA group was
similar to their findings from children aged 6–10 years, whose
performance was significantly above chance (Hamilton et al.,
2009). Studies that have used a more complex VPT2 task or an
appearance-reality task have reported that children do not reliably
perform well until approximately 5–6 years of age (Flavell et al.,
1986). Thus, VPT2 task performance seems to be task-dependent.

As Hamilton et al. (2009) noted, “the relationship between
VPT2 and mentalizing supports the idea that the VPT2 should
be considered a mentalizing task.” Further analysis in our study
revealed that VPT2 task performance reflected ToM task perfor-
mance in the VMA group, but not in the WS group. Additionally,
VPT2 task performance in VMA children who passed the ToM
tasks was significantly better than that in VMA children who
failed the tasks. However, this difference was not observed for
the MR task. Contrary to the results from the VMA group, we
found a significant difference on the MR task, but not on the
VPT2 task, in the WS group. This may be due to the overall low
performance of WS participants on the VPT2 task. As a result,
no significant effects were observed, in contrast with the findings

from the MR task. Moreover, as we did not find a clear interaction
between ToM task performance and SM/SMI task performance in
Experiment 2, it appears that neither task is sensitive to ToM task
performance.

Therefore, our findings indicate that mentalizing ability might
be impaired among some individuals with WS. This interpreta-
tion supports the view that socio-cognitive impairments are a
component of WS (Tager-Flusberg and Sullivan, 2000). It should
be noted that we found only two participants in the WS group
who received a nearly perfect score (5 points) in the VPT2 task
(Figure 3) and successfully completed both the location change
and unexpected contents tasks. Concordant with this view, Porter
et al. (2008) reported a specific deficit in social understanding
within one of two WS subgroups using a non-verbal version of
the ToM task. This deficit was observed even when the effects of
mental or chronological age were controlled.

The developmental trajectory approach (Thomas et al., 2009)
revealed differential developmental differences between the MR
and VPT2 tasks in the VMA and WS groups. Whereas task success
in the VMA group significantly improved with development in
both tasks, in the WS group, development only improved MR task
performance. Because both tasks were closely matched in terms
of task difficulty (Hamilton et al., 2009), these findings suggest
distinct mental processes. In the WS group, the processes related
to the MR task appear to develop slowly while those related to the
VPT2 task remain impaired regardless of development.

Recent neuroimaging reports suggest that differential brain
regions are activated during MR and VPT2 tasks. For instance, the
right inferior parietal sulcus is involved in a MR task (Harris et al.,
2000; Podzebenko et al., 2002; Harris and Miniussi, 2003; Zacks
et al., 2003a; Zacks, 2008) and the TPJ region plays an important
role in completing a VPT2 task (Zacks et al., 2003b; Samson et al.,
2004, 2005; Aichhorn et al., 2006; Santiesteban et al., 2012).

Considering the possibility of an abnormal dorsal stream in
individuals with WS (Atkinson et al., 1997) in addition to the
neuroimaging findings outlined above, it is plausible that the
delayed development in MR task performance observed in our
WS group may be associated with an atypical brain structure or
atypical activation in dorsal brain regions. In line with this possi-
bility, several studies have shown the existence of several atypical
cortical structures in people with WS, such as reduced gray mat-
ter density in the superior parietal regions (Reiss et al., 2004;
Eckert et al., 2005), including the intraparietal sulcus (Meyer-
Lindenberg et al., 2004), bilateral reductions in sulcus depth in the
intraparietal/occipitotemporal sulcus (Kippenhan et al., 2005),
and prominent folding abnormalities in the dorsal parietal cor-
tex (Van Essen et al., 2006). Atypical fractional anisotropy in the
right superior longitudinal fasciculus, which is associated with
deficits in visuospatial construction, has also been reported in WS
individuals (Hoeft et al., 2007).

Although reduced activation has been reported in the infe-
rior parietal cortices (Mobbs et al., 2007), there is little evidence
of cortical abnormalities in the TPJ region in individuals with
WS (Eckert et al., 2005). Therefore, the observed impaired VPT2
task performance of individuals with WS may be due to corti-
cal abnormalities in other regions. A recent study showed that
differential cortical regions, such as the right inferior frontal
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gyrus and the dorsomedial prefrontal cortex, are involved in spa-
tial tasks concerning the location of the self (Mazzarella et al.,
2013). Furthermore, as several studies suggest that spatial per-
spective taking is an embodied cognitive process (May, 2004;
Zacks and Michelon, 2005; Keehner et al., 2006; Kessler and
Thomson, 2010), it is possible that impaired VPT2 task perfor-
mance is related to the defective mental simulation of one’s own
body motion. Supporting this view, the results of Experiment 2
clearly indicate that SMI task performance in people with WS
is significantly worse than that of normal controls. This sug-
gests that people with WS experience difficulty updating the
mental representation of their own perspective as it relates to
the imagery of their bodily motion. Furthermore, our direct
comparison between performance in the MR and SM tasks
revealed that individuals with WS also have difficulty updating
the mental representation of their own perspective as it relates
to their physical bodily motion. Concordant with our findings,
Nardini et al. (2008) investigated developmental changes for
both body- and environmental-based reference frames in indi-
viduals with WS. They found no developmental improvement
in the participant-move (body-based frame of reference) con-
dition, but did find developmental changes in the array-move
(environment-based frame of reference) condition. Considering
these findings, the difficulty in VPT2 task performance observed
in people with WS might be due to impaired simulation of the
motion of one’s own body. As outlined above, neuroimaging lit-
erature has indicated that the left posterior parietal cortex (Creem
et al., 2001) or supplementary motor areas (Wraga et al., 2005),
insula, and hippocampus (Lambrey et al., 2012) are involved
in imagined rotations of one’s self. Further studies are required
to address these points and explore the cognitive and neural
mechanisms underlying the task of adopting the viewpoint of
another person, as well as the simulation of movement of one’s
own body.

In addition to correct responses (Hamilton et al., 2009), we
analyzed patterns of error responses and found that egocentric-
bias errors were significant in both the VPT2 and SMI tasks
compared with the MR and SM. We observed significant reduc-
tions in egocentric-bias errors with subsequent development in
the VMA group, but not in the WS group. This finding seems to
be concordant with initial observations in the literature, which
suggest that children aged 4–6 years typically report their own
perspective (Piaget and Inhelder, 1956). We speculate that the
consistent egocentric-bias error found in the WS group might
reflect executive dysfunction (Jawaid et al., 2012) because previ-
ous behavioral studies have reported a close relationship between
executive function ability and the theory of mind (Frye et al.,
1995; Hughes, 1998; Perner and Lang, 2000; Carlson and Moses,
2001; Perner et al., 2002; Kloo and Perner, 2003; Carlson et al.,
2004; Sabbagh et al., 2006).

In conclusion, our findings can be summarized in three points.
First, we found that VPT2 task performance was lower than
MR task performance in individuals with WS, and both per-
formance scores were lower than those of the control groups.
Second, we observed delayed developmental improvement in
MR task performance and consistently impaired VPT2 task per-
formance, irrespective of development, in individuals with WS.

Third, the findings of our second experiment indicate that dif-
ficulties faced by people with WS in terms of VPT2 task perfor-
mance (Experiment 1) may be due to defective mental simulation
of the motion of one’s own body.
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Impairments in social cognition are a key symptom of autism spectrum disorder (ASD).
People with autism have great difficulty with understanding the beliefs and desires
of other people. In recent years literature has begun to examine the link between
impairments in social cognition and abilities which demand the use of spatial and
social skills, such as visual perspective taking (VPT). Flavell (1977) defined two levels
of perspective taking: VPT level 1 is the ability to understand that other people have a
different line of sight to ourselves, whereas VPT level 2 is the understanding that two
people viewing the same item from different points in space may see different things. So
far, literature on whether either level of VPT is impaired or intact in autism is inconsistent.
Here we review studies which have examined VPT levels 1 and 2 in people with autism
with a focus on their methods. We conclude the review with an evaluation of the findings
into VPT in autism and give recommendations for future research which may give a clearer
insight into whether perspective taking is truly impaired in autism.

Keywords: visual perspective taking, autism spectrum disorder, spatial transformations, social cognition, spatial

cognition, theory of mind

Visual perspective taking (VPT) is the ability to see the world
from another person’s perspective, taking into account what they
see and how they see it (Flavell, 1977). In order to perform VPT
successfully a person must draw upon both spatial and social
information. The spatial information used in VPT includes the
current position of both the viewer and the target and the posi-
tion of objects in the environment in relation to the self and others
(Zacks et al., 2003; Kessler and Thomson, 2009; Kessler and Wang,
2012). For instance, you are sitting at a table with a friend drink-
ing tea, the sugar pot is on their left hand side and the teapot is
oriented with the handle toward your friend. The social informa-
tion used in VPT involves the simultaneous representation of two
differing points of view, taking into account whether someone
else can see an object, or how they see that object (Aichhorn et al.,
2006). For example, your friend can see the handle of the teapot
while you see the spout. By interpreting the spatial relationships
between objects in a social framework it becomes possible to form
a rich representation of differing viewpoints which are useful in a
variety of social tasks.

Impairments in social skills are a key symptom of autism spec-
trum disorder (ASD) (Baron-Cohen, 1995; Happe, 1995; Frith
and Frith, 2007; Frith, 2012; Senju, 2012). Research has shown
that people with autism have particular difficulty with theory
of mind (ToM) and representing differing beliefs (Baron-Cohen
et al., 1985; Baron-Cohen, 1995; Happe, 1995; Baron-Cohen et al.,
1997; Frith, 2001; Senju et al., 2009; Senju, 2012). Some theo-
rists believe that ToM and VPT share common cognitive processes
(Hamilton et al., 2009) as they both involve the simultaneous rep-
resentation of two differing points of view (Aichhorn et al., 2006).
If this is the case then we may expect that people with autism
would be impaired at VPT as well as ToM. However, others have

suggested that VPT and ToM are completely separate constructs
and that it is entirely possible to be impaired at one and not the
other (Leslie, 1987). Studies of whether VPT is intact in autism
have been inconsistent (Reed and Peterson, 1990; Tan and Harris,
1991; Yirmiya et al., 1994; Hamilton et al., 2009). The focus of
this review will be to examine studies of VPT in autism, assessing
evidence for the existence of impairment. It will also consider the
relationship between VPT and ToM, as well as the contribution of
spatial abilities in VPT. We hope to set out a clear distinction for
testing different types of VPT in autism as well as recommenda-
tions for experimental paradigms which may help to answer the
question of whether these abilities may be impaired.

VISUAL PERSPECTIVE TAKING
There are two different levels of VPT outlined in the litera-
ture (Flavell, 1977). VPT level one (VPT1) is the basic ability to
judge what a person can and cannot see (i.e., whether an item
is occluded from their line of sight). The development of VPT1
marks the period at which children begin to understand that other
people may be able to see different things, for example, know-
ing that if a toy is behind a parent that they will not see it until
they turn around. VPT1 has been measured using a variety of
tasks which require children to identify whether an adult can
see an item which may/may not be occluded (Masangkay et al.,
1974; Flavell et al., 1981). VPT level two (VPT2) is the ability to
understand that two different people viewing a scene or object
simultaneously do not necessarily see objects in the same way
(Flavell, 1977). Tasks measuring VPT2 require a participant to be
able to say how someone else sees an object or scene, for example,
if you are standing opposite another person looking at a car, they
may see the back of the car and you may see the front.
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The development of VPT skills occur in succession, with VPT1
developing first followed by VPT2 (Flavell, 1977). Currently, it is
thought that VPT1 develops between the ages of 18–24 months
in typical children (Flavell et al., 1981; Moll and Tomasello, 2004,
2006; Moll et al., 2007) and VPT2 later at around 4–5 years old
(Gzesh and Surber, 1985). Recent advances in the field of ToM
research have shown that by using more implicit measures which
are less reliant on language (such as eye tracking) we can find evi-
dence of ToM skills earlier in infancy (Southgate et al., 2007). It
has also been suggested that VPT1 may be able to operate in a
spontaneous and implicit fashion (Samson et al., 2005; Surtees
et al., 2012). Studies of VPT to date have used only explicit mea-
sures in their methodology (i.e., asking a child to point to an item
or verbally report where someone is looking). Thus, it is possi-
ble that if implicit measures similar to those of Southgate et al.
(2007) were used to examine VPT we may find that it develops
earlier than previously thought.

Recently, efforts have been made to provide a clear distinc-
tion between VPT levels 1 and 2, and there are several ways
in which this division can be drawn. This includes reference to
embodiment, implicit/explicit processing, and dyadic/triadic rep-
resentations. Surtees et al. (2013) makes a distinction based on
embodiment. He suggests that VPT1 tasks require only visual
(line of sight) information and not an egocentric embodied trans-
formation, while VPT2 tasks require greater spatial information
processing including the full transformation of the participant’s
viewpoint to that of the target. A different distinction is based on
implicit/explicit processing. Samson et al. (2005) suggest VPT1
can occur implicitly and spontaneously. She presented partici-
pants with images of a room in which there was a human avatar
and colored disks on the walls. Participants were asked to judge
how many disks they could see or how many the avatar could see.
The number of disks visible to the participants and the avatar were
not always the same (for example, sometimes the avatar could
not see all of the disks), creating perspective congruent and per-
spective incongruent conditions. The authors found that typical
adults’ responses were slower and less accurate when the avatar’s
view was incongruent with their own, suggesting that they implic-
itly coded the avatar’s visual perspective (implicit VPT1) even
when not required to by the task. A third way to distinguish VPT1
and 2 focuses on the number of relationships that a participant
must encode in order to perform. Warreyn et al. (2005) argue
VPT1 is based upon the use of dyadic representations whereas
VPT2 is reliant on triadic representations. Dyads involve a rep-
resentation of the relationship between a person and an object
independent of the self (i.e., Jim can see the cat). Dyadic repre-
sentations appear to be based upon the use of eye gaze following
and line of sight (Warreyn et al., 2005). Triadic representations,
involve coding the relationship between the self, another and an
object (i.e., I can see the cat’s tail whereas Jim can see the cat’s
nose). It remains to be seen which of these three types of division
between level 1 and level 2 VPT is more valuable in understanding
the overall phenomenon of perspective taking.

The present review focuses on studies of VPT in autism, where
these distinctions have seldom been made clear. Previous studies
suggest that embodiment may be reduced in autism (Brunye et al.,
2012; Kessler and Wang, 2012; Eigsti, 2013) which would imply

that VPT1 should be intact but VPT2 impaired. In contrast, stud-
ies pointing to abnormal implicit ToM (in the presence of normal
explicit ToM) (Senju, 2012) would predict that VPT1 should be
harder in autism than VPT2. However, this might only be the case
when VPT1 and 2 are tested with appropriately implicit methods,
which has rarely been the case. Finally, it has been suggested that
dyadic representation is intact in autism while triadic represen-
tation is impaired (Leekam et al., 1997). This implies that VPT1
should be normal in autism while VPT2 might not be. We revisit
the issue of how VPT performance in autism relates to the key
cognitive differences between VPT1 and VPT2 in the discussion.

One of the issues in assessing VPT in autism is the variety of
methodologies that have been used. It has been suggested that
people with autism may find some tasks easier to perform than
others (Langdon and Coltheart, 2001) making it difficult to assert
whether a lack of impairment is a result of intact VPT skills or the
task used. Studies of VPT can be categorized by the types of ques-
tions they use (Figure 1). Most often studies focus on questions
about item appearance (“turn it so I can see the ___”) or loca-
tion (“which side of the person is the counter?”), as well as viewer
or object rotations (“imagine yourself at the blue side of the table”
vs. “turn it so that you can see the apple”). Studies which examine
VPT1 are most likely to ask questions about line of sight (“can
this person see an object”) rather than questions about the items
appearance from different viewpoints, which is a level 2 VPT skill
(Figure 1).

Evidence for intact/impaired VPT1 and VPT2 in autism has
so far been inconsistent, with studies showing evidence for both
(Hobson, 1984; Leslie and Frith, 1988; Tan and Harris, 1991;
Yirmiya et al., 1994; Leekam et al., 1997; Warreyn et al., 2005;
Hamilton et al., 2009). Here we will examine studies and the
methods they have used, taking into account what they add to
the study of VPT in autism.

INCLUSION CRITERIA
An exhaustive search of the literature on VPT in autism was
conducted using PubMed, web of science and Google Scholar.
The search terms entered were “autism”/“ASD” and “visual per-
spective taking”/“VPT.” Thirteen papers were identified which
appeared to fit these criteria. All 13 papers examining VPT in
autism have been included in this review.

Though studies aim to examine either VPT1 or VPT2, many
of the tasks that have been used to test VPT could be completed
using either, i.e., some VPT2 tasks could be completed using a
simple line of sight VPT1 strategy. Here we discuss all studies
which have examined VPT in autism and evaluate whether they
fall into the category of VPT1 or VPT2.

VPT IN AUTISM
VPT has often been examined using tasks which ask questions
about item visibility (Moll and Tomasello, 2004). In these stud-
ies, the child is presented with an item which is either in view or
occluded from an adult. The child has to respond to whether the
adult can see the item. Explicit studies of item visibility in typi-
cally developing (TD) children have shown that they are able to
respond accurately from around 2 years old (Moll and Tomasello,
2004, 2006). Hobson (1984) examined VPT in adolescents with
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FIGURE 1 | Example of different ways in which VPT can be examined.

(A) Line of sight paradigms ask questions about whether a person can see an
item, for example, “can the person on the far side of the table see the sugar
bowl?” (B) Item appearance paradigms ask questions about how an item
would appear from different points of view, for instance, “would the person
on the far side of the table see the front of the cereal box?” (C) Laterality
paradigms ask questions about the position of certain items, for instance, “is
the milk to the left or right hand side of the cereal box?” (D) Item location

paradigms ask questions about the prepositional location of items, for
instance, “is the sugar bowl behind the cereal box?” (E) Array paradigms ask
questions about the arrangement of the items in relation to each other-the
way in which the array appears. For instance, participants may be shown an
arrangement and asked “does the table look like this?” (F) Rotation
paradigms ask questions about what items would look like if they were
rotated to a different orientation, for instance, “if the cereal box was turned
90◦, what would you see?”

autism and VMA (verbal mental age) matched TD children using
a “hide and seek” game paradigm, and found that the ability to
perform VPT was intact. Participants were presented with a dis-
play which included hiding holes and two figures. The participant
had to “hide” their figure from the other, indicating in which hole
the figure would need to be placed so that they would not be seen.
The participants with autism performed similarly to the ability
matched TD children. These results have since been replicated
using a similar hiding paradigm (Reed and Peterson, 1990; Tan
and Harris, 1991; Reed, 2002). The findings from these studies
suggest that children with ASD are able to understand the concept
of “hiding” and what other people can see.

VPT has also been examined using line of sight paradigms.
Leslie and Frith (1988) used a line of sight paradigm to investigate
VPT in children with autism. Participants were presented with a
scene in which a doll sat on one side of a cardboard screen and
a counter was placed on the same side as the doll, or the oppo-
site side. The child had to respond to whether the doll could see
the counter. All of the autistic children were able to complete the
task, suggesting that they had a basic understanding of what the
doll could and could not see.

Baron-Cohen (1989) used a line of sight paradigm to exam-
ine VPT in children with autism and a group of TD children.
Children were presented with a task in which an experimenter
would orient their gaze or body toward one of six items surround-
ing the child and the child would have to identify which item the
experimenter was looking to. The results showed that 92.5% of
the children with ASD passed the task compared to 94.4% of TD
children, suggesting VPT to be intact in the ASD group. Baron-
Cohen’s study has been replicated since, though findings have not
been quite as clear. Leekam et al. (1997) compared a group of
ASD children to a group of VMA matched typical children on

Baron-Cohen’s perspective taking task. Though results showed
no significant difference between the groups, there was a ceiling
effect in the TD group (100%) whereas the ASD group scored on
average much lower (66.6%). They also found that VMA was a
significant predictor of performance, with those of lower VMA
showing more difficulty with the task.

Warreyn et al. (2005) also conducted a replication of Baron-
Cohen (1989) and found that young children with autism per-
formed worse on the VPT task compared to age matched TD
children. Similarly to Leekam et al. (1997), they found VMA to
be a significant predictor of VPT ability. The authors suggested
that VPT may develop later in children with autism and that they
may be delayed compared to TD children.

All of the studies presented above (Hobson, 1984; Leslie and
Frith, 1988; Baron-Cohen, 1989; Reed and Peterson, 1990; Tan
and Harris, 1991; Leekam et al., 1997; Reed, 2002; Warreyn et al.,
2005) can be classified as Level 1 VPT tasks on the basis that they
examine line of sight.

VPT has also been examined using questions about item
appearance. Mizuno et al. (2011) used a paradigm similar to that
of Masangkay et al. (1974), in which adults with autism were
shown a picture card with two sides. Participants were asked to
identify which side they would see or another person would see
in two different VPT conditions. In the first condition partici-
pants were asked a “what” question (“what can I see?” or “what
can Sarah see?” vs. “What can you see?”). In the second condition
they were asked a “who” question (i.e., “who will see the car-
rot?”). Results showed that participants with autism were slower
in the “what” condition than in the “who” condition. The authors
argued that this was a result of difficulty switching between per-
sonal pronouns (“what can you see?” requires the participant to
make the link between “you” being themselves’), which people
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with autism often find difficult (Lee et al., 1994). As the study
uses a classic VPT1 paradigm, it seems most appropriate to label
this a VPT1 task.

Hobson (1984) compared children with autism to a group
of younger, VMA matched typical children. To examine VPT,
Hobson used an object appearance task in which children had to
identify the viewpoint of a third person (a doll). Typical and ASD
children were presented with a cube which had a different color
on each vertical face. The child was given a chance to familiar-
ize themselves with the cube. Once familiarized the experimenter
would place a doll (Fred) at one side of the cube and ask “Fred
sits here, which colour can he see?” or “place Fred so he can see the
___.” The child was then given a second doll (Mary) and asked to
“put Mary so that Mary sees the same as Fred sees.” Results showed
that there was no significant effect of group, with the ASD chil-
dren performing similarly to the typical children. Hobson did
find a significant effect of verbal ability in the ASD group, with
higher functioning ASD children performing better. This is con-
sistent with the findings from Warreyn et al. (2005) and (Leekam
et al., 1997), and suggests that verbal ability may be an impor-
tant predictor of VPT. It is also worth noting that neither group
performed at ceiling level in Hobson’s task meaning any group
differences should be clear. As the task could be completed using
a VPT1 strategy in which participants use line of sight to respond
rather than performing a first person transformation it seems
appropriate to define this as a level one VPT task.

Reed and Peterson (1990) also examined VPT in children
with autism alongside ToM using an item appearance paradigm.
Thirteen ASD children and 13 VMA matched TD children were
tested on their ability to rotate a familiar item (a toy) so that the
experimenter could see a distinct feature (i.e., “turn it so that I
can see the nose”). Four different toys were presented and children
had to score 100% across all four trials to pass. In contrast the
cognitive perspective taking task required the children to perform
the Sally-Anne ToM task (Baron-Cohen et al., 1985). The authors
found that the children with autism performed similarly to the
typical children in the VPT task, but worse in the cognitive per-
spective taking task. The authors concluded that it could not be
the social aspect of ToM that participants with autism had diffi-
culty with, as the VPT task was also social and that poor ToM may
be a result of impaired abstract thinking. These findings suggested
that VPT and mentalizing are dissociable abilities, with VPT tap-
ping into a different process then ToM. However, the authors
found a ceiling effect amongst both the typical and autistic chil-
dren in the VPT task. This makes it possible that group differences
may have been masked due to the task being particularly easy for
both groups of participants. This task was classified as a VPT2
task by the authors on the basis that it meets criteria for two peo-
ple viewing an object from different vantage points (Flavell et al.,
1981). However, participants could also use a basic line of sight
(VPT1) strategy (turning the item until the feature (i.e., nose)
was in the line of sight of the viewer) to respond. The distinc-
tion between level one and two VPT are blurred in this task, and
it may be more appropriate to label this a VPT1 task.

Tan and Harris (1991) examined VPT in children with autism
using an item location task. Twenty children with autism and
20 VMA matched TD children were tested on their ability to

identify the view one of two soft dolls would have of a third object
(i.e., which object would John say was “in front?”). The authors
also measured the children’s ToM using a desire understanding
task, presenting the children with scenarios in which someone
was offered food that they did or did not like. Children had to
respond to whether the person would be happy or unhappy with
the offer. There was no significant effect of group on either task,
with the autistic children performing similarly to the typical chil-
dren on both VPT and desire understanding. As with Reed and
Peterson’s task, Tan and Harris also found a ceiling effect across
both groups of participants which may have masked any group
differences. The authors concluded that a global social deficit in
autism is unlikely, and that impairment may be related to process
and task specific delays. As this task measures how two people
seeing a given object may view it differently due to a change in
orientation or location (i.e., for Mary, the pencil is in front of the
block, whereas for John the pencil is behind the block) it can be
considered a VPT2 task.

Yirmiya et al. (1994) examined VPT in children with ASD
using an object rotation paradigm in which children were pre-
sented with familiar item (toys) on a rotating table. The task
required both object rotation and item appearance (“how would
this look to me”). ASD children were compared to age and IQ
matched TD children on their ability to turn a turntable con-
taining 3 or 10 items so that it matched the point of view of the
experimenter. Children were instructed to “turn it around so that
you will see it from where you are in the same way that I see it from
where I am” or “turn it around until you see it in the exact same
way that I see it now from where I am standing.” They found that
children with ASD showed a higher number of errors than the
typical children. Errors were further categorized into two different
types: incorrect (in which the answer was simply wrong) or ego-
centric (in which the child displayed the turntable with their own
point of view). Children with autism were found to display more
incorrect errors in the 10 item trials, and more egocentric errors
in the 3 item trials. This suggests that the 10 item trials were more
reliant on memory, as if both trial types were equated for difficulty
you would expect to see similar types of errors across both. This
task demands the calculation of two different viewpoints and is
clearly a VPT2 task, but as the authors note it has heavy memory
demands which may limit performance.

Hamilton et al. (2009) used a related paradigm to examine
VPT, mental rotation and ToM ability in a group of ASD children
compared to verbal ability matched TD children. Two further
groups of TD children were also included in the study, a typical
mid-age range group and a typical older group. For the VPT task
children were presented with the toy on the turntable and asked
to identify their own point of view on the answer sheet. The toy
was then covered and a doll placed at another spot on the table.
The child was asked to identify the view of the toy the doll would
have when the pot was lifted. For the mental rotation task children
were shown a toy on a turntable and asked to identify which pic-
ture on their answer sheet matched their view. The toy was then
covered and rotated and the child asked to identify which view
they would see when the pot was lifted. ToM was assessed using
a battery of different ToM tasks, including diverse desires and the
Sally-Anne task (Baron-Cohen et al., 1985). Results showed that
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the children with ASD were significantly worse on the VPT tri-
als compared to the typical children, but performed better on the
mental rotation task. It was also found that VPT was significantly
predicted by ToM score, suggesting mentalizing is important for
perspective taking. The authors suggested that VPT relies on the
same cognitive systems as ToM. This is the only study reviewed
which includes both a social and non-social spatial task, as well
as a measure of ToM. The task attempts to integrate different task
demands (viewer and item rotation, item appearance questions)
making it possible to start pinpointing specific difficulties with
VPT. The use of a control spatial (non-social) task also allows the
authors to make clear conclusions about which aspects of VPT
that people with autism find difficult (social as opposed to the
spatial). We suggest that as the task explicitly requires participants
to say what one object would look like from two different points
of view, with no line of sight information available (the target was
covered with a pot), that this be classified as a VPT2 task.

Dawson and Fernald (1987) also examined VPT in children
with autism using an object rotation paradigm in which children
had to orient an item a certain way for the experimenter to see
it. No control group was included in the study. Participants were
presented with cards, blocks and various picture and asked to ori-
ent it “so the experimenter could see the face/tail etc . . ..” None of
the children scored at ceiling level on the task, and performance
correlated with social skills, but without a control group it is hard
to interpret this data.

David and colleagues examined VPT and ToM in high func-
tioning adults with Asperger syndrome compared to age and
IQ matched TD adults. Participants completed two tasks, one
examined VPT and the other examined ToM. In the ToM task par-
ticipants were presented with a virtual image of a person with one
item either side of them. The person could be displaying one of
three possible body, face and hand postures (positive, neutral, or
negative) toward one of the objects. An example of a positive hand
gesture would be pointing, whereas negative would be holding
the hand out with the palm facing forwards (similar to a “stop”
signal). The participant’s task was to identify which object the
other person desired (mentalizing for other) or which they would
desire themselves (mentalizing for self). In the VPT task the par-
ticipant was presented with the same image of the person with two
objects, one of which was elevated. The participant had to iden-
tify which object was elevated from their own point of view, or
from that of the other person using a laterality judgment (i.e., the
item on my left is higher). Measures of speed and accuracy were
taken from each participant. In the ToM task results showed that
the ASD participants were significantly slower and less accurate at
identifying the correct answer when mentalizing for other. They
were also trending toward slower mentalizing for self (as accu-
racy on this task was subjective accuracy could not be measured).
There were no differences found between groups for speed or
accuracy in the VPT task, for self or other. The authors acknowl-
edged that the VPT task may have been too easy compared to the
mentalizing task which may explain differences across tasks. One
limitation is that this task does not require participants to take the
visual perspective of the other, but only to judge what is on the
left or right. Spatial-transformation tasks (Parsons, 1987; Zacks
et al., 1999) requires participants to make laterality judgments

about an item in relation to another person, but it is not clear
if these are the same as VPT tasks. Further research is needed into
these paradigms in order to assess where they fall in relation to
perspective taking.

Similarly, Zwickel et al. (2011) examined VPT and ToM in
adults with autism and age and IQ matched TD adults using a lat-
erality judgment paradigm. In the VPT task participants viewed
videos of animated triangles (Castelli et al., 2002), and during
the videos a dot appeared to the left or right of the triangle.
Participants were asked simply “was the dot on your left or right.”
On incongruent trials a dot on the participant’s left fell on the
right of the triangle (or vice versa), while on congruent trials a
dot on the participant’s left was also on the left of the triangle
(or both on the right). Critically, this congruency only arises if
the triangle is perceived as an animate active creature. Both typ-
ical and autistic participants showed a congruency effect in this
task, demonstrating that they could spontaneously consider the
left/right orientation of an animated shape. However, the autis-
tic participants were less good at judging the mental states of
the triangles in the same animations. This is consistent with the
findings of David et al. (2010). Similarly, it is not clear if this
task truly demands calculation of the visual perspective of another
agent rather than just their orientation. More research is needed
to explore the use of visuo-spatial perspective taking paradigms
in autism.

EVALUATING VPT IN AUTISM
We have reviewed 13 studies of VPT in autism, and suggest that
7 of these assessed VPT1, 3 assessed VPT2 and 3 were unclear
or assessed laterality (see Table 1). Of the 7 studies examining
VPT1, 5 report no differences between typical and autistic partici-
pants while the other 2 find that participants with autism perform
worse than typical participants. Of the 3 studies examining VPT2,
2 report group differences and the third does not.

There are several interesting issues arising from this review
which can guide future research. One important problem is that
the boundary between VPT levels one and two is not always clear.
A task might be intended to assess VPT1, but participants might
choose to use a VPT2 strategy. Or if a study designed to measure
VPT2 could also be completed using line of sight, it is possible
that people with autism could pass based on this information.
This is particularly the case in studies which name the item which
can be seen from a particular location [e.g., place Fred so he can see
the red side, (Hobson, 1984)]. Here the child need only consider
Fred’s line of sight to the red part of the cube, but some children
might prefer to consider the relationship of the whole cube to the
rest of the scene including the child’s own viewpoint. Thus, this
task could be solved by a VPT1 or VPT2 strategy. To minimize
this issue, we suggest that line of sight tasks seem to be the clearest
way to assess VPT 1 (Leslie and Frith, 1988; Baron-Cohen, 1989;
Leekam et al., 1997; Warreyn et al., 2005), whilst item appearance
tasks appear to be the best way to assess VPT2 (Hamilton et al.,
2009) see Figures 1A,B.

A related issue is the use of different strategies by different
participants. However well an experimenter designs a task, it is
always possible that participants could solve the puzzle in a differ-
ent way. For example, many VPT tasks could potentially be solved
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with a purely spatial mental rotation (Zacks and Tversky, 2005).
This approach is less efficient, but it is possible that different
groups of participants prefer to use different strategies. One way
to approach this issue is to consider the use of appropriate con-
trol tasks to assess other cognitive skills such as children’s memory
abilities (especially for complex displays), their language skills (for
complex questions) and their abilities to perform spatial transfor-
mations. The comparison of an experimental task and a closely
matched control task in the method of fine cuts (Frith and Happe,
1994) would allow for close examination of the cognitive compo-
nents which distinguish the different levels of perspective taking.
For example, Surtees et al. (2013) suggests that VPT2 requires an
embodied spatial transformation while VPT1 does not. If this is
the case, then VPT2 abilities should correlate with performance
on other tasks requiring embodiment, but not to mental rotation
tasks that do not involve bodies. If different groups of partici-
pants use different strategies to perform VPT tasks, this might
also emerge in the relationship between their VPT skill and other
cognitive skills.

Furthermore, this raises another important question concern-
ing how the social and spatial elements of VPT2 fit together:
Does intact VPT require spatial and social information, or could
it be done using just one of these? If VPT2 can be completed
using social or spatial information it makes sense that it can be
unimpaired even in the face of significant ToM deficits, as partic-
ipants’ could rely on the use of spatial information to complete
a task. Langdon and Coltheart (2001) suggested that tasks using
questions about item location (i.e., Tan and Harris (1991)) were
particularly open to completion via spatial cues making it possi-
ble for those with social difficulty to perform. However, if VPT2
requires the integration of both spatial and social information to
be effective, then even good spatial ability would not completely
compensate for poor social processing. Again, determining the
strategies and cognitive mechanisms that different participants
use to perform VPT tasks is critical here.

Another issue concerns the participant populations tested. The
majority of studies presented in this review were conducted on
children, and several on groups of children with impaired cogni-
tive functioning. It is difficult to collect reaction time data from
children, meaning that more subtle differences in VPT ability
related to an inability to integrate social and spatial information
may be missed. The two studies conducted with adults (David
et al., 2010; Zwickel et al., 2011) did not find group differences
but did not use typical VPT tasks. It is possible that [as found in
ToM research (Ozonoff et al., 1991)], high functioning adults may
be able to pass VPT. Whether this is due to a better understand-
ing of the questions asked, or the development of an alternative
strategy for completion of the tasks is unclear. Both of these sug-
gestions warrant further research and careful consideration of the
paradigms used to examine VPT.

There are also issues in the lack of consistency in matching
groups. Though some of the studies have used rigorous match-
ing techniques (Yirmiya et al., 1994; Hamilton et al., 2009; David
et al., 2010), others took no measure of cognitive ability in their
typical participants. Both Reed and Peterson (1990) and Hobson
(1984) argue for evidence of unimpaired VPT2 performance
in autism. However, they both compared groups of older ASD

children to younger typical children. This suggests that at the very
least the participants with autism may be displaying a delay in the
development of VPT (similar performance to younger children as
opposed to an age matched group) and that it may be inappro-
priate to label their performance as unimpaired. By comparing
ASD participants to both age and ability matched control partic-
ipants, it becomes possible to make stronger claims as to whether
performance on a task is normal, impaired or simply delayed.
These findings present a strong case for using carefully chosen
control groups in studies looking for evidence of impairment in a
population such as autism.

FUTURE DIRECTIONS
Understanding the relationship between VPT and ToM is impor-
tant. Both of these require the consideration that the other person
has a different representation of the world to oneself, either a
different visual representation or a different belief. Early studies
suggested that VPT is intact in autism while ToM is impaired.
This motivated the idea that it is easy to distinguish visual repre-
sentations of self and other because VPT allows concrete feedback
by physically moving to a different location (Leslie (1987). In
contrast, ToM requires more abstract representations which peo-
ple with ASD find difficult. More recent data suggest that VPT2
and ToM are linked in typical children (Hamilton et al., 2009),
in those with specific language impairment (Farrant et al., 2006)
and in the brain (Aichhorn et al., 2006). This implies that VPT2
and ToM may share similar underlying cognitive mechanisms.
Certainly, many false belief tasks rely on the ability to distin-
guish what people have seen (Sally did not see Anne move the
marble) which draws upon VPT. VPT has been found to acti-
vate the temporo-parietal junction, an area commonly found to
be activated by ToM tasks (Aichhorn et al., 2006). It has been
suggested that ToM may be driven by different mechanisms or
strategies in people with autism compared to TD people (Tan
and Harris, 1991). We believe it may also be worth considering
that this could also be the case for VPT in people with autism.
If both are being driven by different mechanisms it may explain
why some studies have shown VPT to be unimpaired alongside
impaired ToM (Tan and Harris, 1991) and vice versa (Hamilton
et al., 2009). Further studies of the relationship between ToM
and VPT would be very useful, as would studies examining the
cognitive mechanisms which underlie each.

It is also worth considering how researchers can tease apart
the specific contributions of social and spatial mechanism in VPT.
Several VPT tasks have been used successfully in TD individuals
which have allowed researchers to emphasize the spatial or social
aspects. The use of these paradigms may provide us with useful
information about perspective taking in autism. As described ear-
lier, Samson et al. (2005) investigated the social components of
VPT in an implicit perspective taking task. Results showed that
participants could not ignore the perspective of an avatar, and
made slower responses when the avatar could not see something
which the participant could see. Another VPT task with strong
social demands is Keysar et al. (2003) director task. In this task
the participants stand behind a shelf holding several items while
another person stands in from (the director) and gives instruc-
tions of which items to choose. Not all items are visible to the
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director and so the participant must be able to take the directors
perspective into account to avoid choosing items that they cannot
see. The authors found that participants were not able to inhibit
their own perspective when choosing items and often made incor-
rect responses. This task has been argued to have a strong ToM
component as it relies on the ability to represent someone else’s
false belief (the director believes the “big jar” is the one they can
see, but there is a bigger jar on view to the participant). Both of
these tasks would provide interesting ways of measuring the social
components of VPT.

Kessler and Thomson (2009) developed a task in which they
were able to examine the underlying spatial components present
in perspective taking (termed spatial perspective taking, or SPT).
Participants were presented with images of a human avatar seated
at a table with an item to either side of them (a flower and
a gun). The position of the avatar at the table was rotated to
be more or less congruent with the position of the participant
(providing changes in the angular disparity between the avatar
and viewer). Participants had to make laterality judgments in
regards to the placements of the items from the avatars view-
point. The authors found that the larger the angular disparity
between then avatar and the viewer, the longer participants took
to respond. This demonstrated the underlying spatial transfor-
mation that the participant completed in order to put themselves
in the place of the avatar, highlighting the importance of spatial
mechanisms in perspective taking. These findings show that in
order to take a first person perspective, an embodied transfor-
mation (where the viewer transforms their body to match that
of the avatar or target viewpoint) is often necessary. Mazzarella
et al. (2013) built upon these findings, investigating the neural
underpinnings of spatial perspective taking with a similar exper-
iment which examined SPT under fMRI. In this task participants
were scanned whilst making egocentric (what item is on your
left) vs. altercentric (which item is on their left) judgments about
the placement of items on a table [using the same paradigm as
Kessler and Thomson (2009)]. This was designed to tease apart
the differences in transforming the self to a different position vs.
transforming the self into someone else’s position. The authors
found that though both types of transformation show similar
behavioral data patterns, there was a neural distinction between
the areas engaged during egocentric and altercentric perspec-
tive taking. This suggests that multiple strategies may be used
for putting the self in a different place. These tasks both pro-
vide clear mechanisms for teasing out the spatial components
of VPT, as well as interesting avenues to explore in people with
autism.

Recently, researchers have also begun to examine the link
between autistic traits in TD individuals and how this affects per-
spective taking. As VPT is a sociocognitive ability which impacts
on social interaction, it stands to reason that those with poorer
social skills might also show poorer perspective taking ability.
Three studies have examined this question. First, Kessler and
Wang (2012) examined participants using the same task from
Kessler and Thomson (2009). A measure of autistic traits in these
participants was taken using the Autism Quotient (AQ, Baron-
Cohen et al., 2001). The authors found that participants who
scored higher on the AQ (Baron-Cohen et al., 2001) showed

more difficulty with performing egocentric transformations in a
VPT2 task than low AQ scorers. However these high AQ partic-
ipants also showed quicker response times. The results further
suggest that using an embodied perspective slowed participant’s
responses at higher angular disparities as it took longer for the
participant to transform their body to match that of the target.
Participants with poorer embodiment skills did not slow their
response times, most likely due to the use of a non-embodied
transformation strategy. Using a very similar task, Brunye et al.
(2012) also found that high AQ scorers had difficulty with using
an egocentric reference frame in VPT2, though in this study these
participants showed slower response times. This suggested that
these high AQ participants were attempting to use an embod-
ied strategy, but found it more difficult. Finally, Shelton et al.
(2012) also found a link between spatial skills and autistic traits.
In their study participants were presented with a three moun-
tains (Piaget and Inhelder, 1956) like scene, in which an array
of three buildings were visible to participants. A doll was placed
facing the array and participants had to respond to which point
of view the doll would see. Their study showed that participants
with high AQ scores were less accurate than those with low AQ
scores.

Together, all these suggest that autistic traits (as well as autism
itself) can influence a participant’s ability to perform VPT2. These
studies are important for two reasons. Firstly they demonstrate
that autistic traits (not just a diagnosis of autism) impact on the
ability to take another perspective. Secondly, they add weight to
the argument that those who find it difficult to complete VPT2
using an embodied perspective may develop an alternative strat-
egy. The findings from these studies provide a strong motivation
for considering the types of participant samples used in VPT2
research and measuring traits which could affect performance
alongside carefully designed paradigms and tasks.

CONCLUSIONS
From the evidence presented in this review, the majority of stud-
ies suggest that whilst VPT1 may be intact in people with autism,
VPT2 is impaired. We suggest that this is a result of the cognitive
mechanisms involved in the different levels of VPT, with VPT2
drawing on embodied spatial transformations and triadic repre-
sentations (Surtees et al., 2013) more than VPT1. Future studies
should carefully consider the cognitive differences between VPT1
and VPT2. Furthermore, there is evidence to suggest that the abil-
ity to perform egocentric transformations (a process which can
be seen as the first step in completing VPT2 (Yu and Zacks, 2010)
could be impaired in autism, but may also be affected in people
with high levels of autistic traits (Brunye et al., 2012; Kessler and
Wang, 2012; Shelton et al., 2012). It is clear that more research
is needed into the processes related to VPT2 in autism in order
to clarify these suggestions. There is a strong case to be made for
more inclusion of measures of general spatial ability in studies on
VPT and the use of a “fine cuts” technique when designing stud-
ies. This will allow researchers to tease apart impairments in the
spatial demands of a task vs. the social. The recommendations
set out in this review provide a strong motivation for investi-
gating VPT in autism and shed light on why findings so far are
inconsistent.
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In this article, we argue for the developmental primacy of social over visual
perspective-taking. In our terminology, social perspective-taking involves some
understanding of another person’s preferences, goals, intentions etc. which can be
discerned from temporally extended interactions, including dialog. As is evidenced by
their successful performance on various reference disambiguation tasks, infants in their
second year of life first begin to develop such skills. They can, for example, determine
which of two or more objects another is referring to based on previously expressed
preferences or the distinct quality with which these objects were jointly explored. The
pattern of findings from developmental research further indicates that this ability emerges
sooner than analogous forms of visual perspective-taking. Our explanatory account of
this developmental sequence highlights the primary importance of joint attention and the
formation of common ground with others. Before children can develop an awareness of
what exactly is seen or how an object appears from a particular viewpoint, they must
learn to share attention and build common “experiential” ground. Learning about others’
as well as one’s own “snapshot” perspectives in a literal, i.e., optical sense of the term,
is a secondary step that affords an abstraction from all (prior) pragmatic involvement with
objects.

Keywords: referential communication, perspective-taking, joint attention, theory of mind (ToM), intersubjectivity

Visual perspective-taking tasks typically entail another agent who
embodies the spatial coordinates that the participant has to con-
sider. They are thus at least minimally social in the sense that
someone else is co-present and available for social interaction
(see Schütz, 1932). In line with this, children with autism, whose
difficulties are known to be first and foremost social in nature,
struggle to detemine how others see things from their viewpoint
(Reed, 2002; Hamilton et al., 2009; Yu et al., 2011; but see Hobson,
1984). At the same time, however, a “cold-cognitive” assessment
or computation of how objects relate to one another in space
is arguably less of a social affair than understanding another’s
affective, conceptual, or epistemic attitude toward a situation (see
Fishbein et al., 1972).

In this article, we adopt the opposition of visuo-spatial and
social perspective-taking employed by the editors. We will argue
from a developmental approach that social perspective-taking
is primary and precedes visual perspective-taking in human
ontogeny. Our claim is that children first learn to take perspectives
in situations that are not defined by differences in how self and
other perceive objects visually but by differences in their expe-
riential backgrounds, i.e., in what they did, witnessed, or heard.
It might seem more complex to keep track of another’s prior
encounters and engagement with things than to compute his
instantaneous visuo-spatial relation to an object in the room. Yet,
it will become clear that infants readily note and update “expe-
riential records” (Perner and Roessler, 2012, p. 522). Registering
and remembering what others did, witnessed, or mentioned is less
of a task demand for them than a helpful cue to others’ goals and
intentions. Per definition, no such cues from prior encounters are

available in visual perspective-taking tasks that revolve entirely
around momentary visuo-spatial relations.

First, we will review referential ambiguity tasks that are typi-
cally solved in the second year of life. It will become obvious that
infants readily rely on others’ previous expressions of attitude,
their prior attentional engagements with objects, and previous
discourse to solve the reference problem. These manifold abil-
ities of infants to establish reference against the background
of prior interactions are subsumed under “social perspective-
taking.”

An overview of studies on visual perspective-taking will show
that this ability has its onset noticably later. Again, it is gen-
erally taken for granted that perceptual perspective-taking pre-
cedes and serves as a foundation for the “deeper” forms of
social perspective-taking (Kessler and Thomson, 2010). The
same is suggested by accounts of mutual knowledge according
to which physical co-presence is the easiest and least error-
prone way to arrive at mutual knowledge (Clark and Marshall,
1981; Schiffer, 1972). These assumptions are seriously called
into question by the empirical fact that visual perspective-
taking does not precede but follows social perspective-taking
ontogenetically.

An excursion into the early development of graphic skills lends
further support to the idea that knowledge of visual perspec-
tives is a relatively late cognitive achievement that is derivative
of social perspective-taking. We will conclude with a program-
matic attempt to explain this developmental sequence with the
social and cooperative nature that sets humans apart from other
animals.
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THE ROLE OF THE EXPERIENTIAL BACKGROUND
PRIOR AFFECTIVE EXPRESSIONS
Affective displays are key indicators as to how people will behave
toward objects. In a seminal study, 14− and 18-month-old
infants were presented with two food items: crackers and broccoli
(Repacholi and Gopnik, 1997). The infants opted for the crack-
ers, whereas an adult displayed the opposite preference. When the
adult, without looking at either dish, later requested food from
the infants, the younger ones gave her what they themselves liked
(crackers), whereas the older ones selected the broccoli.

As was made clear by Perner et al. (2005), understanding
perspectives in sensu strictu, as evidenced by an explicit acknowl-
edgment of different takes on the self-same thing (“I cannot
stand broccoli, but she likes it!”) is not necessary for this test.
The infants just had to realize that the other and broccoli “go
together,” and so an understanding of objective “person-object
couplings” suffices to pass this test. Nonetheless, the older infants
were able to learn about the other’s taste preference from her prior
expressions. A study by Egyed et al. (2007) confirmed that, in the
absence of ostensive cues (which gear infants toward more object-
centered interpretations such as “Broccoli is good”; see Gergely
et al., 2007), 14-month-olds track specific persons’ affective dis-
plays toward objects and expect them to behave in accordance
with them later.

“Emotional eavesdropping” (Repacholi and Meltzoff, 2007)
provides further support that infants act differently vis-à-vis oth-
ers depending on their previously expressed affective attitudes.
When 18-month-olds witness an adult reprimand another for
performing a novel action, the infants later imitated the act less
when the adult was present as opposed to when he was absent.
Independently of their own desire or interest to perform an act,
infants thus alter their behavior as a function of others’ attitudes
toward objects and actions.

PRIOR ENGAGEMENT
Infants use various other cues to disambiguate reference. A pow-
erful one is the other’s familiarity with or ignorance of objects and
their locations (see O’Neill, 1996, for an influential study with 2−
and 2–5-year-olds). In their modification of a word learning study
(Akhtar et al., 1996), Tomasello and Haberl (2003) found that 1-
year-olds knew which of three objects an adult requested from
them based on her prior engagement with the objects. When the
adult excitedly asked infants for a toy, 12-month-olds chose the
one that was new for the adult because she failed to see it in
the past. Even though the infants themselves were equally famil-
iar with all toys, their responses showed that they knew what the
other had and had not witnessed a few moments prior.

MacPherson and Moore (2010) directly contrasted what an
adult knew with what the infant herself was familiar with. In their
study, two objects were mutually familiar for adult and infant,
a third object was new for the infant and a fourth was new for
the adult, but “old” for the infant. When the adult later excit-
edly requested a toy, 13-month-olds egocentrically chose what
was new for themselves, while 19-month-olds selected the toy that
was new for the adult and not for them.

Many studies have not just confirmed that infants readily track
others’ experiential backgrounds but have also yielded insights

into the scope and limits of this skill. Joint attention has been
shown to play an important role in interactive test situations.
Having observed as mere onlookers how an agent engages with
objects was insufficient for 14-month-olds to identify what the
agent requested from them based on his knowledge vs. igno-
rance of the different objects. When the infant and the agent
jointly engaged around the objects, infants successfully deter-
mined which things the other did and did not know (Moll and
Tomasello, 2007; Moll et al., 2007, 2008). In contrast to mere
onlooking, joint attention makes the co-attenders’ familiarity
with the object “mutually transparent” (Eilan, 2005)—it leaves no
room for doubt that the object has been registered. Furthermore,
it seems that unless the questioner clearly conveys that her excite-
ment is elicited by something that is new for her individually,
infants have a general bias to point out what is mutually famil-
iar and unifies self and other in prior bouts of shared experiences
(Saylor and Ganea, 2007; Liebal et al., 2009, 2011).

In a study that aimed to test false belief understanding,
infants saw an adult as striving for different goals depending
on what he witnessed earlier (Buttelmann et al., 2009). After
the adult had placed an object in a box, he either attentively
watched it being moved to a different container (true belief) or
failed to witness the transfer (false belief). When the adult later
approached the box from which the object had been removed,
18-month-olds helped him to get the box open (“He must want
something else from this box!”) in the true belief, but retrieved
the object from its new location in the false belief condition.
Again, this demonstrates that infants take what others have wit-
nessed into account when acting and responding toward them.
They revert to the background constituted by past experiences
and use it to inform them about an agent’s desires, goals, and
intentions.

Looking-time studies on false belief understanding further
support this idea (e.g., Onishi and Baillargeon, 2005; Surian et al.,
2007; Kovács et al., 2010). Even in their first year of life, infants
look longer when they see an agent acting in a way that disac-
cords with his prior perceptual experiences (he acts as if he knows
something he did not observe) than when they see him behave
in ways that are consistent with what he observed. Whether belief
understanding can be captured with this method remains the sub-
ject of an ongoing debate (Perner and Ruffman, 2005; Low and
Perner, 2012), but what this research unequivocally demonstrates
is that infants at a very young age are aware of what others have
and have not registered perceptually. The findings also relativize
the importance of joint attention suggested by interactive stud-
ies, because infants in looking-time tests usually do not jointly
attend with the other and, in some cases, have not even reached
the age at which they are able to do so. Joint attention might thus
only play a critical role when infants have to directly respond
to the agent in a communicative or cooperative act, which
might require a more explicit understanding of knowledge and
ignorance.

PRIOR DISCOURSE
To not talk past, but speak with each other, interlocutors must
know what they can and cannot presuppose as mutually given.
Part of what defines the mutually given is the shared prior
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discourse—what Clark and Marshall (1981) refer to as “linguis-
tic co-presence” in their model of mutual knowledge forma-
tion. Anecdotal evidence of “egocentric speech” (Piaget, 1929,
1955) alongside experimental data questioned children’s skills in
communicative perspective-taking. Young children tend to use
pronouns (e.g., O’Neill and Holmes, 2002) and definite articles
(Maratsos, 1976; Power and dal Martello, 1986) without hav-
ing provided the antecedent. Their descriptions are often not
specific enough to allow the listener to discern reference—even
after requests for clarification were made, thus challenging effort-
less communication (see Glucksberg and Krauss, 1967; Deutsch
and Pechmann, 1982; Sonnenschein and Whitehurst, 1984).
Generally, young children have a tendency to underestimate the
informativeness that is needed to communicate effectively (Olson
and Torrance, 1987).

At the same time, evidence accumulates that even infants
adjust their (speech) behavior according to what has been shared
linguistically. For example, 2-year-olds use more informative
naming constructions when a referent is new than when it is
given, in the sense that it was part of previous discourse. Matthews
et al. (2006) had 2-year-olds watch a video of a character perform-
ing an action (e.g., a clown jumping) together with an assistant.
The assistant mentioned the character to the child. Another adult,
who had either participated in the discourse or not then asked
children to narrate what happened. In their replies, the children
referred to the character more often with a pronoun (instead of
a full noun) when their interlocutor had participated in the prior
discourse than when he was not part of this discourse (see Nayer
and Graham, 2006, for similar results with 3-year-olds). In Clark
and Marshall’s (1981) terms, the children tailored their refer-
ences to the linguistic copresence they shared with their particular
interlocutor.

On the side of comprehension, even 1-year-olds are sensitive
to what is and is not linguistically co-present. Ganea and Saylor
(2007) found that 15- and 18-month-olds rely on a person’s prior
verbal reference to an absent object to determine what the same
person is speaking of a few moments later. After an adult made
clear that she was searching for a particular object (e.g., a puppy),
she exclaimed that she knew where “it” was and led the infant
to a cabinet. Two objects—the target (puppy) and a distractor—
were revealed, and the adult ambiguously asked “Can you get
it for me?” Infants at both ages selected the target object, thus
showing that they located the referent in the adult’s prior speech.
Echoing the findings on prior attentional engagement (e.g., Moll
et al., 2008; Liebal et al., 2009), the infants also knew with which
particular person they shared the linguistic background: When
a different adult than the one who had searched articulated the
request, the infants grasped objects randomly.

A further indication that infants keep track of and update
records of linguistic co-presence is their appropriate use of ellip-
tical constructions in discourse. In a study by Salomo et al.
(2010), 2-year-olds were asked, “What’s the agent doing now?”
after watching and hearing verbal descriptions of videos show-
ing either the same action performed on different patients (e.g., a
frog feeding a duck vs. a ladybug) or different actions performed
on the same patient (e.g., a frog feeding vs. washing a duck). In
their answers, the children omitted reference to the patient when

it remained the same and was thus given in the prior discourse.
When the patient changed and was thus new, the same children
made reference to it with a lexical noun. The children thus knew
when null-references were and were not warranted given the dis-
course background. Additional evidence that 2-year-olds know
which information is obligatory vs. optional in speech stems from
observations of children who acquire “null-argument” languages;
i.e., languages that allow the omission of subjects and objects
given the appropriate discourse context (Serratrice, 2005).

Taken together, these findings clearly demonstrate that infants
produce and understand gestures and speech acts against the
background of their prior interactions with other persons (see
Wittgenstein, 2001; Tomasello, 2008). What infuses the ges-
tures and speech acts with meaning is the intersubjectively
shared background of prior experiences. Through joint atten-
tion, infants construct a common ground (Clark, 1996) with
specific other persons, and they discriminate between the dyad-
specific common grounds, keeping track of what they have
and have not shared with whom. In their attempts to secure
reference, they naturally revert to these backgrounds, which
becomes particularly obvious under conditions of potential
ambiguity.

VISUAL PERSPECTIVE-TAKING: NO HELP FROM THE
BACKGROUND
None of the above is available in visual perspective-taking. All that
is relevant here are instantaneous viewing angles and momentary
spatial relations. The experiential background offers no help to
solve referential ambiguity in these tests. In fact, a prerequisite
that has to be met to guarantee the validity of these tests is that
the candidate objects be “experientially neutral,” i.e., that target
and distractor cannot be distinguished by any distinct roles they
played in prior interactions. The correct response has to depend
entirely on the objects’ visibility (level 1) or mode of presentation
(level 2 perspective-taking, see e.g., Flavell, 1992, for the distinc-
tion of level 1 vs. level 2) from a particular viewpoint. We will
limit our analysis to level 1 visual perspective-taking, i.e., the abil-
ity to determine what another can and cannot see. This level of
perspective-taking emerges a couple of years prior to level 2, and
is structurally similar to the tasks above, which dealt with chil-
dren’s understanding of what others desired, witnessed, or spoke
about. Level 2 is a more effortful, qualitatively distinct (Kessler
and Rutherford, 2010), phylogenetically recent (human-specific)
skill, that requires an explicit understanding of perspectival dif-
ferences and, in the absence of autism (see Hamilton et al., 2009),
emerges between 4 and 5 years.

Children first exhibit an understanding of what others can and
cannot see at around 2 years of age and older. For example, when
24-month-olds witness an adult searching for something, they
preferably hand her an object that is blocked from the adult’s view
instead of a mutually visible one (Moll and Tomasello, 2006). In a
similar task by Nurmsoo and Bloom (2008), 31-month-olds also
mostly selected an object that was hidden from an adult’s view
when he pretended to be searching for something. (One should
note that there was a confound with gaze direction in this study:
The adult looked straight at the visible distractor object when ask-
ing “where” the referent was, allowing children to act on a simple
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heuristic that people do not search for things at which they are
currently looking.)

In one of several tasks administered by Masangkay et al.
(1974), children between 2 and 3 correctly judged that an adult
sitting across from them could not see an apple depicted on the
front of a card held between them. Hughes and Donaldson (1979)
found that 3-year-olds knew where to place a doll in a house
so that none of several policemen at various positions could see
her. In another study, 2.5−, but not 2-year-olds, granted an adult
visual access to an object he desired to see by either revealing
the object from behind an occluder or moving away the occluder
(Lempers et al., 1977). In an “analogy task” developed by Yaniv
and Shatz (1990) 3.5-year-olds were able to place a duck so that a
doll perceiver saw the same part or side (e.g., its back) of the duck
as another doll that looked at an identical duck.

In sum, we find that level 1 perspective-taking as demonstrated
by tests using interactive methods emerges between the second
and third birthday. This ability comprises percept production
(enabling another to see something), percept diagnosis (judging
what another sees), and percept deprivation (hiding objects from
another). In Clark and Marshall’s (1981) terms, it is now that chil-
dren have come to understand when mutual knowledge is and is
not supported by immediate physical co-presence.

However, children at this age are far from being proficient at
visual perspective-taking. On the contrary, striking limitations
have been identified. Under the age of 3, children are unable to
hide an object from an adult by placing a barrier between her
and the object (Flavell et al., 1978; McGuigan and Doherty, 2002).
Two-year-olds also struggle to select appropriate referring expres-
sions depending on what their interlocutor can see. While the
children in Matthews et al.’s (2006) above-mentioned study suc-
cessfully tailored their expressions to the prior discourse, they did
not adjust their speech accordingly when the adult’s visual access
to the video was manipulated. More concretely, they did not pro-
duce more full nouns (instead of the less informative pronouns)
when the adult failed to see the video compared to when he saw
it. In Yaniv and Shatz’s (1990) study, 3-year-olds preferably posi-
tioned the duck facing the doll, even when asked to place it so
that the doll would see its back. They thus exerted a bias to gen-
erate the canonical or good—in this case the frontal—view of the
object, irrespective of the instruction (see Light and Nix, 1983;
more on a similar phenomenon in children’s drawings below).

A DEVELOPMENTAL LAG
Taken together, these studies point at a developmental lag between
social and visual perspective-taking. Infants rely on prior joint
perceptual experiences including previously shared discourse at
least 1 year before they take into account others’ visuo-spatial
relations to the things around them when they discern or estab-
lish reference. This is a significant décalage given the young age
of these children. Contra Clark and Marshall (1981) and con-
tra intuition, immediate physical co-presence does not necessarily
facilitate the delineation of common ground. While it is true that
physical co-presence often rightly signals that a given object fig-
ures in the common ground, the same co-presence can hampen
children’s ability to identify what is mutually given from what they
have privileged access to as individuals. It can trick them into

falsely assuming that an object they see is perceptually available
to the other as well. The strong priority that is ascribed to an
ad-hoc formation of mutual knowledge based on immediate or
potential physical co-presence is thus called into question by this
developmental sequence.

That the lag is real and robust becomes particularly obvious
in studies in which an understanding of knowledge and igno-
rance is directly contrasted with visual perspective-taking. Moll
et al. (2010) compared 2-year-olds’ ability to detect an adult’s
ignorance due to absence vs. impeded vision. When the adult dis-
engaged entirely from her interaction with the child by leaving
after having shared two toys with her, the children later knew that
the adult was unfamiliar with a third object that they were pre-
sented with. But when the adult remained co-present with her
visual access to the third object blocked by a barrier as the child
explored it, the children later acted as if the adult was familiar
with this object. They failed to recognize the barrier’s effect.

A very similar pattern emerged in Nurmsoo and Bloom’s
(2008) study. In their second experiment, 31-month-olds had no
problem identifying what an adult was looking for when she had
hidden one object but was absent when the other was hidden—
thus making her ignorant of the second object’s location. By
contrast, children this age found it relatively difficult to determine
what the adult searched for when he had seen neither placement
but was spatially positioned so that he could not see one of the
objects (Experiment 1). Similarly, and as mentioned above, while
2-year-olds in Matthews et al.’s (2006) study readily switched to
more informative references when an object was not shared in
prior discourse with an adult, they failed to adjust the informa-
tiveness of their speech accordingly when the referent was blocked
from the adult’s sight. Taken as a whole, these studies clearly show
that young children can draw the knowledge-ignorance distinc-
tion before they solve otherwise identical tests that tap visual
perspective-taking.

The same gap has been identified with looking-time measures
as well. Again, when this method is applied, infants as young
as 7 months show a sensitivity to the manipulation of percep-
tually induced beliefs (Kovács et al., 2010). They look longer
when an agent behaves in a way that is inconsistent with what
she witnessed earlier than when her behavior matches her prior
observations (someone looks for something where she last saw it).
In contrast, the youngest age for which level 1 visual perspective-
taking has been documented with the looking-time technique is
13–16 months (Luo and Baillargeon, 2007; Sodian et al., 2007;
Luo and Beck, 2010). For example, when 13-month-olds repeat-
edly see an adult reaching for one of two toys, they form an
expectation that he will keep doing so—as evidenced by longer
looks when he suddenly reaches for the previously ignored toy.
But they only form this expectation when the agent is able to
see the alternative object, and thus disprefers it. No extended
looks were shown when the non-chosen toy was blocked from the
agent’s view, and so simply unseen.

Further indication that 13-month-olds have rudimentary skills
in visual perspective-taking stems from a study that is purported
to test false belief comprehension (Surian et al., 2007). In this
looking-time experiment, a caterpillar’s knowledge of his pre-
ferred object’s location was manipulated by the presence/absence
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of a barrier impeding the caterpillar’s, but not the child’s, vision of
the object. The authors do not interpret their results in terms of
visual perspective-taking. But partly because looking-time mea-
sures involve no “task” (the child is not asked or prompted to
respond to anything in particular), it remains open which aspect
infants mainly reacted to or found harder to process: realizing the
barrier’s defeating effect on the agent’s vision, or keeping track of
what he did and did not witness.

In either case, the same developmental lag that is found with
interactive response methods becomes manifest when looking
times are applied, albeit at a younger age—reflecting the reduced
task affordances of this method. The fact that the developmental
order pervades different research methods shows its robustness.
But it has to be emphasized that the lag is limited to level 1 visual
perspective-taking and its corresponding counterparts in social
perspective-taking. A more synchronous pattern is found at level
2, which affords an explicit knowledge of the possibility of alter-
native, and potentially false, views. This knowledge, which spans
across visual and social perspectives alike, is formed between 4
and 5 years—supporting the idea of a common cognitive thread
that runs through various perspective problems (see Perner et al.,
2003; Moll and Meltzoff, 2012). The gap that calls for an explana-
tion thus only exists in the early beginnings of perspective-taking,
before a more abstract and uniform understanding of perspec-
tives develops in late preschool.

The pressing question then is how the counterintu-
itive sequence of visual perspective-taking preceding social
perspective-taking observed in the early years can be explained.
We will make a first explanatory attempt by addressing the more
specific question of why visual perspective-taking might pose a
particular challenge (see Moll and Meltzoff, 2012).

SHARED PERCEPTUAL SPACES
We argue that young children have a proclivity to treat social
interaction as a sufficient condition for shared perceptual avail-
ability: “When you and I are co-present and engaged, you should
be able to perceive what I perceive.” An impression of a shared
perceptual space is induced, and only later overcome once chil-
dren learn more about and attend more to the specific defeating
conditions of perception, such as a blocked line of sight.

Support for the idea that co-presence and social engagement
create an illusion of shared perception comes from experimen-
tal data with both children and adults. Glucksberg and Krauss
(1967) report that preschoolers produced iconic gestures and
used demonstratives (“It goes like this!”) to describe objects to
their conversational partner who sat across from an occluder.
The work of Keysar and colleagues shows that even adults have
a prepotent tendency to assume that others around them share
their perceptual access to objects, even when this is not true (e.g.,
Keysar et al., 2003; Epley et al., 2004; Keysar, 2007). Consistent
with what we know about children, adults are biased to over-
rather than underestimate what the other sees or knows (Keysar
and Henly, 2002; see also Bernstein et al., 2007). Interestingly,
the thicker or richer the common ground shared by two people,
the more likely they are to overrate the success of their com-
municative attempts (Wu and Keysar, 2007). The more that is
shared, the less prepared one is to identify when something is not

shared. A vast overlap in what is perceptually accessible weakens
the alertness to check if a particular object is mutually given or
not. In support of this, it was found that people communicate less
informatively to a concrete other person who “co-inhabits” their
perceptual space than to a merely imagined interlocutor (Schober,
1993). This is much in line with our developmental finding that
corporeal co-presence, and thus a high overlap in what can poten-
tially be turned into an object of shared attention, hampens young
children’s ability to detect others’ ignorance (Moll et al., 2010).

This overestimation effect also helps to explain young chil-
dren’s notoriously poor perspective-taking skills when speaking
on the phone. It has long been known that children use man-
ual gestures, demonstratives, and non-specific references during
phone conversations (Bordeaux and Willbrand, 1987; Warren and
Tate, 1992)—indicating that they are unaware of the fact that they
and the things around them cannot be seen. In our interpreta-
tion, the shared discourse elicits the false impression of a generally
shared perceptual space that spans across different sense modal-
ities, including vision. That is, verbally established co-presence
leads to the illusory impression of shared visual perception.

This idea, however, is called into question by experiments
suggesting that others’ viewpoints make their way into our con-
siderations effortlessly and automatically (Qureshi et al., 2010).
When asked how many items they see in a visual array, adults
and school-age children are slower and less accurate in their judg-
ments if their visual input mismatches that of another agent who
is part of the scene they watch (Samson et al., 2010; Surtees
and Apperly, 2012; see also Surtees et al., 2012). Two things
can be said to reconcile these findings with our overestimation
thesis. Firstly, it is conceivable that once level 1 visual perspective-
taking has been practiced for years, it becomes “second nature” or
automated. Secondly, the participants’ situation differs drastically
between the studies. In those studies supporting the overestima-
tion thesis, the child interacts with the other directly, which might
let the perspectival differences between them dissolve “in the heat
of the moment.” In the tasks suggesting automatic perspective-
taking, participants have a contemplative, theoretical distance to
the other, who figures in the array like an object. This theoreti-
cal distance could highlight the other’s position in relation to the
remaining items in the scene. The two sets of findings thus do not
necessarily contradict each other.

A GLANCE AT EARLY PICTURE-MAKING
It was speculated that before children’s perception is corrupted
by language and thought, they ought to see the world with inno-
cent, i.e., objective eyes (see Matisse, 1953) and even master
perfectly the art of drawing in linear perspective (Bühler, 1930;
Sully, 1895). But of course, by the time children have the motor
skills and motivation to depict objects and events, they have long
been language- and concept-using beings who have passed any
hypothetical phase of innocent vision (see Costall, 1997, 2001).

When children begin to draw figuratively, they do not faith-
fully translate three-dimensional objects onto two-dimensional
picture planes. They show no intention to depict things exactly
the way they appear to them from one fixed point of observation.
Drawing does not serve the goal of imitating visual experiences.
As a famous dictum says, children “draw what they know, not
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what they see” (but see Arnheim, 1974, p. 164, for rightly criticiz-
ing the false opposition of seeing and knowing that is employed
here)—exhibiting a style dubbed “intellectual realism” (Luquet,
1927). They include aspects and elements in their pictures that
cannot be seen from their present perspective and may not be vis-
ible from any particular, single viewpoint. They create a “good”
or ideal view of objects by depicting features they consider rel-
evant or important and omitting what is irrelevant. The goal is
not to produce a correct perspectival reconstruction but to show
objects in their typical form and thus to capture their constitu-
tive or essential features. For example, a cup will be depicted in
canonical fashion with a handle on its side (ideal for grasping, see
Cox, 1991). Likewise, humans are shown in their canonical frontal
view with a face including two eyes (ideal for social interaction),
whereas trunk, nose and other parts might be left out (Cox, 1997).

Also, young children mostly produce images spontaneously
from memory and imagination (Golomb, 2004). When presented
with a model to guide their drawing activity, they rarely look up
to see what the object exactly looks like. The model serves as a
source of inspiration—it provides a theme or motif and is rele-
vant insofar it exemplifies a generic object (Luquet, 1927), but it
is not adhered to as an original that ought to be replicated. Again,
what this indicates is that children do not intend but fail to draw
from a fixed perspective.

In his essay “Perspective as symbolic form,” Panofsky (1927)
pointed out that a faithful reconstruction of what is seen from a
particular viewpoint affords a severe abstraction from the con-
tent of experience. In his own words, it is a modern technique
that rests on a motivation to strip away the experiential or “given”
space and substitute it with a systematic, purely visual space. An
individualistic and somewhat arbitrary factor thereby gets intro-
duced, because one commits to showing the scene from a single,
static point of observation. Any ordering according to what is
regarded important or relevant has to make way for a strictly
geometric ordering.

With this held in mind, it becomes much less puzzling why
an awareness of visual perspectives emerges rather late—not just
in history, but in ontogeny as well (see Gablik, 1977, for paral-
lels between the history and genetic development of visual art).
Though children at age 5 and older can be induced to draw what
they see, it is not before 7 or 8 years that they spontaneously create
view-dependent images (Davis, 1983; Cox, 1991). Even at this age,
their advances are such that they acknowledge partial occlusion
and draw only what is visible (e.g., the correct number of faces
of a cube), but they still do not depict the visible parts precisely
in the way they appear (e.g., with lines converging in a vanishing
point; Bremner and Batten, 1991; Cox, 1991).

What is of primary importance to children is to share the world
of those around them. Precisely how this shared world presents
itself from one specific vantage point is secondary and does not
become thematic in the very early stages. First and foremost,
drawing serves to “make sense of the world” (Arnheim, 1969,
p. 257)—and this is true ontogenetically as well. Young children
draw to narrate events and give “shape and order” (Cox, 2005) to
their experiences. We want to go further and argue that picture-
making primarily serves to make sense of the social world, as
one of the first and most frequent motifs is the human figure

(Maitland, 1895; Lark-Horovitz et al., 1939; see Cox, 1993, for an
overview). But not just the themes or motifs are social; so is the
process of drawing. It is an activity that is typically shown in the
presence of another to whom the child narrates as she draws, and
for whom she might create the picture as a gift. The graphic prod-
uct in itself can hardly be interpreted without the accompanying
speech in which children reconstruct their experiences and reveal
what they intend to draw (Cox, 2005).

In either case, we find that the relatively late onset of tak-
ing others’ visual perspectives is paralleled by a late emergence
of the use of perspective in drawings. Young children’s pictures
document their inattention to specific visual perspectives. Just
like there was no motivation to graphically capture objects from
specific, transient viewpoints in the early history of visual art
(Panofsky, 1927), so do children show no interest in representing
things precisely the way they happen to see them. They ignore the
contingent ways in which things appear momentarily for the sake
of capturing what belongs to an object more generally. This also
becomes manifest in perceptual self-reports. When preschoolers
are asked to indicate how they perceive a visual array by choosing
from among a set of different pictures, they often judge incor-
rectly and select a picture showing the ideal rather than their own
view (Liben and Belknap, 1981; Light and Nix, 1983). The upshot
is that children’s drawings are one of several pieces of converging
evidence that young children pay little attention to differences in
visual perspective. Others are their faulty perceptual reports, their
behavior during phone conversations, and, as we have seen, pro-
found struggles with visual perspective-taking—neither of which
require graphic skills.

CONCLUDING REMARKS
Humans are extraordinarily relational and interdependent beings
(MacMurray, 1961). They are adapted to rely on and cooperate
with others in a way that is unparalleled in the animal kingdom
(Gintis et al., 2003). Especially in the early beginnings, a human
individual is entirely dependent on others’ care, attention, and
sharing of knowledge (Csibra and Gergely, 2011). What is cru-
cial at this early stage is that the child comes to share the world
of those around her. She accomplishes this by jointly attending
to things with others. It is in these bouts of joint attention that
the child learns about objects: their gestalts, functions, and labels
etc. Importantly, these are perspective-invariant properties. The
focus lies on the object and its qualities, not on the different
perspectives from which each co-attender perceives it (Campbell,
2012; Moll and Meltzoff, 2012; Seemann, 2012). Only once it can
be taken for granted that we attend to the same thing, is there
room, in a second step, to “objectify” the different viewpoints
from which each of us perceives the object. As Campbell (2012, p.
428) puts it, “The point is that a grasp of the different perspectives
from which a thing may be experienced should not be allowed to
take on a life of its own; this grasp of the different perspectives
from which a thing may be experienced is always grounded in a
prior knowledge of which thing is in question.”

But this merely seems to explain why joint attention precedes
knowledge of perspectives, not why children engage in social
perspective-taking before visual perspective-taking. However, we
think that these two things are related. In joint attention, one’s
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knowledge of the object becomes mutually transparent and so
does the expression of one’s attitude toward it. While the focus
of joint attention is the object itself, it simultaneously informs
us of the other’s knowledge of it as well as her take on it. Joint
attention thus directly supports the forms of social perspective-
taking discussed in this article, which are critical for cooperative
communication and other forms of collaborative activities.

The visuo-spatial positions of the co-attenders, in contrast,
remain entirely in the background. Firstly, the viewing angles
involved usually bear no significance with regard to the object,
its qualities, or the other’s attitude toward it. Secondly, given the
dynamic character of joint attention, these perspectives rarely
remain constant but tend to fluctuate over the course of explo-
ration, as the object gets manipulated and/or the spatial positions
changed. Joint attention thus directly paves the way to early forms
of social, but not visual perspective-taking.

The picture looks very different for non-human primates that
possess simple forms of visual perspective-taking. Chimpanzees
have been shown to preferably approach food that is blocked from
a dominant individual’s sight (Hare et al., 2000), and to seek out
locations and motion paths that hide their bodies from competi-
tors (Whiten and Byrne, 1988; Hare et al., 2006). These behaviors
are advantageous in potentially antagonistic and risky encoun-
ters with conspecifics or predators (Hare and Tomasello, 2004).
They are evolutionarily adaptive for animals that are yoked much
tighter into the here and now than humans and do not engage in
shared intentionality and cooperation. We think that joint atten-
tion and cooperation bridge spatial distances between self and
other and thus privilege social over visual perspective-taking. The
competitive and individualistic mode of operating found in non-
human primates, in contrast, makes an awareness of the visibility
of resources and one’s own body to others critical for survival.

Generally, visuo-spatial perspective-taking is seen as the most
basic and embodied form of perspective-taking, that is expected
to subserve and function as a model for more mental or higher-
cognitive forms, such as imagining how others feel or think about

a certain situation (as is also suggested by spatial metaphors
such as “putting oneself in another’s position/shoes,” see Kessler
and Thomson, 2010). The genetic primacy of social over visual
perspective-taking that we argued and provided empirical sup-
port for is at odds with this idea of visual perspective-taking
as the cradle for other kinds of perspective-taking. Being aware
of and responsive to others’ literal viewpoints can certainly be
key in social interaction. To communicate effectively we often
have to adjust our speech and non-verbal behavior according
to what the other sees or how he sees things—e.g., when we
direct him to an object outside of his visual field or ask him
to move his left shoulder that is on our right as we stand fac-
ing him. But getting a grip on others’ visual perspectives takes
time ontogenetically, and is not the first skill of its type to
emerge.

We tried to show in this article that before children come to
know what is seen from which particular viewpoint, they not only
bridge perspectival differences in acts of joint attention and deic-
tic reference by the age of 9–12 months, allowing them to create
a common ground of shared experience with others. They also
readily track and update what others have witnessed, done, and
said. This knowledge is foundational for effective communica-
tion and other forms of cooperation, as it constitutes the back-
ground against which gestures and speech acts are understood
and produced. We cited empirical evidence that children develop
an awareness of visual perspectives somewhat later. This is not
only suggested by the relatively late onset of visual perspective-
taking, but is also reflected in children’s aperspectival drawings
and false perceptual judgments. In our attempt to explain the
counterintuitive sequence from social to visual perspective-taking
we highlighted the primary importance of forming experiential
backgrounds with others for the sake of communication and
cooperation. If the developmental trajectory that we traced is
informative with regard to the relation between visual and social
perspective-taking in cognitively mature human beings remains
an open question.
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Much of everyday mental life involves information that we cannot currently perceive
directly, from contemplating the strengths of friendships to reasoning about the contents
of other minds. Despite their primacy to everyday human functioning, and in particular,
to human sociality, the mechanisms that support abstract thought are poorly understood.
An explanatory framework that has gained traction recently in cognitive neuroscience is
exaptation, or the re-purposing of evolutionarily old circuitry to carry out new functions.
We argue for the utility of applying this concept to social cognition. Convergent behavioral
and neuroscientific evidence suggests that humans co-opt mechanisms originally devoted
to spatial perception for more abstract domains of cognition (e.g., temporal reasoning).
Preliminary evidence suggests that some aspects of social cognition also involve the
exaptation of substrates originally evolved for processing physical space. We discuss the
potential for future work to test more directly if cortical substrates for spatial processing
were exapted for social cognition, and in so doing, to improve our understanding of how
humans evolved mechanisms for navigating an exceptionally complex social world.

Keywords: exaptation, neural reuse, social neuroscience, metaphor, spatial cognition, perspective taking, social

distance, posterior parietal cortex

EXAPTATION AND HUMAN COGNITION
Our thoughts often include information outside of the current
sensory environment, from imagined futures to the contents of
other minds. However, the mechanisms supporting abstract cog-
nition remain poorly understood. An explanatory framework that
has gained traction recently (Gallese and Lakoff, 2005; Dehaene
and Cohen, 2007; Anderson, 2010) involves exaptation: co-opting
existing morphological features for novel functions (Gould and
Vrba, 1982). New cognitive capacities may have emerged over
the course of evolution when brain regions originally devoted
to specific functions were repurposed and recombined in novel
ways to process additional kinds of information (Anderson, 2010).
Analogous cortical recycling processes may occur during devel-
opment whereby cultural inventions co-opt circuitry evolved for
older aspects of cognition (Dehaene and Cohen, 2007). Exaptation
and cortical recycling provide plausible neural bases for proposals
that representational resources originally devoted to space were
co-opted to process more abstract information (e.g., Boroditsky,
2011).

If our ability to reason about abstract concepts resulted
from evolutionary “tinkering” (Jacob, 1977) with neural mech-
anisms originally developed for operating on physical space, then
demanding that these mechanisms handle conflicting inputs per-
taining to their new and old functions simultaneously should
create response conflict. Further, evidence from clinical and
neuroimaging studies should suggest shared substrates for these
functions. Both kinds of evidence are accumulating with respect
to several domains of abstract cognition, most widely in studies
relating temporal and numerical processing to spatial cognition
(Hubbard et al., 2005; Bonato et al., 2012). Here, we highlight the
potential for our understanding of the mechanisms underlying

abstract social cognition to benefit from a similar approach, and
review evidence that these mechanisms may be best understood
in terms of the kinds of computations (e.g., distance judgments,
perspective taking), rather than the domains of knowledge, that
they involve.

SOCIALITY AND HUMAN BRAIN EVOLUTION
Humans come into the world seemingly hardwired to detect and
connect with other minds (Wheatley et al., 2012), and maintaining
this predisposition is closely tied to healthy development (Pavlova,
2012). Effectively perceiving and interpreting social cues is par-
ticularly crucial for humans, who must navigate an exceptionally
flexible system of relationships with conspecifics (Fiske, 1991). The
ability to meet the intensive computational demands of humans’
complex social environment (e.g., forging alliances, sharing inten-
tions, tactical deception; Harcourt, 1988, 1989; Tomasello et al.,
2005) is thought to have been a driving force for cortical expansion
during evolution (Dunbar, 1998). Consistent with this hypoth-
esis, feats of social cognition presumed to be uniquely human,
such as sharing intentions (Tomasello et al., 2005) and represent-
ing others’ beliefs (representational theory of mind, RTOM; Call
and Tomasello, 2008) involve cortical areas that underwent the
most evolutionary expansion (e.g., lateral posterior parietal cortex,
PPC; Van Essen et al., 2001; particularly the temporoparietal junc-
tion, TPJ; Saxe, 2006; Redcay et al., 2010). These aspects of social
cognition (e.g., RTOM) tend to involve information that cannot
be perceived directly (e.g., false beliefs), and are functionally (Gob-
bini et al., 2007) and structurally (Parkinson and Wheatley, 2012)
dissociable from older social processes (e.g., motor resonance),
suggesting they either involve entirely new structures or structures
previously devoted to non-social functions. Gould and Vrba
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(1982) suggested that exaptation of complex traits would likely be
followed by secondary adaptations to further support new func-
tions. Consistent with PPC circuitry evolved for dealing with space
having been exapted, then expanded, to support abstract social
cognition, the PPC has an evolutionarily old role in spatial percep-
tion (it encodes space in our distant relatives, e.g., rats; Nitz, 2006),
processes both social and spatial information in humans and other
primates (Yamazaki et al., 2009), and has expanded (Van Essen
et al., 2001) and formed new connections (Mantini et al., 2013) in
humans as it came to support evermore abstract aspects of social
cognition. Recent computational modeling experiments support
the notion that human brain expansion was driven by the cog-
nitive demands of human sociality (Dávid-Barrett and Dunbar,
2013). Importantly, large brain size has a great metabolic cost; the
human brain accounts for 2% of body mass but requires 20% of
the energy that we consume (Clark and Sokoloff, 1999). In order
to outweigh the considerable metabolic cost of the larger brain
that they require, the cognitive mechanisms supporting human
sociality must have conferred substantial adaptive benefits.

However, compared to other domains of abstract cognition
(e.g., mathematics; Hubbard et al., 2005), little is known about
how social forms of abstract cognition (e.g., representing beliefs
or one’s place in a social network) relate to evolutionarily older
aspects of cognition. This may be due to several factors. First,
compared to cognitive neuroscience, social cognitive neuroscience
is a young field (Ochsner, 2007); many aspects of social cognition
have simply been studied less extensively than other aspects of
cognition. Second, early social cognitive neuroscience research
often assumed a modular view of the brain (Bergeron, 2007),
and involved searching for encapsulated brain areas devoted to
processing particular contents (Kihlstrom, 2010). If one under-
stands an aspect of cognition to be supported by a domain-specific
module, attempting to relate that aspect of cognition to other
mental phenomena may not be considered a particularly worth-
while endeavor. More recently, brain areas (e.g., TPJ; fusiform face
area) previously implicated in various facets of social informa-
tion processing (e.g., RTOM; face perception) have been found to
perform similar operations (e.g., reorienting attention, Mitchell,
2008; visual object encoding, Hanson et al., 2004) on diverse con-
tents. Consistent with the suggestion that social cognition and
physical perception involve common computations (Zaki, 2013),
the functional significance of brain areas involved in social cog-
nition may often be best characterized in terms of the operations
they perform across multiple domains of information.

LINGUISTIC MAPPINGS BETWEEN ABSTRACT COGNITION
AND SPATIAL PERCEPTION
One window into the cognitive operations supporting abstract
thought is the language we use to describe them (Lakoff and
Johnson, 1980). The spatialization of form hypothesis (Lakoff,
1987) specifically highlights the widespread use of spatial words
(e.g., “outside,” “far”) to describe conceptual relations, suggesting
that spatial schemata structure mental representations. Abstract
relations may be represented in terms of space because unlike spa-
tial relationships, they must be imagined rather than observed
(Evans, 2006). We can observe two people sitting close together,
gaze direction, or moving a vehicle forward, but can only imagine

the closeness of a friendship, a belief, or moving a meeting for-
ward (Casasanto et al., 2010). In this view, phrases like “close
friendship” or “far from the truth” are not mere figures of speech,
but rather, figures of thought that reveal the structure of mental
representations (Lakoff, 1986). The extent to which representa-
tional overlap between space and abstract domains results from
exaptation during evolution, metaphoric structuring acquired
during development, or some combination of these processes,
remains an open question. With respect to social processing, the
recruitment of brain areas involved in reorienting visual atten-
tion (TPJ) while congenitally blind individuals perform RTOM
tasks (Bedny et al., 2009) suggests that functional overlap between
social and visuospatial processes may be an innately predisposed
result of evolutionary exaptation that is now reflected in linguistic
metaphors for mentalizing (e.g., “Try to see things from my point
of view”).

The domain of abstract cognition that has been studied most
extensively in terms its relation to space is time. Cross-linguistic
studies indicate that people around the world use spatial language
to describe time (Boroditsky, 2011); the intuition to represent time
analogously to space may be evolutionarily predisposed. Do all
languages employ spatial language to describe social relationships
(e.g., “close friend”) and RTOM? Are mappings consistent across
languages? Some cross-linguistic variability exists in spatiotem-
poral metaphors, but certain mappings (future = forward) are
nearly ubiquitous, likely due to shared aspects of human physiol-
ogy and experience. Similarly, some English spatial metaphors for
social relationships (familiarity = closeness) may stem from the
tendency to give personal space to others based on the “closeness”
of relationships (Hayduk, 1983). To our knowledge, metaphoric
mappings between spatial and social relationships or between visu-
ospatial and social perspective taking have not been subjected to
exhaustive cross-linguistic analysis. Thus, whether or not humans
around the world use space to structure mental representations of
the magnitude and traversal of social distances remains an open
question.

BEHAVIORAL EVIDENCE FOR MAPPINGS BETWEEN
ABSTRACT COGNITION AND SPATIAL PERCEPTION
Behavioral mappings between space and abstract cognition have
been most extensively studied with respect to time and num-
ber. Number and space are associated implicitly; according to the
spatial numerical association of response codes (SNARC) effect,
people are faster to respond regarding small numbers on the left
side of space, and large numbers on the right side of space, even for
tasks unrelated to magnitude (Dehaene et al., 1993). Similar asso-
ciations have been documented between number and elevation
(Pecher and Boot, 2011; Lugli et al., 2013). Representational over-
lap between space and number appears to comprise a universal
human intuition (Dehaene et al., 2008), and can be documented
outside of the laboratory. When thinking about numbers, more
than 10% of individuals report automatically accessing mental
“number forms” consisting of spatial layouts (Seron et al., 1992).
It has even been suggested that on the scale of motoric action, time,
space, and quantity are processed by an analog magnitude system
(Walsh, 2003), which was co-opted to process discrete number
(Bueti and Walsh, 2009).
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Stimulus-response compatibility codes also exist for time
(Ishihara et al., 2008; Sell and Kaschak, 2011). Additionally, peo-
ple tend to spontaneously sway forward while imagining the
future and backward while imagining the past, suggesting that
representations of movement through space are automatically
activated during imagined movement through time (Miles et al.,
2010). Monkeys (Merritt et al., 2010) and infants without expo-
sure to relevant linguistic or sensorimotor mappings (Srinivasan
and Carey, 2010) exhibit representational overlap between spatial
extent and temporal duration (but not all magnitudes), suggesting
that spatiotemporal mappings originate from common process-
ing mechanisms, independently of sensorimotor grounding or
linguistic correspondences.

Social and spatial information are also behaviorally associated.
Visual perspective taking and mentalizing abilities are positively
correlated (Flavell et al., 1986; Hamilton et al., 2009). People
readily convert judgments of social compatibility into physical dis-
tances (Yamakawa et al., 2009). Words characterizing close social
distances (e.g., “us,” “friend”) are associated with close locations,
and words characterizing remote social distances (e.g., “them,”
“enemy”) are associated with far spatial locations (Bar-Anan et al.,
2007). Additionally, consistent with the suggestion that out-group
members are construed as being physically distant from oneself
(except following threat, Xiao and Van Bavel, 2012), Jones et al.
(1981) found that out-group members are rated as more homoge-
nous (i.e., having a narrower range of personal characteristics)
than in-group members. Similarly, powerful individuals, who see
themselves as exceptionally distinctive, construe others as excep-
tionally distant and homogenous (Fiske, 1993; Lee and Tiedens,
2001). It may be parsimonious to represent social and spatial
distances analogously: Construal level theory of psychological
distance (Liberman and Trope, 2008) posits that spatial, tempo-
ral and social egocentric distance share a common psychological
meaning – distance from the self in the here and now.

Although extant research highlights a possible relationship
between mental representations of social and spatial information,
more research is needed to explore this possibility, and address sev-
eral remaining questions, such as: is there a hierarchy of egocentric
psychological distance domains, in which some are more primary
than others? Do we spontaneously access representations of mov-
ing through space when traversing“social”distances or perspective
taking, like during mental time travel? Are spatial representations
activated explicitly when thinking about social relationships in
everyday life, as they are for many individuals when thinking
about numbers? Exploring questions like these will lead to an
improved understanding of the mechanisms involved in abstract
social cognition.

NEUROSCIENTIFIC EVIDENCE FOR MAPPINGS BETWEEN
ABSTRACT COGNITION AND SPATIAL PERCEPTION
If spatial processing were repurposed for abstract cognition, one
would expect overlapping neural substrates. Past research sug-
gests that PPC systems for sensorimotor control and cognition
largely overlap (Creem-Regehr, 2009). As the PPC expanded
in size over the course of human evolution (Van Essen et al.,
2001), it appears to have expanded in function as well, leading
to suggestions that mechanisms originally devoted to representing

peripersonal space were repurposed to perform analogous oper-
ations on new contents. According to this theory, mechanisms
previously dedicated to representing spatial information about the
current sensory environment were first co-opted to represent sim-
ulations of peripersonal space in the past and future to support
episodic memory and prospection, and later, to represent informa-
tion in increasingly abstract frames of reference (Yamazaki et al.,
2009). A growing body of neuroimaging and neuropsychologi-
cal evidence suggests that representations of spatial and abstract
information, including aspects of social cognition, are associated
in the PPC.

Functional magnetic resonance imaging (fMRI) studies in
humans implicate the PPC in representing perceptual, tempo-
ral, social and conceptual frames of reference (Yamazaki et al.,
2009). Importantly, most of these results are based on overlap-
ping activations from univariate contrasts, which could reflect
shared neural codes or nearby but distinct codes for different
kinds of information (Peelen and Downing, 2007). Multivariate
pattern analysis (MVPA), which compares distributed patterns of
activity between experimental conditions, rather than regionally
smoothed and averaged responses, may better characterize brain
regions’ representational contents (Figure 1). The few studies that
have used MVPA to compare spatial and abstract cognition in the
PPC support the suggestion that representations of spatial infor-
mation “scaffold” those of more abstract information. A pattern
classifier trained only to distinguish PPC responses to leftward
vs. rightward saccades can distinguish mental addition from sub-
traction (Knops et al., 2009). Additionally, position and valence
words can be decoded by a classifier trained only on patterns of
PPC activity corresponding to visual elevation (Quadflieg et al.,
2011). Because MVPA can reveal information about underlying
cognitive structures (Figure 1), this approach will be valuable in
elucidating whether use of spatial language in describing abstract
social concepts reflects true representational similarities or linguis-
tic bottlenecks that push people to use metaphors in the absence
of adequate domain-specific terminology (such bottlenecks have
been demonstrated in olfaction; Yeshurun and Sobel, 2010).

Further research is needed to characterize the relationship
between the PPC’s involvement in social and spatial cognition.
For instance, the TPJ is recruited both when subjects reason
about others’ false beliefs and positions in space (Abraham et al.,
2008), suggesting that this region may perform similar compu-
tations on visuospatial and social contents. MVPA could be used
to more directly test this possibility. Similarly, judgments about
hierarchy and social distance recruit areas of the PPC involved
in self-referential physical distance processing (Chiao et al., 2009;
Yamakawa et al., 2009). Does this brain region represent “high”
social status and “close” social distances analogously to how it
represents “high” spatial location and “close” spatial distances?
Again, characterizing the representational structure of the PPC
with MVPA could elucidate this question (Figure 1).

Neuropsychological data also suggests a close relationship
between representations of spatial and abstract information in
the PPC. Patients with left hemineglect following right PPC dam-
age often also neglect the “left” side of the mental number line
(Zorzi et al., 2002), whereas PPC lesion patients without neglect
show no numerical deficits (Vuilleumier et al., 2004). Remarkably,
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FIGURE 1 | Interpreting fMRI responses to social and spatial tasks.

(A) Hypothetical responses from an 8-voxel region of interest (ROI) to stimuli
depicting: high social status (blue), high spatial position (orange), low social
status (green), and low spatial position (pink), as well as baseline (gray;
fixation cross). (B) Comparing the magnitude of locally smoothed and
averaged responses could reveal that this ROI responds robustly to all 4
conditions relative to baseline, suggesting that it is involved in both social and
spatial processing. (C) The same data can be studied as multivoxel patterns;
responses from an ROI containing n voxels can be analyzed as n-dimensional
vectors. Examining response patterns using MVPA can reveal more detailed
information regarding the representational content of an ROI, as illustrated in
(D–H). (D) Responses from voxels 1 and 2 from the patterns depicted in (C)

for 10 examples of each stimulus category; two-dimensional patterns are
presented for clarity of visualization. Each dot represents a response to an
example of each experimental condition. Experimental conditions are
indicated by dot color. Machine learning algorithms can be used to determine
which distinctions a region contains information about (Norman et al., 2006).

Here, a linear classifier would accurately distinguish the 4 experimental
conditions from baseline, as well as “high” social status and spatial position
from “low” social status and spatial position, as would be expected from a
brain region that represents social status analogously to spatial position.
(E–H) Visualizations of possible representational similarity structures
(Kriegeskorte et al., 2008) for responses that may not differ in average
magnitude, as in (B). Pairwise correlation distances between response
patterns can be used to characterize pattern dissimilarity. Shorter distances
between dots indicate greater pattern similarity; larger distances indicate
greater pattern dissimilarity. Local response patterns within a region that is
recruited for all 4 experimental conditions can contain information about
domain (i.e., social vs. spatial) regardless of position (i.e., high vs. low spatial
location or social status; E), position but not domain (F), or about both domain
and position (G). Alternatively, such a region may not contain information
useful in distinguishing either position or domain (H). Thus, MVPA will be
useful in testing whether overlapping fMRI activations for social and spatial
tasks reflect shared or distinct processing mechanisms.

normal numerical processing is restored in neglect patients follow-
ing interventions utilizing adaptation to leftward-shifting prism
glasses that restore visual attention to the previously neglected
side of space (Rossetti et al., 2004). Patients with hemispatial
neglect exhibit analogous distortions of temporal processing, sys-
tematically overestimating temporal durations (Basso et al., 1996;
Calabria et al., 2011). Spatiotemporal mappings appear to be sup-
ported by the PPC in healthy individuals, as they are diminished
following transcranial magnetic stimulation to this region (Oliv-
eri et al., 2009). Neuropsychological studies relating spatial and
abstract cognition have focused primarily on non-social domains

of abstract cognition (e.g., time, number) and space. However,
Samson et al. (2004) reported impaired mentalizing in patients
with focal lesions to the inferior PPC. To our knowledge, no
studies have tested if PPC damage is associated with abnormal
representations of one’s social network.

One limitation of neuroscientific evidence relating space and
other domains of cognition is that data are available only from
individuals in industrialized societies, and many of the corre-
sponding behavioral phenomena are malleable to cultural learning
(Dehaene et al., 1993). Although the tendency to map various
domains of knowledge onto spatial representations appears to
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comprise a universal intuition (Dehaene et al., 2008; Parkinson
et al., 2012), the nature of these mappings is often subject to cul-
tural variation (Hung et al., 2008; Boroditsky and Gaby, 2010).
Even two weeks of tool use engenders white and gray mat-
ter changes in the macaque PPC (Hubbard et al., 2005; Iriki,
2005). Lifelong immersion in cultures emphasizing metaphors
and analogical reasoning no doubt impacts neural representations.
Although the work summarized here is drawn from studies con-
ducted in several countries, more cross-cultural work, especially
that involving direct cross-cultural comparisons, is required to
better understand how representational overlap between spatial
and social cognition arises in the brain.

COMPARING SPATIAL REPRESENTATIONS BETWEEN
DOMAINS OF KNOWLEDGE
Importantly, although multiple domains of abstract cognition
appear to co-opt mechanisms for spatial processing, differ-
ent exaptations could have arisen separately, and may operate
differently. There is a paucity of research investigating how
different domains of knowledge that use space as a “refer-
ence domain” relate to one another. Different processes may
have independently come to co-opt circuitry originally for spa-
tial computations because such an arrangement was efficient
and likely given pre-existing anatomical and functional con-
straints (Cantlon et al., 2009). Consistent with this suggestion,

a recent study comparing spatial representations of number and
pitch within individuals suggests that spatial representations are
idiosyncratic to specific domains of knowledge (Beecham et al.,
2009). Thus, although past work relating spatial cognition to
non-social aspects of abstract cognition will be informative for
future studies aimed at characterizing the relationship between
spatial perception and social cognition, this will not be a trivial
endeavor.

CONCLUSION
Convergent evidence from behavior, neuropsychology, and neu-
roimaging suggest that humans use knowledge about space to
scaffold mental representations of abstract information. Whereas
most investigations have focused on non-social domains of
abstract cognition, less work has explored the relationship between
abstract aspects of social cognition (e.g., social distance evaluation,
mentalizing) and spatial perception. Given the substantial progress
that has stemmed from using this approach to characterize the
mechanisms that support non-social domains of abstract cogni-
tion, we predict that relating abstract social cognition to spatial
perception will be similarly fruitful. Further, given the central-
ity of sociality to human health and brain evolution (Dunbar,
1998), better understanding the mechanisms involved in social
cognition is essential to understanding the human brain more
generally.
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We performed a quantitative meta-analysis of functional neuroimaging studies to identify
brain areas which are commonly engaged in social and visuo-spatial perspective taking.
Specifically, we compared brain activation for visual-perspective taking to activation for
false belief reasoning, which requires awareness of perspective to understand someone’s
mistaken belief about the world which contrasts with reality. In support of a previous
account by Perner and Leekam (2008), our meta-analytic conjunction analysis found
common activation for false belief reasoning and visual perspective taking in the left
but not the right dorsal temporo-parietal junction (TPJ). This fits with the idea that the
left dorsal TPJ is responsible for representing different perspectives in a domain-general
fashion. Moreover, our conjunction analysis found activation in the precuneus and the left
middle occipital gyrus close to the putative Extrastriate Body Area (EBA). The precuneus is
linked to mental-imagery which may aid in the construction of a different perspective. The
EBA may be engaged due to imagined body-transformations when another’s viewpoint is
adopted.

Keywords: neuroimaging meta-analysis, theory of mind, false belief, visual perspective taking, temporo-parietal

junction

INTRODUCTION
Being able to adopt another person’s perspective is an important
feature of human social cognition. In the last decade and a half,
functional neuroimaging studies have sought to identify the neu-
ral mechanisms underlying this ability. Two lines of research have
emerged. One group of studies has looked at perspective relevant
processes in the context of visuo-spatial cognition, typically by
asking about the visual experience arising from a different point
of view (visual perspective taking). Studies in this field can be
divided into level 1 and 2 visual perspective taking (Masangkay
et al., 1974; Flavell et al., 1981). Level 1 perspective taking refers
to the ability to distinguish what people can and cannot see, e.g.,
that two persons looking at different sides of a piece of paper see
different things. Level 2 perspective taking refers to the ability to
understand that when two persons look at an object from dif-
ferent viewpoints or angles, they arrive at different and maybe
contradictory descriptions. Besides research on visual perspective
taking, another group of studies has looked at perspective relevant
processing in social contexts. The terms “mentalizing”, “mind
reading” or “theory of mind” refer to our ability to think about
the mental states—such as thoughts and beliefs—of ourselves and
others (Premack and Woodruff, 1978). A way to test children’s
ability to attribute mental states to others is the false belief task.
Children are told a story in which a character, Mistaken Max, fails
to witness how his chocolate is unexpectedly transferred from one
location to another. Therefore, he believes that the chocolate is
still in its original location. Children have to predict whether he

will look for the chocolate in its original or in its new location.
To arrive at the correct answer—its original location—children
have to take into account that Mistaken Max holds a false belief
about the location of the chocolate, which contrasts with their
own knowledge about its real location.

Developmental research showed that the ability to make cor-
rect level 2 visual perspective judgments emerges about 2 years
later than the ability to master these judgments at level 1
(Masangkay et al., 1974). At the same time when children start
to master level 2 judgments—at around 4 to 5 years of age—they
also start to pass the false belief test (Wimmer and Perner, 1983).
Hamilton et al. (2009) found that theory of mind performance
(assessed with a set of tasks including the false belief task) signif-
icantly predicted performance on a level 2 visual perspective task
in a sample of 4–8 year old children. In contrast, neither perfor-
mance on a mental rotation task nor children’s verbal mental age
showed a relation to level 2 visual perspective taking. One expla-
nation (e.g., Perner et al., 2003; Perner and Rössler, 2012) for this
link between level 2 visual perspective and false belief understand-
ing is that both tasks require an understanding of perspective, i.e.,
that different persons can have different views on/or beliefs about
one and the same state of affairs. In addition, for both tasks chil-
dren must be able to intentionally switch to another perspective.

Brain activation for false belief reasoning was mostly studied
by presenting short stories to adult participants, and results
show a consistent network of brain areas activated (see e.g.,
Saxe and Kanwisher, 2003; Perner et al., 2006; Saxe and Powell,
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2006), including the medial prefrontal cortex (mPFC), bilateral
temporal poles, the precuneus, and bilateral temporo-parietal
junction (TPJ) areas. The mPFC was linked to the processing of
socially and emotionally relevant information about other people
that is contained in the stories, but not specifically linked to the
processing of belief (Aichhorn et al., 2006; Saxe, 2006; Saxe and
Powell, 2006). For example, an fMRI study found that the mPFC
was equally engaged by stories about a person’s thoughts and by
stories about a person’s physical appearance or bodily sensations
(Saxe and Powell, 2006). The temporal poles were linked to the
retrieval of social semantic knowledge from long-term memory,
which takes place because participants read stories about persons
in social situations (e.g., Gallagher and Frith, 2003; Ross and
Olson, 2010). Based on its engagement in visuo-spatial mental
imagery (e.g., Ghaem et al., 1997; Hanakawa et al., 2003), it
was assumed that the precuneus subserves mental imagery to
represent another person’s perspective in theory of mind tasks
(Cavanna and Trimble, 2006). Similarly, the TPJ areas were linked
to the representation of mental and non-mental perspectives
(Perner et al., 2006; Perner and Leekam, 2008). The right TPJ
was specifically linked to the representation of beliefs, as it was
found to respond more strongly when reading statements about
a person’s thoughts than when reading statements about physical
appearance or bodily sensations (Saxe and Powell, 2006), and
also compared to reading statements about a person’s emotions
and perceptions (Zaitchik et al., 2010). In another study, an
interesting observation was made for the left TPJ. Perner et al.
(2006) presented a novel condition—false sign stories—in
addition to the standard false belief and photo control stories.
An example for a false sign story is: “The sign to the monastery
points to the path through the woods. While playing, the children
make the sign point to the golf course. According to the sign the
monastery is now in the direction of the . . . golf course / woods”.
False sign stories present a very different problem than false belief
stories which require figuring out an internal and unobservable
mental state of another person. False sign stories simply require
reflecting upon the external and directly observable world—the
direction to where a sign is pointing. Nevertheless, Perner et al.
(2006) found equally high activation for false sign stories as for
false belief stories in the left TPJ (but not in the right TPJ). A
significantly lower level of activation was found for photo control
stories. These findings suggest that the left TPJ is responsible for
an operation that is common to reasoning about false belief and
false signs: processing of a perspective difference, regardless of
whether it is an unobservable inner state (belief) or a visible state
(where the sign points). Both in the case of false belief stories
and false sign stories, two contrasting perspectives of one and
the same state of affairs are involved: the belief of a person that
contrasts with one’s own knowledge of reality, or the location to
which a sign is pointing that contrasts with one’s own knowledge
about the real location of a target.

In comparison to the detailed picture that has already emerged
for the neural correlates of false belief reasoning, brain imaging
evidence on visual perspective taking is relatively scattered and
has been discussed less extensively. To our knowledge, no system-
atic review or meta-analysis of visual perspective studies has been
done yet. When contrasting judgments about another person’s

perspective with judgments about one’s own perspective (level 1
and 2 taken together) studies mainly found activation in three
areas: (i) Lateral prefrontal cortices (e.g., Vogeley et al., 2004;
Aichhorn et al., 2006; David et al., 2006, 2008; Dumontheil et al.,
2010; Mazzarella et al., 2013), (ii) bilateral parietal and temporo-
parietal areas (Vogeley et al., 2004; David et al., 2006, 2008;
Kaiser et al., 2008; Mazzarella et al., 2013) and (iii) the precuneus
(Vogeley et al., 2004; Kaiser et al., 2008; Dumontheil et al., 2010).
The lateral prefrontal cortices – in particular the inferior frontal
gyri—are engaged by cognitive control in interference tasks, such
as the color-word Stroop task or stimulus-response reversal stud-
ies (for review see Derrfuss et al., 2005). Likewise, researchers
linked these areas to the inhibition of the irrelevant own perspec-
tive when making visual perspective judgments (McCleery et al.,
2011; Ramsey et al., 2013). Activation in temporo-parietal areas
was linked to the representation of perspectives, and in particular
to the representation of differences in perspective and owner-
ship of perspective (McCleery et al., 2011). In addition, Ramsey
et al. (2013) suggested that superior parietal areas are engaged in
perspective selection, i.e., in choosing the relevant over the irrel-
evant perspective. This was assumed to take place in cooperation
with lateral prefrontal areas, forming a functional network that
is sometimes referred to as the “fronto-parietal control network”
(e.g., Vincent et al., 2008). The precuneus was rarely mentioned
when discussing the neurocognitive processes subserving visual
perspective taking, although it is implicated in multiple forms of
visuo-spatial mental imagery (e.g., Ghaem et al., 1997; Hanakawa
et al., 2003).

Our review of the neuroimaging literature on false belief rea-
soning and visual perspective taking showed that both discussed
the left TPJ and the precuneus as candidate areas for represent-
ing perspectives and perspective differences. Only little functional
imaging research has addressed this connection. To our knowl-
edge, no study has directly compared activation for false belief
reasoning to activation for visual perspective taking. Aichhorn
et al. (2006) measured brain activation for level 2 visual perspec-
tive taking, and asked participants to judge the spatial arrange-
ment of two objects (e.g., “the block is in front of the pole”)
from the viewpoint of an avatar. The authors found brain acti-
vation for level 2 perspective taking—compared to making the
same judgments from one’s own viewpoint—in an area of the left
TPJ that was also activated in a number of earlier studies on the-
ory of mind (e.g., Gallagher et al., 2000; Ruby and Decety, 2003;
Saxe and Kanwisher, 2003). Aichhorn et al. (2006) therefore con-
cluded that the left TPJ is responsible for representing different
perspectives and is commonly engaged by tasks which require
such processing. However, a more recent study provided evidence
against this interpretation. David et al. (2008) asked participants
to either make a visual perspective or a mentalizing (preference)
judgment with respect to two objects in front of an avatar. The
avatar was facing participants. In the level 2 perspective judg-
ment, participants were asked which of the two objects (left or
right) was elevated from the avatar’s point of view. For exam-
ple, if the elevated object was on the left from the avatar’s point
of view, this implied that it was shown on the right side of the
image to participants. In the preference judgment, participants
were asked to judge which object the avatar would prefer—based
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on his gestures (e.g., pointing at one object) and facial expression.
During the judgments participants always indicated the object as
seen from their own perspective. The comparison of brain activa-
tion between the tasks showed two completely distinct networks
of brain activation and no overlap in the left TPJ. Therefore,
David et al. (2008) concluded that visual perspective taking and
mentalizing rely on different cortical mechanisms.

Studies that compared brain activation for visual perspec-
tive taking and mentalizing show contradictory results. However,
these studies never directly compared activation for false belief
reasoning with visual perspective taking. As we have outlined
above, both developmental research and neurocognitive theories
speak for a functional link between these tasks. The present study
evaluates the functional overlap between false belief reasoning
and visual perspective taking by means of a quantitative meta-
analysis of brain imaging studies. To increase statistical power, we
analyze both level 1 and 2 visual perspective taking studies in our
meta-analysis. Based on the reviewed literature, we expect to find
a functional overlap in the left TPJ and in the precuneus.

METHODS
We performed key-word searches in the databases PubMed,
Science Citation Index, and PsycInfo. The first criterion of our
search was that studies included one of the key-words “neu-
roimaging” or “fMRI” or “PET”. For our false belief meta-
analysis, the second criterion was that studies further included
the key-words “false belief” or “theory of mind”. For our visual
perspective taking meta-analysis, the second criterion was that
studies included the key-words “perspective taking” or “visual
perspective” or “viewer rotation”1. In a second step, we extended
our literature samples by searching the reference lists of recent
meta-analyses on theory of mind and social cognition (Mar, 2011;
Bzdok et al., 2012; Denny et al., 2012; Murray et al., 2012) as
well as the reference lists of most recent publications on visual
perspective taking (Lambrey et al., 2012; Mazzarella et al., 2013;
Ramsey et al., 2013).

We then applied a number of methodological selection-criteria
to the literature identified by our search (see e.g., Radua et al.,
2012). Studies were only selected if they had performed a whole
brain analysis and reported activation coordinates in standard
space (MNI or Talairach). We ensured that the same threshold
throughout the whole brain was used within each included study,
in order to avoid biases toward liberally thresholded brain regions.
This does not mean that different studies should employ the same
threshold. We included 25 studies (N = 419) in our meta-analysis
on false belief and 14 studies (N = 216) in our meta-analysis on
visual perspective taking. We used Effect-Size Signed Differential
Mapping (ES-SDM) software, version 2.31 for meta-analysis
(Radua et al., 2010, 2012; http://www.sdmproject.com). ES-SDM
uses standard effect size and variance-based meta-analytic calcu-
lations. Based on the reported t-values and the sample size of
a study, ES-SDM creates a map of effect-sizes (Hedge’s g val-
ues) and their variances. Variance is estimated from the map

1Viewer rotation’ refers to an imagined change of one’s own point of view,
i.e., imagining oneself rotating around an object in space, arriving at a new
viewpoint on it.

of effect-sizes and the sample size of the study. Effect- sizes are
exactly calculated for those voxels containing a peak reported in
the results table of an original study. For the rest of the voxels, an
effect-size is estimated depending on the distance to close peaks
(<20 mm) by means of an unnormalized Gaussian kernel. In
the present analysis, we used the recommended Gaussian kernel
with a FWHM of 20 mm. A validation study which compared the
results of coordinate based ES-SDM meta-analysis to the results
of a standard voxel-wise GLM analysis of the same original data
(Radua et al., 2012) found that this FWHM provided an optimal
balance between sensitivity and specificity. For statistical-analysis,
all foci were transformed to Talairach space which is the native
space of the software, by using the matrix transformations pro-
posed by Lancaster et al. (2007). We calculated a mean analysis
for each task-group. Calculation of the meta-analytic mean map
is implemented by a random-effects model in which each study is
weighted by the inverse of the sum of its variance plus an esti-
mate of between-study heterogeneity. The latter is obtained by
the DerSimonian-Laird method (DerSimonian and Laird, 1986).
This approach enables studies with larger sample size or lower
variability to contribute more and that effects are assumed to
randomly vary between samples. The statistical significance was
assessed by a permutation test; 100 random maps were generated
with the same number of input foci as included in the to-be-tested
map (see Radua et al., 2012). Finally, the meta-analytic maps were
thresholded using a voxel-level (height) threshold of p < 0.005
(uncorrected) and a cluster-level (extent) threshold of 10 vox-
els. This uncorrected threshold was found to optimally balance
sensitivity and specificity, and to be an approximate equivalent
to a corrected threshold of p < 0.05 in original neuroimaging
studies (Radua et al., 2012). We performed a conjunction anal-
ysis (see Figure 1B) with the “image calculator” utility in SPM8
(www.fil.ion.ucl.ac.uk). Conjoint activation is determined by a
voxel-wise combination of results by a logical AND function. For
convenience, we report all activations in MNI-space.

RESULTS
FALSE BELIEF REASONING
Studies on false-belief reasoning mainly used two types of tasks.
One group of studies contrasted stories about false belief with sto-
ries about an outdated photograph. We give some examples in
Table 1. In total, we found 15 studies (reported in 14 publica-
tions) that relied on this type of contrast (Saxe and Kanwisher,
2003; Saxe and Wexler, 2005; Perner et al., 2006; Saxe and Powell,
2006; Saxe et al., 2006; Young et al., 2007, 2010, 2011; Kliemann
et al., 2008; Mitchell, 2008; Aichhorn et al., 2009; Young and Saxe,
2009; Dodell-Feder et al., 2011; Lee et al., 2011). In the false belief
story a short text passage is presented, which involves a person
holding a false belief. A test question asks participants about the
belief or its behavioral consequences. In the control task, a short
text passage describes a photograph (or a similar physical rep-
resentation) of the past, together with a note about how things
shown on the photograph have changed by now. Participants are
asked what is shown on the photo. Another more heterogeneous
group of studies presented similar stories about false belief. In this
group of studies, however, stories of different length and richness
were presented, and different types of control stories were used.
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FIGURE 1 | (A) Results of meta-analyses for false belief reasoning (blue) and
visual perspective taking (red). Overlap between result maps is shown in
purple. (B) Results of a conjunction analysis searching for brain areas active

for false belief reasoning AND visual perspective taking. All maps were
thresholded at voxel-wise threshold of p < 0.005 uncorrected and a cluster
extent threshold 10 voxels.

We give some examples for false belief studies of our second group
in the lower part of Table 1. The common element of these studies
is that they present a story (sentence or cartoon format) about a
person that holds a false belief as activation tasks. Participants are
asked a question which relates to the false belief of the person. In
the control condition, again a story about a person is presented,
but here the person does not hold a false belief. Participants are
asked about non-mental state information in the story. In total,
we found 10 studies that relied on this type of contrast (Fletcher
et al., 1995; Happé et al., 1996; Gallagher et al., 2000; Nieminen-
von Wendt et al., 2003; Hynes et al., 2006; Kobayashi et al., 2006,
2007; Gobbini et al., 2007; Abraham et al., 2010; Jimura et al.,
2010). We pooled the two groups of tasks that present stories
about false belief into one single meta-analysis (total n = 25).

We performed a meta-analysis on the reported activation maps
for the contrast false belief stories > control stories. Results are
shown in blue in Figure 1A and are listed in Table 2. The largest
cluster of meta-analytic convergence was found in the mPFC,
including parts of dorsal and ventral mPFC and the anterior
cingulate gyrus. Another large cluster of convergence was found
in precuneus and posterior cingulate gyrus bilaterally. Further
clusters of convergent activation were found in bilateral temporo-
parietal areas, spanning across parts of middle and superior
temporal gyri up to the inferior parietal lobule (up to z = 42).
Two smaller clusters of convergence were found in anterior parts
of the right temporal lobe.

VISUAL PERSPECTIVE TAKING
Compared to the large number of imaging studies on false belief
reasoning, relatively few imaging studies on visual perspective

taking exist. We identified three groups of visual perspective tasks
in the literature: level 1 visual perspective taking (3 studies), level
2 visual perspective taking (5 studies), and level 2 imagined viewer
rotation (6 studies). Due to the small sample-sizes of these task-
groups, it was not possible to perform individual meta-analyses.
We therefore decided to merge the different visual perspective
tasks into a pooled analysis, which gave us a large enough sam-
ple for quantitative meta-analytic calculations (n = 14). Later
on (see section Region of interest based review), we provide a
complementary results overview for individual task-types.

Table 3 gives task-descriptions for all visual-perspective tak-
ing studies in our meta-analysis. Level 1 visual perspective taking
studies typically present a scene with an avatar and a number
of objects. Participants are asked how many of these objects the
avatar can see (while some of the objects are behind the avatars’
back). In the control conditions of level 1 visual perspective tak-
ing studies, participants are asked how many objects they can
see themselves 2. Level 2 visual perspective taking tasks also typ-
ically present a scene with an avatar and a number of objects.
However, here the avatar is able to see all of the objects in the

2A recent level 1 visual perspective taking study (Ramsey et al., 2013) did not
look at the contrast other > self, but at interactions between perspective taking
(self vs. other) and the consistency of perspectives (i.e., do self and other per-
spectives differ in the task-response that they require?). Ramsey et al.’s (2013)
results show that the consistency between perspectives is an important and
previously ignored determinant of brain activation. However, these data go
beyond the scope of the present meta-analysis and cannot be synthesized with
results from other studies in our meta-analysis. Therefore, we did not include
Ramsey et al.’s (2013) study in our analysis.
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Table 1 | Examples for false belief reasoning tasks.

Author Activation task Control task

FALSE BELIEF VIGNETTES VS. PHOTO CONTROL VIGNETTES (3 EXAMPLES OUT OF 15 STUDIES)

Aichhorn et al., 2009 Read a short vignette involving a person holding a false
belief. Predict the behavior of that person based on her
belief. e.g.: ’Julia sees the ice cream van go to the lake.
She doesn’t see that the van turns off to the town hall.
Therefore, Julia will look for the ice cream van at the . . . ?’
(lake or town hall).

Read a short vignette involving a photograph of the past, and a
description how things shown on the photo have changed by
now. Answer a question about the outdated scene shown on
the photo. e.g.: ‘Julia takes a picture of the ice-van in front of
the pond. The ice cream van changes to the market place; the
picture gets developed. On the picture, the ice-van is at the . . .

?’ (pond or market place).

Saxe and Kanwisher, 2003 Read a short vignette involving a person holding a false
belief. Answer a question about her belief. e.g.: ’John told
Emily that he had a Porsche. Actually, his car is a Ford.
Emily doesn’t know anything about cars so she believed
John. When Emily sees John’s car, she thinks it is a . . . ?’
(Porsche or Ford).

Read a false-photograph vignette. Answer a question
concerning the outdated content in the photo. e.g.: ‘A
photograph was taken of an apple hanging on a tree branch.
The film took half an hour to develop. In the meantime, a
strong wind blew the apple to the ground. The developed
photograph shows the apple on the . . . ?’ (tree or ground).

Lee et al., 2011 Read a short vignette involving a person holding a false
belief. Answer a question about her belief. e.g.: ’David
knows that Ethan is very scared of spiders. Ethan, alone in
the attic, sees a shadow move and thinks it is a burglar.
David hears Ethan cry for help. David assumes that Ethan
thinks he has seen . . . ?’
(a spider or a burglar).

Read a false-photograph vignette. Answer a question
concerning the outdated content in the photo. e.g.: ‘Amy
made a drawing of a treehouse three years ago. That was
before the storm. We built a new treehouse last summer, but
we painted it red instead of blue. The treehouse in Amy ’s
drawing is . . . ?’ (red or blue).

FALSE BELIEF STORIES VS. CONTROL STORIES (2 EXAMPLES OUT OF 10 STUDIES)

Abraham et al., 2010 Read a story describing a character’s mental state
(belief/desire) about an object. Then the object in reality is
described. Indicate if the character is surprised/delighted
by the reality. e.g.: ‘Thomas believes that there will be a lot
of sugar in the chocolate pudding.–The chocolate pudding
does not taste sweet.–Would that surprise Thomas?’ (yes
or no).

Read a story describing a non-mental attribute of a group of
persons. Then a particular member of this group is introduced.
Indicate if that member holds the non-mental attribute
(syllogistic reasoning).e.g.: ‘All students at the dance academy
own more than three pairs of dance shoes.–Sonja studies
dance at the academy.–Does Sonja own more than three pairs
of dance shoes?’(yes or no).

Fletcher et al., 1995 Read a story about a character performing an action. The
reason for that action must be inferred from his/her false
belief (sometimes also ignorance). Explain (silently) why he
did that. e.g.: ‘A burglar who has just robbed a shop is
making his getaway. As he is running home, a policeman
on his beat sees him drop his glove. He doesn’t know the
man is a burglar, he just wants to tell him he dropped his
glove. But when the policeman shouts out to the burglar,
“Hey, you! Stop!”, the burglar turns around, sees the
policeman and gives himself up. He puts his hands up and
admits that he did the break-in at the local shop.’

Read a story about a character performing an action. The
reason for that action can be inferred from the information in
the story and is not related to false belief. Explain (silently)
why he did that. e.g.: ‘A burglar is about to break into a
jewelers’ shop. He skillfully picks the lock on the shop door.
Carefully he crawls under the electronic detector beam. If he
breaks this beam it will set off the alarm. Quietly he opens the
door of the store-room and sees the gems glittering. As he
reaches out, however, he steps on something soft. He hears a
screech and something small and furry runs out past him,
toward the shop door. Immediately, the alarm sounds.’

scene, but views them from a different angle. Participants are
asked to indicate the relative position of one object from the
avatar’s viewpoint. In the control condition of level 2 visual per-
spective tasks, participants are asked about the relative location of
one object from their own perspective. The last type of visual-
perspective taking tasks in our meta-analysis, level 2 imagined
viewer rotation tasks, typically present an array of objects and ask
to imagine viewing this array from a different angle. Then, partici-
pants are asked to indicate the relative position of one object from
the imagined viewpoint. Two types of control tasks are frequently
used in studies on imagined viewer rotation. In one type of con-
trol task, participants have to indicate the relative position of one

object in the array as seen from their actual viewpoint (similar to
the control conditions in level 2 visual perspective taking tasks).
In another type of control task, a so-called object rotation task,
participants are asked to imagine rotating the array around its
vertical axis (e.g., with their right hand), and then indicate the
current position of one object from their viewpoint.

We performed a meta-analysis on the reported activations for
all three types of visual perspective taking compared to their
respective control condition. Figure 1A shows clusters of reliable
meta-analytic convergence for visual perspective taking in red,
and results are listed in Table 2. The largest cluster of convergent
activation was found in the left lateral prefrontal cortex, with its
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Table 2 | Results of meta-analyses for False Belief Reasoning and Visual Perspective Taking.

Cluster center Individual foci

# Hem Label x y z BA z-val. vx x y z Label

FALSE BELIEF REASONING (25 STUDIES)

1 R Precuneus 6 −59 35 7 5.00 1282 4 −42 33 R cingulate

0 −72 38 L cuneus
0 −59 35 L precuneus
0 −42 35 L cingulate

2 R Supramarginal 62 −45 21 40 7.70 886 55 −67 15 R mid. temporal
47 −61 39 R angular
56 −56 25 R sup. temporal
58 −52 42 R inf. parietal

3 R Sup. temporal 51 −9 −9 22 3.21 326 61 −23 −17 R mid. temporal
61 −16 −15 R mid. temporal

4 R Sup. temporal 46 11 −24 38 2.606 207 48 8 −33 R sup. temporal
40 11 −22 R inf. frontal

5 L Mid. temporal −57 −65 27 39 6.58 917 −50 −61 45 L inf. parietal
−44 −61 40 L angular
−59 −56 29 L sup. temporal
−55 −47 28 L supramarginal

6 L Sup. frontal −5 60 21 9 6.42 2083 −18 47 29 L sup. frontal
−5 60 28 L med. frontal

3 48 −7 R ant. cingulate
4 50 33 R med. frontal
6 58 23 R sup. frontal

VISUAL PERSPECTIVE TAKING (14 STUDIES)

1 R Precentral 41 −8 54 4 2.69 72 58 1 32 R precentral
2 R Insula 44 15 2 13 2.53 21
3 L Inf. occipital −48 −80 2 18 2.74 71 −46 −77 11 L mid. occipital
4 L Mid. temporal −39 −73 32 39 2.53 101 −31 −81 33 L sup. occipital

−18 −63 40 L precuneus
5 Precuneus 0 −53 52 7 2.76 187 0 −66 54 precuneus

4 −54 50 R precuneus
6 L Cerebellum −27 −53 −35 2.73 175 −23 −55 −28 L cerebellum

−24 −59 −38 L cerebellum
7 L Inf. parietal −37 −43 47 40 2.95 252 −41 −59 42 L angular

−37 −60 33 L mid. temporal
8 L Mid. frontal −42 15 33 9 3.60 1054 −33 −5 62 L precentral

−42 5 34 L precentral
−38 7 13 L insula
−42 8 27 L inf. frontal
−44 14 −5 L insula

FALSE BELIEF and VISUAL PERSPECTIVE TAKING

1 R Precuneus 4 −54 50 7 2.66 46 6 −56 46 R precuneus
2 L Mid. temporal −39 −73 32 39 2.49 4
3 L Mid. occipital −49 −72 13 37 2.32 12
4 L Angular −41 −59 42 39 2.46 19 −41 −63 40 L angular
5 precuneus 0 −53 52 7 2.76 63 0 −66 54 precuneus

−5 −51 52 L precuneus

peak in the left middle frontal gyrus. The cluster further included
parts of the inferior frontal gyrus, the insula and the precentral
gyrus. In the right hemisphere, lateral prefrontal activation was
substantially smaller compared to the left. Two small clusters of
activation were found, located in the right precentral gyrus and
right insula. Larger clusters were found in the left inferior parietal

lobule and in the precuneus. The left inferior parietal cluster
included parts of the angular gyrus and the posterior middle tem-
poral gyrus. The precuneus cluster spanned both hemispheres. In
addition to the left inferior parietal area, two other clusters of
convergence were found in left temporo-parietal areas. One was
located in the left posterior middle temporal gyrus extending into
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Table 3 | ROI-based follow-up review: + signs denote that a study reported activation within 20 mm distance to a peak of our meta-analytic

conjunction (20 mm corresponds to the smoothness of meta-analysis).

First author PREC ANG OCC Persp. task Control task

LEVEL 1 VISUAL PERSPECTIVE TAKING

Vogeley et al.,
2004

+ + You see a scene including an avatar and a
number of objects. Indicate how many objects
the avatar can see.

You see a scene including an avatar and a number
of objects. Indicate how many objects you see.

Kaiser et al.,
2008

+ + You see a scene including an avatar and a
number of objects. Indicate how many objects
the avatar can see.

You see a scene including an avatar and a number
of objects. Indicate how many objects you see.

Dumontheil
et al., 2010*

+ + You see a scene including an avatar and a
number of objects. Follow the avatar’s instruction
(e.g., ‘move the large object up’). This instruction
is dependent on the avatar’s perspective (e.g., he
can’t see the largest object in the scene).

You see a scene including an avatar and a number
of objects. Follow the avatar’s instruction (e.g.,
‘moves the large object up’). As a rule, if the avatar
has a male (female) voice, you can only move
certain objects.

LEVEL 2 VISUAL PERSPECTIVE TAKING

Aichhorn et al.,
2006

You see a scene including an avatar and two
objects. Indicate their relative spatial
arrangement e.g., ’Block is in front of the pole’
from the viewpoint of an avatar.

You see a scene including an avatar and two
objects. Indicate their relative spatial arrangement
e.g., ‘Block is in front of the pole’ from your own
viewpoint.

David et al.,
2006

+ You see a scene including two avatars facing you.
You and the avatars play a ball-tossing game.
Take the perspective of one of them and indicate
in which direction (left or right) he must throw the
ball to pass it to the other avatar.

You see a scene including two avatars facing you.
You and the avatars play a ball-tossing game.
Indicate from your own perspective in which
direction (left or right) you must throw the ball to
pass it to one of the avatars.

David et al.,
2008

+ You see a scene including an avatar facing you
and two objects, located between you and the
avatar. Indicate from his perspective which object
(left or right) is elevated.

You see a scene including an avatar facing you and
two objects, located between you and the avatar.
Indicate from your perspective which object (left or
right) is elevated.

Kockler et al.,
2010

+ You see a scene including an avatar and one
object. Indicate from the avatar’s perspective if
the object is to his left or right.

You see a scene including an avatar and one
object. Indicate from your own perspective if the
object is to your left or right.

Mazzarella et al.,
2013

+ You see a table with an object on it. An avatar
stands next to the table. Indicate from his
perspective if the object is to his left or right.

You see a table with an object on it. An avatar
stands next to the table. Indicate from your
perspective if the object is to your left or right.

LEVEL 2 IMAGINED VIEWER ROTATION

Creem et al.,
2001

+ You see an array of four objects. Imagine being
located in the array’s center. Then imagine that
your body position is rotated to a certain degree.
Perform a relative location judgment (which
object is on your right?).

You see an array of four objects. Imagine being
located in the array’s center. Stick to your actual
body orientation, do not imagine a rotation.
Perform a relative location judgment (which object
is on your right?).

Zacks et al.,
2003

+ + You see an array of four objects. Imagine viewing
the array from a different angle (i.e., imagine a
self-rotation around the array). Indicate if a
particular object is now on the left or right side of
the array.

You see an array of four objects. Imagine that the
array rotates along its vertical axis, while your own
position remains the same. Indicate if a particular
object is now on the left or right side of the array.

Wraga et al.,
2005

+ You see a Shepard-Metzler object. Imagine
viewing the object from a different angle (i.e.,
imagine a self-rotation around the array). Indicate
if you now can see a particular side of the object.

You see a Shepard-Metzler object. Imagine rotating
the object along. Indicate if you now can see a
particular side of the object.

(Continued)
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Table 3 | Continued

First author PREC ANG OCC Persp. task Control task

Creem-Regehr
et al., 2007

+ + You see an array of 6 objects surrounding a hand.
Imagine viewing the hand from the position of
one of the objects (i.e., imagine a self-rotation to
this position). Indicate if the thumb is now to your
left or right.

You see an array of 6 objects surrounding a hand.
Indicate from your actual viewpoint if the thumb is
to your left or right.

Wraga et al.,
2010

+ + + You see a Shepard-Metzler object. Imagine
viewing the object from a different angle (i.e.,
imagine a self-rotation around the array). Indicate
if you now can see a particular side of the object.

You see a Shepard-Metzler object. Imagine
holding the object in the right hand and rotating it
in a specific way. Indicate if you now can see a
particular side of the object.

Lambrey et al.,
2012

You see a table with objects on it. Imagine
rotating yourself around it to the position of an
avatar / arrow (activation collapsed). Memorize
the arrangement of objects from this perspective
(tested later).

You see a table with objects on it. Imagine
rotating the table until one object is in front of an
avatar / arrow (activation collapsed). Memorize the
current arrangement of objects from your own
perspective (tested later).

PREC . . . Precuneus x = 0, y = −53, z = 52; ANG . . . Angular Gyrus x = −41, y = −59, z = 42; OCC . . . Middle Occipital Gyrus x = −49, y = −72, z = 13;
*Dumontheil et al.’s (2010) study could also be classified as a level 2 perspective task. The picture stimuli used in the task show a level 1 perspective difference.

However, the task also presents statements (e.g., “move the large ball up”) that have to be interpreted from another person’s perspective. A correct interpretation

requires understanding that the other person has a different perspective of the entire scene (from his perspective, one particular ball is the largest of all, whereas

from one’s own point of view, another ball is the largest of all).

the superior occipital gyrus; the other located in the left inferior
and middle occipital gyri, near the location of the Extrastriate
Body Area (EBA, Downing et al., 2001). Finally, a cluster of con-
vergent activation was found in the left cerebellum (not visible in
Figure 1A because of its location buried underneath the cerebellar
surface).

CONJUNCTION ANALYSIS
Our conjunction analysis determined which brain areas showed
convergent activation for both false belief reasoning and visual
perspective taking. Results are listed in Table 2 and illus-
trated in Figure 1B. The largest areas of convergence for both
meta-analyses were found in bilateral precuneus, with a slightly
larger cluster in the left compared to the right precuneus.
Further conjoined clusters of convergence were found in the
left TPJ (angular gyrus and the posterior middle temporal
gyrus) and the left middle occipital gyrus corresponding to
the EBA.

REGION OF INTEREST BASED REVIEW
We followed-up the findings of our meta-analytic conjunction by
a region of interest (ROI) based review. This approach does not
include a statistical comparison. However, it gives an overview of
which visual perspective taking studies contributed to the meta-
analytic findings. We selected three peaks from our meta-analytic
conjunction as ROIs: precuneus (x = 0, y = −53, z = 52), left
dorsal TPJ/angular gyrus (x = −41, y = −59, z = 42) and left
middle occipital gyrus (x = −49, y = −72, z = 13). ROIs were
created by a 20 mm spherical volume around the peak coor-
dinates. This radius corresponds to the size of the smoothing
(FWHM) used by our meta-analysis. The other peaks from our
conjunction analysis (left posterior middle temporal gyrus, right
precuneus) did not enter our ROI analysis because they were

located at too close distance to the three other ROIs, and were
therefore practically not separable from them.

For each study, we checked if any of the reported activation
coordinates fell within the 20 mm sphere around the three peak
coordinates in the left precuneus, the left angular gyrus, and the
left middle occipital gyrus. Table 3 summarizes the results of this
review. It lists each study and indicates with a ‘+’ symbol if a study
reported activation within a ROI. Contributions to the meta-
analytic peak activation in the left angular gyrus were balanced
over the three types of visual perspective taking: level 1 visual
perspective (2/3 studies), level 2 visual perspective (3/5 studies),
and level 2 viewer rotation (2/6 studies). Contributions to the
peak activation in the left middle occipital gyrus were relatively
weak for level 1 visual perspective (1/3 studies) and level 2 visual
perspective (1/5 studies), but more substantial for level 2 viewer
rotation (4/6 studies). Contributions to the meta-analytic peak in
the left precuneus were relatively strong for level 1 visual perspec-
tive (3/3 studies), moderate for 2 viewer rotation (3/6 studies),
and completely absent for level 2 visual perspective (0/5 studies).

DISCUSSION
We meta-analyzed brain activation for false-belief reasoning and
visual perspective taking and looked for common brain areas
engaged by these tasks with a conjunction analysis. We expected
to find common activation in the left TPJ, based on our hypothe-
sis that this area is implicated in processing perspective differences
(Perner and Leekam, 2008). Our results confirm this expectation,
as we found two clusters in the dorsal left TPJ (angular gyrus and
posterior middle temporal gyrus) that were reliably engaged both
in false belief and in visual perspective processing. In addition to
these clusters, our meta-analysis revealed common areas in the
left middle occipital gyrus and in the precuneus for false belief
reasoning and visual perspective taking. In the next sections, we
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will discuss the potential functional roles of these locations of
convergent brain activation.

LEFT TEMPORO-PARIETAL JUNCTION
Our meta-analytic conjunction found two clusters of conjoint
activation for visual perspective taking and false belief reason-
ing in the left dorsal TPJ, one in the angular gyrus at z = 42 and
another one in the left posterior middle temporal gyrus at z = 32.
No overlap in activation was found for right TPJ areas. These find-
ings support the functional account of TPJ areas reviewed in our
introduction (Perner et al., 2006; Perner and Leekam, 2008). In
this view, the right TPJ is mostly responsible for belief-desire rea-
soning. Accordingly, our meta-analysis found activation only for
false belief reasoning here, and no activation for visual perspective
taking. The left TPJ, on the other hand, is thought to be involved
in processing of alternative perspectives in a domain-general way.
In support of this idea, we found an overlap in brain activation
between visual perspective taking and false belief reasoning here.

An interesting aspect of the found overlap between visual per-
spective taking and false belief reasoning relates to its location
within the left TPJ. Literature reviews have shown that differ-
ent theory of mind tasks engage different parts of the left TPJ
(Gobbini et al., 2007; Perner and Leekam, 2008; Bahnemann
et al., 2010). For example, Perner and Leekam (2008) report that
theory of mind tasks which require processing of a perspective
difference—as for example the false belief tasks–engage more dor-
sal parts of the left TPJ, whereas theory of mind tasks that do not
require such processing only engage more ventral parts located
around the posterior Superior Temporal Sulcus (pSTS). This dis-
tinction is also relevant for the interpretation of David et al.’s
(2008) study, which failed to find a functional overlap between
visual perspective taking and theory of mind. David et al. (2008)
used a preference judgment task to test theory of mind. Different
from the false belief task, this task does not require processing of
a perspective difference. Preferences are specific relations between
a person and an object (e.g., “Max does not like apples”, “I do like
apples,” but there is no difference in perspective, for Max and I
have the same view. We both know that he hates apples and I
like apples. Consequently, it becomes clear that—based on the
functional distinction between dorsal and ventral pSTS made in
literature reviews—one would not expect an overlap with visual
perspective taking (in left dorsal TPJ). Whereas visual perspective
taking should engage the left dorsal TPJ, the preference decision
task should engage other areas more ventrally in the TPJ and in
pSTS. Indeed, David et al. (2006) found activation for the prefer-
ence decision task only in the right pSTS, and activation in more
dorsal parietal areas for visual perspective taking. Conversely,
the present meta-analysis looked at a theory of mind task that
does present a perspective difference (false belief) and did find a
functional overlap in the left dorsal TPJ with visual perspective
taking.

To check whether the proposed functional distinction between
dorsal and ventral TPJ can be linked to our observed activa-
tions for visual perspective taking, we performed an informal
review which compares activation for different theory of mind
studies to activation for visual perspective taking as found in
our meta-analysis. In Figure 2, we indicate the results of our

FIGURE 2 | Graphical illustration of the relations between the findings

from our meta-analytic conjunction (black full rectangles) and findings

reported in other theory of mind research. Activation peaks reported in
original studies are separately shown for tasks presenting rational actions
(green full circles), social animations (white full circles), mind in the eyes
(red full circles) and trait judgments (blue full circles). For details, see text.

conjunction analysis between false belief reasoning and visual
perspective taking by black boxes. In addition, we tentatively
summarize temporo-parietal findings from popular theory of
mind tasks by reviewing the peak-activations found in temporo-
parietal areas for 5 studies per task-type. Green circles indicate
locations for rational actions (Brunet et al., 2000; Walter et al.,
2004; Voellm et al., 2006; Brüne et al., 2008). These tasks typ-
ically have a non-verbal format and present a cartoon-story
about a person in the activation tasks. Participants are then
asked about the goal of the person in the story, i.e., to predict
what will happen next. In the control task, questions about non-
mental aspects of the stories are asked (e.g., physical causality).
White circles in Figure 2 indicate activation-peaks reported for
social animations (Castelli et al., 2000; Blakemore et al., 2003;
Gobbini et al., 2007; Kana et al., 2009; Das et al., 2012). These
studies typically present video animations of simple geometrical
shapes (see Heider and Simmel, 1944). In the activation con-
dition, the animations portray actions which are typical for an
intentional or social interaction. In the control condition, the
animations show random or purely mechanical movements. For
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each movie, participants are asked to explain what is shown. Red
circles in Figure 2 show activations for the so-called “mind in the
eyes” tasks (after Baron-Cohen et al., 1999). The reviewed stud-
ies (Russell et al., 2000; Adams et al., 2010; Castelli et al., 2010;
Focquaert et al., 2010; Moor et al., 2012) typically show in the
activation task a photograph of a pair of eyes and ask which of
two adjectives (e.g., “concerned” vs. “unconcerned”) best describes
the mental state of the person. In the control tasks, again a photo
of eyes is shown and participants are asked to indicate the gender
of the depicted person.

Rational actions, social animations and mind in the eyes all do
not require awareness of perspectives or processing of perspective
differences for task performance. Consistent with Perner and
Leekam’s (2008) theorizing, Figure 2 shows that activations of
these three task-types are mostly located ventrally and anteri-
orly to our conjunctions results. However, activation for another
type of theory of mind task—judgments about another per-
son’s personality traits—shows some overlap with the dorsal TPJ
areas identified by our conjunction analysis. Trait judgment tasks
(Craik et al., 1999; Mitchell et al., 2002; Lou et al., 2004; Murphy
et al., 2010; Ma et al., 2011) typically present personality trait-
adjectives. In the activation task, participants are asked to indicate
whether the adjective describes a particular person or not. In
the control tasks, participants perform a non-mental state related
task on similar trait words (e.g., is this word written in upper- or
lower-case?).

As false-belief reasoning and visual-perspective taking, trait
judgments may also require awareness of perspective, but for
different reasons. Traits indicate habitual patterns of behavior,
thought, and emotion. They are characteristic for a person when
the person’s habits deviate from the norm. For instance, a person
is called “anxious” or “nervous” (Mitchell et al., 2002) if she tends
to be concerned about situations where one normally has no rea-
son to be anxious, i.e., the person takes a deviant perspective on
how dangerous or challenging a situation is. Or a person is “stub-
born” (Murphy et al., 2010) if she refuses to change her opinion or
position on a subject when objectively (from the judging person’s
point of view) it is time to give up. So, many traits result from
habitually biased perspectives, and trait judgments are judgments
about whether a person habitually takes a different perspective on
certain aspects of life.

PRECUNEUS
Although the precuneus is part of the typical set of brain areas
active in theory of mind tasks (see e.g., Mar, 2011; Bzdok et al.,
2012), relatively little has been said about its functional role in
processing mental states of others. Several lines of research show
that the area is implicated in mental imagery, i.e., the construction
of a visual scene in absence of the appropriate external stimu-
lus (Thomas, 2010). Studies found activation in the precuneus
for the imagined execution of movements (e.g., Hanakawa et al.,
2003), mental simulation of routes (Ghaem et al., 1997), mental
imagery in deductive reasoning (e.g., Knauff et al., 2003) and for
processing of intervals between tones in music perception (e.g.,
Platel et al., 1997). In their review on the precuneus, Cavanna and
Trimble (2006) suggested that the main function of the precuneus
in theory of mind is mental imagery to represent the perspective

of another person. This function would be compatible with our
finding that this area is engaged both in false belief reasoning and
in visual perspective taking. Unexpectedly, however, we observed
in our follow-up review that the precuneus tended to be engaged
only by level 1 perspective and level 2 imagined viewer rotation
tasks, but not by level 2 visual perspective taking tasks. Based
on the assumption that activation in the precuneus reflects men-
tal imagery to represent another’s perspective, we would clearly
expect activation also for level 2 visual perspective tasks. Contrary
to that, we did not find such activation in any of the five reviewed
level 2 visual perspective taking studies.

LEFT MIDDLE OCCIPITAL GYRUS
Although activation in the lateral occipital cortex can be found
for multiple forms of visual object recognition and visuo-spatial
processing, we are particularly interested by the fact that our
cluster in the left middle occipital gyrus is in good correspondence
to the location of the EBA, with an euclidian distance of 5 mm
to the coordinates reported in the seminal paper by Downing
et al. (2001). The EBA was traditionally considered as a category-
selective region for the visual processing of static images of the
human body. Saxe et al. (2005) found that while the right EBA
shows preferential activity for allocentric views on body-parts
(i.e., the typical view we have on others), the left EBA is equally
active for egocentric (i.e., the typical view we have on ourselves)
and allocentric views on body-parts. Astafiev et al. (2004) found
that the EBA is also engaged when participants perform move-
ments (e.g., arm movement) in the absence of visual feedback.
The authors interpreted these results as showing that in addi-
tion to a visual recognition function, the EBA is also engaged
in maintaining our bodily representation by integrating visual,
spatial attention, and sensory-motor signals. Recently, it has also
been found that the EBA is engaged by imagined body move-
ments. For example, Iseki et al. (2008) found activation in the
EBA when participants were asked to imagine walking around in
a room while they were actually lying in the fMRI scanner. (Deen
and McCarthy, 2010) found activation in the EBA when partic-
ipants read stories including passages about human movements
(for example, ‘. . . on Christmas morning, Johnny ran down the
stairs to the tree . . .’) compared to control stories (‘. . . Susan is
sympathetic to children with disabilities . . .’).

Altogether, research on the EBA suggests that this area is
involved in maintaining a bodily self-representation, and that this
process is also engaged when one imagines a body movement of
oneself or others. We speculate that activation in the EBA found
in our meta-analysis may reflect imagined bodily transformations
related to adopting a different visual perspective. We want to note
that our follow-up review found that activation in the EBA mainly
stemmed from level 2 imagined viewer rotation studies. This kind
of task clearly invites imagining a movement of one’s own body.

BRAIN CONNECTIVITY
To give a complementary characterization of our main findings,
we take a look at their structural and functional connectivity
profiles.

For a characterization of connectivity of the left dorsal TPJ,
we refer to the work by Caspers et al. (2011) who present
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structural connectivity fingerprints from probabilistic fiber tract
analyses for different parts of the left inferior parietal lobe. The
activation peak from our conjunction analysis (x = −42, y =
−59, z = 42) falls into the left angular gyrus and more pre-
cisely, in the cytoarchitectonic area PGa according to the Jülich
Histological Atlas (Caspers et al., 2006, 2008) which is accessible
with the software fslview (http://fsl.fmrib.ox.ac.uk/fsl/fslview/).
The connectivity fingerprint for the area PGa is presented in
Caspers et al. (2011, p. 371). In the left hemisphere, area PGa
shows strong structural connectivity to (i) lateral prefrontal areas,
in particular areas of the inferior frontal gyrus (ii) posterior
occipito-temporal areas and posterior fusiform areas (iii) areas
of the insula and (iv) parts of the superior parietal lobe. In addi-
tion, moderate connectivity is found to more anterior parts of the
temporal gyrus and posterior cingulate gyrus/ventral precuneus.

For a characterization of precuneus connectivity, we rely on
results from a recent resting-state functional connectivity analysis
of this area (Zhang and Li, 2012). Results show that more dor-
sal parts of the precuneus are strongly linked to lateral occipital,
superior parietal as well as lateral prefrontal areas in both hemi-
spheres. More ventral parts of the precuneus are strongly linked
to bilateral lingual gyri and the calcarine sulcus, bilateral infe-
rior parietal lobuli (in particular the angular gyri) and the ventral
mPFC. The activation peak from our conjunction analysis lies on
the border between ventral and dorsal precuneus as defined by
Zhang and Li (2012).

Taken together, connectivity data show that our three main
findings, the left dorsal TPJ (corresponding to the angular gyrus
and area PGa), the precuneus and the left middle occipital gyrus
(roughly corresponding to the posterior occipito-temporal cor-
tex) are structurally and functionally connected to each other. Via
the precuneus, the left TPJ is also connected indirectly to the right
TPJ, and from this perspective, it is evident that the left hemi-
spheric network found in our meta-analysis is linked to a right
hemispheric homologue network. Of particular interest, the con-
nectivity fingerprint for the left TPJ area found in our conjunction
analysis shows that this area is linked both to fronto-parietal

areas (lateral prefrontal cortex, superior parietal lobe) which we
only found in our meta-analysis of visual perspective taking, and
to anterior temporal areas which we only found in our meta-
analysis on false belief reasoning. It is tempting to speculate that
this may reflect how a domain general function—processing of
a perspective difference—can be applied to different problems
(social versus spatial). However, direct evidence from task-based
functional connectivity studies is needed to justify such a claim.

CONCLUSION
To identify brain areas which are commonly engaged in social and
visuo-spatial perspective taking, we performed a meta-analysis on
false belief reasoning and visual perspective taking. False belief is
a case of social cognition that requires processing of a perspec-
tive difference to understand someone’s mistaken belief about the
world which contrasts with reality. We found common activation
for false belief reasoning and visual perspective taking in the left
but not right dorsal TPJ. This fits with the idea that the left dor-
sal TPJ is responsible for representing different perspectives in a
domain-general fashion (e.g., Perner and Leekam, 2008). In addi-
tion, we found common activation for false belief reasoning in
the precuneus and the left middle occipital gyrus. Common acti-
vation in the precuneus can be linked to mental imagery which
may support both social and visuo-spatial scene construction,
whereas common activation in the left middle occipital gyrus—
falling into the EBA–can be linked to imagining a change in one’s
body position in order to get another’s point of view.
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Survival for any organism, including people, is a matter of resource management. To
ensure survival, people necessarily budget their resources. Spatial perceptions contribute
to resource budgeting by scaling the environment to an individual’s available resources.
Effective budgeting requires setting a balance of income and expenditures around some
baseline value. For social resources, this baseline assumes that the individuals are
embedded in their social network. A review of the literature supports the proposal that our
visual perceptions vary based on the implicit budgeting of physical and social resources,
where social resources, as they fluctuate relative to a baseline, can directly alter our visual
perceptions.
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THE ECONOMY OF SOCIAL RESOURCES AND ITS INFLUENCE
ON SPATIAL PERCEPTIONS
Conscious visual experience suggests that our perceptions simply
mirror the environment as it is. However, visual perception varies
with changes in our physical and social environments, which
suggests that our visual system does not provide a geometrically
accurate representation of our world, but rather one that is
grounded in action capabilities and social influences (Proffitt and
Linkenauger, 2013). Both physiological resources, for example,
blood glucose, and social resources, such as supportive friends,
can influence perceptions of the spatial environment (Proffitt,
2006; Schnall et al., 2008). Focusing on social influences on per-
ception, the current paper offers the hypothesis that the magni-
tude of social resources is evaluated with respect to a baseline, and
that visual perception will reflect variations around this baseline.

Research in behavioral ecology suggests cost-benefit resource
analyses predict individual behavior. In order to determine costs
and benefits in an economy of action, resources must be evaluated
relative to a baseline, defined as a value around which costs and
benefits are balanced. In the current paper, we review evidence
that suggests our visual perceptions are scaled to both our physi-
ological and social resources. Next, this paper introduces the con-
cept of a social baseline as a reference value for evaluating social
resources. Social Baseline Theory (SBT), introduced by Coan,
Beckes, and colleagues (Beckes and Coan, 2011, 2012; Coan et al.,
in press), serves as a useful framework within which to construe
social resources. We propose that a person’s social baseline is set
by the quality and breadth of their social network. Moreover,
individual differences in attachment style and personality produce
a unique social baseline for each individual. Variability in social
environments will interact with the individual’s baseline to pro-
duce fluctuations in social resources. This flux of social resources
relative to a baseline will produce corresponding changes in

visual perception. Finally, we discuss how changes in the social
environment also interact with individual baselines to produce
changes in visual perception. This resource budgeting account
derives, in part, from considerations of behavioral ecology and
human physiology.

In order to evaluate and budget for the potential resource
costs and benefits of an action, it is necessary to first determine
a baseline, or the amount of resources the body will seek to
maintain. Like a household budget, there is typically some desired
positive value of savings around which income and expenditures
are balanced. Rather than spending all of your income, some
amount of monetary resources is protected. When the amount
of savings dips below the baseline, resources are conserved by
cutting unnecessary expenditures until the savings are restored.
Alternatively, when the savings value is higher than the baseline,
expenditures might increase.

The concept of a baseline in an economy of action is
omnipresent in human physiology, for example in the main-
tenance of bodily glucose levels. There are multiple sources of
energy in the body, but glucose, which exists as both blood glucose
and as glycogen stores in the muscles and liver, is the main energy
source for both our muscles and the brain (Benton et al., 1996).
When blood glucose levels decline, glycogen stores are released
into the bloodstream to restore glucose levels to baseline; likewise,
when blood glucose levels rise above a baseline level, insulin is
released and blood glucose is transported to and stored in the
muscles and liver as glycogen (Benton et al., 1996). In other
words, there exists a baseline level of blood glucose and, barring
any medical disorders, the human body seeks to conserve this
baseline, much like a thermostat.

For all animals, survival is a matter of budgeting physiolog-
ical resources, where at the most basic level animals ultimately
must not expend more calories than they consume. The field of
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behavioral ecology elegantly demonstrates how animal behavior is
predicted by models that optimize the cost-benefit ratio inherent
in their actions. For example, eating larger prey means a higher
caloric gain for a predator; however, eating bigger prey may also
engender a higher cost. Shore crabs are sensitive to the cost-
benefit ratio of prey size, and when shore crabs are given the
opportunity to eat mussels of all sizes, their diet consists mostly of
mussels affording the highest rate of caloric intake, not the largest
mussels with the highest caloric value but hardest to crack open
shells (Elner and Hughes, 1978). Such findings are abundant in
the field of behavioral ecology, and they suggest that animals are
sensitive to both the costs and benefits of their actions.

Cost-benefit analyses are also evident in visual perceptions.
Research has shown that the visual system is sensitive to the costs
and benefits of individuals’ actions with respect to their bodily
resources and social environments (Proffitt, 2006). One of the first
studies to show a role of bioenergetics resources in spatial percep-
tion did so in the context of viewing hills (Proffitt et al., 1995). In
virtually all circumstances, individuals overestimate the slants of
hills. One striking anecdote of this phenomenon is to consider the
streets in San Francisco. Even in pictures, these streets appear to
be astronomically steep, but the steepest street in San Francisco is
reportedly 17.5 degrees (Naylor and McBeath, 2008). The general
overestimation of geographical slant was originally reported in
the literature by Kammann (1967), but more recently it has been
systematically studied by Proffitt and colleagues (Proffitt et al.,
1995). They found that participants overestimated the slant of a
10 degree hill to be approximately 30 degrees when standing at
the bottom of the hill (Proffitt et al., 1995), and the effect persists
even when participants are allowed to view a cross-section of the
hill (Proffitt et al., 2001). More importantly, participants who
are physically fatigued, elderly, not physically fit, or encumbered
with a heavy backpack1 estimate the slant of a hill to be steeper
than their counterparts, suggesting that perception varies with
the effort and ability required to perform an action (Bhalla and
Proffitt, 1999; Proffitt, 2006).

Research has found a direct physiological basis for overesti-
mations in visual perception. Schnall et al. (2010) found that
participants, who consumed a caloric drink that restored blood
glucose levels following a cognitively depleting task, estimated the
slant of a hill to be significantly less steep than those who had
consumed a no-calorie drink after the depletion task. Addition-
ally, Zadra et al. (2010) demonstrated that direct physiological
measures of individual fitness predicted distance perception, in
particular maximal aerobic capacity (VO2) max at blood lactate
threshold (the gold standard measure of physical fitness). Those
who were more fit perceived targets as being closer than those who
were less fit. These findings suggest that perception is influenced
by the bioenergetic costs of acting on an extent relative to the
amount of physical resources available in the body.

Moreover, research suggests visual perception is sensitive to
anticipated resources and costs. Thirsty participants perceived a

1There is criticism that the increase in slant estimates while wearing a heavy
backpack is due to experimental demand characteristics (Durgin et al., 2010).
While this is certainly a possibility, we do not feel that the support for this
claim is convincing (Proffitt and Zadra, 2011).

bottle of water to be closer than non-thirsty participants (Bal-
cetis and Dunning, 2010), and participants engaged in dieting
perceived muffins to be larger in size than non-dieters (Van
Koningsgruggen et al., 2011). Additionally, participants report
that threatening objects, such as spiders, appear to be closer,
larger (Vasey et al., 2012), and moving faster (Witt and Sugovic,
2013) than non-threatening objects. These findings suggest that
perception also varies with motivations to acquire physiological
resources and avoid threatening objects (Dunning and Balcetis,
2013; Riccio et al., 2013), presumably to facilitate acting on the
environment (Witt and Sugovic, 2013). Collectively, the above
studies demonstrate that the visual system also includes potential
environmental benefits and costs in a cost-benefit analysis of
resources.

Physical resources are not the only resources that people have
at their disposal. As humans, we do not behave in isolation; rather,
we function embedded in a social environment. People’s ability to
act in the environment is augmented if they have a friend or family
member who will act on their behalf. Given that physiological
potential influences perception, then the availability of social sup-
port provided by others should also influence visual perception.
Indeed, there is evidence to support this claim. Schnall and col-
leagues (Schnall et al., 2008) demonstrated that participants who
were either walking with or imagining a supportive friend gave
lower slant estimates than participants who were walking alone
or imagining a non-supportive friend. This has recently been
extended to online social networking, where participants who
browsed the Facebook profile of a supportive friend estimated
the slope of a hill to be less steep than those who browsed the
profile of a non-supportive friend (Faulkner and Clore, 2012). In
an attempt to understand the mechanisms by which friends are
influencing visual perception, Oishi et al. (2013) manipulated felt
understanding between strangers and found that the participants
who believed that the other participant understood their person-
ality perceived a hill to be less steep than those who believed they
were not understood.

Potential social costs also influence perception. Participants
perceive aggressive male students to be standing closer than
non-aggressive males (Cole et al., 2013) and threatening out-
group members are perceived to be closer than non-threatening
out-group members (Xiao and Bavel, 2012). Additionally, social
resources can attenuate the effect of social costs. Following social
rejection, participants report the interpersonal distance to accept-
ing others to be closer than rejecting others (Knowles et al.,
2013), and Harber and colleagues (Harber et al., 2011) report
that psychosocial resources, such as self-worth, reduced perceived
distance to threatening objects. Collectively, these findings indi-
cate that social resources can function in a similar fashion to
physiological resources, where social costs and benefits work to
influence visual perception.

Coan and colleagues propose that “load sharing” is the mech-
anism by which social resources alter cognitive processes (Coan
et al., in press). To successfully act in the environment, indi-
viduals must identify and solve a set number of problems. The
social network allows individuals to offload problems, effectively
reducing the cost of acting. An example from behavioral ecology
clearly illustrates this mechanism. When feeding, ostriches must
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simultaneously hunt for food and avoid predators. Hunting in
groups allows the ostrich to offload the work of scanning for
predators, resulting in more time to consume food than when
feeding alone (Bertram, 1980). For the ostrich, hunting in groups
does not increase the amount of available food, in fact it reduces
it; rather, it increases the time spent foraging which more than
offsets the cost of competing with others in the group. Similarly,
in humans it is not that the presence of social support indicates
a greater quantity of tangible resources. Instead, social support
signifies the ability to offload work to the social network, which
reduces the overall cost of acting in the environment.

The aforementioned principles regarding costs and benefits
relative to a baseline value are applicable to a variety of ecological
environments, including our social environment. Again, there
exists research that suggests that, much like physical resources, our
visual perceptions vary with changes in the social environment
(Schnall et al., 2008; Harber et al., 2011; Faulkner and Clore, 2012;
Knowles et al., 2013; Oishi et al., 2013). While there is an extensive
literature on how costs and benefits are evaluated and maximized
in human physiology, there is considerably less research inves-
tigating how social resources are evaluated. However, there is
evidence that the concept of a baseline is paramount to evaluating
social resources. In the social support literature, not receiving
social support is most detrimental when support was expected,
and receiving unexpected social support is more beneficial than
receiving expected social support (Bergeman et al., 2010). That
is, the costs and benefits of social support are evaluated relative
to baseline expectations. What remains, then, is to define and
determine the components that set the expected social baseline
with which we evaluate our social resources.

One idea in particular, aptly named SBT, addresses this issue
(Beckes and Coan, 2011, 2012; Coan et al., in press). For much of
psychology, the unit of analysis is focused solely on the individual;
the assumption being that the presence of social support adds
resources to an otherwise self-sufficient individual. SBT asserts
that the individual’s default state is to assume social support.
In other words, an individual’s social baseline, by which an
environment is determined to be costly or beneficial, includes the
individual and part of their social network (Beckes and Coan,
2011). As social animals, people assume the presence of social
support, which decreases the cost of acting by load sharing (Coan
et al., in press). A person’s social baseline assumes the presence of
social support, and thus, to study an individual in isolation is to
study someone whose resources are taxed.

However, just as variability exists in physiology across individ-
uals, there exist differences in the social baselines of individuals.
While almost all people function embedded in a social network,
individuals will differ in the amount and quality of anticipated
social resources. For the remainder of the paper, our attention
turns to a discussion of the possible individual and situational
differences that will interact to influence an individual’s sense of
social support. Based on the existing literature, we propose that
individual differences, such as attachment style and personality
traits, can set an individual’s social baseline. Additionally, the
state of the social network itself can vary. Differences that exist
outside of the individual, for example the action capabilities of
the friends within the network, can cause variations that interact

with the baseline of social support. Ultimately, we propose that
these individual differences in social resources and the social
environment should be reflected in visual perception.

SBT proposes that the individual’s baseline resources are com-
posed of both their own resources and those in their social
network. We propose that social baselines vary across individuals
and are determined, in part, by our early life experiences. In
biology, studies in life history theory show that, across a wide
range of organisms, nutritional deficits early in life are followed
by an initial compensation that results in costly deficits later in life
(Metcalfe and Monaghan, 2001).Variability in early life changes
the organism’s baseline to be lower such that, over time, they will
show nutritional and growth deficits.

Similarly, in attachment style theory, variability in early life
experiences in caregiver relationships will affect an individual’s
relationship styles well into adulthood (Bowlby, 1969). Children
whose caregivers were attentive and responsive to their needs
will develop a secure attachment style; they are comfortable and
confident in their current relationships. On the other hand, if
a child’s primary caregiver responded inconsistently, the child
will often develop an insecure or anxious attachment style. Inse-
curely attached individuals are concerned about the reliability
and dependability of their current relationships (Ainsworth et al.,
1978; Bartholomew and Horowitz, 1991). Similar to findings in
biology, variability in early life relationships will negatively affect
an individual’s relationships over their lifetime.

The impact of attachment style is far reaching; attachment
style also moderates the benefits of social support such that inse-
curely and anxiously attached individuals report less perceived
social support; anxiously attached participants perceive support-
ive messages from their romantic partners to be less supportive
(Collins and Feeney, 2004), and securely attached individuals that
spent time in the presence of their romantic partners before a
social stress task reported lower state anxiety levels than insecurely
attached individuals (Ditzen et al., 2008). In sum, individuals that
are more anxious about their relationships perceive that they have
fewer social resources, and they benefit less from received social
support. Presumably, these individuals regard supportive others
as less reliable, rendering them unable to invest wholeheartedly in
their social network.

A social baseline indicates the degree to which an individual
incorporates others in their network of social resources. Individ-
uals with a lower social baseline are more autonomous, meaning
they are less likely to incorporate others as part of their resource
pool. This value is independent of whether or not the individuals
in their social network engender resources or costs. We propose
that insecure and anxiously attached individuals’ social baselines
are set to a lower value. As a consequence, if the individuals
that comprise a social network are particularly supportive, then
insecurely and anxiously attached individuals will be less likely
to utilize available social resources, a claim that is supported by
research discussed above (Collins and Feeney, 2004; Ditzen et al.,
2008). However, social relationships are dynamic, and at times
the social network requires individuals to return a favor. In the
instances where the social network is imposing a burden on the
individual, anxiously and insecurely attached participants should
be less burdened. That is, with a lower social baseline (indicating
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more autonomy), an individual is also less likely to include the
burdens of their social network into the total calculation of their
costs.

In addition to attachment style, we expect that social base-
lines will also vary with individual differences in extraversion.
According to Eysenck’s personality theory, differences in arousal
levels lead extraverts to seek out social contact and introverts
to avoid social contact (Matthews and Gilliland, 1999). As a
result, extraverts tend to have a larger social support network
(Stokes, 1985; Cohen et al., 1997; Swickert et al., 2002) and
report interacting more often with their social support network
(Swickert et al., 2002). Additionally, extraverts are more likely
to seek out social support (Amirkhan et al., 1995; Halamandaris
and Power, 1999) and report more perceived and enacted social
support than introverts (Swickert et al., 2002, 2010). Overall,
extraverts report having more social resources and benefit more
from social support, suggesting they are more inter-dependent;
they may be more likely to include others’ resources into their
implicit assessment of their own costs and benefits. As such, we
propose extraverts have a higher social baseline than introverts.
Because the default state is to expect the support of a social
network, extraverts have more assumed resources at their baseline
than introverts. Of importance to note is that, due to their higher
social baseline, extraverts incur more of a cost than introverts
when they are called upon to support their social network.

Thus far, we have discussed the individual differences expected
to produce higher or lower social baselines, namely, attachment
style and extraversion. Another source of variability in social
resources arises from the social network itself. As previously men-
tioned, those in the social network could either be an available
resource or, depending on their capabilities, an added burden. For
illustrative purposes, consider moving into a new apartment with
a friend. Typically, the friend would share the load of carrying
heavy boxes, rendering her a potential resource. However, suppose
the friend has recently broken her leg. Now you are responsi-
ble for moving all of your and her personal belongings; your
friend is now an added cost. The social baseline has remained
the same, it includes your friend, but situational factors have
drastically changed the impact on expected costs and benefits.
In fact, altering the action capabilities of friends has been shown
to mediate the effect of social support in visual perception. In a
study by Doerrfeld et al. (2012), participants estimated the weight
of boxes to be less heavy if a friend was helping, but not when
the friend was present but physically impaired. In another study,
participants playing pong estimated the speed of the ball to be
traveling faster when it was more difficult for their partner to
block the ball (Witt et al., 2012). As this research demonstrates,
the capabilities of the social network are an important point to
consider. With respect to SBT, it highlights that higher social
baselines are not always better. Higher social baselines indicate
that you are also more likely to incorporate the burdens of the
network, resulting in times where a higher baseline results in
an added cost. Therefore, the amount of total available social
resources depends on both the social baseline in addition to the
quality and capabilities of the social network itself.

The proposed conceptualization of social resources has several
implications for visual perception. Our visual perceptions are

scaled to our physiological and social resources; as we accrue
resources, distances appear closer and slants appear to be less
steep, and vice versa (Proffitt, 2006; Schnall et al., 2008; Zadra
et al., 2010). Social resources are evaluated relative to the indi-
vidual’s baseline, an indicator of the degree to which an individual
includes others in their social network and the quality of the social
relationship. When the social network is a resource, individuals
with a higher baseline are more likely to include others as part
of their evaluation of resources. In this case, individuals with a
higher social baseline should perceive distances to be closer and
slants to be less steep. Alternatively, when the social network is
a burden, individuals with a higher social baseline will have an
increase in their social costs, and their visual perceptions will
reflect this increase such that distances appear to be farther and
hills appear to be steeper. We propose that social baselines are
determined, in part, by individual differences such as attachment
style and extraversion. Extraverts and securely attached individ-
uals have a higher social baseline compared to introverts and
insecurely attached individuals. As a result, extraverts and securely
attached individuals should perceive hills to be less steep and
distances to appear closer relative to their peers, except when the
social network is a burden. In that case, extraverts and securely
attached individuals should perceive distances to be farther and
hills to be less steep. In sum, the individual differences that reflect
changes in the social baseline should also interact with the social
network to produce changes in visual perceptions.

In conclusion, people adapt to and attempt to thrive in
both social and physical environments, and studying individ-
uals in isolation ignores a vital component of humans’ eco-
logical environment. Still, it is not simply that the presence
of a friend is a guarantee of social resources. We propose
social resources are evaluated in accordance with a baseline
that varies with individual differences and with respect to the
capabilities of the social network. Our visual perceptions reflect
the implicit budgeting of physical and social resources. For
social resources, fluctuations around the social baseline and
variations in the state of the social network will cause cor-
responding changes in visual perception. Ultimately, this pro-
posal prompts researchers to consider a more nuanced study
of how social environments differentially impact visual percep-
tion.
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Recent research has seen a growing interest in connections between domains of spatial
and social cognition. Much evidence indicates that processes of representing space
in distinct frames of reference (FOR) contribute to basic spatial abilities as well as
sophisticated social abilities such as tracking other’s intention and belief. Argument
remains, however, that belief reasoning in social domain requires an innately dedicated
system and cannot be reduced to low-level encoding of spatial relationships. Here we offer
an integrated account advocating the critical roles of spatial representations in intrinsic
frame of reference. By re-examining the results from a spatial task (Tamborello et al.,
2012) and a false-belief task (Onishi and Baillargeon, 2005), we argue that spatial and
social abilities share a common origin at the level of spatio-temporal association and
predictive learning, where multiple FOR-based representations provide the basic building
blocks for efficient and flexible partitioning of the environmental statistics. We also discuss
neuroscience evidence supporting these mechanisms. We conclude that FOR-based
representations may bridge the conceptual as well as the implementation gaps between
the burgeoning fields of social and spatial cognition.

Keywords: theory of mind, false belief, spatial cognition, frame of reference, predictive learning

INTRODUCTION
Recent research has seen a growing interest in the connections
between two disparate lines of investigations: spatial cognition
that focuses on spatial and bodily representations, and, social
cognition that examines the abilities of attributing other’s inten-
tions and beliefs, namely, theory of mind (TOM). Although
researchers have learned much about the underlying mecha-
nisms in each domain, there are still opposing perspectives
and considerable conceptual gaps between the two domains.
In particular, much contest revolves around the contribution
of domain-specific spatial processing to domain-general TOM
abilities.

At the center of the debate, is an apparent contradiction
between the findings that human infants can pass false-belief tasks
(e.g., holding an agent’s belief about the original location of an
object, which has been changed in the absence of the agent) and
the general claim that children first understand false-beliefs at
around 4 years of age (for reviews, see, Apperly and Butterfill, 2009;
Perner et al., 2011; Frith and Frith, 2012). Some have suggested that
sophisticated TOM inferences, as indicated by successfully per-
forming the false-belief tasks, may evolve from a set of low-level
encoding processes, for example, agent-object-location associa-
tions (Perner and Ruffman, 2005; Ruffman and Perner, 2005),
identification of “external referent” (Perner et al., 2011), and, spa-
tial perspective taking (Kessler and Rutherford, 2010; Kessler and
Thomson, 2010). Yet other theorists have posited that beliefs are
“invisible abstract entities” (Saxe, 2006), and that making infer-
ences about other’s beliefs requires a dedicated or innate system
that cannot be accounted for by mere associations (Leslie, 2005;

Saxe and Wexler, 2005; Csibra and Southgate, 2006; Baillargeon
et al., 2010).

In the present paper, we attempt to bridge the conceptual
gaps between different perspectives by advocating an integrated
account. We argue that a fundamental spatio-temporal associa-
tion process, which is fraught in the domain of spatial cognition,
is also essential in the domain of social cognition. At the compu-
tational level, spatio-temporal association is to extract statistical
regularities from the task environment by detecting the corre-
lations between representations of events over space and time.
However, spatio-temporal association is not merely about matri-
ces of associative weights that connect different representations in
a static manner. Instead, it takes place over space and time through
the lens of predictive learning. Recent advances in neuroscience
suggest that – at both the algorithmic and neural architectural
levels – it is not reward that drives learning per se, but the tempo-
ral discrepancy between actual and expected outcomes (Gerstner
et al., 2012; O’Reilly et al., 2012). That is, the task environment
constantly changes. At any moment, environmental statistics
present themselves as multimodal inputs to the mind. By con-
stantly comparing the observed and expected outcomes, the mind
selectively re-encodes the raw environmental statistics and trans-
forms them into a hierarchy of representations at different levels
of abstraction, which eventually produce complex behaviors such
as thought, language, and, intelligence (Hawkins and Blakeslee,
2004).

Our approach to understanding the process of spatio-temporal
association utilizes frames of reference (FOR) as the building
blocks of both spatial and social cognition. A growing body of
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research has shown that FOR-based representations are not only
behaviorally plausible but are also supported by the neurological
structures in both human and animal brains. As spatio-temporal
association re-encodes the environmental statistics by remov-
ing task-irrelevant variances (e.g., instability, noise), FOR-based
representations provide a straightforward way of partitioning
spatio-temporal variances. In addition, it has been a central con-
tention that theory-of-mind abilities are subject to competing
demands for efficient and flexible processing and require two dis-
tinct systems, “one that is efficient and inflexible and one that is
flexible but cognitively demanding” (Apperly and Butterfill, 2009,
p. 957). Instead of focusing on the distinction between different
systems, we emphasize the common representations shared by dif-
ferent sets of abilities and mechanisms. We argue that when people
perform spatial and social tasks, both efficiency and flexibility can
emerge from the expectation-driven competition among multiple
FOR-based representations.

INTRINSIC FRAME OF REFERENCE (IFOR) IN SPATIAL
COGNITION
The notion of “FOR” has been crucial to all the disciplines that
study spatial relationships and relies on a diverse terminology for
its classification (Levinson, 2004). For example, a conventional
approach is to classify a reference system by its origin: whether it
is anchored to the observer self (e.g., “egocentric”) or the environ-
ment (e.g., “allocentric”; Andersen et al., 1997; Wang and Spelke,
2002; Burgess, 2008). However, we adopt a classification sys-
tem that – besides the self-centered egocentric frame of reference
(EFOR) – further differentiates the environment-centric frames
into two categories: allocentric (AFOR, with an absolute and fixed
anchor), and, intrinsic (IFOR, with a relative and flexible anchor).
With roots in psycholinguistic research, the advantage of this clas-
sification scheme is that it reduces ambiguity in spatial descriptions
of the world (Miller and Johnson-Laird, 1976; Carlson-Radvansky
and Irwin, 1993; Levelt, 1996; Levinson, 2004; Carlson and Van
Deman, 2008). For example, when describing the location of a
coffee cup, one may say, “the cup is in front of me (observer self)”
(in EFOR); “the cup is on the desk” (in AFOR); or “the cup is
in front of John” (in IFOR). Note that, while both AFOR and
IFOR use an external anchor, the anchor in AFOR (the desk in this
case) is more stable than IFOR (John in this case, who can freely
change his location or orientation). Our interest in IFOR is moti-
vated by vision and spatial memory research that emphasizes the
dynamic updating of object-centered representations (Marr, 1982;
Wang et al., 2005a; Mou et al., 2008; Sun and Wang, 2010; Chen
and McNamara, 2011). In this respect, the interactions between
EFOR and IFOR (e.g., the intertwined representations of self-
other-object relationship) are ubiquitous in everyday tasks, where
the “other” can be either an anchoring object (Wang et al., 2005b;
Tamborello et al., 2012), or another agent or human being as in
social situations (Mitchell, 2006; Kessler and Rutherford, 2010;
Kessler and Thomson, 2010; Perner et al., 2011).

One fundamental distinction among different FOR-based rep-
resentations is the manner in which each representation handles
temporal instability during the interactions between the mind
and the environment. Temporal instability manifests itself as
both spatial and temporal variances during the encoding of

spatio-temporal relationships between various entities in the
environment (e.g., self, agents, objects, locations, and events).
Different reference systems partition these variances in different
manners and therefore afford structures at different levels of insta-
bility. In the “coffee cup” example, the spatial relations among
relevant entities can change over time. To locate the coffee cup, an
EFOR representation from the observer’s perspective is relatively
stable, to the extent that the anchor is always the “observer self.”
In contrast, an IFOR representation of the coffee cup anchored
to John is unstable because John can freely move around and the
observer is therefore required to track both the coffee cup and John
in order to maintain an IFOR representation.

Critically, temporal instability evokes predictive learning. Sim-
ply put, whereas temporal instability means that the current input
is expected to change at the next time point, predictive learning
is a process of spatio-temporal integration in which the internal
representation is constructed by remapping attention toward the
expected outcomes (Hawkins and Blakeslee, 2004; O’Reilly et al.,
2012). It has been suggested that predictive learning is a driv-
ing force in learning structured abstractions of the environment
(Hawkins and Blakeslee, 2004; Krauzlis and Nummela, 2011; Rolfs
et al., 2011; Gerstner et al., 2012; O’Reilly et al., 2012). Consider
the coffee cup example again: predictive learning takes the antic-
ipated movements into consideration and produces a dynamic
representation of the relevant spatial relations. When an observer
is reaching for a coffee cup, predictive learning occurs within
EFORs, such that the coffee cup’s location is updated relative to
the observer’s hand or body. By making constant predictions, the
observer would know when to grab even before her hand touches
the cup. When the observer watches John reaching for the coffee
cup, predictive learning involves IFORs, such that the coffee cup’s
location is updated relative to John. Yet, should John suddenly
change his course and pick up another object (e.g., a stapler), the
observer would be surprised as John’s initial movements led to an
expectation that he would pick up the coffee cup instead of the
stapler.

That the mind uses different FOR to manage temporal insta-
bility and drive spatio-temporal association is consistent with an
accumulating body of neurological and behavioral studies (Marr,
1982; Krauzlis and Nummela, 2011; Pertzov et al., 2011; Rolfs et al.,
2011; Van Der Werf et al., 2013). To further illustrate this notion,
consider an example from the two-cannon experiment reported
by Tamborello et al. (2012). In their experiment (Figure 1), partic-
ipants were instructed to use the arrow keys to rotate the cannon
in the same color of a to-be-revealed target as quickly as possible,
so that the cannon could point to (and shoot at) the target. Three
different types of reference systems can be used to describe the tar-
get location (Figure 1A). In an EFOR representation (relative to
the observer), the target is at the front-top of the observer’s visual
field (the observer’s line of sight was perpendicular to the plane
of the computer screen). In an AFOR representation, the target
can be described in reference to the computer screen frames. In
an IFOR representation (relative to a cannon), the target has a
counterclockwise bearing relative to the orientation of the blue
cannon (or a clockwise bearing relative to the red cannon). Math-
ematically, all of these representations are equivalent, to the extent
that one representation can be transformed into another without
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FIGURE 1 | (A) A schematic illustration of the two-cannon task reported by
Tamborello et al. (2012). In the experiment, participants (“observers”) were
sitting in front of a computer (the observer’s line of sight was perpendicular to
the plane of the computer screen). (B) Actual task displays in the experiment.
At the beginning of each trial, two cannons (one red and one blue) and
multiple pellets (in either red or blue) were presented together on the

computer screen. After a one-second pause, a randomly selected pellet would
flash as the target. The participants’ task was to use the arrow keys to rotate
the cannon in the same color of the target toward the target as quickly as
possible. The cannons’ orientations and the ratio between the number of red
and blue pellets were varied across trials. The angles between two cannons
were either “conflict-absent” (zero degree) or “conflict-present” (90 or 180◦).

losing any information. However, in terms of efficient and flexible
removal of task-irrelevant variance, different representations are
unique in the way they are updated and maintained.

Let us first examine temporal instability. It is clear that both
EFOR and AFOR representations have relatively fixed anchors
(e.g., the observer and the computer monitor frames, respec-
tively). In contrast, IFOR is only tentatively anchored to one of
the two cannons: the color and location of the target is initially
unknown, thus, which cannon is task-relevant depends on the
visual input at the next time point. Recall that temporal instability
evokes predictive learning, in which internal representations of
the environment are constructed based on the current observa-
tions toward the expected future outcomes. In this case, the color
ratio of the pellets provides a reliable cue for predicting the rel-
evancy between two competing cannons. Figure 2A shows that
reaction times in the conflict-present condition (cannons point-
ing to different directions) were significantly slower than those in
the conflict-absent condition (cannons pointing to the same direc-
tion). Within the conflict-present conditions, the cannon in the
same color of the majority pellets resulted in faster reaction times.
These results indicate that in resolving the conflict between dif-
ferent IFOR representations, participants planned their responses
by predicting the task-relevant cannon based on the pellet color
ratio. That is, prediction occurs before the appearance of an actual
target, leading to a stronger IFOR representation anchored to the
task-relevant cannon, thus resulting in faster reaction times.

Second, in order to achieve computational efficiency and flexi-
bility, multiple IFOR representations may coexist and interact with
each other. Figure 2A shows that even when participants made cor-
rect predictions on the task-relevant cannon in the conflict-present

condition, their reaction times were still significantly slower than
that in the conflict-absent condition. This indicates that, while
anticipating the upcoming target, the competition between two
conflicting IFOR representations resulted in a partial dissociation.
That is, as the IFOR representation anchored to the predicted task-
relevant cannon was the focus of attention, the other one was only
partially disengaged – a strategy of prioritizing but still preparing
for the unexpected. As a result, even when the prediction was cor-
rect, the partially disengaged IFOR representation interfered with
performance and produce longer reaction times.

Third, an interaction may also occur between EFOR and IFOR
representations. Figure 2B shows that reaction times were signif-
icantly dependent on the angular disparity between the self and
cannon orientations, indicating a strategy of combining EFOR and
IFOR representations, or perspective taking. Perspective taking has
been considered as an important stepping stone from automatic
and unaware perception toward a conscious and deliberate pro-
cess in which people mentally perform a movement simulation of
other people or objects (Kessler and Rutherford, 2010; Kessler and
Thomson, 2010; Zwickel et al., 2011). Here, we consider perspec-
tive taking in terms of partitioning the statistical variances in the
task environment.

Specifically, for a given cannon, we consider three parts of
the spatial variances (angular disparities) that could be men-
tally encoded: self-cannon, self-target, and cannon-target. Since
the correct response is determined by the cannon-target vari-
ance, it requires either a complete or a partial disengagement
of the EFOR representation. If the EFOR representation is to be
completely disengaged (i.e., removing self-target and self-cannon
variances), the task could be accomplished by object rotation based
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FIGURE 2 | Results fromTamborello et al. (2012). (A) Reaction times as
function of target color, conflict between two cannons, and the color ratio in
surrounding pellets. Across three sequentially presented blocks of trials, the
surrounding pellets varied from trials of more blue pellets (B:R = 6:2) to trials
of more red pellets (B:R = 2:6). Reaction times in the “conflict-absent”
conditions (two cannons pointing to the same direction) were significantly
faster than that those in the “conflict-present” conditions (90 or 180◦
between two cannons). Within the “conflict-present” conditions, reaction
times were significantly faster for the cannon in the same color of the

majority pellets, indicating the effect of expectation, where participants had
made predictions on the task-relevant cannon before the appearance of the
actual target. (B) Reaction time was dependent on the angular disparity
between the participants’ “up” and the target cannon orientations
(self-cannon variance), indicating an interaction between EFOR and IFOR
representations, namely, the effect of perspective taking. Note that since
participants were always facing the computer screen, their “up” was
congruent with the “up” on the computer screen. In both figures, error bars
depict standard error of the mean.

only on an IFOR representation. However, the reaction time pat-
tern in Figure 1B suggests a case of partial EFOR disengagement:
the task was accomplished by self rotation with perspective tak-
ing, in which the self-cannon variance was first removed so that
the self-target variance became exactly the same as the cannon-
target variance. Similar to the interaction between multiple IFOR
representations, the interaction between EFOR and IFOR repre-
sentations also serves the purpose of both computational efficiency
and flexibility. On the one hand, an IFOR representation is parsi-
monious in encoding only task-specific variances (e.g., encoding
only the target-cannon but not the self-cannon, the self-target
relations). On the other hand, an EFOR representation tend to
be automatic and effortless (Wang and Spelke, 2002; Frith and
Frith, 2007; Kessler and Thomson, 2010). Therefore, an efficient
and flexible solution would be to combine EFOR and IFOR rep-
resentations into one representation. That is, instead of utilizing
a purely IFOR-based strategy in which the cannon is mentally
rotated toward the target (i.e., object rotation), participants might
superimpose their egocentric perspective onto the cannon – that
is, take the perspective of the cannon – then mentally self-rotate
toward the target.

Overall, this new interpretation of the two-cannon experi-
ment results suggests that expectation-driven competitions can
take place not only between different IFOR representations
(Figure 2A), but also between EFOR and IFOR representations
(Figure 2B). By this account, the internal spatial representation of
the environment is always dynamically constructed and updated
toward the anticipated outcomes, rather than static associations
of the current spatial configuration. Depending on whether there
are conflicts between representations and whether the actual

outcome meets the expectation, competition takes place at dif-
ferent levels and results in the engagement and disengagement of
different FOR-based representations. In the following section, we
demonstrate that the same mechanisms may well lay the foun-
dation for more complex representations in the domain of social
cognition.

INTRINSIC FRAME OF REFERENCE IN BELIEF ATTRIBUTION
A landmark finding in belief attribution is that fifteen-month-old
infants appear to be able to appeal to other’s beliefs, that is, they
were able to keep track of an actor’s perception about the location
of a toy, and, using this perception rather their own, to predict
the actor’s searching behavior (Onishi and Baillargeon, 2005).
This finding has triggered a substantial debate over the question
whether the theory-of-mind abilities evolved from “actor-object-
location associations” (Perner and Ruffman, 2005, p. 215), or
are due to an innate mechanism specialized for belief attribution
(Leslie, 2005; Baillargeon et al., 2010). Here we offer a reinterpre-
tation of the original findings based on the same spatio-temporal
association account outlined above.

Figure 3 re-produces the experimental setup and results from
Onishi and Baillargeon (2005). Note that we have re-labeled the
experimental conditions by replacing the original object labels
with location labels from the actor’s perspectives: “green box”
replaced by “L” (actor’s left-hand side), and, “yellow box” replaced
by “R” (actor’s right-hand side). Hence, our new labels are essen-
tially placeholders for representing different locations. However,
the new labels also highlight the spatial component of the task envi-
ronment and potential interference between the different FOR.
Similar to the two-cannon experiment, this task involves the
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FIGURE 3 |The experimental setup and results, re-produced based

on Onishi and Baillargeon (2005). Conditions have been renamed by
replacing the original labels “green box” and “yellow box” with location
labels “L” and “R”, respectively (“L” and “R” indicate the toy’s location
from the actor’s perspective). The experiment consisted of three phases:
(1) “familiarization”, (2) “belief induction”, and (3) “test”. During (1),
infants (“observer”) watched the actor reaching toward a box for a toy
at one of two locations (boxes are not shown here). At the end of this
phase, the toy was located on the actor’s left-hand side. In (2), infants
were assigned to one of four conditions, in which they watched some
movements of the boxes or the toy in the actor’s presence or absence.
Here we used dyadic labels to represent the validity of the actor’s
belief (“TB” for true belief and “FB” for false-belief) and the location of
the toy last known to the actor from the actor’s perspective (“L” for
the left-hand side and “R” for the right-hand side). In addition, arrows
represent movements of the box or the toy; colored toy and solid lines
indicate the actor’s true belief about the toy’s location; grayed toy and
dotted lines represent the actor’s false-belief as the location of the toy
was changed in her absence. In the “TB-L” condition, the toy remained
at the actor’s left-hand side and only the box at the actor’s right-hand
side was moved toward the toy then back to its original location. In

the “TB-R” condition, the toy was moved from the actor’s left to her
right in her presence. In the “FB-L” condition, the toy was last seen by
the actor at her left but was moved to her right in her absence. In the
“FB-R” condition, the toy was moved from the actor’s left to her right
in her presence but moved back to her left in her absence. In test
phase (3), infants watched the actor reaching one of the locations for
the toy and their average looking times were recorded and analyzed.
Here we use triadic labels to represent each test condition, with the
first two parts repeating the label for the corresponding belief induction
condition, and the last part representing the direction where the actor
reached for the toy. The equality between the last two parts represents
whether there is a conflict between the IFOR representation at the end
of the belief induction phase and the one in the test phase. For
example, “TB-L-L” represents the condition in which the actor held a
true belief that the toy was at her left-hand side and she actually
reached the same location for the toy (“no conflict”); In comparison,
“TB-L-R” represents the condition in which the actor held a true belief
that the toy was at her left-hand side but she actually reached her
right-hand side for the toy (“conflict”). Infants’ looking times (mean and
standard errors in seconds) in each test condition are shown on the
rightmost panel.

interplay of multiple representations. For example, the toy’s loca-
tion can be described in EFOR (relative to the observer, which is
the infant in the experiment), AFOR (relative to the table or the
room), or IFOR (relative to the actor). According to the origi-
nal object labels, the toy’s location was described by the color of
the box, which was the same to both the infant and the actor. In
contrast, as the infant was facing the actor, the “left” and “right”
labels were completely opposite, depending on whether they were
from the infant’s perspective (EFOR) or from the actor’s per-
spective (IFOR). Therefore, the new labels were more effective
in distinguishing EFOR and IFOR representations.

COMPARISON WITHIN BELIEF INDUCTION CONDITIONS
The main finding by Onishi and Baillargeon (2005) involved
comparing the infants’ looking times between the two “test” con-
ditions within each of the four “belief induction” conditions.
They reported that looking times were shorter when the actor
reached for the toy where she believed it was located (“no conflict”
conditions in Figure 3) and longer when the actor reached the

opposite location (“conflict” conditions). Based on this compari-
son, the authors concluded that infants were able to use the actor’s
belief state instead of the actual toy location from infants’ own
perspective to predict the actor’s reaching behavior.

Rather than resorting to an innately dedicated belief attribution
mechanism, we would like to offer a different explanation based
on fundamental spatial information processing mechanisms. Our
interpretations is that belief attribution derives from the proper
maintenance of and dissociation between multiple representations
based on EFOR (for encoding self-toy or self-actor relations) and
IFOR (for encoding actor-toy relations). In particular, it has been
suggested that infants’ looking time provides a measurement of
surprise, such that longer looking times indicate greater viola-
tion of infants’ expectations relative to their prior knowledge or
greater novelty relative to their interpretation of habituation stim-
uli (Baillargeon, 1986; Onishi and Baillargeon, 2005; Téglás et al.,
2011). Here we argue that for the false-belief task by Onishi and
Baillargeon (2005) surprise might have resulted from the violation
of infant’s expected spatial configuration relative to the actual one.
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Our earlier argument suggests that, among all possible FOR-based
representations, those leading to task-relevant predictions tend to
be actively updated and maintained. Since the looking times were
about the actor’s reaching for the toy, both the expected and actual
spatial configurations would be encoded in the form of IFOR
representations (actor-toy), rather than irrelevant EFOR represen-
tations (infant-toy). In other words, the IFOR-based expectation
reflects a simple behavioral rule by means of spatial association –
people (the actor) look for objects at their last known location
(Ruffman and Perner, 2005). Consequently, the difference in look-
ing times between “conflict” and “no conflict” conditions may be
explained by the effort of resolving the discrepancy between the
IFOR representation at the end of the belief induction phase, rela-
tive to the actual IFOR representation in the test phase. Results in
Figure 3 support this explanation by showing that, in each of the
four belief conditions, looking times were reliably longer (with
a mean difference always around 7∼9 s) when there was a con-
flict between the IFOR representations at the end of the induction
phase (the same as the expectation) and in the test phase (the
actual outcome). For example, looking times for “x-L-R” condi-
tions were consistently longer than those for “x-L-L” conditions
(“x” stands for either “TB” or “FB”, and, a conflict is present if the
last two alphabets are different).

COMPARISON BETWEEN BELIEF INDUCTION CONDITIONS
It is apparent from Figure 3 that there were differences in looking
times among the four belief induction conditions. For example,
whereas the FB-L condition had the longest looking times, the
FB-R condition had similar looking times as those in TB condi-
tions. It is surprising that these differences were not mentioned nor
accounted for by Onishi and Baillargeon (2005). Using the same
argument in the two-cannon task, we speculate that the look-
ing time difference between belief induction conditions might
also be due to the interference from a partially disengaged rep-
resentation. In this case, there could be different levels of the
dissociation between EFOR and IFOR representations due to the
different sequences of temporal events during the belief induction
phase. Based on the comparison between “test” conditions above,
it appears that the surprise effect (i.e., “conflict” versus “no con-
flict”) in all belief induction conditions remained approximately
constant (7∼9 s). This implies that the variance in looking times,
less the surprise effect, would be independent of the predictions
by the actor-toy IFOR representation. Accordingly, the remaining
variance in looking times could be due solely to the interference
from the infant-toy EFOR representation.

In the following, we use the conditional means and standard
errors reported in the original study to make three sets of post
hoc comparisons across different belief induction conditions but
within the same “conflict” or “no conflict” test conditions (e.g., x-
L-L compared with x-R-R, x-L-R compared with x-R-L, and etc.).

First, the mean looking times were about the same in the TB-L
and TB-R conditions (i.e., TB-L-L ≈ TB-R-R, and, TB-L-R ≈
TB-R-L), despite different manipulation sequences in the belief
induction phase – the former (TB-L) only involved the movement
of an empty container (the “yellow box” on the actor’s left hand
side) and the latter (TB-R) involved the change of the toy’s location
(see Figure 3). This indicates that the looking times were primarily

determined by the active maintenance of the IFOR representation
of the actor-toy relationship. If there was any interference from
the EFOR representation of the infant-toy relationship, the effect
remained constant between these two conditions.

Second, the mean looking times were significantly longer in the
FB-L condition than in the TB-R condition (i.e., FB-L-L > TB-R-
R, mean difference ≈ 8 s; FB-L-R > TB-R-L, mean difference ≈
9 s; two tailed p < 0.05 in both comparisons). Such differences
could be accounted for by stronger interference from the EFOR
representation in the FB-L condition than in the TB-R condi-
tion. Specifically, the change of the toy’s location was visible
only to the infant in the FB-L condition but visible to both the
infant and the actor in the TB-R condition. Thus, the infant-toy
EFOR representation in the FB-L condition would be relatively
stronger (more engaged). Being task-irrelevant (e.g., irrelevant to
the actor’s fetching action), the stronger EFOR representation in
the FB-L condition would lead to greater interference, resulting in
longer looking times during the test phase.

Third, the mean looking times were significantly shorter in the
FB-R condition than in the FB-L condition (i.e., FB-L-L > FB-R-R,
mean difference ≈ 7 s; FB-L-R > FB-R-L, mean difference ≈ 7 s;
one tailed p < 0.05 in both comparisons). Interestingly, despite
the more complicated manipulation sequences in the FB-R con-
dition, looking times were about the same as those in the true
belief conditions (TB-L and TB-R). Consistent with the afore-
mentioned explanation, it is likely that the IFOR representation in
the FB-R condition became stronger when it was reinforced in the
presence of the actor (the actor last saw the toy moving to her right-
hand side). By competition, a stronger IFOR representation led to
a weaker EFOR representation. Although both were false-belief
conditions, the weaker EFOR representation in the FB-R condi-
tion resulted in less interference and, therefore, shorter looking
times than the FB-L condition.

In summary, it appears that FOR-based representations may
provide a more transparent and detailed explanation to the find-
ings reported by Onishi and Baillargeon (2005). In contrast to
the two-cannon experiment by Tamborello et al. (2012), this false-
belief task was not explicitly designed to detect the EFOR–IFOR
interaction (e.g., infants were always facing the actor with the
same bearing). Therefore, the interpretation of our post hoc com-
parisons between belief induction conditions could be limited.
Nevertheless, our interpretation remained consistent across all
comparisons and across both tasks. That is, in order to track and
predict other agent’s behavior, the internal process would involve
at least a partial disengagement of EFOR representations, an active
engagement of IFOR representations, and, potential interference
between EFOR and IFOR representations.

Note that our interpretation is in the same vein as the “actor-
object-location association” account (Perner and Ruffman, 2005).
In addition, we identify the role of EFOR–IFOR dissociation.
This interpretation is along the same line as the proposals that
belief attribution may evolve from low-level spatial encoding pro-
cesses, including the identification of “external referent” (Perner
et al., 2011) and perspective taking (Kessler and Rutherford, 2010;
Kessler and Thomson, 2010). Similar to the original interpreta-
tion by Onishi and Baillargeon (2005), here we also emphasize the
role of expectation. However, expectation in our account is not
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the end product of belief attribution. Rather, it starts early at the
level of FOR-based spatial representations. In this respect, belief
representation emerges as the mind integrates different spatial rep-
resentations at different time points by reducing the discrepancy
between the actual and the expected outcomes.

FROM SPATIAL TO SOCIAL: THE COMMON NON-COGNITIVE
ORIGINS
Although we have demonstrated that the same language from spa-
tial cognition may be used to interpret infants’ performance in
the false-belief task, we do not claim that social cognitive abili-
ties can be completely accounted for by those in spatial cognition.
Moreover, we do not claim a parallel between an explicit spatial
orientation task and 15-month-old infants’ preferential looking
task. Rather, we focus on the common representations underlying
these two seemingly different tasks. We argue that abilities from
both spatial and social domains share common non-cognitive ori-
gins at the level of spatio-temporal association in extracting the
environmental statistics. Ergo, these abilities, even if they appear
different from each other, may not be domain-specific per se, but
reflect the different requirements in computational efficiency and
flexibility.

In bridging the conceptual gaps between spatial and social cog-
nitive abilities, it is critical to understand the common dynamic
nature of spatio-temporal association in both domains. In the
present paper, we have shown that, in terms of FOR-based rep-
resentations, the two-cannon task and the false-belief task share
at least three computational properties. First, both tasks require
encoding multiple spatial relations with different reference points
(spatial association); Second, both involve comparisons of repre-
sentations at different time points (temporal association); Third,
the internal representations for both tasks are not static spatial
encodings at isolated time points, rather, they are constructed and
maintained through competitions toward the expected outcomes
(predictive learning). We argue that all these three properties are
governed by the same principle, whether one’s goal is to learn a
spatial configuration or infer other’s intentions and beliefs. That
is, the internal representations are developed in the direction of
reducing spatio-temporal instability (variances) in order to extract
statistical regularities at different levels of abstraction from the task
environment.

Commonly shared computational processes could well be sup-
ported by commonly shared neural implementations. A growing
body of research suggests that brain mechanisms supporting
sophisticated social abilities may derive from low-level processes
such as spatial tracking, predictive encoding, and attention shift-
ing (for reviews, see, Mitchell, 2006; Corbetta et al., 2008; Frith
and Frith, 2012). In the same vein, we argue that the key ingredi-
ent in both spatial and social cognition is the expectation-driven
competition between multiple FOR-based representations, that
are supported by a set of intrinsically distributed neural net-
works, rather than separately dedicated brain mechanisms. In the
following, we discuss the neural evidence that supports this view.

Even a simple task could demand multiple representations of
the task environment at different temporal points. Then, the need
for selection arises at different levels of processing due to the
limitation of resources. On the basis of functional and anatomical

distinctions, a model of attention selection has been proposed,
suggesting that the attentional operations are carried out by the
interactions between two fronto-parietal systems – a dorsal atten-
tion system (also referred to as top-down attention network, or,
canonical sensory-motor pathway) and a ventral attention system
(or, bottom-up attention network; Corbetta and Shulman, 2002;
Corbetta et al., 2008; Yeo et al., 2011). The dorsal system is bilat-
eral and mainly composed of the frontal eye field (FEF) and the
intraparietal sulcus (IPS). It is specialized for selecting and linking
stimuli and responses by sending top-down “filtering” signals to
visual areas and via the middle frontal gyrus (MFG) to the ventral
network. The ventral system is right-lateralized and includes the
right temporal-parietal junction (TPJ), the right ventral frontal
cortex (VFC), parts of the MFG, and the inferior frontal gyrus
(IFG). Coordinated by the dorsal system, the ventral system sends
bottom-up “reorienting” signals that interrupt and reset ongoing
activity upon detection of salient targets, especially when there is
a violation of expectation (for reviews, see, Corbetta et al., 2008).

The filtering and reorienting functionality in the dorsal–ventral
attention networks is particularly useful for implementing the
computation of multiple FOR-based representations, particularly
when multiple FORs compete. We consider two levels of compe-
tition: (1) competition within the dorsal pathway (filtering), and
(2), competition carried out by the interaction between the dorsal
and ventral pathway (reorienting). Some evidence suggest that,
along the dorsal pathway, multiple representations in different
FOR can coexist – from lower-level retinotopic representations to
higher-level self-centered (EFOR) and world-centered representa-
tions (IFOR and AFOR), and that the parietal cortex, particularly
the IPS, is central to the construction of these representations
(Marr, 1982; Andersen et al., 1997; Colby and Goldberg, 1999;
Burgess, 2008; Pertzov et al., 2011; Van Der Werf et al., 2013).
Recent rest-state data indicate that the dorsal attention network
follows a serial and hierarchical organization, whereas the func-
tional connectivity of parietal and prefrontal association cortices
appears to be embedded with largely parallel and interdigitated cir-
cuits (Yeo et al., 2011). We argue that such an organization would
allow a hierarchical abstraction of the task environment based
on flexible selections among multiple representations. That is, in
terms of FOR-based representations, it is possible that the invari-
ance extracted at early cortical stages (e.g., visual areas and the
parietal cortex) is incomplete, causing different representations to
overlap with one another. In order to support higher-level abstrac-
tions, a more complete dissociation is required at the level of the
prefrontal areas. For instance, it has been suggested that the FEF
region plays a crucial role in the construction of intrinsic reference
frames among multiple objects in spatial tasks (Wallentin, 2012).
Likewise, studies with neural network simulations have shown
that, although partial dissociation between different types of spa-
tial information can occur by re-encoding visual information in
the parietal cortex, dorsal control from the prefrontal cortex is
necessary to achieve a more explicit dissociation (Sun and Wang,
2013); Moreover, efficient and flexible representations of the
changing environment requires the maintenance of both latent
representations (through altered firing thresholds in non-frontal
regions) and active representations (through sustained firing in the
prefrontal cortex) (Morton and Munakata, 2002). It is suggested
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that such a maintenance mechanism is involved when the infants
created actor-object-location associations in the false-belief task
(Perner and Ruffman, 2005).

More dramatic competition between multiple representations
would likely occur when expectations derived from actual sen-
sory input have been violated. In such instances, the ventral
attention network sends out reorienting signals and the dorsal
attention network is reconfigured (Corbetta et al., 2008). Evidence
for dorsal–ventral interaction comes from studies that use perspec-
tive taking tasks, which typically involve conflicting perspectives
in EFOR and IFOR representations. For example, it has been
reported that the transformation from participants’ own perspec-
tive to another agent’s body axis was associated with activations
in posterior parietal cortical regions, such as the left inferior pari-
etal lobe (IPL) and parietal–temporal–occipital junction as well as
the right superior parietal lobe (Vogeley et al., 2004; David et al.,
2006). Additionally, it has been found that TPJ shows enhanced
activities in voluntary orienting of attention when participants are
cued about the future location of a target stimulus (Corbetta et al.,
2000), and when they need to distinguish between self-produced
actions and actions generated by others (Blakemore and Frith,
2003; Jackson and Decety, 2004). Recently, Mazzarella et al. (2013)
reported that responses in right IFG are sensitive to another per-
son’s orientation when participants perform the task from their
own egocentric perspective. Thus, these studies are consistent with
the suggestion that taking another person’s perspective requires
extra effort as compared with using one’s own perspective (Kessler
and Thomson, 2010).

It should be pointed out that among different brain areas, the
TPJ region has been a major topic of debate regarding the neural
mechanisms of belief attribution abilities in social interactions.
Some researchers argue that this region is specifically involved in
the theory-of-mind functions (Saxe and Kanwisher, 2003; Apperly
et al., 2004; Saxe and Wexler, 2005; Saxe and Powell, 2006; Saxe
et al., 2009; Young et al., 2010). However, the studies mentioned
above suggest that the TPJ’s function is not unique in the social
context. In fact, many theorists consider the TPJ the key hub of
the ventral attention network, which essentially supports atten-
tion reorienting for resolving conflicts between different visual
perspectives, especially when there is a violation of the expected
outcomes (Posner et al., 2006; Decety and Lamm, 2007; Mitchell,
2008; Perner and Aichhorn, 2008). Similarly, it has been suggested
that the dorsal part of the TPJ region is involved in representing
different perspectives and making behavioral predictions, whereas
the more ventral part of TPJ and the medial prefrontal cortex
region (MPFC) are responsible for predicting behavioral conse-
quences (Aichhorn et al., 2006). Along the same line, Corbetta
et al. (2008, p. 317) posited that, “Similar environmental and bod-
ily representations and their comparison may be co-opted for ToM
interactions and that attention signals in TPJ may be important to
switch between internal, bodily, or self-perspective and external,
environmental, or other’s viewpoint, a key ingredient of ToM.”

In sum, we argue that by supporting different levels of
competition between multiple representations, the functions of
dorsal–ventral attention networks play a major role in both spa-
tial and social cognitive abilities. Whereas the filtering function
manages competition among representations required for the

ongoing activity, the reorienting function facilitates competition
and reconfiguration when the new sensory input violates the
expectation from the current representations. Crucially, different
levels of competition allow partial engagement (or disengage-
ment) of certain representations, which facilitate the integration
of potentially conflicting representations. As mentioned earlier,
maintaining multiple IFOR representations is essential for priori-
tizing while being prepared for the unexpected. Combining EFOR
and IFOR representations (perspective taking) takes advantage
of both the efficient removal of task-irrelevant variance and fast
mental simulation. When infants start to learn by copying others’
actions (Meltzoff, 1995; Tomasello et al., 2005; Nielsen, 2006), it is
important for them to hold both EFOR and IFOR representations
so that imitation and emulation are possible.

SUMMARY
The central theme in our proposal is that the complex achieve-
ments in either spatial cognition or social cognition may rely on
the fundamental processes of spatio-temporal integration and,
moreover, that there is a set of distributed brain regions shared
by both types of cognition. In our framework, both spatial
and social abilities arise in the form of spatio-temporal asso-
ciation in which the mind constantly deals with the temporal
instability in the environment by predictive learning. In the
effort of extracting statistical regularities, the internal represen-
tations evolve by first partitioning the environmental variances
– namely, developing FOR-based representations – then, encod-
ing statistical invariance at different levels of abstractions. Since
the statistical regularities include not only the spatial relations
of static configurations but also the temporal relations between
sequential events, predictive learning links various representa-
tions with different anchors (spatial integration) at different time
points (temporal integration). Together, abstract knowledge of
the environment (including those about other’s beliefs and inten-
tions) emerges from the expectation-driven competitions among
multiple FOR-based representations.

In our view, different abilities are not domain-specific per se,
rather, they are subject to the competing demands of computa-
tional efficiency and flexibility, yet are bounded by the statistical
structures in the environment. By reinterpreting the results from
the two-cannon experiment (Tamborello et al., 2012) and the false-
belief task (Onishi and Baillargeon, 2005) and reviewing recent
neurocognitive findings, we advocate an integrated approach that
connects low-level perceptual processes, such as spatial represen-
tations, with high-level functions such as belief reasoning. The
advantage of this approach is that, rather than singling out a cer-
tain brain system for a certain set of cognitive abilities (e.g., the TPJ
for belief reasoning), we can pursue a better understanding of the
mind–environment interaction over a developmental continuum.
For example, the FOR-based account proposed here largely relies
on the mechanisms of attentional network in spatial cognition,
which have been extensively studied on from non-human ani-
mals to human infants and adults (for reviews, see, Corbetta and
Shulman, 2002; Posner et al., 2006; Corbetta et al., 2008; Kavšek,
2013). Thus, this account may provide not only a transparent
partitioning of the environmental statistics, but also potential
explanations for the relationship between different abilities and
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the development of specific attentional networks. For instance, it
has been suggested that “rudimentary executive attention capaci-
ties may emerge during the first year of life but that more advanced
conflict resolution capacities are not present until 2 years of age”
(Posner et al., 2006, p. 1425). This line of reasoning could explain
why young infants suddenly appear to comprehend the complex
world and pass various spatial tasks (McCrink and Wynn, 2007;
Surian et al., 2007; Kovács et al., 2010; Gweon and Schulz, 2011;
Téglás et al., 2011).

Legend has it that in formulating his theory of gravitation,
Newton was inspired by observing the acceleration of an apple
falling from a tree. Subsequently, he inferred the existence of
gravity and extended the effect from to the top of the tree to
the Moon (White, 1991). Perhaps more interestingly, Newton also
first stated the principle of relativity (later modified by Einstein),
which essentially claims that observations of the physical world
depend on the particular “frame of reference” (Feynman et al.,
1963, p. 162). Although we may never know the exact details of his
revelation, the “apple incident” exemplifies how early perceptual
analyses are triggered by temporal instability in the environment
and the resulting extraction of statistical regularities with various
reference points. In addition, it illuminates recent proposals that
complex achievements such as mathematics and geometry, which
are uniquely human in their full linguistic and symbolic realiza-
tion, rest nevertheless on a set of core knowledge systems that are
driven by the representations of object, space, time and number
(Spelke and Kinzler, 2007; Spelke et al., 2010), and, knowledge
structures emerge from non-cognitive processes by dynamic asso-
ciations (McClelland et al., 2010). While controversies still exist
between seemingly diverging perspectives, we take the primary
theme of the debates to be the converging efforts of seeking for the
cognitive or non-cognitive origins of human thinking and reason-
ing abilities. If we subscribe to the notion of “bounded rationality”
(Simon, 1982), both spatial and social abilities are bounded by the
learning agent’s computation capacity and the structure of the
environment. In order to bridge the conceptual gaps between spa-
tial and social cognition, the key is to understand the interactions
between“genetic endowment and the environment”(Ruffman and
Perner, 2005, p. 462).
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Perspective taking plays an important role in different areas of psychological and neuro-
scientific research. Visual perspective taking is an especially prominent approach generally
using one of two experimental tasks: in the own-body-transformation task observers are
asked to judge the laterality of a salient feature of a human figure (e.g., is the glove on the
left or right hand?) from the figure’s perspective. In the avatar-in-scene task they decide
about the laterality of objects in a scene (e.g., is the flower on the left or right?) from the
avatar’s point of view. Increases in latencies and/or errors are interpreted as originating from
additional cognitive processes predominately described as observer-based perspective
transformations. A closer look reveals that such an account is disputable on grounds related
to the use of laterality judgments. Other transformation accounts, i.e., object or array
transformations, as well as non-transformational accounts, i.e., extra processing due to
spatial conflicts, have not been adequately considered, tested, or ruled out by existing
research. Our review examines visual perspective tasks in detail, identifies problems and
makes recommendations for future research.

Keywords: spatial cognition, embodiment, visual perspective taking, mental transformation, own-body-

transformation task, laterality tasks, spatial S-R compatibility, agency

INTRODUCTION
Research on human perspective taking is gaining momentum as
can be seen by the increasing number of experimental studies in
different research areas, such as spatial reasoning, mental imagery,
life-span cognitive development, theory of mind, empathy, avi-
ation research, and teleoperations. The different fields have in
common that they want to come up with accounts of the cognitive
mechanisms underlying the ability to mentally switch into and spa-
tially act from perspectives that are not our own, and sometimes
those of others.

Two fundamentally different lines of research on spatial per-
spective taking can be distinguished: Research on mental perspec-
tive taking uses memory-based testing methods. In one line of
work, participants first learn a layout of objects and are then asked
to point to the previously learned objects without being able to
look at the scene while bodily or imaginally switching into various
perspectives. Measures of geometric differences between learned,
body-defined and to-be-imagined perspectives have been found to
be good predictors of pointing latencies and errors, and results are
used to test competing processing accounts (e.g., Rieser, 1989;
Easton and Sholl, 1995; Shelton and McNamara, 1997; Creem-
Regehr, 2003; May, 2004; Avraamides and Kelly, 2008). Other
studies examine mental perspective taking by using language,
graphics, or maps as learning input and with other testing pro-
cedures (e.g., De Vega et al., 1996; Bryant and Tversky, 1999;
Avraamides, 2003; Sohn and Carlson, 2003).

Research on visual perspective taking, on the other hand, uses
perception-based testing methods. Participants usually look at a
visual display including a human figure, and have to decide about
the side of a critical feature of the figure while adopting the figure’s

perspective (OBT or own-body transformation task; e.g., Par-
sons, 1987), or about relative object positions from the figure’s
point of view (AIS or avatar-in-scene task; e.g., Amorim, 2003).
Although both tasks are usually treated separately in the litera-
ture, the majority of OBT- and AIS-studies have in common that
they use laterality decisions, i.e., observers have to make left or
right judgments about absolute or relative object locations from
the figure’s point of view. Recently, the number of behavioral and
neurophysiological studies on visual perspective taking has been
growing (Blanke et al., 2005; Creem-Regehr et al., 2007; Kessler
and Thomson, 2010; Yu and Zacks, 2010; Dalecki et al., 2012 and
others reviewed here). Note, that studies on viewpoint-dependent
object (Tarr and Bülthoff, 1998) or scene recognition (Diwadkar
and McNamara, 1997) are not considered, as their focus is on
memory-based identification processes, and not on perspective
taking.

The overall picture of findings on visual perspective taking is
complex. In general, one finds increases in response times and
errors the larger the spatial difference between the observer’s and
the figure’s spatial perspective. This is taken to reflect additional
cognitive processes described as observer-based perspective trans-
formations (PT). In contrast to this widely held view, our review
will argue that alternative accounts, e.g., object transformations
(OT) of the figure in the OBT-task, or array transformations
(AT) in the AIS-task, have been brought forth, but so far have
not been systematically evaluated and pursued. Furthermore,
the review will show that combining visual perspective taking
tasks with laterality judgments leads to spatially compatible and
incompatible responses, with consequences that have not been
adequately addressed up to now.
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TASKS AND BASIC FINDINGS
OWN-BODY TRANSFORMATION TASK
Experiments using the OBT task show an isolated human figure
with a salient body feature (e.g., a glove, a hand-held ball or disk).
The observer’s task is to decide whether the salient feature is on
the left or right as seen from the figure’s point of view and to
respond by pressing a left- or right-hand key (or using another
response indicating left and right). Figure 1 shows examples of
OBT-stimuli.

Consistent with the notion that observers mentally transform
their own perspective until it matches the figure’s perspective
before deciding about laterality, responses usually are faster for
back-facing figures, i.e., when figures look in the same direc-
tion as the observer, compared to front-facing figures, i.e., when
observer and figure look in opposite directions (Parsons, 1987;
Zacks et al., 1999; Blanke et al., 2005; Jola and Mast, 2005; Arzy
et al., 2006, 2007; Mohr et al., 2006, 2010; Gardner and Potts, 2010,
2011; Thakkar and Park,2010; Braithwaite et al.,2011; Steggemann
et al., 2011; Gardner et al., 2012; Gronholm et al., 2012; May and
Wendt, 2012). No such performance differences are found when
observers have to decide about the laterality of the critical fea-
ture from their own perspective (referred to as which-side-task),
rather than from the avatar’s perspective (Blanke et al., 2005; Gard-
ner and Potts, 2010, 2011; Braithwaite et al., 2011; Gardner et al.,
2012). In support of a PT account of these findings, more than
half of the participants report to switch into the avatar’s perspec-
tive when solving the task (Parsons, 1987; Zacks and Tversky, 2005;
Gronholm et al., 2012).

FIGURE 1 | Examples of OBT-stimuli. The task of the observer is to
decide whether the figure’s left or right hand is highlighted by a critical
feature (green or red disc), and to press a corresponding left- or right-hand
key. Various stimuli and features (e.g., human or abstract figures, gloved
hand, ball or disc in hand) are used in actual experiments. Left side:
Different upright figure stimuli (A and B) with compatible (tick mark) and
incompatible (cross) correct responses. Right side: Different figures with
rotations of 30° and 180° in the picture plane (C and D) with compatible
(tick mark) and incompatible (cross) correct responses. Only figures with
the critical feature on the figure’s left hand are shown; compatibilities are
the same for features on the figure’s right hand.

AVATAR-IN-SCENE TASK
Experiments using the AIS-task show an avatar (or a different
symbol indicating the relevant perspective) looking at a spatial
scene from varying angles of rotation in the horizontal plane. The
observer’s task is to decide whether a critical object in the scene
(e.g., flower) is on the left or right side from the avatar’s point of
view. Figure 2 provides examples of AIS-stimuli.

Response times for laterality judgments grow monotonically
with the disparity of the avatar’s and the participant’s perspec-
tives (e.g., Keehner et al., 2006; Michelon and Zacks, 2006; Kessler
and Rutherford, 2010; Kessler and Thomson, 2010; Kockler et al.,
2010). Similar to the back-facing advantage in the OBT task, these
findings have been interpreted in terms of time to transform one’s
own perspective into the avatar’s perspective.

THEORETICAL ACCOUNTS OF VISUAL PERSPECTIVE TAKING
The above interpretations of OBT- and AIS-studies have been used
to identify brain regions mediating visual perspective taking (e.g.,
Zacks et al., 1999, 2002; Blanke et al., 2005), and also to look into
processing strategies used with human and non-human stimuli
(e.g., Yu and Zacks, 2010). It turns out, however, that observed
performances in laterality judgment tasks lead to difficulties when
researchers try to interpret them as indicators of PTs. In the fol-
lowing, we look at existing evidence from the perspective of a
PT-account, and at arguments used to defend it against competing
OT/AT-accounts, or spatial compatibility explanations.

CONFOUNDING SPATIAL TRANSFORMATIONS AND RESPONSE
CONFLICTS
Under a variety of conditions, responses are faster and less error-
prone when a target is presented at a location that spatially
corresponds with the location of the requested response as com-
pared to situations where the target location spatially corresponds
with an incorrect response (Proctor and Vu, 2006). Dual-route
models attribute such S-R compatibility effects to automatic
activation of the spatially corresponding response along a process-
ing route largely independent of intention-based S-R translation
processes (Hommel, 1993; De Jong et al., 1994).

Spatial compatibility in OBT-tasks
Figure 1 shows that the location of the target feature spatially
corresponds with the correct response for the back-facing upright
figure whereas it corresponds with the incorrect response when the
figure is shown front-facing. Spatial compatibility should facilitate
responses to back-facing compared to front-facing figures. Inter-
mediate orientations of the OBT-figure in the depth plane can be
presumed to lead to graded compatibility effects.

Spatial compatibility in AIS-tasks
The AIS-task is in most aspects similar to the OBT-task, and sim-
ilar problems arise (see Figure 2). On the one hand, and different
from the centered presentation of OBT-stimuli, the positioning of
the avatar-object-ensemble on the screen, can shift to the left or
right from the screen’s center, potentially producing independent
spatial (i.e., Simon-type) compatibility effects. On the other hand,
and similar to the OBT-task, the relative position of the target
object (left/right) within the ensemble as seen from the observer’s
perspective, corresponds to the laterality of the correct response up
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FIGURE 2 | Examples of AIS-stimuli. The task of the observer is to decide
whether the critical object (green or red disc) is on the right or left as seen
from the avatar’s perspective, and to press a corresponding left- or right-hand
key. Different scenes illustrate compatible (tick mark) and incompatible (cross)
correct responses for different rotations of the avatar in the depth plane. Left

side: Stimuli that request relative judgments (A, B): Is the left or right stimulus
from the avatar’s perspective the critical one? Right side: Stimuli that request
absolute judgments (C, D): is the critical object on the left or right side from
the avatar’s perspective? Only figures with the critical object on the avatar’s
left side are shown; compatibilities are the same for right-side objects.

to rotation angles of 90◦. In contrast, rotations larger than 90◦ lead
to a reversal of this situation, yielding spatial S-R-correspondence
in the former case, and spatial non-correspondence in the lat-
ter case. Again, spatial compatibility and incompatibility should
be maximal for avatars in the 0◦ (back-facing) and 180◦ (front-
facing) positions, and might produce gradual effects for inter-
mediate rotations. Both problems are rarely addressed in the
literature.

Empirical evidence for spatial compatibility effects
Several findings are consistent with the assumption that OBT-
performances are influenced by spatial compatibility. For instance,
Gardner and Potts (2011, Exp. 1; Parsons, 1987, Exp. 2a) used
vocal “left” and “right” responses, which are known to produce
smaller compatibility effects than manual responses, and found
a reduced back-facing advantage. Moreover, some manipula-
tions which reversed the assigned correspondence values yielded
a back-facing disadvantage. For instance, Arzy et al. (2006) asked
participants to treat the depicted figure as a mirror reflection of
their own body, and obtained slower responses for back-facing as
compared to front-facing figures, while at the same time observ-
ing the well-known back-facing advantage with standard OBT task
instructions.

Other studies presented the figure in different orientations
in the picture plane, including upside-down versions, for which
front-facing figures come with spatially corresponding, and back-
facing figures with spatially conflicting responses (Figure 1).
Upside-down presentation of figures either reduced (Steggemann
et al., 2011), or even changed the back-facing advantage into a
disadvantage (Parsons, 1987; Zacks et al., 1999; Jola and Mast,
2005; May and Wendt, 2012). Furthermore, Gardner and Potts

(2011, Exp. 2) obtained a back-facing disadvantage by instruct-
ing participants to cross their hands and decide about laterality
by key-presses with their corresponding hand, thereby reversing
laterality and response locations (see, however, May and Wendt,
2012, for a back-facing advantage with uncrossed arms when left
and right keys were labeled “right” and “left,” respectively).

Although this review focuses on perceptual laterality judg-
ment tasks for which the confound of facing direction and
compatibility is most obvious it should be noted that Simon-
like spatial interference effects have also been found with respect
to a remembered previous location of a current stimulus (e.g.,
Zhang and Johnson, 2004). More generally, the problem of spa-
tial compatibility is also present in memory-based perspective
taking tasks and has been subject of thorough discussion (e.g.,
May, 2004). Furthermore, perception- and memory-based tasks
not asking for laterality decisions (e.g., color judgments) may
induce spatial compatibility effects if the location of the response
varies with respect to the same spatial dimension as the target
stimulus feature (e.g., indicating red and green with left- and
right-side key presses, respectively). Other tasks with non-spatial
decision criteria (e.g., same-different, visibility, or numerosity
judgments) could also induce spatial conflicts. In such cases it must
be ensured that compatibility levels are balanced across facing
directions.

Controlling for spatial compatibility
Attempts to control for compatibility have used figures with an
outstretched arm across the body midline, where observers make
laterality decisions regarding the outstretched arm. Although a
back-facing advantage was also found for such figures (Parsons,
1987, Exp. 2b), this evidence is not conclusive, as it is possible that
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participants respond on the basis of a non-switching body feature
such as the shoulder (Jola and Mast, 2005). Avoiding this prob-
lem, May and Wendt (2012) controlled for spatial compatibility
by using horizontal figures (i.e., 90◦-rotated) with hands equidis-
tant to the figure’s upper and lower end; in spite of this arguably
neutral conditions, a clear back-facing advantage was found
(see also Parsons, 1987; Jola and Mast, 2005; Steggemann et al.,
2011).

LITTLE INDUBITABLE EVIDENCE FOR PERSPECTIVE
TRANSFORMATIONS
Since the spatial end-state of PTs can principally also be
reached by spatially equivalent OTs of the figure in the OBT-
task, or ATs of the avatar-object-ensemble in the AIS-task,
both constitute potential alternative explanations for the typ-
ical facing direction effects found in both tasks. OTs have
been extensively studied in mental rotation research, by pre-
senting a stimulus that differs in orientation from a second
version of the same stimulus, or that is moved away from
its canonical orientation, while asking participants to make a
same/mirror-reversed judgment. Such studies show monotonic
increasing reaction time (RT)-slopes for increasing rotation an-
gles in both the picture and the depth plane (Shepard and Cooper,
1982).

Slope differences as evidence for PT
Slope differences play an important role in studies using OBT-tasks
which try to distinguish between PT- and OT-accounts. These
studies include rotations in the picture plane, and find slope differ-
ences for back- and front-facing figures. While **RTs increase with
rotation angle for back-facing figures, slopes are strongly reduced,
absent, or even reversed for front-facing figures (Parsons, 1987;
Jola and Mast, 2005; Zacks and Tversky, 2005; Yu and Zacks, 2010;
Steggemann et al., 2011; May and Wendt, 2012, Exp. 2; Zacks
et al., 2000, 2002). Thus, performances for back-facing (but not for
front-facing) figures are consistent with findings from research on
mental rotation with same vs. mirror-reversed objects. The miss-
ing slopes in laterality decisions for front-facing figures have been
repeatedly taken as evidence for PT-accounts (e.g., Yu and Zacks,
2010). For this argument to work, minimal costs for transforma-
tions in the picture plane have to be postulated. This constraint
can be met by assuming that PTs are realized as shortest path spa-
tial transformations; i.e., all rotation trajectories of observer-based
switches into front-facing figures have the same rotation angle (i.e.,
180◦), irrespective of the figure’s orientation in the picture plane
(see Parsons, 1987, p. 190).

Alternative explanations for slope differences
The observed slope differences for rotations in the picture
plane can also be accounted for by compatibility assumptions
(May and Wendt, 2012). Specifically, figures presented upside-
down reverse S-R-compatibility values; i.e., compatible responses
become incompatible, and vice versa. Applied to upside-down
figures this means, that back-facing figures produce spatial con-
flicts, while front-facing figures do not (see Figure 1). Intermediate
rotations of the upright figure in the picture plane, should lead to
graded effects of compatibility.

PT- vs. OT-instructions
Independent support for PT-assumptions comes from experi-
ments that use particular transformation instructions. Specifically,
Zacks and Tversky (2005) observed positive RT-slopes for front-
facing figures in a laterality judgment task when participants
were asked to use object rotation strategies on the figures. How-
ever, near-zero slopes were found when participants received
explicit PT-instructions or unspecific task instructions. Further-
more, averaged across all orientations of the figures in the picture
plane substantial RT-increases for object-based instructions as
compared to both observer-based transformation or unspecific
instructions were found.

Although the findings of Zacks and Tversky (2005) can be inter-
preted to reveal that PTs are naturally used for human figures
(if not instructed otherwise), in our opinion this does not pro-
vide indisputable evidence for PTs, as the following considerations
show: explicit object rotation instructions (e.g.,“imagine the figure
rotating until it is upright,” p. 281) may induce OTs (i.e., picture-
plane rotations of the front-facing figure) that are not the same
OTs that can be assumed to be at work with unconstrained task
instructions (i.e., shortest path object rotations of front-facing to
back-facing figures). In other words, finding positive RT-slopes
with explicit instructions to rotate the object in the picture plane
speaks against the use of such OTs with non-specific instructions
(i.e., flat slopes), but not against other types of OTs as a strategy
spontaneously adapted by observers. Further doubt concerning
a PT-interpretation of near-zero slopes comes from findings that
reveal flatter or missing RT-slopes with figure stimuli in a standard
mental rotation task (Amorim et al., 2006), as well as in a hand lat-
erality identification task when a palm view of the human hand is
presented (Ionta and Blanke, 2009). Without going into the par-
ticular nature of the underlying mechanisms (e.g., embodiment),
such findings suggest that the absence of RT-slopes should not be
regarded as positive evidence to dismiss OT-accounts.

Perspective transformations vs. OT/AT-instructions can also
be manipulated by using stimuli rotated in the depth plane (i.e.,
the plane for which PTs in OBT- and AIS-tasks have been pos-
tulated). In memory-based AIS-tasks this has consistently yielded
different RT-profiles (Wraga et al., 2000). Using a visual AIS-task
with laterality decisions, Keehner et al. (2006) obtained compara-
ble results, finding, in addition, differential brain activation for
PT- vs. OT-instructions, supporting the assumption of process-
ing differences between both. Although the experimental setup in
Keehner et al. (2006) confounds rotations in the depth plane with
incompatibility, this confound was, on average, equal for the PT-
and OT-instructions. This seems a promising approach to gain
further insight into the processes invoked by different transforma-
tion instructions (for other examples see Zacks et al., 2003; Tadi
et al., 2009; Wraga et al., 2010).

EVIDENCE FOR SPONTANEOUS PERSPECTIVE TRANSFORMATIONS
Whereas the evidence reported so far does not seem compelling
in ruling out alternative transformation accounts of OBT- and
AIS-performances, more convincing evidence for PTs comes from
research in which observers make laterality decisions regard-
ing their current perspective on a visual scene, showing that
task performance suffers interference from the depicted avatar’s

Frontiers in Human Neuroscience www.frontiersin.org September 2013 | Volume 7 | Article 549 | 237

http://www.frontiersin.org/Human_Neuroscience/
http://www.frontiersin.org/
http://www.frontiersin.org/Human_Neuroscience/archive


“fnhum-07-00549” — 2013/9/4 — 14:38 — page 5 — #5

May and Wendt Visual perspective taking and laterality decisions

perspective. More specifically, Zwickel (2009; also Zwickel and
Müller, 2013) presented animations of simple geometrical shapes
and asked participants to make left/right decisions – from their
own perspective – about briefly presented dots. Performance in
this task was impaired when the laterality of the dot mismatched
its laterality regarding the perspective ascribed to the animated
figure. Obviously, such a finding could not result from a con-
founding with spatial compatibility, because responding always
corresponded to the laterality of the critical feature from the
observer’s perspective. It also does not seem reasonable to assume
that OTs operated on the avatar-stimulus itself. The fact that no
similar interference effects for laterality decisions about OBT-
stimuli from their own perspective (i.e., which-side-task) were
found, suggests that ascriptions of agency and/or embodied pro-
cessing of the stimuli may be a prerequisite for spontaneous
perspective taking (for discussions e.g., Kessler and Thomson,
2010; Kockler et al., 2010; Surtees and Apperly, 2012). This line
of research seems interesting to pursue, as it could build a bridge
to research on perspective conflicts and interference effects in cog-
nitive (May, 2004, 2007; Wang, 2004; Kelly et al., 2007; Keehner
and Fischer, 2012), as well as emotional and social perspective tak-
ing (Vogeley et al., 2004; Decety and Jackson, 2006; Duran et al.,
2011; Mazzarella et al., 2013).

CONCLUSION
Our review reveals that there is less support for the assumption that
visual perspective taking is based on observer-based PTs than one
would believe when looking at the literature. The foregoing analy-
sis of OBT- and AIS-studies using laterality judgments (and these
are the majority of studies) reveals a quite complicated research
situation with different problems standing in the way of a PT-
account of visual perspective taking. On the one hand, OBT- or

AIS-studies using laterality judgments have problems to separate
spatial incompatibility costs from transformation costs, making
compatibility a potential alternative explanation for some of the
findings. On the other, there is at least some evidence that spatial
transformations play a role in visual perspective taking, but little
evidence that PT-accounts of this role are more convincing than
OT-accounts in case of OBT-performances, or AT-accounts in case
of AIS-performances.

RECOMMENDATIONS
In order for future research to further close in on the mechanisms
underlying visual perspective taking the following methodological
recommendations might be helpful:

(1) When using OBT- or AIS-tasks in combination with later-
ality decisions, take effective measures to control for spatial
compatibility.

(2) The measure taken should allow disentangling the inde-
pendent contributions of spatial transformation and spatial
conflict costs (for steps in this direction see Gardner and
Potts, 2011, or May and Wendt, 2012, similar measures are
conceivable for AIS-tasks).

(3) To exclude compatibility influences altogether, non-lateralized
spatial judgments should be preferred; for example,
same/different decisions in OBT-tasks, force-choice decisions,
object naming or object counting in AIS-tasks. When using
such tasks, look out and control for possible hidden laterality
influences (e.g., uneven spatial distribution of features/objects
in both tasks).
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The term “minimal phenomenal selfhood” (MPS) describes the basic, pre-reflective
experience of being a self (Blanke and Metzinger, 2009). Theoretical accounts of the
minimal self have long recognized the importance and the ambivalence of the body
as both part of the physical world, and the enabling condition for being in this world
(Gallagher, 2005a; Grafton, 2009). A recent account of MPS (Metzinger, 2004a) centers
on the consideration that minimal selfhood emerges as the result of basic self-modeling
mechanisms, thereby being founded on pre-reflective bodily processes. The free energy
principle (FEP; Friston, 2010) is a novel unified theory of cortical function built upon
the imperative that self-organizing systems entail hierarchical generative models of the
causes of their sensory input, which are optimized by minimizing free energy as an
approximation of the log-likelihood of the model. The implementation of the FEP via
predictive coding mechanisms and in particular the active inference principle emphasizes
the role of embodiment for predictive self-modeling, which has been appreciated in recent
publications. In this review, we provide an overview of these conceptions and illustrate
thereby the potential power of the FEP in explaining the mechanisms underlying minimal
selfhood and its key constituents, multisensory integration, interoception, agency,
perspective, and the experience of mineness. We conclude that the conceptualization
of MPS can be well mapped onto a hierarchical generative model furnished by the FEP
and may constitute the basis for higher-level, cognitive forms of self-referral, as well as
the understanding of other minds.

Keywords: free energy principle, predictive coding, active inference, self, minimal phenomenal selfhood, owner-

ship, agency, self-model

INTRODUCTION
What lets an organism be a self? Throughout philosophical
attempts to understand the enabling conditions of minimal
self-awareness (Zahavi, 1999), or minimal phenomenal selfhood
(MPS)1 (Blanke and Metzinger, 2009), the special status of the
body among all other physical things has long been apparent
(Merleau-Ponty, 1962; Bermúdez et al., 1998; Anderson and
Perlis, 2005; Legrand, 2006; Blanke, 2012). Recently, the role of
the human body for cognition has been re-emphasized in the
field of embodied cognition (Varela et al., 1994; Clark, 1999;
Gallagher, 2005a; Grafton, 2009; Gallese and Sinigaglia, 2011).

1In general, this approach is concerned with “global aspects of bodily self-
consciousness” (Blanke and Metzinger, 2009), where a global property is
something that can only be ascribed to a system as a whole, and self-
consciousness refers to “the ability to become aware of one’s own mental and
bodily states . . . as one’s own mental and bodily states” (Vogeley and Fink,
2003). The kind of self-consciousness meant here is not cognitive but “imme-
diate, pre-reflective and non-observational” (see also Zahavi, 1999; Gallagher,
2005a; Legrand, 2006; Hohwy, 2007), where the term pre-reflective is referring
to levels of self-awareness that are independent of explicit cognition and
linguistic abilities (Blanke and Metzinger, 2009). In its simplest form, this is
the minimal phenomenal self, the “fundamental conscious experience of being
someone” (Blanke and Metzinger, 2009).

The body lets us interact with the world via perception and action
(Legrand, 2006; Friston, 2011; Farmer and Tsakiris, 2012), leading
to a whole new form of intelligence that is different from, for
example, mere computation (Frith, 2007; Grafton, 2009). One’s
everyday experience is enabled and structured through a body
that is “always there” (James, 1890), and hence the body—my
body—is not just part of the physical world, but also the “vehicle”
that enables being a self in this world (Merleau-Ponty, 1962;
Varela et al., 1994; Gallagher, 2005a). Minimal, or pre-reflective
selfhood emerges from this experience of a unified, situated
living body as a “sensorimotor unity anchored to its world”
(Bermúdez et al., 1998; Anderson and Perlis, 2005; Gallagher,
2005a; Legrand, 2006; Hohwy, 2010; Blanke, 2012; Apps and
Tsakiris, 2013).

In this review, we will particularly consider an account of the
mechanisms giving rise to minimal selfhood that has recently
been proposed by Metzinger (2003, 2004a,b, 2005). Central to
the theory is the premise that minimal selfhood emerges as the
result of pre-reflective self-modeling, i.e., through an organism’s
model of the world that is phenomenologically centered onto the
self. Thereby, Metzinger’s account builds on the proposition that
the brain is a representational system that needs to interpret the
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world (Gallese and Metzinger, 2003), and thus constructs and
simulates a model in order to reduce ambiguity originating from
the external world (Metzinger, 2005). For this system-model to
be successful, i.e., of adaptive value, “the self needs to be embed-
ded into the causal network of the physical world” (Knoblich
et al., 2003; Metzinger, 2004a, 2005). The model thus also has
to include as part of itself the physical body—“the part of the
simulation that represents the system itself” (Edelman, 2008, p.
419). Metzinger (2004a) emphasizes that this self-representation
of the system is special in that it (i.e., the body) is the only
representational structure that constantly generates and receives
internal input via its different intero- and proprioceptive systems.
Notably, a resulting structural property of the system-model is
the spatiotemporal centeredness of the model onto a coher-
ent phenomenal subject, described by Metzinger with the term
perspectivalness (Metzinger, 2004a, 2005; Blanke and Metzinger,
2009). Throughout this review, we will return to this, and propose
to understand it as an instance of “perspective taking”, whereby
the brain assigns the subjective, first-person perspective (1PP) to
its self-model.

Following their emphasis of self-modeling mechanisms for
minimal selfhood, Metzinger and colleagues (Knoblich et al.,
2003) have argued that an analysis of selfhood should focus on the
underlying functional properties of the system, i.e., the brain. In
this review, we will examine one promising candidate brain theory
for this analysis: over the last years, a general theoretical account
of cortical function based on the “free energy principle” (FEP) has
been put forth by Friston (Friston et al., 2006; Friston, 2009, 2010;
Clark, 2013), based on the conclusive assumption that the brain
entails hierarchical dynamical models to predict the causes of its
sensory data (Hohwy, 2007; Frith, 2007; Friston and Kiebel, 2009;
Bubic et al., 2010).

The key premise of the FEP is that self-organizing organisms
have to resist the natural tendency to disorder that is implied by
the second law of thermodynamics, i.e., they have to “maintain
their states and form in the face of a constantly changing environ-
ment” (Friston, 2010). Organisms do so by avoiding surprise asso-
ciated with their sensory states (Friston et al., 2011, 2012; Friston,
2012a,b), which in turn will result in a (desired) state where the
world is highly predictable. The FEP proposes that the brain infers
the hidden causes of the environment via the inversion of hierar-
chical generative models that predict their sensory consequences
(Friston, 2010; Bastos et al., 2012), with higher levels encoding
increasingly abstract and information-integrating conceptions of
the world (Fotopoulou, 2012; Clark, 2013). Importantly, as bio-
logical organisms are embodied in the environment, the “world-
model” of a self-organizing system also has to include the sensory
apparatus (the body) of the organism (Friston, 2012b; Friston
et al., 2012; Clark, 2013). In agreement with the Good Regula-
tor theorem (Conant and Ashby, 1970; Edelman, 2008; Friston
et al., 2012), which states that every good regulator of a system
will ultimately become a model of that system, the FEP thus
proposes as a consequence of hierarchical predictive modeling
that “I model myself as existing” (Friston, 2011, 2013b). We will
later highlight that this conforms nicely to accounts of minimal
selfhood, whereby the self is perceived as a result of dynamic self-
modeling mechanisms (Metzinger, 2004a; Hohwy, 2007).

Conceptually, the FEP is based on the evaluation of the
improbability of some sensory data under a hierarchical
generative model, where the (model-conditional) improbability
of the data is commonly referred to as surprise (Friston et al.,
2006; Friston, 2010, 2011). The theory builds on free energy
as an information-theoretical quantity on the upper bound of
surprise that can be formally assessed (Friston et al., 2006, 2012;
Friston, 2010, 2011). By minimizing free energy within a model,
biological agents thus always also minimize surprise. In principle,
this can be done in two ways: By changing the predictions of the
model by means of perception, or by changing what is predicted
by selectively sampling those sensations that confirm the model’s
predictions by means of action (a “systematic bias in input
sampling”, Verschure et al., 2003; Friston, 2011).

Minimizing surprise associated with sensory data by the inver-
sion of the hierarchical generative model (and the dynamic opti-
mization of its parameters) has been established as predictive
coding (Srinivasan et al., 1982; Mumford, 1992; Rao and Ballard,
1999; Friston, 2005a; Friston and Stephan, 2007; Kilner et al.,
2007; Friston and Kiebel, 2009). Thereby, the predictive coding
scheme infers the hidden causes of its sensory input by mini-
mizing the difference between the predictions about sensory data
and the actual sensory data at any level of the model’s hierarchy,
which is encoded by the prediction error (Friston and Kiebel,
2009; Bubic et al., 2010; Friston, 2010; Brown and Brüne, 2012;
Friston, 2012a). Thus the feedforward signal is not the sensory
information per se, but the associated prediction error that is
passed up the hierarchy (Hohwy, 2012; Clark, 2013), while the
generative model’s predictions are the feedback signal (Friston,
2010; Bastos et al., 2012; Edwards et al., 2012). The second
form of prediction error minimization via interaction with the
environment is described under the active inference principle
(Friston, 2012a, 2013a). Reminiscent of “affordances”, Gibson’s
(1977) famous description of the fact that the environment is “co-
perceived” depending on the perceiver’s bodily endowment, active
inference thus emphasizes the bi-directional role of embodiment
such that “not only does the agent embody the environment but
the environment embodies the agent” (Friston, 2011). Interest-
ingly, the computational assumptions of predictive coding are
surprisingly well reflected by neuroanatomical organization of the
cortex (Bastos et al., 2012; Friston, 2012a), suggesting that neu-
ronal populations indeed encode probabilities, i.e., uncertainty
(Clark, 2013). In sum, predictive coding and active inference
are neurobiologically plausible, “action-oriented” (Bastos et al.,
2012; Clark, 2013) implementations of free energy minimiza-
tion (Friston, 2011; Bastos et al., 2012; Friston, 2012a; Clark,
2013).

In this review, we summarize recently formulated free energy
accounts of key aspects of minimal selfhood: multisensory inte-
gration, interoception, agency, ownership or “mineness” of expe-
rience, the perspectivity of self-models and models of other selves.
Common to these FEP applications is the focus on “self modeling”
(Friston, 2012a). We hence consider these approaches in the light
of the proposal that the minimal self is the result of an ongoing
predictive process within a generative model that is centered
onto the organism (Metzinger, 2004a; Hohwy, 2007; Friston,
2011).
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ASPECTS OF THE MINIMAL SELF IN THE FREE ENERGY
FRAMEWORK
A number of publications have recently put forward the idea that
(minimal) selfhood is based on the neurobiological implemen-
tation of hierarchical generative models in the brain (Hohwy,
2007, 2010; Seth et al., 2011; Fotopoulou, 2012; Friston, 2012a,b;
Apps and Tsakiris, 2013; Clark, 2013). In one sentence, these
accounts propose to “understand the elusive sense of minimal
self in terms of having internal models that successfully predict
or match the sensory consequences of our own movement, our
intentions in action, and our sensory input” (Hohwy, 2007). In
accordance with Friston (2011, 2012b, 2013b), who has already
emphasized the fundamental, bi-directional role of embodiment
in the FEP, these accounts also embrace the body as a central
part of the self-model. The aspects of the minimal self that these
approaches formalize in the FEP all follow as consequences from
this embodied self-modeling (Metzinger, 2004a; Hohwy, 2007;
Friston, 2011): The body predicts and integrates multisensory
information in a way that no other physical object does (Hohwy,
2007, 2010; Apps and Tsakiris, 2013), it is the only source of inter-
nally generated input (Seth et al., 2011; Critchley and Seth, 2012),
it is crucial for interaction with the environment and a sense
of agency (Kilner et al., 2007; Frith, 2007; Friston et al., 2011).
From the phenomenological and spatiotemporal centeredness of
experience onto the body (Friston, 2011) emerges the 1PP, and
ultimately, the “mineness” of experience (Hohwy, 2007; Apps and
Tsakiris, 2013).

MULTISENSORY INTEGRATION
A very important implication of the free energy framework is
that sensory information is processed probabilistically, and thus
it follows that the representation of the self is also probabilis-
tic (Friston, 2011). This conceptualization fits comfortably with
Metzinger’s (2004b) theory, where the content of the self-model
is probabilistic, i.e., it is “simply the best hypothesis about the
current state of the system, given all constraints and information
resources currently available” (see also Hohwy, 2010; Clark, 2013;
Friston, 2013b). However, sensory information is not per se spe-
cific to the self, which implies that there must be additional levels
of information processing in which information is related to the
self (Apps and Tsakiris, 2013).

Previous accounts of bodily self-awareness, inspired by work
on illusions of body ownership and related paradigms, have
emphasized the role of multimodal, hierarchical cortical net-
works in processing self-related information (Hohwy, 2007, 2010;
Tsakiris, 2010; Petkova et al., 2011a; Blanke, 2012). In a recent
paper, Apps and Tsakiris (2013) propose that hierarchical predic-
tion error minimization can explain processes of self-recognition
and self-representation: for the processing of information relating
to the self, free energy minimization happens via the integration
of various streams of surprise from unimodal sensory informa-
tion in hierarchically higher multimodal areas, where informa-
tion from any system can be used to “explain away” surprise
in any other system (Hohwy, 2010; Apps and Tsakiris, 2013;
Clark, 2013). This corresponds to the basic claim of predictive
coding about crossmodal information processing, according to
which hierarchically higher levels form amodal concepts that

generate multimodal predictions and prediction errors (Friston,
2012a). Following this logic, higher-level multisensory areas must
predict input in multiple sensory modalities, which according
to Apps and Tsakiris (2013) implies “a high level representa-
tion (of self) that elaborates descending predictions to multiple
unimodal systems” (see also Clark, 2013; Friston, 2013b). This
self-model can thus be seen as the most accurate, immediately
available explanation of the bottom-up surprise from incoming
multisensory information (Apps and Tsakiris, 2013; thereby the
model need not be “true”, just a sufficient explanation of the
sensory input, Schwabe and Blanke, 2008; Hohwy and Paton,
2010; Hohwy, 2012). The predictive coding account suggests that,
at the hierarchically highest level, such a self-model will encode,
as model evidence, the evidence for the existence of the agent in
the present form (Hohwy, 2010; Friston, 2011).

A particularly intriguing example of how self-representation
is constructed in a probabilistic way is the rubber hand illusion
(RHI; Botvinick and Cohen, 1998): observing a dummy hand
being touched, while receiving synchronous tactile stimulation at
the anatomically congruent location of one’s real, hidden hand
typically leads to an illusory experience of feeling the touch on the
dummy hand (Botvinick and Cohen, 1998; Ehrsson et al., 2004,
2005; Makin et al., 2008). This usually results in a self-attribution,
or “incorporation” (Holmes and Spence, 2004) of the fake hand
as a part of one’s own body (Tsakiris and Haggard, 2005; Hohwy
and Paton, 2010; Tsakiris, 2010; Petkova et al., 2011a). A number
of behavioral measures such as a fear response to the dummy
hand being threatened (Armel and Ramachandran, 2003; Ehrsson
et al., 2007), or the mislocalization of one’s real hand towards the
location where the dummy hand is seen (Botvinick and Cohen,
1998; Tsakiris and Haggard, 2005), suggest that the brain indeed
seems to treat the dummy hand as part of the body as a result
of the multisensory stimulation (see Tsakiris, 2010, or Blanke,
2012, for detailed reviews). Using virtual reality techniques, the
RHI paradigm has been extended to induce an illusory self-
identification with a whole dummy body located at a different
position in space (Ehrsson, 2007; Lenggenhager et al., 2007). In
those cases, participants exhibited a bias in judging their own
spatial location towards the location where the dummy body was
positioned in space, just as the mislocalization of the own hand
during the RHI (see Blanke, 2012, for a review). These findings
thus impressively demonstrate that perceived self-location can be
manipulated with appropriate stimulation.

Generally, illusory percepts are well explained as a result of
Bayes-optimal inference, i.e., arising from an interpretation of
ambiguous sensory input under strong prior hypotheses (Friston,
2005b; Brown and Friston, 2012; Apps and Tsakiris, 2013; Clark,
2013). Correspondingly, a combination of bottom-up input
and modulatory top-down factors has been suggested to drive
illusory ownership of body parts as experienced during the
RHI (de Vignemont et al., 2005; Tsakiris and Haggard, 2005; de
Preester and Tsakiris, 2009; Hohwy and Paton, 2010; Tsakiris,
2010). While congruent multisensory input seems crucial for the
RHI (Botvinick and Cohen, 1998; Armel and Ramachandran,
2003; Ehrsson et al., 2004, 2005; Hohwy and Paton, 2010;
Petkova et al., 2011a), there have been strong arguments for
top-down “body representations” that define which objects
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(namely, only anatomically plausible hand-shaped objects, see
e.g., Tsakiris and Haggard, 2005) can be incorporated during
the RHI (de Vignemont et al., 2005; IJsselsteijn et al., 2006;
Costantini and Haggard, 2007; Tsakiris et al., 2007; de Preester
and Tsakiris, 2009). However, various inconsistent definitions of
body representations may have lead to some confusion and thus
prevented the emergence of a unifying theoretical account (de
Vignemont, 2007; Longo et al., 2008; Apps and Tsakiris, 2013).

As a solution to this problem, several authors have endorsed
a predictive coding approach (Hohwy, 2007, 2010; Apps and
Tsakiris, 2013). Consider that, under normal circumstances,
observed touch on our skin is accompanied by a corresponding,
temporally congruent tactile sensation—in predictive coding
terms, the underlying generative model of our physical self
predicts a somatosensory sensation when touch is about to
occur on the body, because associations between events that
have a high probability of predicting events in another system
lead to the formation of beliefs, or priors on a hierarchically
higher level (Apps and Tsakiris, 2013). Note that it are not per
se the associations between different kinds of sensory input
that are of importance here, but the parallel predictions of the
generative model. Among all physical objects in the world, it
is only our body that will evoke (i.e., predicts) this kind of
multisensory sensation—congruence of multisensory input
has (not surprisingly) been called “self-specifying” (Botvinick,
2004) and has been ascribed a crucial role in self-representation
(Botvinick and Cohen, 1998; Armel and Ramachandran, 2003;
Ehrsson et al., 2005; Hohwy and Paton, 2010). Following this
logic, during the RHI, surprise2 or prediction error is evoked by
the simultaneous occurrence of observed touch on an external
object (the dummy hand) together with a somatosensory
sensation, because such congruence is not predicted by the brain’s
initial generative model.

The predictive coding account suggests that, as stimuli can
usually be caused “in an infinite number of ways” (Brown and
Friston, 2012), there are several competing explanations of the
sensory input between which the brain needs to decide. In the
case of the RHI, these are coded by the probabilities of the actual
hand, or the dummy hand being “me” (Apps and Tsakiris, 2013).
One explanation, or model, of the sensory input is that vision
and touch occur at different locations (the “true” model, Hohwy,
2010). However, during the RHI, spatially distributed observed
and felt touch are “bound together” by causal inference (Hohwy,
2012): this “false” model (that observed and felt touch occur at
the same location, namely, one’s own hand) is selected because
it more successfully explains the incoming prediction error in
favor of a unified self (see also Schwabe and Blanke, 2008; Hohwy,
2010; Hohwy and Paton, 2010). This is a crucial point, because

2Although the illusory experience of feeling the touch on the dummy hand
is certainly surprising, one has to distinguish this cognitive surprise of the
agent from “surprise” on a neurobiological level (“surprisal”, see Clark, 2013),
as defined by prediction error. In fact, here these two notions may be
somewhat opposing: the dummy hand is accepted as a part of one’s body as
a result of successfully explaining away the surprise evoked by the ambiguous
multisensory stimulation (Hohwy, 2010; Hohwy and Paton, 2010). However,
the agent experiences exactly this state—owning a lifeless dummy hand—as
surprising.

predictive coding is a “winner takes all” strategy (Hohwy, 2007,
2010): there is always one model that has the lowest amount of
free energy (the highest model evidence) among all possible mod-
els of the sensory input (Friston et al., 2012; Apps and Tsakiris,
2013; Clark, 2013), and this model is selected as the explanation
for the world. This model does not have to be “true”, just a better
explanation of the sensory input than competing models (Friston
et al., 2012). As minimizing surprise is the same as maximizing
model-evidence (where model-evidence is evidence for the agent’s
existence), the agent, or self, in its present form will cease to exist if
another model has to be chosen as a better explanation of sensory
input (Hohwy, 2010; Friston, 2011): “I” (i.e., the embodied model
of the world) will only exist “iff (sic) I am a veridical model of my
environment” (Friston, 2011).

Applied to the RHI example, this means that if prediction error
could not be explained away in this way, the system might have
to dismiss its current self-model in favor of a better explanation
of the input—which would result in the representation of a
“disunified self” (Hohwy, 2010). The FEP states that, if prediction
error can be explained away at lower levels, there is no need
to adjust higher-level representations (Friston, 2012a). Apps and
Tsakiris (2013) propose that, as the prediction error is passed
up the hierarchy during the RHI, it can be explained away at
multimodal cortical nodes. Thereby “explaining away” means an
updating of the generative model’s predictions about the physical
features of the self to minimize the overall level of surprise
in the system. This results in a different posterior probabilistic
representation of certain features of the self (Hohwy and Paton,
2010; Apps and Tsakiris, 2013), however, without any necessity to
change the actual generative self-model (Hohwy, 2010). Specifi-
cally, the dummy hand is now probabilistically more likely to be
represented as part of one’s body, which in turn is accompanied
by a decrease in the probability that one’s actual hand will be
represented as “self”. This manifests as a self-attribution of the
dummy hand, and a partial rejection of the real limb (de Preester
and Tsakiris, 2009; Tsakiris, 2010).

Indeed, there is compelling experimental evidence in support
of such a probabilistic integration process underlying the RHI.
For example, the mislocalization of one’s real hand towards the
location of the dummy hand is never absolute, but relative; partic-
ipants usually judge the location of their hand several centimeters
closer to the dummy, but not at the same location (Tsakiris and
Haggard, 2005). Lloyd (2007) showed that the RHI gradually
decreases with increasing distance between the own and the
dummy hand. Furthermore, a drop in skin temperature of the
stimulated real hand was found to accompany the RHI (Moseley
et al., 2008), which has been interpreted as evidence for top-down
regulations of autonomic control and interoceptive prediction
error minimization during the RHI (Moseley et al., 2008; Seth
et al., 2011; Suzuki et al., 2013). Also, after the illusion, the dummy
hand is frequently perceived as more similar to one’s real hand
(Longo et al., 2009). These findings suggest that in fact, explaining
away prediction error from ambiguous multisensory stimulation
may lead to changes in the encoded features of the self (Hohwy
and Paton, 2010).

The idea of a probabilistic self-representation in the brain
benefits from the fact that the free energy account is relatively
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unconstrained and thus not as heavily dependent on conceptual
assumptions as other theories (Hohwy, 2007, 2010; Friston, 2008;
Friston and Kiebel, 2009; Friston et al., 2012). Thus the FEP does
not need to treat information relating to the self as a distinct class
of information (Apps and Tsakiris, 2013), because it is concerned
with information flow and system structure. For example, the
matching of sensory predictions based on corollary discharge with
actual sensory input has been previously proposed as a basis
for self-awareness (see Gallagher, 2000; Brown et al., 2013). In
the free energy account, however, self-awareness is not restricted
to the integration of sensorimotor efference and re-afference.
Rather, any type of sensory information can be integrated within
a multimodal, abstract representation of the self, and explain
away surprise in another system (Apps and Tsakiris, 2013). The
RHI example demonstrates that, as claimed by the FEP (Friston,
2012a), if prediction error can be explained away in the periphery
(e.g., adjusting the encoded location of one’s real hand), there is
no need to adjust higher-level representations (the unified self-
model). The FEP is thus a parsimonious, and hence inherently
flexible, formal description of how multisensory information
integration underpins minimal forms of self-awareness (Hohwy,
2010; Blanke, 2012).

INTEROCEPTION
A special case of information that the self-model receives is input
from interoceptive senses: within the world-model, the (own)
body is special among all physical objects in that it constantly
receives a “background buzz” of somatosensory input, including
input from somato-visceral and mechanoreceptors, and higher-
level feeling states (Metzinger, 2004a, 2005; see Friston, 2011).
Acknowledging the importance of interoception, recent work by
Seth (Critchley and Seth, 2012; Seth et al., 2011; Suzuki et al.,
2013) has promoted interoceptive prediction error minimization
as a mechanism for self-representation. Specifically, Seth et al.
provide a predictive coding account of “presence”, where presence
means the subjective experience of being in the here and now
(see Metzinger, 2004a). Presence is hence a structural property
of conscious experience (Seth, 2009) that is transparent in the
sense that Metzinger (2003) uses the term (Seth et al., 2011).
According to Seth et al. (2011), interoceptive predictions arise
from autonomic control signals and sensory inputs evoked by
motor control signals. The generative model of the causes of inte-
roceptive input gives rise to “interoceptive self-representations”
and “emotional feeling states” (Suzuki et al., 2013). Presence
results as the successful suppression of the associated prediction
error (Seth et al., 2011), more specifically, “self-consciousness is
grounded on the feeling states that emerge from interaction of
interoceptive predictions and prediction errors” (Critchley and
Seth, 2012). The emphasis on subjective feeling states (Critchley
et al., 2004; Seth et al., 2011) as a key component of interoceptive
predictive coding links this account to emotion frameworks like
the somatic marker hypothesis (Damasio, 1999; Bechara et al.,
2000).

Half a century ago, Schachter and Singer (1962) showed that
people seek explanations for their bodily sensations after having
become aware of them. Reversing this argument, Pennebaker and
Skelton (1981) showed that the perception of bodily sensations

depended on the hypotheses held by the participants, and was
thus not different from the processing of any other ambiguous
information. More recently, Moseley et al. (2008) found that
the RHI led to a cooling of participants’ real hand (and only
the hand affected by the illusion), and concluded that there is a
causal link between self-awareness and homeostatic regulation,
where bodily self-awareness regulates physiological processing
in a top-down manner. In accordance with these results, the
FEP indicates that interoceptive predictions are “one—among
many—of multimodal predictions that emanate from high-level
hypotheses about our embodied state.” (Friston, 2013b; Suzuki
et al., 2013). Interestingly, as we will see later (see Modeling
Others), these predictions can also be used to model others’
internal states (Bernhardt and Singer, 2012). In sum, although
predictive coding accounts of interoception still need detailed
work, the corresponding emphasis of interoceptive signals by
predictive coding (Seth et al., 2011) and philosophical (Metzinger,
2004a) accounts of the self promises many insightful studies
to come.

ACTION AND AGENCY
Agency as a “sense of initiative” (Edelman, 2008) has been empha-
sized as a key component of MPS (Gallagher, 2000; Metzinger,
2004a; Frith, 2007). Distinguishing between self-initiated actions
and actions of other organisms is crucial for being a self. The
importance of the motor system in the brain’s ontology (inter-
pretation) of the world (Gallese and Metzinger, 2003) has been
promoted by forward models of agency based on corollary dis-
charge (Blakemore et al., 2002; Gallagher, 2005a; Frith, 2012),
which have also been applied to describe disturbances of agency
resulting from a failure of these mechanisms (Gallagher, 2000).
Advancing on these accounts, action and the phenomenology of
agency have both been accounted for in terms of hierarchical
generative models (Hohwy, 2007).

The active inference principle is of central importance in
the FEP (Friston and Stephan, 2007; Hohwy, 2007, 2010; Kilner
et al., 2007; Brown et al., 2013; Friston, 2013a): action changes
the sensory input of an organism so that it better corresponds
to the current generative model, without having to revise the
model parameters (Friston and Stephan, 2007; Hohwy, 2010).
This validation of the current generative system-model is a con-
firmation of the agent’s existence (Friston, 2011). However, for
active inference to be feasible, the agent has to be able to predict
which actions will lead to a better confirmation of its predictions.
Friston (2012b) thus states that “implicit in a model of sampling
is a representation or sense of agency”, since the effects of selective
sampling of sensations as through active inference have to be
known—modeled—as well. Thus, by selectively sampling sensa-
tions so that they confirm the model’s predictions, action is a form
of “reality testing” (Hohwy, 2007). For instance, consider that the
induction of illusory limb or body ownership via multisensory
stimulation (like in the RHI) only works because this kind of
active inference is suppressed.3 If allowed, participants would

3But, as pointed out by Hohwy (2007, 2010), active inference is still happening
at a more subtle level, as participants focus their attention on the rubber hand
to detect potential mismatches of observed and felt touch.
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probably instantaneously move their hand to test whether the
rubber hand moves as well. The illusion will be immediately
abolished once participants see that the rubber hand does not
move according to their intentions (IJsselsteijn et al., 2006; Slater
et al., 2009; Maselli and Slater, 2013), because now there is a clear
mismatch between predicted and actual sensory outcome, which
cannot be explained away.

It is noteworthy that failures in basic inference mechanisms
are a likely cause of many symptoms connected to a disturbed
sense of agency (Gallagher, 2000; Frith, 2007). As stated by
the FEP, probabilistic inference under uncertainty underlies all
perception, and it thus seems reasonable to explain abnormal
experiences in the same framework (Fletcher and Frith, 2008;
Hohwy, 2013). Predictive coding schemes and Bayesian inference
have been successfully applied to explain symptoms like delusion
formation (Fletcher and Frith, 2008; Hohwy, 2013) or failures
in sensory attenuation occurring in schizophrenia (Brown et al.,
2013), hysteria or functional symptoms (Edwards et al., 2012),
out-of-body experiences (Schwabe and Blanke, 2008), and deper-
sonalization (Seth et al., 2011). In many of these cases, basic
mechanisms of active inference fail (Brown et al., 2013), but it
is not yet clear whether these symptoms can be explained by
failures at low levels alone, or rather by a failure of mechanisms
across the hierarchy (Fletcher and Frith, 2008). For instance, a
noisy prediction error signal has been suggested as the cause for
positive symptoms in schizophrenia (Fletcher and Frith, 2008),
while delusions are seen as the result of false inference “at a
conceptual level” (Brown et al., 2013), which may be characterized
by a “lack of independent sources of evidence for reality testing”
(Hohwy, 2013).

In conclusion, action and agency are of fundamental impor-
tance for the experience of normal minimal selfhood. However,
although a sense of agency (Gallagher, 2000) is sufficient for
MPS, it may not be the most basal constituent (Blanke and
Metzinger, 2009). What matters is that I experience the action as
mine (Gallagher, 2000), which brings us to the most important
aspect of the generative self-model: the experience of “mineness”
(Hohwy, 2007).

MINENESS
The phenomenal experience of “mineness” is a key property
of MPS (Metzinger, 2004a). The idea that the living body is
experienced as mine (“owned”) can be traced back to early
phenomenologists like Merleau-Ponty or Husserl (see Gallagher,
1986, 2009). It has been claimed that this “self-ownership” (Gal-
lagher, 2000) is the most fundamental sense of phenomenal
selfhood (Aspell et al., 2009; Blanke and Metzinger, 2009). Simi-
larly, Hohwy (2007) equates experienced mineness of actions and
perceptions with the experience of a minimal self.

In Hohwy’s (2007) FEP account of the self, mineness is a gen-
eral phenomenon, resulting from successful predictions of actions
and perceptions. It is hereby important to keep in mind that
prediction is more than mere anticipation (Hohwy, 2007; Bubic
et al., 2010), but describes predictive modeling as a fundamental
principle of the brain, and that what is informative in predictive
coding is the prediction error. Following Hohwy’s (2007) logic,
phenomenal selfhood thus arises as a consequence of successfully

having predicted incoming sensory input across the hierarchy of
the self-model. Within predictive coding, prediction error is not
explained away post-hoc, but constantly, and across all levels of
the model (Friston, 2012a). Thus mineness is always implicit in
the flow of information within the hierarchical generative self-
model, and can correspondingly be experienced for actions and
perceptions in the same way (note how once again the FEP is
simple in its assumptions). Crucially, this means that the minimal
self is the result of an ongoing, dynamic process, not a static
representation. In this account, mineness is thus situated in a
spatiotemporal reference frame (see Metzinger, 2004a; Hohwy,
2007), where prediction introduces the temporal component of
“being already familiar” with the predicted input (Hohwy, 2007;
see Kiebel et al., 2008; Bubic et al., 2010).

Perhaps a good example for this construction of temporally
extended phenomenal experience from predictive processes is the
classical concept of a body schema (Head and Holmes, 1911–1912;
Merleau-Ponty, 1962). The body schema describes the dynamic
organization of sensorimotor processes subserving motor and
postural functions in a form of “embodied memory” that ulti-
mately presents the body for action (Gallagher, 2009). These
processes are pre-reflective, operating “below the level of self-
referential intentionality” (Gallagher and Cole, 1995), and thus
the body schema is not a static representation (Gallagher, 2005a).
But note that the body schema defines the range of possible
actions that my body can perform, while being “charged” with
what has happened before (see Gallagher, 2009, for a nice review).
In the hierarchical generative self-model, the body schema might
thus be pictured as encoded by a structure of predictions (e.g., of
self-location and proprioception).

In conclusion, the following picture seems to emerge from the
reviewed literature: the FEP is capable of describing the functional
regularities of the brain’s “ontology” (Gallese and Metzinger,
2003), such as the prediction and integration of intero- and
exteroceptive signals (Hohwy, 2010; Seth et al., 2011; Apps and
Tsakiris, 2013), the importance of action and agency (Gallagher,
2000; Hohwy, 2007; Friston, 2012a), and the mineness of experi-
ence (Hohwy, 2007, 2010). In agreement with the Good Regulator
theorem (Conant and Ashby, 1970; Edelman, 2008; Friston et al.,
2012), which states that every good regulator of a system will
ultimately become a model of that system, both the FEP and the
philosophical account of minimal selfhood agree that the agent
is the current embodied model of the world (Metzinger, 2004a;
Hohwy, 2007; Friston, 2011).

THE PERSPECTIVITY OF THE SELF-MODEL
In accordance with the FEP, the phenomenal self-model (PSM)
theory views selves as processes, not objects. Accordingly, the self
is perceived because systems with a PSM constantly assume, or
model, their own existence as a coherent entity (Metzinger, 2004a;
Blanke and Metzinger, 2009). However, to assume that there is a
perceiver is a fallacy (“no such things as selves exist in the world”,
Metzinger, 2005). Rather, a conscious self is a result of the system’s
identification with its self-model (“you are the content of your
PSM”, Metzinger, 2005).

This self-identification is possible because the “attentional
unavailability of earlier processing stages in the brain for intro-
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spection” (Metzinger, 2003, 2005) leads to a gradually increas-
ing transparency of higher-level phenomenal states. Transparency
thus describes the fact that only the contents of phenomenal
states, not their underlying mechanisms, are introspectively acces-
sible to the subject of experience (Metzinger, 2003, 2004a). Inter-
estingly, it has been proposed that the cognitive impenetrability
of predictive coding mechanisms can be explained by the fact
that hierarchically higher levels predict on longer timescales, and
more abstractly than lower levels (Hohwy, 2007, 2010; Kiebel
et al., 2008). Failures in these mechanisms may result in severe
symptoms that seem to be related to a loss of global experiential
selfhood, as demonstrated by certain disorders of “presence” such
as depersonalization disorder (Seth et al., 2011). These phenom-
ena might also be described by a loss of transparency (“if . . .

the self-model of a conscious system would become fully opaque,
then the phenomenal target property of experiential “selfhood”
would disappear”, Metzinger, 2004b).

Thus, the crucial implication of transparency is that the PSM
“cannot be recognized as a model by the system using it” (Met-
zinger, 2004a), which greatly reduces computational load within
the system by efficiently avoiding an infinite regression that would
otherwise arise from the logical structure of self-modeling (Met-
zinger, 2004a, 2005): “I can never conceive of what it is like to
be me, because that would require the number of recursions I
can physically entertain, plus one” (Friston et al., 2012). Similarly,
the FEP states that systems operating with a self-model will have
an advantage because “a unified self-model is what best allows
computation of the system’s current state such that action can
be undertaken” (Hohwy, 2010; see Friston et al., 2012, for a
discussion).

Note how, by the transparent spatiotemporal centeredness of
the model onto the self (Metzinger, 2003, 2004a; see also Hohwy,
2007; Friston, 2011, 2012b), the model takes on a 1PP (Vogeley
and Fink, 2003). However, the centeredness of the model is
phenomenal, and not just (but also) geometrical (a temporal cen-
tering on the subject happens through successful prediction, see
previous section). This is well reflected by Blanke and Metzinger
(2009), who distinguish between the phenomenally distinct weak
1PP, and strong 1PP: The weak 1PP means a purely geometric
centering of the experiential space upon one’s body, and thus cor-
responds most to the “egocentre” (Roelofs, 1959; Merker, 2007)
or “cyclopean eye” (von Helmholtz, 1962), which can be traced
back to Hering’s (1942) projective geometry. Experimental work
on extending the RHI paradigm has shown that the strength of
illusory self-identification with a dummy or virtual body crucially
depends on this kind of 1PP (Petkova and Ehrsson, 2008; Petkova
et al., 2011b; Maselli and Slater, 2013), and that in addition to
proprioceptive information, vestibular information is crucial for
determining self-location in space (Schwabe and Blanke, 2008;
Blanke, 2012).

As an attempt to summarize the reviewed accounts of the
basic constituents of MPS, Figure 1 shows a schematic depiction
of a hierarchical generative model, predicting from the minimal
phenomenal self to increasingly specific, unimodal lower levels on
shorter timescales (Kiebel et al., 2008; Hohwy, 2010; Clark, 2013).
For simplicity, we have only included one intermediate level in the
hierarchy, consisting of the basic aspects of minimal selfhood as

discussed in the reviewed articles (see Figure caption for a detailed
description).

In the generative self-model (Figure 1), the first-person per-
spective (1PP) node should be taken as a purely geometrical
point of convergence of sensory information from a particu-
lar sensory modality (a “weak 1PP”), whereas the phenomenal
centeredness of the model onto the experiencing subject would
correspond to a “strong 1PP” (Blanke and Metzinger, 2009). Note
that although the weak 1PP and self-location usually coincide,
these two phenomena can be decoupled in neurological patients
with autoscopic phenomena, while MPS still seems to be normal
in these conditions (Blanke and Metzinger, 2009; Blanke, 2012).
This seems to speak for a probabilistic processing of minimal
selfhood, and also for a relative independence of 1PP and self-
location (which are therefore also modeled as separate nodes on
the intermediate level of the generative model in Figure 1).

In conclusion, the experienced 1PP presents itself as a key
feature of “mineness”, and thus as a basic constituent of, and
a prerequisite for a minimal self (Gallagher, 2000; Vogeley and
Fink, 2003; Metzinger, 2004a; Blanke and Metzinger, 2009). Some
authors speak of a system’s “ability” to take the 1PP, meaning
the ability to integrate and represent experience, i.e., mental
states, in a common egocentric reference frame centered upon
the body (Vogeley and Fink, 2003). The FEP very comfortably
complies with the assumption that a body model “defines a
volume within a spatial frame of reference . . . within which
the origin of the weak 1PP is localized” (Blanke and Metzinger,
2009; Friston, 2011, 2012b). In this light, we now review the
explanatory power of the FEP for mechanisms of modeling other
agents.

MODELING OTHERS
In opposition to the 1PP, the third-person perspective (3PP) is
the perspective of the observer, i.e., the perspective that is taken
when states are ascribed to someone else (Vogeley and Fink,
2003; Blanke and Metzinger, 2009; Fuchs, 2012). This form of
perspective taking is of essential importance, for how we make
sense of ourselves in a social environment depends on the repre-
sentation of, and distinction between, actions and states of the
self and those of others (Decety and Sommerville, 2003; Frith,
2007; Bernhardt and Singer, 2012; Farmer and Tsakiris, 2012;
Frith and Frith, 2012). Traditionally, at least two distinct mech-
anisms have been postulated to underlie our understanding of
other’s internal states: experience sharing and mentalizing (Brown
and Brüne, 2012; Zaki and Ochsner, 2012). While experience
sharing refers to a mere mirroring of others’ action intentions,
sensations, or emotions (Gallese and Sinigaglia, 2011), the term
mentalizing describes explicitly reflecting others’ internal states:
in a recent review, Zaki and Ochsner (2012) define the mechanism
behind mentalizing as “the ability to represent states outside of a
perceiver’s ‘here and now”’, thus having both a spatial 1PP and a
temporal (present versus past and future) aspect. Crucially, this
involves a representation of other agents as possessing a 1PP that
differs from one’s own (Farmer and Tsakiris, 2012). One can also
describe these processes as simulating other PSMs (Metzinger,
2004a); in this way, a pre-reflective, phenomenally transparent
self-model is necessary for the formation of higher-level cognitive
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FIGURE 1 | Schematic proposal for a mapping of the phenomenal
self-model onto a hierarchical generative model (format adapted from
Bastos et al., 2012). Shown here is only the system’s model of itself,
where representational nodes at each level generate descending predictions
to increasingly specialized lower levels (symbolized by darker arrows). In this
special case, the single modeled cause of sensations is the minimal
phenomenal self (Metzinger, 2004a), which generates predictions about the
state of one or many sensory modalities (blue circles). The inversion of this
generative model (a predictive coding scheme, lighter arrows) infers hidden
causes—and thus ultimately, the self as the single cause—of sensory input
via minimization of prediction error (Friston, 2011). For simplicity, only one
intermediate level of nodes within the hierarchy is displayed, consisting of the
basic properties of minimal selfhood as reviewed (white circles). As a
(simplified) illustration of the hierarchical generative processing, the case of
the 1PP is highlighted. Here, descending predictions of the unified self-model
(black arrows) generate sensory data s(i) in the respective modalities (auditory
and visual). This happens via a hierarchy of hidden states x(i) and hidden

causes v(i) (the 1PP), which generate predictions about data in the level
below. The green gradient symbolizes increasing transparency of the
accompanying phenomenal states with ascending hierarchy, where the final
cause (the self) is completely transparent. Note that at this (highest) level,
there is no further representational node; this acknowledges the fact that the
perception of a unified minimal self is the result of a temporally extended
predictive process, not a static representation (Metzinger, 2004a; Hohwy,
2007). The experience of “mineness” of the self (and of perception and action
in general, Hohwy, 2007) is a result of the model’s successful predictions and
thus implicitly symbolized by the arrows. Input into this system-model comes
from intero- and exteroception (blue circles), while active inference is a
means of changing predicted input in all modalities through interaction with
the environment. As the model-evidence is evidence for the agent’s existence
(Friston, 2011, 2013b), the model will necessarily be a veridical model of the
agent: if there was too much unexplained prediction error, the model would
be abandoned in favor of a model with a higher evidence; the self in the
present form would cease to exist (Hohwy, 2010; Friston, 2011, 2012b).

and social mental concepts (Metzinger, 2003, 2004a, 2005; Edel-
man, 2008; Blanke and Metzinger, 2009).

Humans display first instances of experience sharing almost
from birth onwards (Tomasello et al., 2005), for example, human
infants as young as one hour after birth can already imitate
facial gestures (Meltzoff and Moore, 1983). It hence seems that
an “experiential connection” between self and others is already
present in newborn infants (Gallagher and Meltzoff, 1996; Fuchs,
2012). Another example for such a pre-reflective self-other con-

nection is sensorimotor mirroring (“neural resonance”, Zaki and
Ochsner, 2012). Many studies have reported vicarious activations
of the motor system by observing others’ actions (Rizzolatti and
Craighero, 2004), or likewise of the somatosensory system by
the observation of touch (Keysers et al., 2010) or pain to others
(Bernhardt and Singer, 2012). These findings suggest a very basic,
automatic activation of one’s representations to another person’s
action intentions, or experience (Keysers et al., 2010; Zaki and
Ochsner, 2012). There have been arguments for a link between
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sensory mirroring mechanisms and higher-level perspective tak-
ing abilities (see Preston and de Waal, 2002, for a discussion),
suggesting that although such vicarious responses are activated
automatically, they are not purely sensory-driven (Singer and
Lamm, 2009).

The FEP emphasizes models of the behavior and intentions of
others as a crucial determinant of our own behavior (Frith, 2007;
Friston, 2012a). It has accordingly been proposed that mecha-
nisms of social cognition are based on predictive coding as well
(Baker et al., 2011; Brown and Brüne, 2012; Frith and Frith, 2012),
where perspective taking can be described as forming “second
order representations” (Friston, 2013b). In other words, as agents,
we also have to predict the behavior of other agents, by not only
generating a model of the physical world (and our body) but also
of the mental world-models of our conspecifics based on their
behavior (Frith, 2007; Frith and Frith, 2012). Crucially, we have to
continually update our models of others’ mental states via predic-
tion errors, because these states are not stable but vary over time
(Frith and Frith, 2012). This task is far from trivial, and involves
many levels of differential self-other modeling ranging from a
purely spatial differentiation (other agents occupy different posi-
tions in the world) to the abstract modeling of other minds like in
Theory of Mind (Vogeley and Fink, 2003; Baker et al., 2011).

Several recent accounts have proposed that associative learning
updated through prediction errors is a common computational
mechanism underlying both reward learning and social learning
(Behrens et al., 2008; Hampton et al., 2008; Frith and Frith,
2012). Experimental evidence from these studies suggests that
prediction errors code for false predictions about others’ mental
states (Behrens et al., 2008; Hampton et al., 2008), and even for
discrepancies between predictions of others and actual outcome
of their choice (Apps et al., 2013). Interestingly, it seems that
even low-level predictions can also be updated interactively. For
example, dyads of individuals with similar perceptual sensitivity
may benefit from interactive decision-making, as shown by an
increased performance in a collective perceptual decision task
during which levels of confidence were communicated (Bahrami
et al., 2010). As mentioned before, if these basic predictive mech-
anisms fail, pathological behavior can emerge (Fletcher and Frith,
2008; Brown et al., 2013). For example, perspective taking abil-
ities seem to be often impaired in individuals suffering from
Autism Spectrum Disorder (ASD; Oberman and Ramachandran,
2007; but cf. Hamilton et al., 2007), while there is also evidence
for impaired predictive coding mechanisms in ASD (Friston,
2012a).

An intriguing question is whether the brain uses the same
models to generate predictions about own and other behavior. In
a predictive coding account of action understanding, Kilner and
colleagues (Kilner et al., 2007; Friston et al., 2011) have argued
that the mirror neuron system is part of a generative model predict-
ing the sensory consequences of actions, and that indeed, it seems
that the brain applies the same model to predict one’s own, and
others’ actions. Actions are thereby modeled on four hierarchical
levels (Hamilton and Grafton, 2008): intentions, goals, kinemat-
ics, and muscles. By inversion of the model, the brain can thus
infer the causes of own and others’ actions, via explaining away
prediction error across these four levels. Thus the mirror neu-

ron system is active during action observation because the “own”
generative model is inverted to infer the intention underlying the
observed action. A similar argument is made by Gallese and Sini-
gaglia (2011) (see also Goldman and de Vignemont, 2009) to
explain embodied simulation in general by the fact that represen-
tations of states of the self and others’ states have the same bodily
format, and thus the same constraints. Correspondingly, there is
evidence that the same neuronal structures may be involved in
predicting own and others’ internal states (Bernhardt and Singer,
2012), for example, in predicting how pain will feel for others
(Singer et al., 2004). In sum, there is strong evidence that others’
mental states are inferred via internal models. It seems that the
use of generative models by the brain can explain many of these
basic, as well as more elaborated social mechanisms. Thereby
(at least partially) common predictive mechanisms for self and
others strongly support the notion of perspective taking as an
“embodied cognitive process” (Kessler and Thomson, 2010). This
is a relatively young, but promising field of research; it is up to
future studies to evaluate the explanatory power of the FEP in this
domain.

CONCLUSION
In this review, we have summarized proposals from different
authors, all emphasizing the concept of hierarchical generative
models to explain processes underlying the bodily foundations
of MPS, including its fundamental constituents such as multisen-
sory integration, the sense of agency, the experience of mineness,
perspectivity, and its phenomenal transparency. We have reviewed
these free energy accounts of key aspects of minimal selfhood in
the light of the premise that the self is the result of a generative
process of self-modeling (Metzinger, 2004a; Hohwy, 2007). The
approaches reviewed here show that the FEP complies with the
claim that minimal selfhood emerges from physiological processes
(Gallagher, 1986, 2000; Zahavi, 1999; Legrand, 2006; Blanke and
Metzinger, 2009), and acknowledges both the phenomenal and
spatiotemporal centeredness of the generative self-model as a key
for minimal self-awareness. Albeit still schematic, these accounts
demonstrate that the predictive coding account can inform the-
oretical and experimental approaches towards the normal and
pathological self. The FEP is increasingly gaining influence as
a “deeply unified account of perception, cognition, and action”
(Friston, 2010; Hohwy, 2010; Apps and Tsakiris, 2013; Clark,
2013), up to recent accounts proposing it as a general mechanism
underlying evolution and the “emergence of life” itself (Friston,
2013c). A particular strength of the approach seems to be that it
makes relatively few conceptual assumptions (Hohwy, 2007, 2010;
Friston, 2008; Friston and Kiebel, 2009; Friston et al., 2012), thus
being capable of formalizing both spatial and social aspects of self-
models. Of course, there are many outstanding issues, and the
free energy formulation will have to withstand thorough empiri-
cal testing (for discussions, Friston et al., 2012; Apps and Tsakiris,
2013; see Clark, 2013). While it is well-established in the domains
of action and perception, future work will have to show whether
the FEP can be similarly influential in cognitive and social
domains. Particularly, the social domain lacks models (Frith and
Frith, 2012), and currently the FEP seems one of the most promis-
ing candidate theories to formally describing the mechanisms
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underlying the experience of being a “self in relation to others”
(Frith, 2007; Friston, 2012a). The FEP may thus provide a frame-
work to address philosophical debates about self-modeling (Gal-

lagher, 2005b; cf. Metzinger, 2006), and perhaps help to bridge
gaps between neuroscientific and philosophical approaches to
the self.
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