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Editorial on the Research Topic

The Evolving Chromatin and Transcriptional Landscapes—Emerging Methods, Tools

and Techniques

Mechanisms controlling the packaging of the geneticmaterial into chromatin are central for normal
and disease development. At the core of the chromatin structure, the DNA is wrapped around
histone proteins to create nucleosomes which are constantly modified and acted upon to allow
for effective regulation of transcription, DNA repair, replication and maintenance of the cellular
state. Accordingly, in recent years, multiple chromatin modifiers and remodelers have emerged as
causal factors and promising drug targets for numerous pathologies (Hogg et al., 2020; Bhat et al.,
2021). As such, an in-depth understanding of the mechanisms required for effective regulation of
chromatin states during normal and disease development is essential.

The advent of effective sequencing technologies has enabled rapid progress in our understanding
of chromatin biology. For example, the original article by Bae and Lesch made use of the chromatin
immunoprecipitation coupled to sequencing (ChIP-seq) technique to highlight bimodal patterns of
H3K4me1 at active promoters flanked by H3K4me3. Interestingly, a unimodal pattern was found to
coincides with H3K4me3 and H3K27me3 at poised promoters. Furthermore, emerging sequencing
techniques were the basis of the thought-provoking opinion article of Khelifi and Hussein on the
roles of RNA directed interactions on genome organization. The authors postulate that two distinct
functional groups of long non-coding RNA (lncRNA) respectively operate locally on the structure
of chromatin itself and promote long-range chromatin interactions and bridging events.

This Frontiers Research Topic reports significant progresses toward the systematic deployment
of complementary approaches to sequencing techniques. One example is the development of
degenerated methylated lysine-oriented peptide libraries (Kme-OPL), which enables the specificity
of Kme reader modules to be defined. In a research article, Kupai et al. describe the development
of Kme-OPL and its use for the characterization of Kme reader modules to reveal the specificity or
promiscuity of Kme reader modules. Similarly, Janna et al. details the biochemical and structural
studies of the crosstalk between PTMs which enable a molecular understanding of the positive
impact of histone H2B ubiquitylation on the methylation of H3K79 and H3K4. This is furthered
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by Scott and Campos who discuss the numerous tools to
characterize histone H3 and its partners. One such tool,
proximity dependent biotinylation is highlighted by Ummethum
and Hamperl.

In this Frontiers Research Topic, three detailed protocols
by Aziz Khan et al.; Galloy et al.; and Robu et al. promote
the effective characterization of chromatin and its effectors.
In their step-by-step protocol, Aziz Khan et al. describe how
to isolate large amounts of nucleosomes from mammalian
cells for downstream characterization. Galloy et al. focuses
on chromatin remodelers and provided two distinct protocols
to permit large-scale purification of chromatin remodeling
complexes and the use of an anchor-away system in human
cells. Lastly, Robu et al. reports step-by-step protocols to
study proteins involved in nucleotide excision repair (NER)
localization at DNA lesions. These methods all contribute to the
characterization of the dynamic nature of the interplays shaping
the chromatin environment.

Further, the need for effective model systems to study
chromatin was also highlighted in this Frontier Research Topic.
In a brief research report, Karányi et al. revisited the roles of
H3K56ac during meiotic recombination. Working in the atypical
SK1 Saccharomyces cerevisiae strain, a strain well-adapted to
synchronous sporulation (Borner and Cha, 2015), the authors
employed classical yeast genetics in combination with ChIP-
seq to reveal the requirement for H3K56ac to produce normal
levels of double strand breaks in recombination hotspot regions.
In a review article, Wahab et al. highlight the Tetrahymena
thermophila model, its unique biology and its use to study Kac-
dependent processes. Historically Tetrahymena has enabled the
identification of the first lysine acetyltransferase (Brownell et al.,
1996). The authors propose that it is perfectly suited to uncover
novel mechanisms impacting chromatin structures and functions
when coupled to modern techniques.

While sequencing-based methods remain the dominant
approach to study chromatin biology, exciting new tools and
techniques are emerging to complement them. Together, these
approaches will allow for a more detailed understanding of
chromatin biology and transcriptional regulation. We believe
that this Frontiers Research Topic will support this endeavor.
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Histone H3 Lysine 56 Acetylation Is
Required for Formation of Normal
Levels of Meiotic DNA Breaks in
S. cerevisiae
Zsolt Karányi1,2, Lilla Hornyák1 and Lóránt Székvölgyi1*†

1 MTA-DE Momentum Genome Architecture and Recombination Research Group, Department of Biochemistry
and Molecular Biology, Faculty of Medicine, University of Debrecen, Debrecen, Hungary, 2 Department of Internal Medicine,
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Meiotic recombination is initiated by Spo11-catalyzed DNA double-strand breaks
(DSBs) that are promoted by histone modifications and histone modifying enzymes.
Herein we investigated the role of histone H3 lysine 56 acetylation (H3K56ac) located
near the entry/exit points of the DNA in the globular H3 domain. We generated a series of
mutant cells (asf11, rtt1091, hst3/41, and H3K56A) in which the endogenous level of
H3K56ac was manipulated and tracked during meiotic growth. We show that complete
loss or increased abundance of H3K56ac in these mutants allows timely entry into
meiosis and sporulation and does not impair S phase progression, first and second
meiotic cell divisions, and spore viability. In the asf11, rtt1091, hst3/41 mutants,
DSBs and crossovers form normal levels with a short (60-min) delay at the HIS4-LEU2
artificial recombination hotspot, however, DSB formation shows a ∼threefold decrease
in the H3K56A mutant at the natural BUD23-ARE1 hotspot. The latter DSB phenotype,
showing significant DSB reduction in the H3K56A mutant, was also observed at DSB
sites using genome-wide mapping of Rfa1-coated single-stranded DNA flanking DSBs
(RPA ChIP). Parallel mapping of H3K56-acetylated histones in wild type cells revealed
strong depletion of the H3K56ac ChIP signal over Spo11-oligo DSBs, albeit most
H3K56-acetylated histones were enriched adjacent to the identified RPA ChIP binding
sites. Taken together, these associations demonstrate a prominent role of H3 lysine 56
acetylation in the formation of DNA breaks within recombination hotspot regions.

Keywords: recombination, DNA break, meiosis, histone modification, H3K56 acetylation

INTRODUCTION

Meiosis is a cellular differentiation process which is accompanied by high levels of recombination
between the homologous chromosomes, initiated by DNA double-strand breaks (DSBs) catalyzed
by Spo11 and accessory factors (Keeney et al., 1997; Székvölgyi and Nicolas, 2010; Székvölgyi
et al., 2015). In S. cerevisiae, meiotic DSBs are controlled by the elements of chromatin structure.
This involves a complex interplay between DNA sequence composition, local chromatin status,
nucleosome occupancy, and transcription factor binding (Pan et al., 2011). Among these factors,
histone modifications represent an important layer which has only recently been explored in detail.
The most well-characterized histone modification is H3K4me3 that appears to be essential for
recombination sites in most organisms. In the current model, H3K4me3 is deposited by Set1C
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and becomes recognized by Spp1 (the PHD finger subunit of
Set1C), which leads to tethering of DSB sites to the chromosome
axis that undergo Spo11-mediated cleavage (Acquaviva et al.,
2013; Sommermeyer et al., 2013; Karányi et al., 2018). A similar
mechanism has been proposed in mammals involving the
meiosis-specific H3K4 methylase Prdm9 (Baudat et al., 2010;
Parpanov et al., 2010), however, CXXC1 (the yeast ortholog of
Spp1) is apparently not essential for the association of H3K4
tri-methylated recombination sites with the DSB machinery
(Tian et al., 2018).

The widely localized H3K4me3 mark has the virtue of
initiating recombination at numerous places in the genome,
however, other histone modifications are also needed to
keep recombination flexible for the diversity of recombinant
haplotypes (Szekvolgyi and Nicolas, 2010). These “alternative”
pathways remain to be clarified to better understand the
plasticity of crossover patterning. Most chemical modifications
are concentrated at the N-termini of histones and are not
expected to alter the structure of nucleosomes (White et al.,
2001; Biswas et al., 2011). However, modifications of histone core
domains can directly change nucleosome structure, which is well-
established biochemically (Luger et al., 1997; Biswas et al., 2011)
but its functional relevance is less understood.

In the current study, we focused on the role of histone H3
lysine 56 acetylation located near the entry/exit points of the
DNA in the globular H3 domain, predicted to destabilize the
histone/DNA contact (Buning and Van Noort, 2010; Simon et al.,
2011). H3K56ac is a transient chromatin signal showing rapid
turnover and is closely linked to DNA replication and histone
eviction during transcription (Rufiange et al., 2007; Watanabe
et al., 2013). Functional studies in mitotically proliferating yeast
cells revealed that H3K56ac enables the assembly and disassembly
of nucleosomes during DNA synthesis and upon transcriptional
activation. Furthermore, the histone chaperone Asf1 [carrying
the H3K56-specific acetyltransferase Rtt109 (Abshiru et al.,
2013)] and the histone residue H3K56 were found to be necessary
for meiotic S phase progression and for the development of
reproductive capacity in yeast and mouse models (Recht et al.,
2006; Govin et al., 2010; Messiaen et al., 2016). However, the
mechanism of action of H3K56 acetylation has not been fully
elucidated and remains to be clarified. Therefore, we applied
a functional approach in meiotic S cerevisiae cells to modify
the natural levels of H3K56ac to study the biochemical phases
of meiosis. Our results demonstrate that H3K56ac is necessary
for formation of normal levels of DSBs within recombination
hotspot regions.

METHODS

All methods are available as Supplementary Material.

RESULTS

We generated mutant cells in which the endogenous level of
H3K56ac was modified and tracked during meiotic growth

(Figure 1A). In wild-type cells, the level of H3K56ac reached
a peak during DSB formation (at ∼4–5 h in SPM) and then
rapidly dropped, similar to earlier western blot results (Recht
et al., 2006). The H3K56ac signal disappeared almost completely
from asf11 and rtt1091 deletion mutants during the meiotic
time course (∼fourfold reduction compared to wild type), in
agreement with the crucial role of Asf1 and Rtt109 in the
deposition of this epigenetic tag (Tsubota et al., 2007). The
K56ac signal increased and remained high in the hst3/41 double-
mutant that prevents deacetylation of H3K56 (Celic et al., 2006).
In mitotic growth conditions, we could not detect an H3K56
acetylation signal, except for the hst3/41 mutant (Figure 1A),
in which H3K56ac persists throughout the cell cycle (Celic
et al., 2006). This is in accordance with the transient nature
of H3K56 acetylation in asynchronously proliferating mitotic
cells, mainly associated with newly replicated chromatin regions
(Simoneau et al., 2015).

The correlation between H3K56ac dynamics and the phase
of meiotic DSBs prompted us to analyze the progress of S
phase, DSB formation, sporulation efficiency, and spore viability
in cells with various H3K56ac levels. FACS analysis revealed a
30–60 min delay in G1/S phase progression in mutant cells,
however, all mutants reached the G2/M phase within 6 h in SPM
(Figures 1B,C). We then performed a meiotic time course up to
20 h. The results reported in Figures 1D,E show that sporulation
efficiencies and spore viabilities do not differ between mutant
and wild-type cells (less than 1.5-fold change was observed
in the number of tetrads and viable spores). We conclude
that absence or elevated levels of H3K56ac is dispensable
for meiotic S phase progression, MI/MII cell divisions, and
spore viability.

We next analyzed whether DSBs were affected in mutants
(with Sae2+/Rad50+ background). DSB levels were monitored
at the HIS4-LEU2 hotspot (Xu and Kleckner, 1995) using
Southern blot hybridization (Figure 2A). All mutants produced
comparable DSB levels relative to wild-type (between 6 and
8% based on the global maxima of the curves), with a
∼60 min delay in asf11 and hst3/41 mutants (Figure 2C).
The delay of DNA breaks in asf11 and hst3/41 cells
suggests that DSBs appear and disappear with a slightly
modified kinetics in these mutants. Maximal DSB reduction
was observed in the rtt1091 strain (1.5-fold reduction).
Importantly, meiotic DSBs detected in the mutants were
highly recombinogenic (R1/R2 recombinants are highlighted
in Figure 2B) forming wild-type levels of crossovers (∼10–
11%, Figure 2C). These results suggest that DSBs detected
at HIS4-LEU2 were properly processed to form mature
recombination products.

To obtain mechanistic insights whether the modifiable
H3K56 residue influences DSB formation, we constructed a
plasmid shuffle system that allows the expression of wild-
type H3K56 (H3 ctrl) and unmodifiable H3K56A as the
only source of histone H3 (Figure 3A). Like wild-type
cells, H3K56A mutants progressed synchronously through the
meiotic S phase (Figure 3B) and showed normal transcriptome
dynamics with no difference in gene expression during
meiosis (Figure 3C and Supplementary Table S1). “Core”
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FIGURE 1 | Different H3K56ac levels allow normal meiotic progression and sporulation. (A) Left: Representative dot blot showing H3K56ac levels in wild type,
asf11, rtt1091, and hst3/41 cells. Right: Quantification of H3K56ac levels. YPD: mitotic growth. (B) Representative FACS profile of sporulating strains, showing
DNA content in terms of cell size. G1, S, G2/M phases are indicated. (C) Proportion of cells in G1, S, and G2/M based on meiotic FACS profiles. Data were
normalized to 0 h in SPM. (D) Sporulation efficiency. Nuclei were stained with DAPI and cells were scored for nucleus count. (E) Spore viability (50 tetrads per strain
were counted). Panels (A,C–E) show the mean of three independent replicas. Error bars: SEM.
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FIGURE 2 | Southern blot analysis of DSB and crossover formation at the HIS4-LEU2 hotspot. (A) Representative blot showing XhoI-digested DNA from wild-type,
asf11, hst3/41, and rtt1091 cells. (B) Representative blot showing recombinant products (R1, R2) and parental bands (M, D) at HIS4-LEU2. (C) Quantification of
DSB levels (% DSB signal/total lane signal) and recombination frequencies [% (R1 + R2) signal/total lane signal]. Mean values are from three independent replicas.
Error bars: SEM.
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FIGURE 3 | Sporulation and meiotic DSB formation in a H3K56A mutant. (A) H3K56A cells were constructed by plasmid shuffling. (B) S phase progression in
H3K56A and H3 (ctrl) cells measured by FACS. (C) Meiotic transcriptome dynamics in H3 (ctrl) and H3K56A strains. Left: Relative mRNA levels as measured by
transcriptome microarrays at 2, 4, 6 h in SPM compared to 0 h in SPM. Right: Heatmap highlighting a selection of “core” genes that govern the process meiosis.
The warmer the color, the greater the degree of induction. Full details are provided in Supplementary Table S1. (D) Sporulation efficiency and spore viability of
H3K56A, H3 (ctrl), and wild-type strains. Error bars: SEM. (E) DSBs within BUD23-ARE1. Representative blot shows AseI-digested gDNA from wild type, H3 (ctrl)
and H3K56A cells. DSB levels (below the blots): % DSB signal/total lane signal. (F) Left: Outline of the RPA ChIP approach, showing resected ssDNAs covered by
RPA, which accumulates in dmc11 cells. Right: RPA enrichment over Spo11-oligo DSB sites and random sites in wild-type SK1 cells. Wild-type RPA data are from
Borde et al. (2009). (G) ChIP-qPCR analysis of RPA enrichment at 0 and 5 h in SPM in the BUD23 hotspot and the rDNA negative control site (known to lack DSBs).
Error bars: SEM. (H) Correlation of RPA ChIP profiles in H3 (ctrl) and wild-type cells. R: Pearson correlation coefficient.
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FIGURE 4 | Continued
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FIGURE 4 | Genome-wide mapping of H3K56ac and RPA. (A) H3K56ac capture using an anti-H3K56ac antibody. H3 (C-ter) ChIP was performed to normalize to
H3 occupancy. ChIP-qPCR enrichments were measured at ERG1 and rDNA. Error bars: SEM. (B) H3K56ac signal detected by microarray (at 5 h in SPM). IP/input
ratios were normalized to H3 occupancy (Borde et al., 2009). (C) Genome browser snapshot showing the distribution of H3K56ac in wild type cells and RPA
enrichment in H3 (ctrl) and H3K56A cells. Peaks are highlighted by horizontal green lines. (D) Metagene profile of H3K56ac over protein-coding genes. Red curve
shows the median H3K56ac signal. Gray curve: random signal. (E) Relative distance of H3K56ac peaks from various genomic regions. Vertical red line: random
distances. Shift toward the left or right sectors: clustering or repulsion between H3K56ac peaks and the studied genomic elements. Mei MCM: meiotic replication
origins (Blitzblau et al., 2012). (F) Genes associated with high H3K56ac levels show increased mRNA expression compared to random genes. Statistical
significance: p < 0.0001 (Mann-Whitney U test). RNA-seq data are from Brar et al. (2012). (G) Depletion of H3K56ac over Spo11-oligo DSBs (Mohibullah and
Keeney, 2017). Gray line: random signal. (H) Relative distance of H3K56ac peaks from RPA peaks in H3 (ctrl) and H3K56A cells. Vertical red line: random distance.
(I) Distribution of RPA ChIP signal at RPA binding sites, axis sites (Mer2; Panizza et al., 2011), and random sites in H3 (ctrl) and H3K56A cells. Statistical significance:
p < 0.0001 (Mann–Whitney U test). (J) Overlap of RPA peaks in H3 (ctrl) and H3K56A cells.

DSB, chromosome axis, and repair genes were properly
transcribed in H3K56A cells, including SPO11 and RFA1
(Supplementary Figure S1), which were both essential for
subsequent meiotic DSB mapping using RPA ChIP (see later).
Sporulation efficiency and spore viability of the H3K56A
mutant was not different from H3 (ctrl) expressing wild-type
H3 (Figure 3D).

Next, we analyzed DSB formation in H3 dmc11 and
H3K56A dmc11 cells that accumulate unrepaired DSB ends.
DSB frequencies were determined by Southern blot within the
natural hotspot region BUD23-ARE1 (Figure 3E). Quantification
of DSBs in wild-type and H3 (ctrl) strains confirmed the correct
location, timing and frequency of DSBs in plasmid shuffle
cells, demonstrating that our system accurately reports DSB
formation. Importantly, a threefold reduction of DSB levels
was observed in the H3K56A mutant, which was subsequently
confirmed by an independent RPA ChIP method capturing
Rfa1-covered ssDNA flanking Spo11-oligo DSBs (Figures 3F–H).
In plasmid shuffle cells, RPA levels increased in the BUD23
hotspot region by 5 h in SPM when DSBs are formed,
and H3K56A mutants showed a ∼threefold decrease in RPA
levels relative to H3 (ctrl) (Figure 3G), consistent with our
Southern blot results (Figure 3E). In addition, the RPA profiles
of H3 (ctrl) and wild-type cells (Borde et al., 2009) were
positively correlated (Figure 3H), whereas the RPA binding
sites did not correlate with the binding of Mcm2-7 replicative
helicase that marks meiotic DNA replication (Supplementary
Figure S2). These results collectively demonstrate that RPA
enrichment is an adequate indicator of meiotic DSB locations
and frequencies.

Notably, the BUD23 and ERG1 hotspot regions were flanked
by H3K56ac at the time of DSB formation as measured by
H3K56ac ChIP-qPCR and ChIP-chip (Figures 4A,B). We note
that the H3K56ac ChIP signal was undetectable in asf11
cells that are deficient in H3K56 acetylation (Figure 1A),
confirming the specificity of our ChIP assay. Furthermore, the
H3K56ac signal was also depleted in wild-type cells within the
recombinationally cold rDNA region (Figure 4A). The same
associations were observed at the genomic scale (Figure 4C
and JBrowse link), suggesting that the presence of H3K56
residue and/or deposition of H3K56-acetylated nucleosomes
near DSB hotspots is required for complete DSB formation.
Our H3K56ac ChIP results show that H3K56 acetylation is
preferentially associated with protein-coding ORFs (Figure 4D)
and is depleted from promoters and transcription termination

sites [in line with published ChIP-qPCR data in mitotic cells
(Schneider et al., 2006)]. The relative distance of H3K56ac
from several genomic elements showed a clear non-random
distribution (Figure 4E) as H3K56ac peaks were preferentially
associated with Mcm2-7 helicase binding sites (Blitzblau et al.,
2012), ncRNA and snRNA genes, but were further away
from snoRNAs, tRNAs, and LTR retrotransposons compared
to a computer-randomized chromosomal distribution (vertical
red line in the figure). The proximity of H3K56ac peaks
to Mcm2-7 binding sites agrees with the suggested role of
H3K56 acetylation in marking nascent (replicating) chromatin
upon replicative and repair DNA synthesis (Yu et al., 2012).
Regarding meiotic gene expression (Figure 4F), protein-coding
genes enriched in H3K56ac showed significantly higher mRNA
expression levels in meiosis (at 4 h in SPM) than random genes
[p < 0.0001; RNA-seq data are from Brar et al. (2012)]. Increased
expression of H3K56-acetylated genes supports previous results
in mitotic cells (Schneider et al., 2006; Williams et al., 2008),
indicating that H3K56ac is an active chromatin mark associated
with transcription.

Regarding meiotic DSB sites, chromosomal distribution of
the H3K56ac signal showed a depletion over Spo11-oligo DSBs
(Figure 4G), which precisely mark recombination hotspots.
However, genomic positions of H3K56-acetylated histones were
preferentially enriched adjacent to the identified RPA binding
sites relative to random distance (Figure 4H, RPA H3 ctrl).
Importantly, the RPA ChIP signal detected in the H3K56A
mutant was strongly reduced at the RPA sites identified in the
H3 (ctrl) strain (p < 0.0001, Mann–Whitney U test), as opposed
to chromosome axis sites (Mer2-tagged; Panizza et al., 2011)
and randomly selected sites that did not differ between control
and mutant strains (Figure 4I). The preferential decrease of
RPA ChIP signal at RPA binding sites in the H3K56A mutant
demonstrates the specificity of H3K56A substitution mutation
for recombination hotspot regions, accumulating hyper-resected
ssDNA in the vicinity of DSBs. The specific decrease in the
number of RPA peaks in the H3K56A mutant is highlighted
in Figure 4J. This Venn diagram analysis shows that 65.8% of
RPA peaks were eliminated by the H3K56A mutation (661 sites
out of 1004), whereas 343 RPA sites were not affected or the
signal was even increased (182 peaks). The latter RPA binding
sites may represent unscheduled DSBs that are not related to
H3K56 acetylation, which is clearly apparent from the increased
relative distance between H3K56ac histones and RPA ChIP peaks
detected in the H3K56A mutant (Figure 4H, RPA-H3K56A).
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DISCUSSION

The above functional results highlight the association of H3K56
acetylation and meiotic DSB formation, suggesting that H3K56-
acetylated histones are required to produce normal levels of
DSBs within recombination hotspot regions. Nevertheless, the
exact molecular mechanism underlying the DSB-promoting
effect of H3K56 acetylation has yet to be clarified. The cause
of the observed differences between the two mutant systems
(histone modifying enzyme deletion vs. histone mutation) is
currently not known. We obtained complementary results that
are fully consistent with recent data identifying differences in
the RNAPII binding profile of rtt1091 and H3K56R mutants
(Topal et al., 2019). Based on the genome-scale analysis of
H3K56A cells, we propose that lack of H3K56 acetylation
affects the stability or turnover rate of the well-positioned
first nucleosomes flanking DSB sites (consistent with Kaplan
et al. (2008)], and this may reduce the efficiency of Spo11-
catalyzed DNA cleavage. Moreover, the absence of H3K56ac
mark could reduce the rate of DSB end dissociation from
nucleosomes flanking DSB sites, impeding the timely resection
and processing of DSB ends. Alternatively, the H3K56A mutation
may exert its effect indirectly on DSB formation, however,
this is probably independent of changes in transcription since
no differential gene expression was detected in the H3K56A
mutant. A further possibility could be that H3K56 acetylation
promotes the interaction of H3K4me3, Spp1, and Mer2 during
the loop tethering process. The recently identified epistatic
relationship of H3K56ac and H3K4me3 supports this hypothesis
and seems particularly important in this regard (Voichek et al.,
2018). H3K56ac was found to act upstream of Set1C and H3K4
methylation, generating complementary H3K56ac/H3K4me3
histone modification patterns along newly replicated chromatin.
These functional relationships could readily allow close
cooperation between H3K56ac and H3K4me3 during meiotic
recombination, especially because newly replicated chromatin is
rich in H3K56ac and DNA replication is mechanically coupled
to meiotic DSB formation (Murakami and Keeney, 2014). We
assume that these complex spatial interactions occur in the

context of 3D chromatin structure. This could be detected by
chromosome conformation capture methods (Dekker et al.,
2017). Future use of these C-based approaches, together with
mutant analyses, is expected to provide a deeper understanding
of meiotic DSB formation with regards to the role of H3K4
methylation, H3K56 acetylation, and other potentially relevant
histone modifications.
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Approach to Reveal Sequence
Determinants of Methyllysine-Driven
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Center for Epigenetics, Van Andel Institute, Grand Rapids, MI, United States

Lysine methylation facilitates protein-protein interactions through the activity of
methyllysine (Kme) “reader” proteins. Functions of Kme readers have historically been
studied in the context of histone interactions, where readers aid in chromatin-templated
processes such as transcription, DNA replication and repair. However, there is growing
evidence that Kme readers also function through interactions with non-histone proteins.
To facilitate expanded study of Kme reader activities, we developed a high-throughput
binding assay to reveal the sequence determinants of Kme-driven protein interactions.
The assay queries a degenerate methylated lysine-oriented peptide library (Kme-OPL)
to identify the key residues that modulate reader binding. The assay recapitulated
methyl order and amino acid sequence preferences associated with histone Kme
readers. The assay also revealed methylated sequences that bound Kme readers with
higher affinity than histones. Proteome-wide scoring was applied to assay results to
help prioritize future study of Kme reader interactions. The platform was also used
to design sequences that directed specificity among closely related reader domains,
an application which may have utility in the development of peptidomimetic inhibitors.
Furthermore, we used the platform to identify binding determinants of site-specific
histone Kme antibodies and surprisingly revealed that only a few amino acids drove
epitope recognition. Collectively, these studies introduce and validate a rapid, unbiased,
and high-throughput binding assay for Kme readers, and we envision its use as a
resource for expanding the study of Kme-driven protein interactions.

Keywords: lysine methylation, reader domains, functional proteomics, non-histone proteins, lysine-orientated
peptide libraries

Abbreviations: BPTF-BRD-PHD, Bromodomain Plant Homeodomain Finger Transcription Factor Bromodomain-Plant
Homeodomain; CBX, polycomb chromobox; CDYL1b chromo, Chromodomain Y-like protein 1b chromodomain; CDYL2
chromo, Chromodomain Y-like protein 2 chromodomain; DIDO1 PHD, Death-Inducer Obliterator 1 Plant Homeodomain;
GST, Glutathione S Transferase; JMJD2a TTD, Jumonji domain- containing protein 2a Tandem Tudor domain; Kme,
methyllysine; Kme-OPL, methyllysine-oriented peptide library; L3MBTL1 3xMBT, Lethal 3 Malignant Brain Tumor-like
protein 1 3 Malignant Brain Tumor domains; L3MBTL3 3xMBT, Lethal 3 malignant brain tumor-like protein 3 3 malignant
brain tumor domains; MPP8 chromo, M Phase Phosphoprotein 8 chromodomain; PCL1 Tudor, Polycomb-like Protein
1; PHF20 Tudor, Plant Homeodomain Finger Protein 20; RFU, relative fluorescence units; UHRF1 TTD, Ubiquitin-like
containing PHD and RING finger domains 1 Tandem Tudor domain; 53BP1 TTD, p53 Binding Protein 1 Tandem Tudor
domain.
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INTRODUCTION

Lysines can be mono-, di-, or tri-methylated on the sidechain
e-amino group (Ambler and Rees, 1959; Alix et al., 1979)
and this post-translational modification can be “read” by
proteins that contain methyllysine (Kme) binding domains (e.g.,
chromo, Tudor, MBT, PHD, etc.) (Liu et al., 2012). The first
discovered Kme reader was heterochromatin protein 1 (HP1),
whose chromodomain binds tri-methylated lysine 9 on histone
H3 (H3K9me3) and facilitates HP1-mediated gene silencing
(Bannister et al., 2001). Since this turn of the century discovery,
more than 200 Kme reader proteins have been identified (Liu
et al., 2012). Nearly all of these proteins have been studied as
histone Kme readers and have been linked to various chromatin-
associated functions like transcriptional regulation (Wozniak
and Strahl, 2014), DNA repair (Botuyan et al., 2006) and DNA
replication (Kuo et al., 2012).

The study of Kme reader-protein interactions is expanding
beyond histones (Cornett et al., 2019). For example, M-phase
phosphoprotein 8 (MPP8) is a Kme reader that, like HP1,
was linked to gene silencing through recognition of H3K9me3
through its chromodomain (Kokura et al., 2010). MPP8 also
functions in gene regulation through interactions with non-
histone proteins like DNA methyltransferase 3a (DNMT3a)
(Chang et al., 2011) and activating transcription factor 7-
interacting protein 1 (ATF7IP) (Tsusaka et al., 2018). Other Kme
readers, including HP1 (Liu et al., 2013), also have reported non-
histone interactions (Cui et al., 2012; Ferry et al., 2017). Lysine
methylation has been detected on over 3,000 unique human
proteins (Hornbeck et al., 2015) but functions associated with
Kmes are limited. This gap in knowledge has persisted in part
because few technologies can directly associate proteins with Kme
readers (Ong and Mann, 2006; Guo et al., 2014).

Here, we describe the development of a high-throughput
assay for rapid, in vitro determination of where a Kme reader
may bind in the proteome. The method identifies Kme-driven
interactions by screening a Kme reader against a methyllysine-
oriented peptide library (Kme-OPL) (Figure 1A). The OPL
synthetic strategy is modified from the development of positional
scanning peptide libraries (Houghten et al., 1991), and variations
have been successfully applied to the study of other signaling
processes, including phosphorylation and arginine methylation
(Creixell et al., 2015; Gayatri et al., 2016). The degeneracy of
the peptide library allows for the survey of all amino acid
sequence combinations (excluding cysteine) minus to plus three
(P-3/+3) from a central Kme. The assay informs on methyl
order (Kme0, Kme1, Kme2, Kme3) preference and amino acid
context, two key determinants of Kme reader interactions.
Amino acid preferences are used to rank all lysine-centered
motifs in the human proteome for each Kme reader, and
these data are made available as a communal resource to
help facilitate the identification of new Kme driven-protein
interactions (Figure 1B). Additionally, Kme-specific antibodies
can be used in place of Kme readers in this assay. Here,
we report the use of the Kme-OPL assay for detecting the
preferred methyl order of binding for multiple Kme readers,
determining the optimal amino acid context for Kme reader

binding, and revealing the binding determinants of histone Kme-
specific antibodies.

MATERIALS AND METHODS

Recombinant Protein Production
Plasmids encoding N-terminal GST fusions of each reader
domain (Supplementary Table S1) were transformed into BL21
E. coli and protein expression was induced with 0.5 mM IPTG
at 16◦C for 6–16 h. Induced bacterial pellets were suspended
in 30 mL cold 1× PBS supplemented with 1 mM DTT and
1 mM PMSF. Next, bacteria were incubated with lysozyme
(Thermo #89833 LOT#ta262343) and 1 µL of Pierce universal
nuclease (Pierce #88702 LOT#00775219) on ice for 30 min
followed by 3 rounds of sonication (30 s sonication with 10 s
rest, all on ice) using a Qsonica ultrasonic processor (500 W
20 kHz with 1/8” microtip) at 40% amplitude. Lysed bacteria were
centrifuged at 38465 rcf for 45 min at 4◦C. Cleared supernatant
was incubated with 5 mL of Glutathione resin (Thermo #16101
LOT#UD285112) with rotation at 4◦C for 16 h. Bound protein
was washed 3× with 10 mL cold 1× PBS and eluted twice with
10 mL of 25 mM HEPES pH 7.5, 10 mM L-glutathione (Sigma),
and 100 mM NaCl. Protein was concentrated by centrifugation at
1,500 rpm on a Sorvall Legend X1 centrifuge in Amicon Ultra-15
centrifugal filter units (UFC#903024). Protein was resuspended
in 25 mM HEPES pH 7.5 and 100 mM NaCl and concentrated
by centrifugation as above three times. Protein was quantified by
absorbance measurement at 280 nm divided by the computed
extinction coefficient (ExPASy) (Gasteiger et al., 2003) of the
GST-tagged protein domain.

Kme-OPL Reader Assay
Kme-OPL pools and sets were synthesized by PepScan as
C-terminal PEG-biotin conjugates. Binding reactions were
performed in 384 deep-well plates (Axygen #P-384-240SQ-C-S).
The general procedure per reaction well was as follows. First, 2 µL
streptavidin magnetic bead slurry (Pierce, #88817) was washed
with Buffer 1 (100 mM NaCl, 25 mM HEPES, pH 7.5, 0.5% BSA
(w/v), 0.1% NP-40). Then, 2 µg of peptide pool or set in water was
added to washed beads and incubated for 30 min. Reactions were
then collected by centrifugation at 2,000 rpm on a Sorvall Legend
X1 centrifuge for 2 min prior to being placed on a plate magnet
(Alpaqua A001222 LOT#1442). Solution was aspirated and beads
were resuspended in 100 µL Buffer 1. These four preceding steps
comprised one wash. A second wash was performed, and beads
were resuspended in 100 µL GST tagged protein at 125 pmol per
well in Buffer 2 (200 mM NaCl, 25 mM HEPES, pH 7.5, 0.5% BSA
(w/v), 0.1% NP-40). Following a 30 min incubation, the well was
washed 2× and beads were resuspended in 100 µL of a 1:4,000
dilution of primary anti-GST antibody (Sigma #7781) in Buffer
1. Following another 30 min incubation, the well was washed 2×
and beads were resuspended in 100 µL of a 1:5,000 dilution of
secondary anti-rabbit Alexafluor 488 (Invitrogen #A11034) for
30 min in Buffer 1. The well was again washed 2×, and beads were
resuspended in 60 µL of Buffer 1. 40 µL was then transferred to a
black 384-well plate (Corning #3575), and fluorescence intensity
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FIGURE 1 | Kme-OPL assay overview. (A) Design of Kme-OPL. (B) Schematic of assay workflow. (C) Cartoon of the magnetic bead pulldown assay developed for
screening the activities of Kme readers. PEG, polyethylene glycol.

(485 ± 10 nm excitation filter and 528 ± 10 nm emission filter)
was measured with a Synergy HT plate reader (Biotek). All steps
were performed at room temperature, as cold incubations did
not increase signal (data not shown). All incubation steps after
bead resuspensions were performed with the plate on a shaker.
For full library screens, peptide-bound beads in Buffer 1 were
kept at 4◦C for no more than 1 week. The INTEGRA assist
plus pipetting robot was used for dispensing all buffers, protein,
and antibodies as well as for washing steps. The primary anti-
GST antibody alone gave appreciable, position-specific signal
on Kme-OPL (Supplementary Figure S2). Therefore, all Kme-
OPL reader profiles were performed in parallel with GST control
reactions that were subtracted from signals obtained with GST-
tagged readers.

Fluorescence Polarization Assay
Peptides functionalized with N-terminal 5-carboxyfluorescin
(FAM) were synthesized by Genscript. All 7-mer motifs were
synthesized with flanking glycines to mimic the Kme-OPL design.
Binding assays were done in black 384 well plates (Corning
#3575). Protein was serially diluted with 10 nM FAM peptide
in FP assay buffer (25 mM HEPES pH 7.5, 100 mM NaCl,

0.05% NP-40). Polarization was measured on a Synergy Neo
fluorescence plate reader (Biotek) with a 485 ± 10 nm excitation
filter and a 528 ± 10 nm emission filter. Measurements were
scaled to the last dilution of protein with a requested polarization
of 20 milli-polarization units (mP). Anisotropy units (A) were
calculated using the equation A = (2P)/(3-P). Dissociation
constants were determined by non-linear regression analysis
of anisotropy curves by specific binding with Hill slope in
GraphPad version 8.3.0.

Histone Peptide Microarrays
Peptide microarrays were fabricated using an Aushon 2470
microarrayer and used as described (Cornett et al., 2017) with
the following modifications. Protein and antibody hybridization
steps were performed in buffer containing 25 mM HEPES pH
7.5, 100 mM NaCl, 0.5% BSA (w/v), and 0.1% NP-40. Slides were
washed 3 × 5 min in PBS supplemented with 0.1% Tween-20
between each hybridization step. Antibodies used were primary
anti-GST (Sigma #7781, 1:2,000 dilution) and an AlexaFluor 647-
labeled secondary antibody (Life Technologies A-21245, 1:5,000
dilution). Arrays were scanned using an Innopsys InnoScan
110AL microarray scanner and analyzed using ArrayNinja
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(Dickson et al., 2016). Full lists of peptides queried by array
analysis are in Supplementary Table S2.

Biotinylated Peptide Pulldowns
Biotinylated peptides were synthesized by the High Throughput
Peptide Synthesis and Array Core Facility at UNC Chapel Hill.
HEK293 cells were lysed in CSK Buffer (10 mM Pipes pH 7.0,
300 mM sucrose, 100 mM NaCl, 3 mM MgCl2) supplemented
with 0.1% Triton X-100, Roche Complete EDTA-free protease
inhibitor tablet (#11 873 580 001), and Sigma phosphatase
inhibitor cocktail 3 (#P0044) for 30 min on ice. Lysates were pre-
cleared with 200 µL streptavidin magnetic bead slurry (Pierce
#88817) with rotation at room temperature for 30 min. 25 µL
bead slurry was washed in buffer containing 25 mM HEPES
pH 7.5, 100 mM NaCl, 0.5% BSA (w/v), and 0.1% NP-40 and
were then complexed with 50 µg biotinylated peptide for 1 h
at room temperature. 50 µg of pre-cleared lysate was added to
beads conjugated with peptide and volume was brought up to
500 µL with pulldown buffer. Following a 4-h incubation at 4◦C
with rotation, beads were washed 3 × 5 min with 500 µL of
wash buffer containing 25 mM HEPES, pH 7.5, 200 mM NaCl,
0.5% BSA (w/v), and 0.1% NP-40. Peptides and protein were
eluted in 25 µL of 1× SDS loading dye by heating at 95◦C for
5 min prior to loading on a 7% polyacrylamide gel for SDS-PAGE.
Transfer to PVDF membrane was performed at 45 mA for 90 min
using a Hoefer TE77X semi-dry transfer unit. Membranes were
blocked with 5% BSA in PBS-T for 15 min prior to incubation
with a 1:1,000 dilution of anti-CDYL2 antibody (ab183854
LOT:GR240986-6) in blocking buffer overnight at 4◦C with
rotation. Membranes were washed 3× 5 min with 1× PBS-T and
incubated in a 1:10,000 dilution of HRP-conjugated secondary
antibody (GE #NA934V) in blocking buffer. Membranes were
exposed to ECL substrate (Pierce 32209) following 3 × 5 min
washes with 1× PBS-T and imaged with Kodak × omat. Images
were quantified with ImageJ Version 1.52.

RESULTS

A Kme Reader Assay Querying Kme-OPL
The Kme-OPL reader platform is a plate-based magnetic bead
pulldown assay read out by fluorescence intensity (Figure 1C).
The library is oriented around a central lysine, which can have
one of four possible methyl orders (Kme0, Kme1, Kme2, or
Kme3) (Figure 1A). Within each methyl order, the library is
organized into 114 Kme-OPL sets, where each set has one amino
acid fixed in one position. All other positions contain 19 amino
acids in an equimolar, degenerate mix. Cysteine is excluded due
to incompatibility with the synthetic approach. The peptides are
biotinylated, which allows for binding to streptavidin magnetic
beads. The beads and Kme-OPL sets are first complexed, and then
a recombinant GST-tagged Kme reader is added (Figure 1C).
Next, a primary GST antibody followed by a secondary antibody
conjugated to a fluorophore are added. Binding is read out by
fluorescence intensity measurements. The optimization of several
assay components is present in Supplementary Figure S1 and
further detailed in section “Materials and Methods.”

Methyl Order Preferences for Histone
Kme Readers Are Recapitulated With
Kme-OPL
Kme readers have been reported to prefer the same lysine methyl
order on histone and non-histone proteins (Cui et al., 2012;
Liu et al., 2013; Ferry et al., 2017). We first tested whether
the Kme-OPL platform could detect Kme reader methyl order
preference. To measure preferred methyl order, we synthesized
Kme-OPL pools, where all peptides sets with the same methyl
order are combined into a single pulldown reaction. We queried
nine reader domains known to bind histone Kmes (Table 1,
Supplementary Figures S3A, S4A and Figure 5C). Each
measurement is reported as a GST subtracted value (Figure 2).
Most values had a simultaneous GST measurement subtracted.
A small subset of experiments had high GST signals for unknown
reason (Supplementary Figure S2). For experiments without
a simultaneous GST measurement, we inferred whether low
or high background signal should be subtracted based on the
signal from the Kme0-OPL pool. In each case, binding to
Kme-OPL pools was consistent with reported histone methyl
order preferences (Figure 2A). To further test if signal was
dependent on Kme binding, we assayed mutant forms of MPP8
chromo and L3MBTL1 3xMBT which had single amino acid
substitutions known to disrupt their interactions with Kmes (Li
et al., 2007; Chang et al., 2011). In both mutants, signal intensities
were reduced to GST background levels (Figures 2B,C). We
note variability in max signals with Kme-OPL pools, which we
interpret as either weak overall affinity or high affinity to a limited
set of peptides. Later, we resolve this mixed interpretation.

Kme-OPL Reports on Sequence
Determinants of Kme Reader Specificity
We next used the Kme-OPL platform to determine how
the amino acid sequence surrounding the Kme modulated
reader binding (Kme-OPL profile). We used this sequence
data in conjunction with Lowest Bin (LoB) scoring

TABLE 1 | Reported histone interactions for Kme readers queried in Figure 2.

Protein domain Associated histone mark

MPP8 chromo H3K9me2/3 (Kokura et al., 2010)

L3MBTL1 3xMBT H1bK26me1/2 (Trojer et al., 2007)
H4K20me1/2 (Min et al., 2007)

DIDO1 PHD H3K4me3 (Gatchalian et al., 2016)

PHF20 Tudor H3K4me2 (Klein et al., 2016)
H4K20me2 (Klein et al., 2016)

L3MBTL3 3xMBT Many Kme2 (Nady et al., 2012)

53BP1 TTD H4K20me1/2 (Botuyan et al., 2006; Hartlerode et al., 2012)
H3K18me2 (Shanle et al., 2017)
H3K36me2 (Tong et al., 2015)

PCL1 Tudor H3K36me3 (Cai et al., 2013)

CDYL1b chromo H3K9me2/3 (Franz et al., 2009; Escamilla-Del-Arenal et al.,
2013)
H3K27me3 (Vermeulen et al., 2010)

CDYL2 chromo H3K9me3 (Fischle et al., 2008)
H3K27me3 (Fischle et al., 2008)
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FIGURE 2 | Preferred methyl orders for histone Kme readers are recapitulated with Kme-OPL. (A–C) GST-subtracted fluorescent signals from Kme-OPL pools
reacted with the indicated wild-type or mutant Kme reader domains. Error bars are SD from replicate binding reactions (black dots). A biotinylated H3(1-20)K9me2
peptide was included in B.

(Cornett et al., 2018) to predict where these readers may
bind in the proteome (Figure 1B). For these studies, MPP8 and
CDYL2 chromodomains were chosen because aspects of their
amino acid binding preferences are reported elsewhere (Li et al.,
2011; Barnash et al., 2016), and these data were consistent with
Kme-OPL profiles generated with these readers.

The MPP8 chromodomain structure is a three stranded
antiparallel β sheet with a C terminal α helix (Li et al., 2011). In
the H3K9 tail sequence, Q5, T6, and A7 interact with the residues
V58, F59, E60 and V61 in MPP8 and induce creation of another
β strand (β1), forming a β hairpin (Li et al., 2011; Figure 3A).
H3S10 forms a non-backbone hydrogen bond with MPP8 residue
E91. For residues succeeding S10, no interactions are observed.
Because conformational induction of the β hairpin is essential for
Kme binding, a specific sequence context that will recapitulate
these contacts is necessary. These data suggest the MPP8 Kme3-
OPL pool signal is low (Figure 2A) because a limited number of
pool peptides can induce this conformational change.

The MPP8 chromo Kme-OPL profile had clear position
preferences that aligned with the crystal structure (Figure 3B
and Supplementary Figures S3B,C). As with Kme-OPL pools

measurements, Kme-OPL profiles were GST background
subtracted (Supplementary Figure S2B). In the MPP8 Kme3-
OPL profile, P-3 slightly preferred basic or aromatic amino
acids. P-2 strongly favored A/G. The preference of P-2 toward
smaller amino acids is likely due to this position’s location inside
the β hairpin. P-1, a position that performs Van der Waals
interactions (Li et al., 2011), preferred K/R/I. The same P-2 and
P-1 preferences have been reported for the chromodomains of
CBX proteins (Kaustov et al., 2011). CBX2/3/5/6/7/8 all had
P-2 in a small hydrophobic pocket that could only fit alanine
or smaller residues, and CBX7 preferred P-1 R/I/L/F/Y/V. The
conserved preferences across chromodomains further support
our results for MPP8. Continuing with the MPP8 profile,
P+1 strongly favored S/T, likely because of the ability of these
amino acids to form a non-backbone hydrogen bond. MPP8
chromo did not have a P+2 amino acid preference, which is
in accordance with no contacts being made in this position
in the H3 co-structure (Figure 3A). Although there are also
no contacts being made in P+3 in the co-structure, our assay
revealed a P+3 preference for lysine (Figure 3B). Figure 3C
shows a histogram of MPP8 Kme3-OPL set signals and provides
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FIGURE 3 | Binding determinants of MPP8 chromo and validation of Lowest Bin (LoB) scoring. (A) MPP8 chromo co-structure with an H3K9me3 peptide
(PDB:3QO2). (B) MPP8 chromo Kme3-OPL profile. Each Kme3-OPL set is shown in the heatmap as an average of 4 replicate GST subtracted fluorescence
measurements, and data is scaled from 0 (no signal, blue) to 1 (highest average signal, red). (C) MPP8 chromo specificity profile. Specificity is graphed as the
number of Kme3-OPL sets with a given signal intensity range. (D) MPP8 chromo fluorescence polarization. Data points are plotted as an average of 4
measurements from 2 independent experiments. Error is SD (E) Scatterplot of normalized MPP8 LoB scores from data with GST subtraction vs without GST
subtraction. Red, green, and blue points correspond to same colored peptides as in F. (F) Fluorescence polarization of MPP8 chromo. Data points are plotted as an
average of 5 replicate measurements from 2 independent experiments. Error is SD.
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an easy way of determining if a protein is sequence specific. We
consider MPP8 chromo to be sequence specific because only a
few Kme3-OPL sets had high signals while the majority were
shifted toward lower values. Collectively, the MPP8 chromo
Kme3-OPL profile showed preference for several amino acids
that would be predicted from the structure of MPP8 chromo
bound to H3K9me3.

We next asked whether we could use the MPP8 Kme3-OPL
profile to predict an optimal binding sequence. We predicted
the best binding sequence, KAK(Kme3)TGK, by choosing the
Kme3-OPL set with the highest signal in each position. We
compared this sequence to the sequence surrounding H3K9me3,
TAR(Kme3)STG, and also to a predicted poor binding sequence,
WYI(Kme3)KYR, chosen by picking Kme3-OPL sets with
low signals in each position. We measured the Kd of the
MPP8 chromo interaction with each peptide using fluorescence
polarization (FP). The predicted poor binding peptide had
a Kd that was too weak to be determined (Figure 3D).
The best predicted peptide had a Kd of 0.84 + 0.067 µM,
binding ten-fold tighter than the H3K9me3 peptide. Since
this tight-binding peptide was present in the Kme3-OPL
pools, the low overall signal of MPP8 toward the Kme3-
OPL pool was unlikely due to low affinity to the entire pool
(Figure 2). Rather, MPP8 bound strongly to only a few sequences
that were diluted in the pools, resulting in a lower Kme-
OPL pool signal.

In order to relate Kme-OPL profiles to the human proteome,
we used our previously developed LoB scoring function (Cornett
et al., 2018). LoB scoring ranks all lysine centered seven-mers in
the proteome from most to least likely to bind to a given reader.
This was original developed to identify lysine methyltransferase
substrates but can also be applied to identify Kme reader
interactions. LoB scoring minimizes false positives by having
the lowest Kme-OPL set dictate the score. All LoB scoring is
deposited at https://github.com/ariana-kupai/LoB_scores as GST
background subtracted values. The reasons for GST subtraction
are described below.

LoB scores generated from MPP8 chromo screening were
plotted with and without GST subtraction and normalized
to their respective highest score to facilitate comparisons
(Figure 3E). Each dot on the scatterplot represents a lysine-
centered seven-mer in the proteome. Three peptides were chosen
with ranging LoB scores (TAR(Kme3)STG, KAK(Kme3)TGK,
and WSK(Kme3)RRR) for comparison in FP binding assays
(Figure 3F). With MPP8 chromo, TAR(Kme3)STG had a Kd of
5.4 + 0.96 µM, KAK(Kme3)TGK had a Kd of 0.66 + 0.060 µM,
and the Kd for WSK(Kme3)RRR was 6.0 + 4.7 µM. The FP
binding results led us to conclude that background subtracted
LoB scores were more reflective of in vitro binding constants.
Consequently, we have reported LoB scoring only on GST
subtracted Kme-OPL profiles, which should help further reduce
selection of false positives for downstream studies. Of note, the
preferred sequence for MPP8 chromo, KAKKTGK, mapped to
Calcium permeable stress-gated cation channel 1 (CSC1) in the
human proteome. However, because CSC1 localizes to the plasma
membrane and MPP8 is found in the nucleus, this interaction is
not likely to be physiologically relevant.

MPP8 and CDYL2 chromodomains have similar structures
and both recognize H3K9me2/me3 (Fischle et al., 2008;
Supplementary Figures S3A, S4A). We next sought to
compare Kme-OPL profiles of these closely related proteins.
Certain positional binding preferences were conserved between
MPP8 and CDYL2 chromodomains, as anticipated from their
recognition of the same histone Kme. In both Kme-OPL profiles,
P-2 was the most selective position, favoring A/G (Figures 3B, 4A
and Supplementary Figure S4B). Both proteins also favored
P+1 S/T. CDYL2 had a more specific profile than MPP8
(Figures 3C, 4B). MPP8 signals tapered off while CDYL2
signals had a bimodal distribution, signifying more amino acids
promoted or inhibited binding.

Peptide scaffolds are the basis for some Kme reader
antagonists (James et al., 2013; Simhadri et al., 2014; Stuckey
et al., 2016). Notably, the Kme-OPL profile of CDYL2 highlighted
similar characteristics of amino acids in the CDYL2 Kme
peptidomimetic inhibitor, UNC4991 (Barnash et al., 2016).
UNC4991 has P-3 F, consistent with the preference the Kme3-
OPL profile showed for P-3 non-polar aromatic residues
(Figure 4A). UNC4991 has P-2 A and our assay showed
preference for P-2 A/G. UNC4991 has P-1 F and our assay
showed preference for P-1 non-polar residues. UNC4991 has P+1
T and our assay had P+1 preference for S/T. UNC4491 lacks
P+2 and P+3 residues, consistent with the lack of amino acid
preference in these positions on Kme-OPL. Using the Kme-OPL
assay, we converged upon the same characteristics of amino acids
that promoted peptide binding to CDYL2. This further validates
our CDYL2 chromo Kme3-OPL profile and demonstrates the
potential utility of the Kme-OPL platform for designing peptide-
based inhibitors.

We next used the Kme3-OPL profile for CDYL2 to predict an
optimal binding sequence. The predicted best binding sequence
was WAY(Kme3)TGK, which had a Kd of 0.10 ± 0.0066 µM
as measured by FP. This peptide, which does not map to
any human protein, bound 100-fold tighter than the H3K9me3
peptide (Figure 4C). We also measured the Kd of CDYL2
chromo with KAK(Kme3)TGK, the best MPP8 peptide. This
interaction had a Kd of 3.6 ± 0.73 µM. We functionalized
these sequences (methylated and unmethylated) with biotin
and performed peptide pulldowns for CDYL2 from HEK293
cell lysates. A lysate titration and western blot images from
three independent experiments are in Supplementary Figure S5.
In three replicate experiments, the tri-methylated sequences
pulled down more CDYL2 than the unmethylated sequences.
In one of the replicates, WAY(Kme3)TGK pulled down more
CDYL2 than KAK(Kme3)TGK, consistent with the in vitro
observation (Figure 4D). These pulldowns were performed
with 3 independent preparations of cell lysate. Therefore,
variables like cell cycle distribution of the bulk population,
protein posttranslational modifications, and abundance of
competitively binding proteins cannot be ruled out as variables
impacting the reproducibility of these and other pulldowns
from cell extracts.

We also measured the Kd of MPP8 chromo with
WAY(Kme3)TGK, the best CDYL2 peptide (Supplementary
Figure S4C). The Kds of MPP8 chromo with the best MPP8

Frontiers in Cell and Developmental Biology | www.frontiersin.org 7 April 2020 | Volume 8 | Article 24121

https://github.com/ariana-kupai/LoB_scores
https://www.frontiersin.org/journals/cell-and-developmental-biology
https://www.frontiersin.org/
https://www.frontiersin.org/journals/cell-and-developmental-biology#articles


fcell-08-00241 April 8, 2020 Time: 17:4 # 8

Kupai et al. Kme-OPL Reader Assay

FIGURE 4 | Binding determinants of CDYL2 chromo. (A) CDYL2 chromo Kme3-OPL profile. Each Kme3-OPL set is shown in the heatmap as an average of 4 GST
subtracted fluorescence measurements from 2 independent binding reactions. Data is scaled as in Figure 3B. (B) CDYL2 chromo specificity profile. (C) CDYL2
chromo fluorescence polarization. Data points are plotted as an average of 4 measurements from 2 independent experiments. Error is SD (D) Quantification of
CDYL2 signal from western blots of biotinylated-peptide pulldown from HEK293 cell lysates (see also Supplementary Figure S5C). Quantified signal from each
lane was normalized to input signal from the same blot. Error bars are SD.

peptide and the best CDYL2 peptide were very similar
(Figure 3D). Comparatively, MPP8 is a less specific reader
than CDYL2. P-2 A and P(+1 T may have greater impact than
other positions for driving interactions with MPP8, making
the MPP8 and CDYL2 best peptides equally strong binding
sequences. Collectively, these results show the Kme-OPL
platform can be used to identify preferred amino acid sequences
for very specific reader domains.

Kme-OPL Recognized Promiscuity in
Kme Reader Binding
Kme-OPL reported amino acid binding preferences for sequence
specific Kme readers, so we next sought to determine what

Kme-OPL would report for non-specific readers. L3MBTL3
is a promiscuous Kme2 reader whose 3xMBT domain binds
to many Kme2 histone contexts in vitro (Nady et al., 2012).
L3MBTL3 was also classified as a promiscuous Kme2 reader
by our assay. The Kme2-OPL profile for L3MBTL3 3xMBT
tolerated all residues (Figure 5A), and most Kme-OPL sets had
high signals (Supplementary Figures S6A,B and Figure 5B).
These results are consistent with previous studies that show
surrounding amino acids do not impact L3MBTL3’s mechanism
of Kme recognition (Li et al., 2007) or potency of the L3MBTL3
peptidomimetic inhibitor UNC1215 (James et al., 2013); both
of which lack protein-peptide contacts outside of the Kme
(Supplementary Figure S6C). Also consistent with a previous
report (Nady et al., 2012), the lowest signals in the L3MBTL3
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FIGURE 5 | Promiscuity in Kme binding is recognized by Kme-OPL. (A) L3MBTL3 3xMBT Kme2-OPL profile. Two independent binding measurements with 2–3
technical replicate measures for each Kme2-OPL set were averaged. Data was GST background subtracted and normalized as in Figure 3B. (B) L3MBTL3 3xMBT
specificity profile. (C) 53BP1 TTD histone peptide microarray data. Data points were normalized to the highest peptide signal, and error is SEM (D) 53BP1 TTD
Kme2-OPL profile. Two independent binding measurements with 2 technical replicate measures for each Kme2-OPL set were averaged. Data was GST subtracted
and normalized as in Figure 3B. (E) 53BP1 TTD specificity profile.

Kme2-OPL profile belonged to acidic residues in the P-2
position (Figure 5A).

Another promiscuous Kme reader is 53BP1. 53BP1 TTD is
reported to bind p53K370me2, p53K382me2 (Roy et al., 2010),

H4K20me1/2 (Botuyan et al., 2006; Hartlerode et al., 2012),
H3K18me2 (Shanle et al., 2017) and H3K36me2 (Tong et al.,
2015) (Table 1 and Supplementary Figure S7A). Our peptide
microarray data confirmed the ability of 53BP1 TTD to
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FIGURE 6 | Kme-OPL reveals few sequence drivers for Kme-specific antibody target recognition. (A) Histone peptide microarray data. Signals were normalized to
the highest peptide average per subarray. On target is defined as a peptide that contains the intended methyllysine mark. (B) Kme-OPL pools. Bar graphs are an
average of 4 replicate measurements. Error is SD (C) Kme-OPL profiles. Profiles are an average of 4 fluorescent binding measurements. ab8895 is 2 individual
experiments while all others are replicates from one experiment. Data was normalized as in Figure 3B. (D) Histone Kme antibody specificity profiles. Millipore 07-449
LOT: 2455635 dilution 1:5,000, CST 9733 LOT:14 dilution 1:5,000. Active Motif #39161 LOT: 14418003 dilution 1:5,000. ab8895 LOT: GR141677-4 dilution
1:10,000. ABclonal A2355 combination of LOT: 2200170102 and 2200170202 dilution 1:5,000.

recognize these histone Kmes (Figure 5C). The sequences
surrounding these Kme sites are not conserved (Supplementary
Figure S7B), signifying 53BP1 TTD is a non-specific Kme
reader. Kme-OPL pool screening was consistent with prior
reports showing 53BP1 TTD preferred Kme2 (Figure 2A).
The Kme2-OPL profile showed 53BP1 TTD interactions were
largely non-specific, binding to Kme2 in almost all sequences,
with the exception of acidic residues (Figures 5D,E and
Supplementary Figures S7C,D).

From our collective analyses of Kme readers, it was apparent
that sequence-specific Kme readers had lower Kme-OPL pool

signals than non-specific readers (Figure 2). The Kme3-OPL pool
signal average for CDYL2, the most sequence-specific reader in
our screen, was only ∼400 RFU. The low signal was explained
by CDYL2 chromo tolerating few residues (Figure 4B), leaving
CDYL2 only able to bind to a small number of peptides in each
pool. The opposite was shown for L3MBTL3 3xMBT, the most
sequence promiscuous reader. L3MBTL3 3xMBT had a high
signal, ∼1,600 RFU, for the Kme2-OPL pool. L3MBTL3 bound
to di-methylated peptides regardless of amino acid sequence
(Figure 5B). Consequently, L3MBTL3 was able to bind to most
peptides in the Kme2 pool, resulting in a high signal.
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Kme-OPL Revealed Few Sequence
Determinants for Histone Kme-Specific
Antibody Target Recognition
We wondered what our assay would report as the sequence
determinants of histone Kme-specific antibodies, as antibodies
are not generally characterized in an unbiased way with regard
to the sequences they are presented. We assayed five antibodies:
Millipore #07-449, anti-H3K27me3; Cell Signaling Technologies
#9733, anti-H3K27me3; Active Motif #39161, anti-H3K9me3;
Abcam #ab8895, anti-H3K4me1; and ABClonal #A2355, anti-
H3K4me1. First, we used histone peptide microarrays to
establish whether an antibody was specific for its target
histone Kme (Figure 6A). Next, we determined methyl order
specificity of each antibody by proxy of the Kme-OPL pools
(Figure 6B). Finally, we queried sequence preferences by
assaying each antibody on Kme-OPL sets of the preferred
methyl order (Figure 6C and Supplementary Figure S8).
Each antibody was specific for its intended methyl order.
Surprisingly, antibodies were sequence tolerant (Figure 6D),
and the determinants of antibody sequence specificity were
dictated by, at most, two amino acid positions (Figure 6C).
Millipore #07-449 lacked target specificity on both peptide
microarray and Kme3-OPL sets. Cell Signaling Technologies
#9733 was the most specific antibody on microarray, but
Kme3-OPL profiling showed the antibody’s recognition of
H3K27 likely came from selectivity in only two positions, P-
2 A and P+3 P. Active Motif #39161 was not specific on
microarray and did not have a specific Kme3-OPL profile.
The two H3K4me1 antibodies, Abcam #ab8895 and ABClonal
#A2355, had similar microarray and Kme1-OPL readouts.
Both antibodies recognized H3K4me1 on microarray and were
sequence selective in one position in the Kme1-OPL. #ab8895
was specific for P+2 S/T, and #A2355 was specific for P-1 S/T.
Both antibodies slightly preferred P+1 Q, and the combination
of P+1 Q and P+2 S/T or P-1 S/T is unique to H3K4, the
intended antibody target. The most specific antibodies, #9733,
#ab8895 and #A2355, recognized their target Kme by only two
selective positions.

LoB scoring of histone antibody Kme-OPL profiles revealed
that, from a strictly sequence selectivity perspective, these
antibodies were unlikely to recognize their intended target. For
example, in the LoB scoring of ab8895 anti-H3K4me1, 364 lysine-
centered seven-mer motifs in the proteome had a LoB score
equal to or higher than that of H3K4. ab8895 is the most cited
H3K4me1 antibody (Shah et al., 2018). Undoubtedly, ab8895
recognizes H3K4me1, but we cannot explain this solely by high-
affinity interactions, as we predict 364 sequences to bind equally
or better than H3K4. Likely, the community does not robustly
detect off target proteins in techniques like western blot (He et al.,
2019) or ChIP (Mohaghegh et al., 2019) because histones are so
much more abundant, as reported by Wisniewski et al. (2014).
ab8895 anti-H3K4me1 LoB scores ranged from 0 to 801.5. The
highest ab8895 LoB scoring protein present in Wisniewski’s mass
spectrometry data was Sideroflexin-4, which had a LoB score of
784.25. Comparatively, H3K4 had a LoB score of 738.5. Averaging
three measurements and reporting the standard deviation, the

copy number of Sideroflexin-4 was 29 ± 6.5 × 103 particles/cell,
and the copy number of H3.1 was 33 ± 4.3 × 106 particles/cell;
H3.1 was 1,100 times more abundant than Sideroflexin-4. Since
sequences with higher LoB scores exhibited higher binding
affinity (Figure 3F), Sideroflexin-4 likely binds to ab8895 with
higher or at least the same affinity as H3K4. However, binding
affinity does not equate to antibody recognition when amounts
of targets are so different. High abundance of histones has
worked in our favor in the chromatin field. Conversely, studying
methylated proteins that are not histones using antibodies will
be challenging. Even if an antibody is specific for a protein,
the abundance of histones or other competing proteins may
obscure detection.

DISCUSSION

Here we report on the development of a Kme-OPL platform
that is able to capture the optimal binding sequence P-3/+3 for
Kme reader domains and Kme antibodies. Kme-OPL profiles
were validated with structural and quantitative binding data,
corroborating that Kme-OPL profiles were accurate and could
be used to predict optimal binding sequences. Additionally,
LoB scoring utilized the surrounding amino acid sequence
information to relate Kme-OPL findings to the proteome, toward
the goal of identifying potential protein-protein interactions. In
the future, this assay can be used for de novo characterization
of putative Kme readers with no known activity and in drug
discovery pipelines, for the identification of high affinity ligands
for screening assays, and for the design of peptidomimetic Kme
reader antagonists.

The Kme-OPL approach for identifying Kme driven
interactions is complimentary to other available tools such as
mass spectrometry and SPOT array. When a Kme reader is
pulled down from cells and analyzed by mass spectrometry,
the nature of identified interactions is unknown. LoB
scoring of a Kme reader can be used to prioritize potential
direct binding partners. This assay can also inform on
optimal protein binding sequences and can be used in
SPOT array construction, which relies on prior knowledge
of protein binding motifs.

The Kme-OPL reader assay has a few limitations. One
limitation of the assay is the use of Kme-OPL pools. Currently,
we use the Kme-OPL pools to determine a preferred methyl order
for a Kme reader, and the Kme-OPL pool with the highest signal
dictates the methyl order used for measurements with Kme-
OPL sets. A protein that selectively binds to only few residues
may give no detectable signal in Kme-OPL pool screening and
would not be continued in our current workflow. The Kme-
OPL pool step therefore may report false negatives for highly
sequence-specific Kme readers. Another limitation of this assay
is the peptide library being constructed with residues P-3/+3 of
the Kme. Although the best MPP8 chromo peptide had a Kd of
0.84 ± 0.067 µM, making it ten-fold tighter than the H3K9me3
peptide of the same length (Figure 3C), the H3K9me3 (1-20)
peptide had a Kd of 0.23 ± 0.03 µM (Rothbart et al., 2012). For
the CDYL2 inhibitor, specific amino acids in the P-4 position
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also increased binding affinity (Barnash et al., 2016). Conversely,
residues P+2 and P+3 were not informative for CDYL2 binding
and were not included in inhibitor design. Here, we inform
on residues most likely to interact with a Kme reader, but P-
3/+3 of the Kme will not be the binding footprint for every
protein or antibody.
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Monomethylation on lysine 4 of histone H3 (H3K4me1) is commonly associated with
distal enhancers, but H3K4me1 is also present at promoter regions proximal to
transcription start sites. To assess a possible role for H3K4me1 in dictating gene
regulatory states at promoters, we examined H3K4me1 peak density around promoters
in human and mouse germ cells using an analytic strategy that allowed us to assess
relationships between different epigenetic marks on a promoter-by-promoter basis. We
found that H3K4me1 exhibits either a bimodal pattern at active promoters, where it
flanks H3K4me3, or a unimodal pattern at poised promoters, where it coincides with
both H3K4me3 and H3K27me3. This pattern is correlated with gene expression level,
but is more strongly linked to a poised chromatin state, defined by the simultaneous
presence of H3K4me3 and H3K27me3, than to transcriptional activity. The pattern is
especially prominent in germ cells, but is also present in other cell types, including
embryonic stem cells and differentiated somatic cells. We propose that H3K4me1 is
a key feature of the poised epigenetic state, and suggest possible roles for this mark in
epigenetic memory.

Keywords: histone, bivalent, poised, promoter, stem cell, germ cell, spermatogenesis, pluripotency

INTRODUCTION

Post-translational modifications on histone tails are closely correlated to transcriptional states.
For example, trimethylation of histone H3 lysine 4 (H3K4me3) marks active gene promoters,
while H3K9me3 marks regions subject to long-term repression (Barski et al., 2007). One such
modification is monomethylation on lysine 4 of histone 3 (H3K4me1), a mark that has been linked
to enhancers. Identifying regions enriched for H3K4me1 and depleted in H3K4me3, or regions
enriched for both H3K4me1 and H3K27ac, have proven to be feasible methods for enhancer
discovery (Heintzman et al., 2007; Creyghton et al., 2010). Mechanistic studies on the regulation
of H3K4me1 marks have focused on the roles of MLL3 and MLL4, enzymes responsible for placing
monomethylation on unmethylated lysine 4 which act primarily at enhancer regions (Guo et al.,
2013; Hu et al., 2013; Dorighi et al., 2017).

At the same time, not all H3K4me1-enriched regions correspond to enhancers. H3K4me1
marks also exist at promoters, which implies that the H3K4me1 modification may have a context-
dependent role in regulating transcription. Several studies have addressed questions about the
role of H3K4me1 at promoters and highlighted the transcriptional features that may distinguish
the functions of H3K4me1 at promoters compared to enhancers. H3K4me1 at promoters in the
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absence of H3K4me3 was associated with gene repression, while
at active gene promoters H3K4me1 appeared to flank H3K4me3
in one study examining skeletal muscle cells (Cheng et al.,
2014). Another study of mouse liver and pancreas likewise
found that H3K4me1 signal flanks active promoters, although
the relationship to H3K4me3 was not examined (Hoffman et al.,
2010). An alternative view suggests that promoters and enhancers
are a single class of transcriptional elements distinguished by
different levels of transcription, and the varying H3K4me3 to
H3K4me1 signal ratio at promoters compared to enhancers
reflects the rates at which the elements recruit RNA Polymerase
II (Core et al., 2014; Andersson et al., 2015).

Cell type is another aspect of regulatory context that may
play a role in H3K4me1 function. Different modes of epigenetic
regulation can take on larger or smaller roles in certain cell
types. For example, embryonic stem cells (ESCs) and germ
cells exhibit specialized regulatory mechanisms to maintain
pluripotency and reprogramming potential. An epigenetic
feature that is especially prominent in ESCs and germ cells is
poised chromatin, which is defined by the simultaneous presence
of two histone modifications, H3K4me3 and H3K27me3, at
transcriptionally repressed promoters (Azuara et al., 2006;
Bernstein et al., 2006; Mikkelsen et al., 2007). H3K4me3 at
promoter regions is usually associated with active transcription,
while H3K27me3 is associated with repression (Barski et al.,
2007). The co-occurrence of these two opposing modifications
at the same locus is thought to serve regulatory roles in ES cells
and germ cells by preventing DNA methylation and preparing
for resolution to active or more fully repressed states as cells
differentiate (Azuara et al., 2006; Bernstein et al., 2006; Mikkelsen
et al., 2007; Lesch and Page, 2014).

Here, we report distinct patterns of H3K4me1 that predict
transcriptional regulatory states at promoters in germ cells
and ESCs. We used an alternative approach to ChIP-seq data
analysis in which we summarized chromatin signal around
promoters based on ChIP-seq peak density instead of signal
density. This approach allowed us to quantitatively interrogate
histone modification patterns at a promoter-by-promoter level,
in contrast to more commonly-used approaches that require
pooling of multiple promoters to obtain average ChIP signals
for a given mark. We used our approach to ask if patterns of
H3K4me1 deposition near promoters could convey information
about the regulatory state of the promoter. We examined ChIP-
seq data for H3K4me1, H3K4me3, H3K27me3, and H3K27ac in
mouse and human male germ cells, and found that H3K4me1
peak density around the transcription start sites (TSS) exhibits
either a broad bimodal profile or a narrower unimodal profile
centered at the TSS. We then examined the position of
the H3K4me1 marks relative to H3K4me3, and found that
unimodal H3K4me1 directly at the TSS predicts a poised state
of chromatin, while bimodal H3K4me1 flanking the TSS predicts
an active state. The bimodal distribution is not explained by
nucleosome clearing, and the unimodal distribution is not
explained only by low expression at these promoters. We
conclude that unimodal H3K4me1 centered on the TSS is a
characteristic feature of the poised epigenetic state in ESCs and
germ cells.

MATERIALS AND METHODS

Human Subjects
These studies were carried out in accordance with the Declaration
of Helsinki. The protocol was approved by Yale University’s
Human Subjects Institutional Review Board. Written informed
consent was obtained from all subjects.

Mouse Experiments
This study was carried out in accordance with the principles of
the Basel Declaration and recommendations of Yale University’s
Institutional Animal Care and Use Committee (IACUC). All
procedures involving mice were approved by the Yale IACUC.

Sample Collection and Sorting
Human testis samples were obtained from adult male patients
undergoing vasectomy reversals at the Infertility Clinic of
St. Louis. All men whose tissue was used in this study had
a prior history of fertility demonstrated by at least one living
child. Epididymal sperm quality and abundance proximal to the
vasectomy site was assessed at the time of biopsy, and abundant,
motile, morphologically normal sperm were confirmed for each
patient. Testis biopsy samples were minced, dissociated using
collagenase and trypsin, and then filtered to obtain a single-cell
suspension as described (Bellvé, 1993). Mouse testes were isolated
from adult CD1 males (Charles River Laboratories), and tissue
from several mice was pooled before cell separation. Pachytene
spermatocyte and round spermatid fractions were collected by
StaPut (Shepherd et al., 1981; Bellvé, 1993; Liu et al., 2015), and
pooled fractions were counted on a hemocytometer. Purity was
>95% for each human sample and >90% for each mouse sample,
as assessed by counts of 100 cells from each fraction under phase
optics. Cells were washed once in PBS, fixed in 1% formaldehyde
for 8 min at room temperature, and then quenched with 2.5 M
glycine for 5 min at room temperature. Fixed cells were snap
frozen in liquid nitrogen, then stored at −80◦C.

Chromatin Immunoprecipitation and
Library Preparation
H3K4me3 and H3K27me3 data was previously published and
is available on GEO (GSE68507). For H3K4me1 and H3K27ac
ChIP, between 5 × 104 and 5 × 106 cells were used as
starting material, depending on the number obtained from
sample isolation and sorting. Pachytene spermatocytes and round
spermatids were treated identically. For human spermatogenic
cells, fixed cells frozen in lysis buffer (1% SDS, 10 mM EDTA,
50 mM Tris–HCl [pH 8]) were thawed on ice. For mouse
spermatogenic cells, fixed cells frozen in PBS were thawed on
ice, then washed once in cold PBS and resuspended in 100 ul
lysis buffer. Once in lysis buffer, cells were incubated on ice for
5 min. 200 ul ChIP dilution buffer (0.01% SDS, 1.1% Triton
X-100, 1.2 mM EDTA, 16.7 mM Tris–HCl [pH 8], 167 mM
NaCl) was then added to each sample. Samples were sonicated
in aliquots of 150 ul in 0.5 ml Eppendorf tubes at 4C using a
BioRuptor (Diagenode) for 35 cycles on High setting, 30 s on/30 s
off. Aliquots of the same sample were then re-pooled and spun
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down at 12,000 × g for 5 min, and the supernatant moved to
a fresh tube. Chromatin from each sample was then split into
two separate tubes (150 ul in each), and 700 ul dilution buffer,
50 ul lysis buffer, and 100 proteinase inhibitor cocktail (Complete
Mini tablets, Roche #11836153001) were added to each tube.
50 ul of each sample was set aside as input. The remainder of
the ChIP was performed as previously described (Lesch et al.,
2013), except that the second wash for H3K27ac samples was
performed in high-salt immune complex wash buffer (0.1% SDS,
1% Triton X-100, 2 mM EDTA, 20 mM Tris–HCl (pH 8.1),
500 mM NaCl) instead of low-salt immune complex wash buffer.
Immunoprecipitation was performed using 1.0 ug of antibody
to H3K4me1 (Abcam #ab8895, RRID:AB_306847) or 1.0 ug of
antibody to H3K27ac (Abcam #ab4729, RRID:AB_2118291).

Sequencing Library Preparation and
Sequencing
ChIP libraries were prepared using a TruSeq ChIP sample
prep kit (Illumina), according to the manufacturer’s instructions,
except that size selection was performed after (instead of before)
PCR amplification. All libraries were sequenced on an Illumina
HiSeq2500 with 40-base-pair single-end reads.

ChIP-seq Data Processing
Image analysis and base calling were done with the standard
Illumina pipeline for HiSeq2500. Data was quality-filtered using
fastq_quality_filter from the FASTX toolkit (RRID:SCR_005534)
with the following parameters: -q 20 -p 80. ChIP-seq data was
aligned to either the mouse (mm10) or human (hg19) genome
using Bowtie2 in --end-to-end --fast mode with default settings
(Langmead and Salzberg, 2012, RRID:SCR_005476). Peaks were
called using MACS2 with the following parameters: narrowPeak,
q = 0.1 (H3K4me3); broadPeak, q = 0.2 (H3K4me1 from mouse
PS and RS); broadPeak, q = 0.1 (all other data) (Zhang et al., 2008,
RRID:SCR_013291). q-values for peak calling were selected based
on reconciliation of peak boundaries with ChIP signal visualized
on the UCSC genome browser.

RNA-seq Data Processing
RNA-seq data was processed using kallisto (Bray et al., 2016,
RRID:SCR_016582) with the following parameters: --bias -b 40
-t 8. Ensembl transcripts (cDNA and ncDNA) from mm10 or
hg19 were used to create reference indexes for each species
(Cunningham et al., 2019).

Data Analysis
Density plots were generated using custom R scripts. First, the
center of each peak ascertained by MACS2 was obtained and
the distance from the center of the peak to the nearest TSS was
calculated. The distance values were used as input to calculate
a density distribution using a Gaussian smoothing function
with bandwidth of 15, and the resulting probability function
was plotted in R. Heatmaps were generated using the ggplot2
package in R (Wickham, 2011, RRID:SCR_014601) and custom
R scripts. For each TSS, its distance to the nearest H3K4me1 and
H3K4me3 was calculated, and the two distance values per TSS

were used to generate a heatmap based on 2d bin counts using
geom_bin2d() in ggplot2.

To obtain a list of poised promoter regions, a list of
H3K4me3 peaks that overlap H3K27me3 peaks were generated
with BEDTools using -wa option (Quinlan and Hall, 2010,
RRID:SCR_006646). To obtain H3K4me1 peaks at poised
promoters, a list of H3K4me1 peaks with overlaps with poised
H3K4me3 was generated again with -wa option on BEDTools.

Violin plots were generated using ggplot2 and custom R
scripts. TPM values obtained through kallisto were used to
categorize the TSS based on expression level, using the following
categories: TPM ≤ 1, 1 < TPM ≤ 5, 5 < TPM ≤ 10,
TPM > 10. For each TSS, a category based on TPM value
was assigned, and its distance to the center of the nearest
H3K4me1 peak was calculated. The distances in each TPM
category were used to create violin plots using geom_violin() and
geom_boxplot() in ggplot2.

Statistical comparisons of multi-group, non-parametric data
were performed using the Kruskal-Wallis rank sum test with the
kruskal.test() function in R.

Data Availability
All germ cell datasets are available on GEO under accession
numbers GSE68507 (H3K4me3 ChIP-seq, H3K27me3 ChIP-seq,
and RNA-seq) and GSE145225 (H3K4me1 and H3K27ac ChIP-
seq). Other public datasets used in this study are from mouse
myeloid cells (GSE85072), fetal liver (GSE119201), and adult
kidney (GSE31039).

Code Availability
Custom R and Python scripts used for this study are available
on Github1.

RESULTS

Distribution of H3K4me1 Peaks Near
Promoters Differs From Other Histone
Marks
We set out to examine H3K4me1 distribution in germ
cells and embryonic stem cells (ESCs), cell types that share
many regulatory mechanisms related to reprogramming and
pluripotency. To evaluate the distribution of H3K4me1 at
promoters relative to other histone modifications, we called peaks
from ChIP-seq data for H3K4me1 and H3K27ac (this study), and
from H3K4me3 and H3K27me3 (Lesch et al., 2016) from mouse
and human spermatogenic cells at two developmental stages,
pachytene spermatocytes and round spermatids. Pachytene
spermatocytes are undergoing the first meiotic division, while
round spermatids are haploid germ cells that have completed
meiosis but have not yet differentiated into sperm. These two cell
types represent two very different cellular states, but share gene
regulatory features characteristic of germ and stem cells (Lesch
et al., 2013; Hammoud et al., 2014). We calculated the base pair

1https://github.com/Lesch-Lab/H3K4me1-profiles
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unit distance from each peak to the nearest TSS and visualized
the distribution of peak distances with a density plot, where the
y axis shows the probability that the nearest peak is centered
a given distance away from the TSS (Figure 1A). H3K4me3,
H3K27me3 and H3K27ac peak distances were all centered within
1kb of the TSS, and the distributions of the three marks were
unimodal, as expected for these promoter-centric modifications.
In contrast, H3K4me1 exhibited a mixed unimodal and bimodal
pattern in which a large fraction of peaks were centered 300–
1000 bp away from the nearest promoter region. The bimodal
pattern was unique to H3K4me1 and was present across all cell
types examined, although it appeared less pronounced in human
compared to mouse cells (Figure 1B).

We considered several possible explanations for the unique
distribution of H3K4me1 peaks around promoters. First, most
H3K4me1 signal might be coming from enhancers, as has been
previously described. If so, peak distribution would be centered
away from the TSS, but we would expect to see a broad
distribution of H3K4me1 peaks extending away from the TSS
in both directions, rather than the accumulation in density we
observe in the 300–1000 bp range. Second, the bimodal profile
could result from nucleosome clearing at active promoters,
similar to the pattern commonly seen in metagene plots of
H3K4me3 signal (Barski et al., 2007). This explanation has
been previously proposed in the context of bimodal H3K4me1
profiles (Hoffman et al., 2010). However, our method does not
detect nucleosome clearing for H3K4me3 at active TSS, where
this phenomenon is known to occur (Figure 1C), indicating
that our method of analysis does not reveal nucleosome-free
regions. Finally, the unimodal distributions we observed for
other marks indicate that a bimodal pattern is not simply an
artifact of our analysis method. We conclude that H3K4me1
occupies a distinctive distribution at promoters in addition to
its well-studied role at distal enhancers (Rickels et al., 2017;
Local et al., 2018).

The Bimodal Distribution Is
Characteristic of H3K4me1 Across Cell
Types
To determine whether the pattern of H3K4me1 distribution
around the TSS was unique to germ cells, we applied the same
data-processing protocol to published ChIP-seq data from mouse
embryonic stem cells (mESCs) and human embryonic stem cells
(hESCs) (Rada-Iglesias et al., 2011; Garland et al., 2019). The
mixed unimodal/bimodal pattern of H3K4me1 density around
the TSS was recapitulated in mESCs, and to a lesser degree
in hESCs (Figure 2A). We then examined somatic cells across
several lineages using public datasets, and found that similar
mixed unimodal/bimodal H3K4me1 patterns are present in
mouse myeloid cells, fetal liver, and adult kidney cells (Figure 2B;
Encode Project Consortium, 2012; Kotzin et al., 2016). Whereas
both the unimodal and bimodal H3K4me1 patterns in fetal liver
closely recapitulated the pattern observed in germ cells, the
unimodal TSS probability density was dampened relative to the
bimodal density in myeloid and kidney cells. We postulate that
the bimodal H3K4me1 pattern is shared among all cell types,

while the unimodal pattern is more accentuated in cell types that
have pluripotent or multipotent potential.

H3K4me1 Distribution Pattern Correlates
to Expression Level
We next asked whether the H3K4me1 distribution around the
TSS was related to gene expression level. For each TSS in the
mouse genome, we found the distance to the nearest H3K4me1
peak, then grouped the TSS into four categories based on
expression level as measured by RNA-seq (Lesch et al., 2016)
(see section “Materials and Methods”). We observed a consistent
trend in which H3K4me1 peaks overlap the TSS with a unimodal
distribution at genes with lower expression levels, and flank the
TSS with a bimodal distribution at genes with higher expression
(Figure 3). The difference in distribution among expression
levels was statistically significant for all cell types tested in
mouse and for human pachytene spermatocytes (p < 0.05,
Kruskal-Wallis test). The same trend is present in human round
spermatids and hESCs, although the distribution differences were
not statistically significant. Lack of statistical significance in the
latter two cell types may be due to increased noise in the datasets,
although we cannot exclude a true biological difference in histone
mark distributions.

H3K4me1 Distribution Defines Two
Categories of H3K4me3-Positive
Promoters
Because H3K4me1 is an intermediate molecular state between
unmethylated H3K4 and H3K4me3, we considered the possibility
that H3K4me1 distribution at promoters is purely a byproduct
of mechanisms that directly regulate H3K4me3. In this scenario,
H3K4me1 would be expected to mark genes in transition
between expression states: either gain of H3K4me3 along with
gain of transcription, or loss of H3K4me3 along with loss
of transcription.

We therefore examined how the H3K4me1 pattern relates to
the H3K4me3 pattern around promoter regions. We calculated
the distance to both the nearest H3K4me1 peak and the nearest
H3K4me3 peak for each TSS (Figure 4A). We visualized the
distribution of the TSS with respect to surrounding H3K4me1
and H3K4me3 marks as a heatmap, where the total number of
data points represented in the heatmap is equal to the number
of TSS that neighbor a H3K4me1 and a H3K4me3 region within
2000bp. A clear pattern emerged from this analysis, in which
the TSS either grouped at the center of the heatmap or into
“wings” on both sides of the center cluster (Figure 4B). The
TSS occupying the center of the plot represent promoters with
both H3K4me1 and H3K4me3 centered on the TSS, while the
group of TSS that form the “wings” correspond to promoters
that have only H3K4me3 directly at the TSS and are flanked by
H3K4me1. This finding indicates that TSS marked by H3K4me3
can be classified into two groups based on the distribution of
nearby H3K4me1 signal, and implies that H3K4me1 distribution
is not purely dictated by the distribution of H3K4me3 at
a given promoter.
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FIGURE 1 | Distribution of H3K4me1, H3K4me3, H3K27me3, and H3K27ac peaks near promoters. (A) Scheme for generating density plots. For each peak, the
distance from the peak center to its nearest transcription start site (TSS) was obtained, and a density distribution was calculated from the distance values.
(B) Density plots for four histone modifications in mouse and human male germ cells at two stages of spermatogenesis. All four marks have a unimodal set of peaks
centered at the TSS, but only H3K4me1 has an additional bimodal peak density displaced from the TSS. (C) Density distribution of H3K4me3 peaks at highly
transcribed (tpm > 10) TSS. The density plots do not exhibit profiles that indicate nucleosome clearing. bp, base pairs.
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FIGURE 2 | The combination of unimodal and bimodal H3K4me1 distributions is observed across various cell types. (A) Density distribution in mouse and human
embryonic stem cells. A mixed unimodal and bimodal pattern of H3K4me1 is present, similar to germ cells. (B) Density distribution in mouse neutrophils, fetal liver,
and adult kidney. The mix of unimodal and bimodal distributions is observed in all three cell types, but relative prominence of the unimodal H3K4me1 distribution
varies. bp, base pairs.

H3K4me1 Pattern Separates Poised
From Active Promoters
Based on our finding that transcription is related to the shape
of the H3K4me1 distribution, we hypothesized that the two
patterns observed in our joint analysis might represent poised
and active promoters. Active promoters are H3K4me3 positive,
H3K27me3 negative, and transcriptionally active, while poised
promoters are marked by both H3K4me3 and H3K27me3 and
are transcriptionally repressed. We sorted the TSS into “poised”
and “active” groups based on whether or not the H3K4me3
region nearest a given TSS overlapped with H3K27me3 signals.
When poised and active TSS were plotted separately, we found
that the pattern observed in our first heatmap resolved into
separate bimodal and unimodal patterns based on whether the
TSS is active or poised, respectively (Figures 4B–D). These two
patterns are identifiable in the ChIP-seq signal tracks: H3K4me1
is centered at the TSS at poised, H3K4me3/H3K27me3-positive
promoters, while at active gene promoters H3K4me1 “clears”
from TSS bearing high H3K4me3 signals to flank the H3K4me3
marks (Figure 4E). The H3K4me1 signal pattern at active
promoters helps to explain the asymmetry we observe in the
bimodal distribution of H3K4me1 in mouse ESCs, in which a
higher proportion of H3K4me1 regions occur upstream of the
TSS (Figure 3C). H3K4me3 peaks are often centered downstream

of the TSS at active genes, and when bimodal H3K4me1 regions
symmetrically flank a H3K4me3 region at a TSS, the upstream
H3K4me1 peak will therefore be positioned closer to the TSS
than the downstream peak. Since our method of analysis records
the single closest H3K4me1 peak for each TSS, the H3K4me1
peak upstream of the TSS is more likely to be recorded. This
asymmetry is particularly pronounced in mouse ESC, possibly
due to higher resolution of the sequencing data, but is also present
in the H3K4me1 distribution for other cell types.

In all three cell types from mouse, heatmaps of TSS reflected
a distribution in which H3K4me1 directly occupied promoter
regions of poised genes and separated to border the H3K4me3
signal in active promoters. A similar phenomenon was observed
for human germ cells and ESCs. While H3K4me1 marks did not
always directly overlap the TSS of poised genes in human round
spermatids and ESCs, the marks localized closer to the TSS for
poised genes compared to active genes (Figures 4C,D).

Poising Is Dominant Over Expression
Level in Determining H3K4me1 Peak
Profile
The correlations between H3K4me1 distribution, poised
chromatin state, and gene expression level raised two possibilities
for the role of H3K4me1: H3K4me1 could be functionally related
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FIGURE 3 | H3K4me1 distribution pattern is correlated to expression level.
Distribution of H3K4me1 with respect to the TSS in mouse and human
pachytene spermatocytes (A), round spermatids (B), and embryonic stem
cells (C), classified by transcript level. Box plots enclosed within the violin
plots show the median (vertical line), interquartile range (box) and total range
within the plot boundaries (horizontal line) for the distance between the
H3K4me1 peak and TSS. In all cell types, TSS with lower expression are
associated with H3K4me1 peak densities directly overlapping the TSS, while
TSS with higher expression are associated with H3K4me1 peak densities that
flank the TSS. Comparisons across the four categories of transcript levels
were significant at a threshold of p < 0.05 by the Kruskal-Wallis test for all
mouse cell types (spermatocyte p = 2.395e-5, spermatid p = 4.368e-6, ESC
p < 2.2 e-16) and for human spermatocytes (p = 1.915e-6). Comparisons in
human spermatids and human ESCs were not significant (p > 0.05). bp, base
pairs. tpm, transcripts per million.

to expression level and correlated with poised chromatin, or
H3K4me1 could be functionally related to the poised histone
modification state and correlated with gene repression. To
discriminate between the two possibilities, we first obtained a
list of H3K4me3 peaks that overlap H3K27me3 peaks (“poised”
peaks). Then we calculated the distances between the TSS and
the nearest H3K4me1 peak and grouped the TSS based on
whether the nearest H3K4me1 peaks overlapped with poised
peaks. TSS where the nearest H3K4me1 peak overlapped with
a poised peak were classified as poised TSS. We then defined
epigenetically ‘active’ TSS as TSS where the nearest H3K4me1
peak did not overlap a poised peak, and the nearest H3K4me3
peak was within 500bp of the TSS (see section “Materials

and Methods”). Then, each of the two categories of TSS were
further classified into four groups based on expression levels,
using the same thresholds for transcription level that we used
in our previous analysis. As expected, poised promoters were
more likely to be silent (tpm = 0) compared to epigenetically
active genes, and when expressed their transcript levels were
significantly lower than expressed epigenetically active genes
(Supplementary Figure S1). However, there were enough poised
genes with high expression levels and epigenetically active genes
with low expression levels to test for statistical significance
(n ≥ 167 for all categories and datasets). We found that the
unimodal, promoter-centered H3K4me1 distribution marked
poised promoters regardless of expression level, while a bimodal
H3K4me1 distribution marked epigenetically ‘active’ (H3K4me3-
only) promoters regardless of expression level (Figures 5A–C).
We conclude that the promoter-centered, unimodal distribution
of H3K4me1 is a feature of the poised state.

DISCUSSION

We identified two distinct H3K4me1 distribution patterns at
promoters in mouse and human germ cells and ESCs by
examining the density of H3K4me1 peaks around transcription
start sites. We found a unimodal distribution of peaks at
one set of promoters, corresponding to H3K4me1 occupying
the promoter region directly at the TSS. A different set of
promoters is associated with a bimodal peak density that
corresponds to H3K4me1-enriched regions flanking the TSS.
These distributions corresponded to alternative regulatory states.
Unimodal H3K4me1 signal was correlated with lower transcript
expression and the presence of poised (H3K4me3/H3K27me3
bivalent) chromatin, while the bimodal H3K4me1 pattern was
linked to high expression level and the absence of poising.
By examining promoters where chromatin state and expression
level were discordant, we found that H3K4me1 patterns were
more strongly associated with the chromatin state dictated
by H3K4me3 and H3K27me3 than with the expression level
of the promoter.

The observation that H3K4me1 signal exhibits two different
patterns around promoters has been previously reported in
mouse muscle cells in vitro and in adult mouse pancreatic
islet and liver cells, as well as a handful of other cell
types (Hoffman et al., 2010; Cheng et al., 2014). We found
that these two promoter-associated H3K4me1 patterns are
also present in germ cells. In contrast to these previous
studies, we found that the bimodal pattern of H3K4me1 is
independent of nucleosome clearing, and instead may signify a
more direct regulation of the balance between H3K4me1 and
H3K4me3. In addition, we associate the unimodal H3K4me1
distribution directly with the bivalent H3K4me3/H3K27me3
histone modification state. In muscle cells, H3K4me1 was
found to occupy repressed H3K27me3-positive promoters, and
similar findings have been reported for brown adipocytes
and hESCs (Cheng et al., 2014; Dozmorov, 2015; Brunmeir
et al., 2016). While these studies found that H3K4me1
correlates with H3K27me3 alone and acts as a repressive
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FIGURE 4 | H3K4me1 distribution around H3K4me3 predicts the epigenetic state of promoters. (A) Scheme for mapping TSS with respect to both H3K4me1 and
H3K4me3 marks. For each TSS, distances to its nearest H3K4me1 peak and its nearest H3K4me3 peak were calculated, and the TSS were classified based on
distances to the two histone modifications. (B) Heatmap of TSS distribution in mouse pachytene spermatocytes and round spermatids. Most TSS were
concentrated at either the center of the heatmap or both sides of the center group to form “wings”. The center cluster and the wings separate when the TSS are
grouped based on poising. (C) Heatmap of TSS distribution in human germ cells. (D) Heatmap of TSS distribution in mouse and human embryonic stem cells.
(E) ChIP-seq signal tracks at poised and active promoters in mouse (top) and human (bottom) germ cells. H3K4me1 signal at active promoters (black bars above
signal tracks) flanks H3K4me3 signal while H3K4me1 signal at poised promoters (red bars above signal tracks) exhibits a unimodal profile. bp, base pairs.

mark, we find that unimodal H3K4me1 patterns correlate
strongly with poised promoters marked by both H3K4me3
and H3K27me3. This finding suggests that H3K4me1 is an
essential feature of poised chromatin in cells with pluripotent

and reprogramming potential, such as ESCs and germ cells.
Alternatively or in addition, H3K4me1 may act as either
a “memory” or precursor of poising at transiently-poised
promoters in these populations.
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FIGURE 5 | H3K4me1 peak profile correlates best with epigenetic poising at promoters. (A) Distribution of H3K4me1 with respect to the TSS at active promoters
and poised promoters in mouse spermatocytes and spermatids, classified by expression level. (B) Distribution of H3K4me1 in human spermatocytes and
spermatids, classified by expression levels. (C) Distribution of H3K4me1 in mouse and human ESCs. Box plots enclosed within the violin plots show the median
(vertical line), interquartile range (box) and total range within the plot boundaries (horizontal line) for the distance between the H3K4me1 peak and TSS. All
comparisons between active promoters and poised promoters were significant (p < 0.05) by the Kruskal-Wallis test. (D) Model for the role of H3K4 monomethylation
in activation of poised promoters. Preexisting H3K4me1 is further methylated to H3K4me3, while H3K27me3 is removed from the promoter region.
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The latter possibility has been explored through the study
of “Placeholder” nucleosomes, which are characterized by
H3K4me1 and H2A.Z in zebrafish sperm. These specialized
nucleosomes deter DNA methylation at genomic regions they
occupy until the regions acquire poising or activating marks at
zygotic genome activation (Murphy et al., 2018). H3K4me1 and
H2A.Z serve as a transient chromatin state that passively drives
demethylation of DNA without activating transcription while
DNA methylation patterns are reprogrammed. We speculate
that the H3K4me1 we observe at poised promoters in human
and mouse germ cells serves a similar regulatory function: it
maintains an epigenetically neutral state at promoters that are
important for development and differentiation. Interestingly,
H2A.Z is also enriched at poised promoters in mESCs and hESCs
(Ku et al., 2012).

Why do pluripotent systems incorporate H3K4me1
at poised promoters? Structure studies have shown that
DNMT3L directs the DNA methyltransferases DNMT3a
and DNMT3b to nucleosomes bearing unmethylated H3K4,
and that monomethylation is sufficient to deter binding
of histone-interacting domain of DNMT3L (Ooi et al.,
2007). H3K4me1 could serve to broadly demarcate regions
of the DNA that must be kept hypomethylated during
spermatogenesis and early embryogenesis. H3K4me1 can
prevent DNA methylation without recruiting transcription-
activating regulators, keeping these regions in a transcriptionally
neutral state. In this respect, H3K4me1 is an ideal molecular
marker to carry “memories” of transcription. This view of
H3K4me1 may also help explain the bimodal H3K4me1
distribution we observed at promoters of active genes.
H3K4me1 would appear to flank H3K4me3 peaks at
promoter regions if the H3K4me1 marks are replaced
with H3K4me3 proximal to the TSS as transcription is
activated (Figure 5D).

Interpretation of H3K4me1 as transcriptional memory also
has interesting implications for the mechanisms underlying
epigenetic inheritance. When DNA is replicated, parent histones
are thought to be distributed to one of the daughter strands,
which results in a “dilution” of histone modifications (Alabert
et al., 2015). At the same time, H3K4me3 regions must be
kept narrowly focused at the TSS: spreading of H3K4me3 is
associated with defects in transcriptional activation (Kidder
et al., 2014). Narrowly H3K4-trimethylated regions may
therefore be necessary for accurate control of transcription,
but also endanger inheritance of transcriptional memory.
Broad H3K4me1 regions could overcome this dilemma: a
broad stretch of H3K4me1 is more likely to be “remembered”
by both strands of the replicated DNA and would also
maintain a chromatin state that is permissive for recruitment
of the transcriptional machinery. While additional experiments

need to be done to validate the role of H3K4me1 in
regulating H3K4me3 deposition, our findings provide a new
perspective in interpreting the role and regulation of H3K4me1
marks at promoters.
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The nucleosome is the principal structural unit of chromatin. Although many studies
focus on individual histone post-translational modifications (PTMs) in isolation, it is
important to recognize that multiple histone PTMs can function together or cross-
regulate one another within the nucleosome context. In addition, different modifications
or histone-binding surfaces can synergize to stabilize the binding of nuclear factors
to nucleosomes. To facilitate these types of studies, we present here a step-by-
step protocol for isolating high yields of mononucleosomes for biochemical analyses.
Furthermore, we discuss differences and variations of the basic protocol used in different
publications and characterize the relative abundance of selected histone PTMs and
chromatin-binding proteins in the different chromatin fractions obtained by this method.

Keywords: nucleosome, immunoprecipitation, mononucleosome IP, MNase, combinatorial histone modifications,
chromatin-binding proteins, histone variant

INTRODUCTION

The nucleosome is the fundamental repeating unit of chromatin in eukaryotic cells and is the
main physiological state by which the functional genome engages the nuclear environment.
A nucleosome typically consists of 147 bp of DNA wrapped around a histone octamer comprising
two copies each of the core histones H2A, H2B, H3, and H4 (Luger et al., 1997). The composition
and characteristics of nucleosomes can vary within the genome through the incorporation of
histone variants or post-translational modifications (PTMs) of core and variant histones (Talbert
and Henikoff, 2017). Moreover, the positioning and organization of nucleosomes over different
parts of the genome can be further modulated by chromatin-remodeling complexes and chromatin-
binding proteins (Lai and Pugh, 2017).

Core and linker histones are the main protein components of nucleosomes. They are highly
and specifically expressed during S phase to cope with the demands of DNA replication-coupled
chromatin assembly. Core histones are also ubiquitously distributed across the genome to form
the general scaffold of genomic chromatin. Unlike core histones, histone variants are expressed
and deposited into chromatin in a replication-independent manner (Henikoff and Smith, 2015).
The distribution of histone variants can also be more targeted and localized such as the restriction
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of CENPA to centromeres. To date, variants of all 4 core histone
types have been identified. The variant family of H2A is the
most diverse and includes several members such as H2A.Z-
1, H2A.Z-2, H2A.X, macroH2A1, macroH2A2, and H2A.Bbd.
Other well-studied variants include H3.3, CENP-A/cenH3, H3.X,
H3.Y of the H3 family, and H2BE, TSH2B, H2BFWT of the H2B
family (Law and Cheung, 2013; Maze et al., 2014). More recently,
an H4 variant, H4G, has also been identified in human cells
(Long et al., 2019). Similar to core histones, histone variants are
post-translationally modified at amino acids conserved between
the variant and its core histone counterpart, or at variant-
specific sequences.

The regulation and functions of histone PTMs have been
heavily studied in the past 25 years (Zhao and Garcia, 2015;
Stillman, 2018). Histones are modified by a variety of modifying
enzymes and the modified histones, in turn, can elicit or
facilitate specific downstream events. In the natural context,
many combinations of histone PTMs co-exist on the same
histone molecule and also on different histones within the
same nucleosome. Some histone modifications are functionally
coupled, such as the requirement of H2B mono-ubiquitylation
for H3K4 methylation in yeast and human cells, or the coupling
of H3 phosphorylation and acetylation during activation of
immediate-early genes (Lee et al., 2010; Ng and Cheung, 2016).
These examples illustrate that some histone PTMs cross-talk
and cross-regulate one another as part of their regulatory
mechanisms (Strahl and Allis, 2000; Lee et al., 2010). In
addition, there are also combinations of histone PTMs that co-
exist to mark distinct chromatin states. For example, although
H3K4- and H3K27-methylation are respectively linked to gene
activation and repression, these two histone modifications can
also exist together to mark “bivalent” domains that correspond
to poised but transcriptionally silenced genes in the stem cell
genome. More interestingly, biochemical characterization of
bivalent nucleosomes showed that the respective H3 methylation
marks are located on the different H3 molecules within the
same nucleosome. Therefore, nucleosomes can be heterotypically
modified on the histone dimer pairs, leading to more complex
combinatorial patterns of histone PTMs within chromatin (Voigt
et al., 2012; Sen et al., 2016; Shema et al., 2016).

One of the functions mediated by histone PTMs is the
recruitment of effector proteins via PTM-dependent interactions.
The discovery of bromodomain-containing proteins binding
to acetylated histones, and some chromodomain-containing
proteins binding to methylated histones, led to the concept
that there are families of “reader” proteins that bind specific
histone modifications and are recruited to target sites in
a PTM-dependent manner to execute downstream functions
(Taverna et al., 2007). There is also accumulating evidence that
recruitment of effector proteins can occur across multiple core
and variant histones by binding to multiple epitopes within
the nucleosomes. This type of “multivalent” interaction is not
easily deciphered using individual histones or histone peptides
alone since they could involve interactions with physically distal
modifications or epitopes found on different histones. Indeed,
one study that directly compared the PTM-reader interactions
between peptide versus nucleosome contexts found only limited

overlap of the co-purified reader proteins using the respective
peptide/nucleosome baits (Nikolov et al., 2011). Similarly, many
studies used affinity purification to identify histone-binding
proteins and they generally do not distinguish between soluble
versus nucleosomal histones. For example, in an effort to identify
H2A.Z interacting proteins, many studies used whole cell extracts
as a source of histones and predominantly identified chaperones
and remodeling complexes that bind free H2A.Z (reviewed in
Ng and Cheung, 2016). However, additional unique proteins
were identified when H2A.Z in the nucleosome context was used
as a bait to pull down H2A.Z interacting proteins (Fujimoto
et al., 2012). Therefore, there is a need, as well as a growing
interest, in studying histone-nuclear factor interactions at the
nucleosomal level.

One of the approaches used to study histones in the
nucleosome context is the reconstitution of nucleosomes in vitro.
The nucleosome core particle or a nucleosome array can be
reconstituted under low salt conditions using recombinant
histones and recombinant DNA containing multiple repeats of
a nucleosome positioning sequence such as the “601 sequence”
(Lowary and Widom, 1998; Dyer et al., 2004). Alternatively,
in vitro nucleosome assembly can also be done using ATP-
dependent assembly factors such as recombinant ACF and RSF1
(Lusser and Kadonaga, 2004). In addition, chemically modified
or peptide-ligated recombinant histones carrying specific PTMs
have been generated that are in turn assembled into “designer”
nucleosomes (Muller and Muir, 2015; Nadal et al., 2018). These
approaches allow better control over the composition of the
nucleosomes and produce a homogenous sample that is suitable
for in vitro biochemical assays. However, such nucleosomes
lack the complex range of PTMs normally seen in endogenous
nucleosomes and may not fully replicate physiological chromatin.

Endogenous nucleosomes are historically obtained by
treatment of chromatin with micrococcal nuclease (MNase),
which preferentially cuts the linker DNA to generate single
nucleosomes (reviewed in Kornberg, 1977), followed by
immunoprecipitation (IP) of core/variant histones or histones
modified by specific PTMs. Mononucleosome IP has been used
by us and others to demonstrate preferential combinations of
histone PTMs or histone variants that co-exist within individual
nucleosomes (Sarcinella et al., 2007; Ku et al., 2012; Voigt et al.,
2012; Chen et al., 2014; Lacoste et al., 2014; Wang et al., 2014,
2018; Won et al., 2015; Surface et al., 2016), or to identify
proteins interacting with histone PTMs or histone variants in
the nucleosome context (Draker et al., 2012; Kim et al., 2013;
Sansoni et al., 2014; Vardabasso et al., 2015; Li et al., 2016;
Punzeler et al., 2017; Zhang et al., 2017; Zink et al., 2017; Sun
et al., 2018). In addition, the same method has been used to show
incorporation of specific core/variant histone in the chromatin
(Kanda et al., 1998; Wiedemann et al., 2010; Lau et al., 2011; Ruiz
and Gamble, 2018), and to demonstrate effects of oncohistones
on chromatin (Bender et al., 2013; Chan et al., 2013; Lewis
et al., 2013; Herz et al., 2014; Fang et al., 2016; Lu et al., 2016;
Piunti et al., 2017). However, there are subtle to considerable
differences among the protocols used in different studies, which
may lead to variations in findings, such as some differences in
the H2A.Z nucleosome-interacting proteins found in different
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studies. We, therefore, review here the differences and variations
among the protocols used by different publications to generate
and immunoprecipitate mononucleosomes in order to provide
direct comparisons for the readers. In addition, we also describe
a mononucleosome purification and IP protocol used in our
lab as a starting point for readers to test and optimize. This
protocol describes a step-by-step procedure to obtain a high
yield of mononucleosomes using MNase followed by IP of
histone variant containing mononucleosomes. This protocol
can be used to identify co-existing PTMs on histone variants
and partnered core histones within the nucleosome, as well as
nucleosome-interacting proteins. The schematic representation
of mononucleosome IP protocol is shown in Figure 1.

VARIATIONS AND OPTIMIZATION OF
THE MONONUCLEOSOME IP
PROTOCOL

Studies of histones at the nucleosomal level require a good yield
of mononucleosomes that is typically obtained by in nucleo
digestion of nuclei by MNase. Nuclei are isolated by swelling
of cells in a hypotonic solution followed by the addition of
a detergent to disrupt the cellular membrane (Mendez and
Stillman, 2000). Pure nuclei are recovered by centrifugation
and then digested with MNase in a CaCl2-containing buffer
to cut the linker region, followed by centrifugation to recover
the mononucleosome containing supernatant (S1). There are
generally only minor differences amongst protocols used by
different studies in terms of the composition of hypotonic
solution or CaCl2-containing buffer for the digestion of nuclei
by MNase to extract S1; however, there are significant differences
in the approaches used to recover remaining mononucleosomes
from the pellet as the 2nd supernatant (S2) (Figure 2).

A number of studies used MNase-digested supernatant (S1)
only for IP, leaving out the remaining chromatin and insoluble
material after MNase digestion (Foltz et al., 2006; Wiedemann
et al., 2010; Kim et al., 2013; Chen et al., 2014; Vardabasso et al.,
2015; Won et al., 2015; Li et al., 2016; Punzeler et al., 2017; Zink
et al., 2017; Kim et al., 2018; Ruiz and Gamble, 2018; Sun et al.,
2018). Other studies included additional steps to obtain an S2
fraction for the maximum recovery of mononucleosomes from
MNase-digested chromatin. A variety of different approaches
have been used for this step; one approach is to sonicate the
insoluble material to increase the yield of mononucleosomes
(Viens et al., 2006; Fang et al., 2015) while another is to use
a high salt-containing buffer based on the classical Dignam
nuclear extraction protocol (Dignam et al., 1983) to extract
residual chromatin and proteins. The latter method involves
incubating the MNase-digested nuclei in 420–500 mM NaCl-
containing buffer followed by centrifugation to collect S2 (Kanda
et al., 1998; Sarcinella et al., 2007; Lau et al., 2011; Ku et al.,
2012; Voigt et al., 2012; Surface et al., 2016; Zhang et al.,
2017). Although nucleosome integrity is maintained under high
salt concentration, these conditions can disrupt the interaction
of chromatin-binding proteins. Moreover, we have observed
significant precipitation of insoluble chromatin during the salt

extraction, likely due to the mobilization of linker histone H1
under these conditions (Clark and Thomas, 1986; Al-Natour
and Hassan, 2007). Therefore, for our studies of combinatorial
histone PTMs and nucleosome-interacting proteins, we prefer
to isolate mononucleosomes from MNase-digested nuclei under
low or no salt conditions. We, like other studies, collect the
mononucleosome containing supernatant S1 by centrifugation
after digestion with MNase, but we then resuspend the MNase-
digested nuclei pellet in salt-free TE buffer to lyse the nuclei for
maximum recovery of mononucleosomes (Draker et al., 2012).
As demonstrated in Figure 3, suspending intact nuclei in the no
salt buffer leads to rupture of the nuclear membrane and further
liberation of free intact nucleosomes.

Although our S1 showed a good yield of mononucleosomes,
our S2 fraction showed even higher yield of mononucleosomes,
as evident in the side-by-side comparison of the amount of core
histone proteins in these fractions by Coomassie gel staining
or by the levels of histone H3 and H2A.Z in immunoblot
analysis (Figure 4A). Densitometry analysis of the H4 band from
Coomassie gel and H3 blot using ImageJ (Schneider et al., 2012)
showed that around 75% of total histones in all 3 fractions were
recovered in the combined S1 and S2 fractions (Figure 4B).
Blotting of FLAG-tagged histones showed similar results (data
not shown). Although some histones are still left in the insoluble
pellet, this method allows us to pool both S1 and S2 fractions
before IP to ensure that results are obtained using the majority
of released nucleosomes. Slightly different from our method,
other studies isolate mononucleosomes after a second longer
incubation of the post-S1 extracted nuclei in physiological salt
concentration. For example, Imhof and colleagues incubated the
MNase-digested nuclei in 150 mM NaCl containing buffer with
end-to-end rotation overnight and centrifuged to recover S2.
Nonetheless, in both cases, the S1 and S2 fractions were pooled
before IP (Sansoni et al., 2014).

To analyze the differences and similarities between the
nucleosomes in the S1, S2, and pellet fractions in our protocol,
we blotted for different histone PTMs in these fractions
after normalization to the histone H3 levels in the samples
(Figure 5A). For most PTMs, such as H3K4me3, H3K9me3,
H3K27me3, K3K36me3, H3K79me2, and ub-H2A, their levels
are quite comparable in the nucleosomes found in all three
fractions. This suggests that the bulk of general chromatin is
similarly distributed among the different fractions, and raises
the confidence that the S1 + S2 fractions are representative of
the bulk of genomic chromatin. However, we did observe that
the majority of ubiquitylated H2B (detected by the mono-clonal
H2Bub antibody) was found in the insoluble pellet fraction. We
currently do not have an explanation for this observation but
it is possible that H2Bub is enriched at chromatin domains or
sub-nuclear compartments that are more resistant to MNase
digestion. On the other hand, H2Bub is often associated with
active chromatin in yeast and mammalian cells and; therefore,
is not expected to be associated with repressive or compacted
chromatin. When we examined the distribution of nuclear
factors across the different fractions (see next section), we also
find proteins associated with active transcription, such as Brd2
and RNA polymerase II (RNAPII) in the pellet fraction too,
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FIGURE 1 | Schematic representation of mononucleosome IP protocol (for simplicity, some washing steps are not shown). The figure was created using the Library
of Science and Medical Illustrations from somersault18:24 licensed under a CC BY-NC-SA 4.0 license.

suggesting that the pellet still contains significant amounts of
chromatin associated with active transcription. H2Bub may be
associated with an active chromatin compartment that remains
insoluble in this fractionation protocol, and further investigation
will be needed to fully understand the molecular basis of
this observation.

For additional characterization of the separated fractions,
we also blotted for selected chromatin-interacting proteins
including Brd2, USP39, USP7, PHF6, and RNAPII in these
fractions. In this case, we did the comparisons using an
equivalent number of cells instead of H3 normalization since

different amounts of histones were found in these fractions. We
found that chromatin-interacting proteins were mostly found
in the S1 fraction as well as in the insoluble-pellet fraction
(Figure 5B). Despite the fact that we are able to recover the
majority of nucleosomes in the combined S1 and S2 fractions,
much more of the chromatin-interacting proteins were found
in the insoluble pellet compared to the S1/S2 fractions. Of
interest, the heterochromatin marker, HP1α, and nucleolar
marker, Fibrillarin, were only detected in the insoluble-pellet
fraction by our assay, suggesting that heterochromatin and
nucleoli are more resistant to MNase digestion (Figure 5B). As
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FIGURE 2 | Variations of the mononucleosome IP protocol used in different publications. Pure nuclei are digested with MNase to cut the linker region followed by
centrifugation to recover the MNase-digested supernatant (S1). Several studies used S1 only for IP, leaving out the insoluble material altogether (Foltz et al., 2006;
Wiedemann et al., 2010; Kim et al., 2013; Chen et al., 2014; Vardabasso et al., 2015; Won et al., 2015; Li et al., 2016; Punzeler et al., 2017; Zink et al., 2017; Kim
et al., 2018; Ruiz and Gamble, 2018; Sun et al., 2018). Additional steps used in the literature to obtain an S2 fraction for the maximum recovery of
mononucleosomes from MNase-digested chromatin include sonication (Viens et al., 2006; Fang et al., 2015), extraction using high salt containing buffer (Kanda
et al., 1998; Sarcinella et al., 2007; Lau et al., 2011; Ku et al., 2012; Voigt et al., 2012; Surface et al., 2016; Zhang et al., 2017), buffer with physiological salt
concentration (Sansoni et al., 2014), or no-salt TE buffer (Draker et al., 2012).

FIGURE 3 | Visualization of nuclei at different steps of the protocol using a phase-contrast microscope. Isolated nuclei at Step 6 (A) MNase-digested nuclei at Step
9 (B) TE-resuspended nuclei at Step 11 (C).

the S1 fraction contained more chromatin-interacting proteins
compared to S2, our results suggest that one may opt to use
S1 fraction only to assay chromatin-nuclear protein interactions,
especially if the sensitivity of the detection of the nuclear
proteins is an issue. However, we would recommend incubating

the nuclei in S1 for a couple of hours after stopping the
MNase reaction with EGTA (see step 9 below), as it helps to
increase the yield of mononucleosomes in S1 versus S2 with
no effect on the yield of mononucleosomes in the insoluble
pellet (Figure 4C).
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FIGURE 4 | Yield of mononucleosomes in the MNase-digested (S1), the TE-soluble (S2), and the insoluble-pellet fractions. (A) Nuclei from 293T cells were treated
with 1.0 U/106 cells and different fractions from an equivalent number of cells were separated with 10–15% SDS-PAGE and blotted with indicated antibodies or
stained with Coomassie stain. Cytoplasmic and nuclear extract from an equivalent number of cells was included in parallel. (B) Densitometry analysis of H4 band
from Coomassie gel and H3 blot using ImageJ. (C) The nuclei were incubated for an extended period after stopping the MNase reaction with EGTA (step 9) followed
by centrifugation to recover S1 and then incubated in TE buffer to isolate S2 as described in the protocol.
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FIGURE 5 | Relative levels of histone post-translational modifications (PTMs)
and nucleosome-interacting proteins in S1, S2, and insoluble-pellet: (A) The
quantity of nucleosomes in the S1, S2, and the insoluble pellet were
normalized based on the H3 signal and Coomassie-stained gel and then
analyzed for the levels of the various histone modifications by immunoblot
analysis. (B) S1, S2, and insoluble-pellet from an equivalent number of cells
were separated with SDS-PAGE and blotted with indicated antibodies.

As a last note about this method, we have mostly
expressed epitope-tagged histones in mammalian cells for
purification of mono-nucleosomes because of the excellent
immunoprecipitation efficiencies and capacities of the variety
of antibodies against different epitope tags. Many studies have
used histones that are tagged either at the C- or N-termini
for detection and analysis, and expression of these histones,
particularly in mammalian cells, generally does not affect their
incorporation into chromatin, nor result in any deleterious
effects. Although we have not validated the protocol for animal
tissues, the technique should be adaptable for tissue samples.
Once nuclei have been isolated from tissue samples using
standard methods (Zaret, 2005; Krishnaswami et al., 2016), they
can be treated with MNase for isolation of mononucleosomes
using this protocol. However, it is important to note that,
compared to tissue culture cells, the amount of tissues available
for analyses will likely be limiting, which will impact on the
final yield of nucleosomes. In addition, it should be possible
to use various antibodies raised against endogenous histones or
histone PTMs to immunoprecipitate endogenous nucleosomes
akin to the native ChIP method. However, capturing sufficient
nucleosomes for biochemical analyses will require antibodies that
have excellent immunoprecipitation efficiencies and in larger
scale compared to ChIP. The suitability of different histone
antibodies for this nucleosome immunoprecipitation technique
will have to be empirically determined in each case.

STEP-BY-STEP PROTOCOL

Isolation of Nuclei
1. Harvest 293T cells expressing FLAG-tagged histone of

interest via trypsinization, resuspend in complete media
and count cells (see Note 1 and 2).

2. Pellet cells via centrifugation (5 min, at 300 × g, 4◦C),
wash 1–2 times in cold 1X PBS and transfer cells in a
1.5 mL microcentrifuge tube. An aliquot can be taken out
to prepare whole cell lysate to monitor the expression of
FLAG-tagged histone.

Like any other protein analysis, samples and buffers should be
kept on ice all the time unless otherwise stated.

3. Wash cells by thoroughly resuspending in 1 mL of Buffer
A (for recipe see Table 1) containing protease inhibitors
(see Note 3 and 4).

4. Pellet cells via centrifugation: 300× g, 5 min, 4◦C.
5. Remove and discard the supernatant. Thoroughly

resuspend cells in 1 mL Buffer A as above and add
Triton-X 100 to a final concentration of 0.2%. Mix and
incubate on ice for 5 min.

Make 10% Triton-X 100 in sterile water and use 20 µL/1 mL of
Buffer A to get a final concentration of 0.2%

6. Pellet nuclei: 600 × g, 5 min, 4◦C. Keep and store
the supernatant at −80◦C, containing the cytoplasmic
fraction, if desired.

MNase Digestion
7. Wash the nuclei in 1 mL of Buffer A containing protease

inhibitors (see Note 3 and 4).
8. Remove and discard the supernatant and resuspend the

pellet in 500 µL of Cutting Buffer (for recipe see Table 2).
Add MNase (Worthington) to the nuclei suspension at
1 U per 106 cells and digest nuclei at 37◦C for 30 min
(see Note 5 and 6). Conditions for MNase digestion must
be determined empirically for each cell line used (Note 6;
Figure 6).

9. Stop the MNase reaction by adding EGTA to a final
concentration of 20 mM, mix and place on ice.

E.g., add 20 µL of 0.5 M EGTA stock/500 µL sample to get
20 mM final.

10. Pellet nuclei: 1300 × g, 5 min, 4◦C. Transfer the
supernatant to a fresh tube and store on ice (referred

TABLE 1 | Buffer A.

Stock The amount for 40 mL Final concentration

1M HEPES (pH = 8)
(pH = 7.35 if using
NEM)

400 µL 10 mM

1M KCl 400 µL 10 mM

1M MgCl2 60 µL 1.5 mM

1M Sucrose 13.6 mL 340 mM

50% Glycerol 8 mL 10%

1M DTT1 40 µL 1 mM

Autoclaved MilliQ H2O Till 40 mL

1Add fresh.
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TABLE 2 | Cutting buffer.

Stock The amount for 40 mL Final concentration

1M NaCl 600 µL 15 mM

1M KCl 2.4 mL 60 mM

1M Tris (pH = 7.5) 400 µL 10 mM

1M CaCl2 80 µL 2 mM

Autoclaved MilliQ H2O Till 40 mL

FIGURE 6 | Optimization of MNase concentration. DNA was isolated from S1
and S2 fraction of nuclei treated with 1.0 and 0.25 U per 106 cells, and 0.5 ug
of DNA was run on 1.2% agarose gel.

hereafter as the MNase-digested S1 fraction). A portion
can be stored at−80◦C for further analysis.

11. Resuspend the pellet with 500 µL of TE buffer (for recipe
see Table 3) containing protease inhibitors (see Note 3
and 4). Incubate on ice for 30 min, mixing with a pipette
every 10–15 min. Alternatively, samples can be rotated
constantly using an end-over-end rotator at 4◦C.

12. Spin samples 5 min at 13,000 × g, 4◦C to pellet cell debris
and insoluble material. Transfer supernatant to a new tube
(referred here as the TE-soluble S2 fraction). A portion can
be stored at−80◦C for further analysis.

13. If desired, resuspend pellet in 250 µL of PBS and add
an equal amount of hot 2X sample buffer (for recipe see
Table 4), boil for 5 min to denature the proteins, and
sonicate to resuspend proteins. Centrifuge at> 13,000× g
to remove insoluble material, if any. Transfer supernatant
to a new tube (referred here as an insoluble-pellet
fraction).

Immunoprecipitation (IP) of
Nucleosomes

14. Transfer exactly 475 µL of S1 fraction from step 10 to a
new tube. To re-adjust salt concentration, add 475 µL of
2X Buffer E dropwise (1 drop every 2–3 s) with constant

TABLE 3 | TE buffer.

Stock The amount for 40 mL Final concentration

1M Tris (pH 8.0) 400 µL 10 mM

0.5M EDTA (pH 8.0) 80 µL 1 mM

Autoclaved MilliQ H2O Till 40 mL

TABLE 4 | 2X SDS sample buffer.

Stock The amount for 40 mL Final concentration

1M Tris (pH = 7.4) 0.8 mL 20 mM

0.5M EDTA (pH 8.0) 1.6 mL 20 mM

10% SDS 8 mL 2%

50% Glycerol 16 mL 20%

Autoclaved MilliQ H2O Till 40 mL

mixing using the vortex at low speed (see Note 7 and 8; for
recipe see Table 5).

15. Transfer exactly 475 µL of S2 fraction from step 12 to a
new tube. To re-adjust salt concentration of the S2 fraction,
add 237 µL of 3X Buffer D dropwise (1 drop every 2–3 s)
with constant mixing using the vortex at low speed (Note
7 and 8; for recipe see Table 6).

16. Centrifuge tubes from Steps 14 and 15 (5 min at
13,000 × g, 4◦C) and collect supernatant (salt-adjusted S1
and S2 fractions).

17. Pool the salt-adjusted S1 and S2 fractions in a 15 mL
propylene tube to use as input for IP.

18. Transfer 50–100 µL from each pooled sample to a new
tube and store at –80◦C (save as input); use the remainder
of the sample for IP.

19. Transfer 50% slurry of FLAG/M2 resin in a
microcentrifuge tube using a wide bore tip. We typically
use 20 µL per IP condition and wash a batch of beads
enough for all IP conditions in an experiment (see Notes 9
and 10).

The current protocol uses a FLAG-tagged histone as an
example. See Notes 11 and 12 for details on other antibodies and
types of beaded support for purification.

20. Pellet the beads by centrifuge (700× g for 15 s at 4◦C) and
discard the supernatant.

TABLE 5 | 2X buffer E.

Stock The amount for 40 mL Final concentration

1M HEPES (pH = 7.5) 1.2 mL 30 mM

4M NaCl 2.25 mL 225 mM

1M MgCl2 120 uL 3 mM

10% Triton X-100 1.6 mL 0.4%

50% Glycerol 16 mL 20%

Autoclaved MilliQ H2O Till 40 mL
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TABLE 6 | 3X buffer D.

Stock The amount for 40 mL Final concentration

1M HEPES (pH = 7.5) 2.4 mL 60 mM

4M NaCl 4.5 mL 450 mM

1M MgCl2 180 uL 4.5 mM

0.5M EGTA (pH = 8) 48 uL 0.6 mM

10% Triton X-100 2.4 mL 0.6%

50% Glycerol 24 mL 30%

Autoclaved MilliQ H2O Till 40 mL

21. Wash the beads twice in 1X buffer D by pelleting (700 × g
for 15 s at 4◦C) and gently resuspending with the buffer
without pipetting up and down (see Note 13).

22. After the final wash, resuspend the beads with 1X buffer D
to make 50% slurry.

23. Incubate 20 µL of 50% slurry with the IP sample from
step 17 overnight at 4◦C in 15-mL propylene tubes. Keep
samples rotating constantly using an end-over-end rotator.

24. After overnight incubation, pellet the beads by
centrifugation (700× g for 15 s at 4◦C). Save supernatant,
if desired (= UNBOUND).

25. Resuspend beads in 500 µL 1X buffer D and transfer the
beads to a microcentrifuge tube using a wide-bore 1000 µL
tip for subsequent washing steps.

26. Repeat the step above using 500 µL 1X buffer D to
transfer leftover beads from 15 mL tube to the same
microcentrifuge.

27. Wash pelleted down beads 2–4 times in 1X Buffer D
by pelleting (700 × g for 15 s at 4◦C) and gently
resuspending with the buffer without pipetting up and
down (see Note 13).

28. Wash the beads another 2–4 times in 1X Buffer
D + 0.5% Triton X-100 without pipetting up and
down (see Note 13).

29. The immunoprecipitated nucleosomes and proteins can be
processed for mass spectrometry or immunoblot analysis
at this point.

SDS-PAGE and Immunoblot Analysis
30. Gently resuspend the beads collected from step 28 in 20 µL

2X SDS sample buffer and boil for 5 min to denature
the protein followed by centrifugation to pellet the beads:
700 × g for 15 s at room temperature (see Note 14). Also,
boil the input from step 18 in an equal volume of 2X
SDS sample buffer.

31. Run input and IPs on 15% SDS-PAGE and stain with
Coomassie stain for 1 h followed by destining overnight
to confirm the presence of mononucleosomes.

32. Normalize the IP’d nucleosomes from different samples
by the total histones IP’d (e.g., based on Coomassie-
stained histone bands) or by H3 (by immunoblot analysis).
Once the amount of H3 IP’d across different samples
has been normalized, perform immunoblot analysis using
antibodies against Flag, different histone PTMs, or other
proteins of interest to ascertain the relative amounts of

proteins/histone PTMs that are associated with or co-IP
with the immunoprecipitated nucleosomes.

Extraction of DNA From MNase-Digested
S1 and TE-Soluble S2 Fractions

1. Aliquot 100 µL each of S1 and S2 fractions in 1.5 mL
microtubes. Add 1 µL of 10 mg/ml Proteinase K and
incubate at 37◦C for 3 h to overnight.

2. Add an equal volume of Phenol: Chloroform/Isoamyl
alcohol (24:1), mix well by rocking and centrifuge at high
speed for 5 min.

3. Collect the top aqueous phase of each tube and transfer
to a new 1.5 mL microtube with an equal volume of
Chloroform/Isoamyl alcohol 24:1. Vortex and centrifuge
at high speed for 5 min.

4. Collect the top aqueous phase of each tube and transfer
to a new 1.5 mL microtube. Centrifuge at high speed
for 5 min to separate aqueous phase from carried over
organic phase, if any.

5. Collect the top aqueous phase in a new 1.5 mL microtube
and precipitate DNA by adding 1/10 volume of 3M
Sodium acetate pH 5.2 and twice the volume of ice-
cold ethanol.

6. Incubate at −20◦C for 2 h or overnight and centrifuge at
high speed at 10 min to pellet the DNA.

7. Discard the supernatant and wash the pellet with 500 µL
of 70% ethanol. Centrifuge at high speed for 5 min.

8. Discard the supernatant and air-dry the pellet for 15 min.
9. Resuspend the pellet in 100 µL of TE buffer. If necessary,

allow the DNA to dissolve at 4◦C for a couple of hours and
quantify DNA using nanodrop.

10. Run 0.5 ug of DNA per condition in 1.2% Agarose gel to
access the level of shearing of chromatin.

Notes
1. Cell culture: Avoid cells that have become over-confluent.

Passage cells while still sub-confluent. We typically passage
293T cells twice a week.

2. The required number of cells depends on the target
application. We typically IP from a confluent 15 cm
plate of 293T cells (roughly 40–50 million cells) and
1/20 of eluate is used for Coomassie gel and blotting
PTMs while 1/4 of eluate is used for blotting nucleosome-
interacting proteins.

3. To avoid protein degradation, add the following protease
inhibitors to all the buffers at a stated concentration just
prior to use; PMSF 200 uM, Aprotinin 1 ug/ml, Leupeptin
10 uM, Pepstatin 1 uM.

4. To prevent loss of PTMs, add the following additives to all
the buffers, depending on the experiment; an inhibitor of
deubiquitinases N-ethylmaleimide (NEM) at 10 mM final
concentration, HDAC inhibitor Sodium Butyrate at 5 mM
final concentration, or phosphatase inhibitor Microcystin-
LR at 0.1 uM final concentration.

5. MNase (from Worthington) is resuspended in 5 mM Tris-
HCl (pH 7.5)/10 uM CaCl2 at 50 U/µL, aliquoted, and
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stored at −20◦C. Freeze-thaw cycles should be kept to
a minimum. As different manufacturers define units of
MNase differently, special attention should be paid to
the unit definition and conversion formula if using a
different source.

6. Optimal MNase amount needed for chromatin digestion
must be determined empirically for each cell line used,
source of MNase and specific batch of MNase. This is done
by treating cells with varying amounts of MNase and DNA
extracted from the S1 and S2 fractions for each condition
are run on a 1.2% Agarose gel (see section “Extraction
of DNA From MNase-Digested S1 and TE-Soluble S2
Fraction”). Mononucleosome preparation typically should
consist of mononucleosomes with a small amount of di-
nucleosomes still present (Figure 6). Special attention
should be paid to avoid over-shearing as MNase is able
to cleave DNA internally at ∼10 bp interval where it
is exposed to the outer surface of the core nucleosome
(Clark, 2010).

7. If 3X Buffer D and 2X Buffer E are prepared ahead
of time, store at 4◦C; incubation on ice may cause
salts to precipitate.

8. Vortexing the samples in a microcentrifuge tube with the
lid open can lead to a sample spill. So the optimal vortex
speed can be first determined using a “dummy” sample.

9. Mix the beads well by rotating the original container.
For ease of handling and to avoid mechanical damage,
pipette the beads with wide bore tips that are available
commercially or can simply be generated by cutting off the
end of the regular pipette tip.

10. We typically use 20 µL of beads that may be increased
depending on the expression level of the target protein.
Using < 20 µL beads can present visualization difficulties.
The pellet of beads can be better visualized against a light
lamp or dark background.

11. For IP of biotinylated proteins, use Streptavidin-Agarose
(Sigma, cat. no. S1638) or Streptavidin Sepharose High
Performance (GE, cat. no. 17-5113-01). For IP of Strep-tag
tagged Histones, Strep-Tactin XT Superflow (IBA, cat. no.
2-4010) can be used. Alternatively, Sepharose or Magnetic
Protein G/A beads along with specific antibodies against
a histone protein or PTM may be used (see Note 12
for further details). The choice of Protein G or A beads
depends on the affinity of the beaded support with the
isotype of the antibody being used. For further information
refer to Zhang and Chen (2001) and Bonifacino et al.
(2016).

12. If histone- or histone PTM-specific antibodies are used,
particular attention should be paid to the specificity
of each antibody used and they should all be carefully
validated (Bordeaux et al., 2010; Laflamme et al.,
2019). Histone PTM antibodies are generally raised
using modified peptides but the presence of other
PTMs on endogenous histones may interfere with
the detection by the antibody (Egelhofer et al., 2011;
Rothbart et al., 2015). Consultation with histone antibody
databases such as http://www.histoneantibodies.com/

or https://www.encodeproject.org/antibodies/ can offer
insights into possible occlusions of the targeted epitopes
by surrounding modifications for tested commercial
antibodies. Another issue to be considered is that
antibodies need to be checked for cross-reactivity with
other proteins or histones that have identical or similar
motifs (for example, the ARKS amino acid motif flanking
K9 is identical to the sequence around K27 of histone H3).
Testing the loss of reactivity of histone PTM antibodies
toward histones where the specific sites of modification are
mutated could be useful for confirming their specificities.
Lastly, as this protocol is similar to native-ChIP, antibodies
suitable for native ChIP/ChIP-seq may be a good starting
choice for selecting antibodies.

13. Avoid losing any beads during washing step by careful
aspiration and by not disturbing the pelleted beads. The
supernatant can be aspirated with 200 µL micropipette tips
attached to a vacuum line of an aspirator. The tip should
be advanced along the side of the tube until it reaches just
above the beads. After the last wash, pipette the last few µL
of wash buffer using a narrow-bore flat tip, if available.

14. Mix the beads with elution buffer by gently tapping the
tube and not by pipetting up and down to avoid losing
the beads. It is unnecessary to remove the eluate from the
beads and can be stored along with beads at−20◦C.

TYPICAL RESULTS

An example of mononucleosome IP analysis for H3 PTMs co-
existing with histone variant H2A.Z is shown in Figure 7.
We expressed H2A-Avi-Flag or H2A.Z-Avi-Flag in transfected
293T cells followed by mononucleosome preparation. H2A and
H2A.Z containing mononucleosomes were immunoprecipitated
with FLAG-M2 resin using the current protocol. The eluate
was normalized by the amount of H3 and blotted for different
histone PTMs. As seen before (Draker et al., 2012), we observed
that H3K4me3 and H4-ac were enriched on H2A.Z containing
mononucleosomes while H3K9me3 was enriched on H2A
containing mononucleosomes. This difference was also observed
in hyperacetylated histone condition following treatment of cells
with the histone deacetylase inhibitor trichostatin A (TSA).
As TSA results in the overall acetylation of histones, we
observed an increase in acetylation of histone H4 following TSA
treatment (Figure 7).

TIME CONSIDERATIONS

Once the cells expressing FLAG-tagged histone are ready,
isolation of nuclei takes 1 h followed by the preparation of
mononucleosomes in 1.5 h. Generally, we perform the IP the
same day, which can be incubated for 1 h or until the next day
(i.e., overnight). Washing of beads and elution may take 1 h
the next day. So mononucleosome IP is typically completed over
2 days. The eluate may be analyzed immediately (e.g., resolved by
SDS-PAGE) or stored at−20◦C.
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FIGURE 7 | Immunoprecipitation of H2A and H2A.Z containing mononucleosomes for analysis of H3K4me3, H3K9me3, and H4ac. 293T cells (7 × 106) were plated
in a 15 cm plate. Next day, the media were changed and cells were transfected with (pcDNA3) H2A-Avi-Flag and H2A.Z-1-Avi-Flag. 46 h later, cells were treated with
ethanol or TSA at 200 nM for 2 h before harvesting. Mononucleosomes were prepared 48 h post-transfection and immunoprecipitated using the current protocol.
For Coomassie and blots, 1/350 of Input and 1/20 of the eluate was run on 10–15% SDS-PAGE and blotted with indicated antibodies.

DISCUSSION

We have used this mononucleosome IP protocol to isolate the
histone variant H2A.Z-containing nucleosomes from human
cells and performed proteomic screen with these nucleosomes
to identify proteins that co-purify with H2A.Z-1 nucleosomes
(Draker et al., 2012). Some of our validated hits (e.g., Brd2,
PWWP2A, PHF14) were also identified in other independent
mononucleosome IP screens (Kim et al., 2013; Vardabasso et al.,
2015; Surface et al., 2016; Punzeler et al., 2017). However, we
note that there are variations in the interactors identified by
these different studies, possibly due to the differences in the
protocol and/or cell line used. For that reason, we characterized
the relative abundance of selected histone PTMs and chromatin-
binding proteins and presented the data as well as a detailed

protocol in this article. The use of mononucleosome IP has
been gaining popularity and has been used to identify proteins
interacting with other histone variant-containing nucleosomes
such as macroH2A and H2A.Bbd (Sansoni et al., 2014; Sun
et al., 2018) as well as CENP-A/cenH3 and H3.Y (Fang et al.,
2015; Zink et al., 2017). Apart from histone variants, this
approach was also used to demonstrate the YEATS domain as
a crotonyllysine reader by showing a preference of AF9 YEATS
domain for crotonylated over acetylated lysines in histone H3
(Li et al., 2016). In addition, we and others have used this
method to examine the relative abundance of histone PTMs
on core or variant histones in the purified mononucleosomes.
This approach allows the identification of PTMs on different
histones that are co-enriched within the nucleosome context as
well as possible cross-talks amongst different PTM combinations.
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For example, it has been demonstrated that H2A.Z and H3.3
containing mononucleosomes are enriched for activating histone
PTMs such as K4 methylated H3 (Viens et al., 2006; Sarcinella
et al., 2007; Won et al., 2015), whereas macroH2A containing
mononucleosomes are enriched for repressive histone PTMs like
K9 methylated H3 (Won et al., 2015). In addition, this method
has also been used to dissect the cross-talk between macroH2A1
and H2B acetylation (Chen et al., 2014; Ruiz and Gamble, 2018),
and H2A.Z ubiquitylation with H3K27me3 (Ku et al., 2012;
Surface et al., 2016; Ng et al., 2019). Lastly, the incorporation
of specific core or variant histones into chromatin has been
demonstrated by the nucleosome-immunoprecipitation method
(Kanda et al., 1998; Wiedemann et al., 2010; Lau et al., 2011;
Ruiz and Gamble, 2018). Altogether, these studies have shown a
general utility of this method.

One other area in which mononucleosome
immunoprecipitation has been particularly useful is the
study of oncohistones i.e., mutations at K27, and K36 in histone
H3 and its variants that have been linked to oncogenesis. In fact,
expression of H3.3 K27M, and K36M mutants results in global
loss of methylation status of endogenous H3 at the corresponding
lysine (Mohammad and Helin, 2017). Additional studies used
mononucleosome immunoprecipitation to demonstrate that
H3.3K27M mutant containing mononucleosomes have reduced
H3K27me3 and increased H3K27ac on the wild type endogenous
H3 partner, and are enriched for the H3K27 methyltransferase
EZH2 (Bender et al., 2013; Chan et al., 2013; Lewis et al., 2013;
Fang et al., 2017). Indeed, loss of H3 methylation results in the
formation of H3K27M-K27ac heterotypic nucleosomes that are
enriched with acetyl-binding bromodomain-containing protein 1
(BRD1) and BRD4 proteins (Herz et al., 2014; Piunti et al., 2017).
Similarly, H3.3K9M mutant containing mononucleosomes were
observed to have decreased K9 methylation at endogenous
H3, and increased association with the H3K9 demethylase
KDM3B and the H3K9/K56 deacetylase SIRT6 (Herz et al.,
2014). Subsequently, it was also demonstrated that H3.3K36M
mutant containing mononucleosomes displayed reduced
H3K36me2/3 on endogenous H3 and are enriched for H3K36
methyltransferases SetD2, Nsd1, Nsd2, and MMSET (Fang et al.,
2016; Lu et al., 2016).

An advantage of this protocol is that it can potentially
identify proteins that interact with nucleosomes through multiple
PTMs on different histones of the same nucleosome. These
proteins may not otherwise be identified using the standard co-
IP procedure. Brd2 has been shown to interact with H2A.Z-1
and H2A.Z-2 nucleosomes through a combinatorial interaction
with H2A.Z and acetylated H4 (Draker et al., 2012; Vardabasso
et al., 2015). Conversely, ubiquitylation of H2A.Z was found to
antagonize Brd2 binding to H2A.Z nucleosomes (Surface et al.,
2016). Such an approach has also been used to confirm the
multivalent interaction of PWWP2A with H2A.Z nucleosomes
(Punzeler et al., 2017). Lastly, IP of mononucleosomes was
used to demonstrate the existence of asymmetrically modified
nucleosomes in addition to symmetrically modified nucleosomes,
with respect to H3K27me2/3 and H4K20me1 (Voigt et al., 2012).

As with any experimental approaches, there are limitations
and drawbacks to this mononucleosome IP method. First,

we rely on the expression of tagged histones (e.g., Flag-
tagged H2A.Z) in transfected cells in order to use the highly
efficient Flag M2 beads to capture the tagged histone-containing
nucleosomes. Immunoprecipitation of endogenous histones is
always desirable, and in theory this protocol should also
work with antibodies against specific histones or histone
PTMs. However, as mentioned previously, it depends on the
immunoprecipitation efficiencies of the antibodies against the
intended targets, which will have to be individually tested
and optimized. For our purposes, we chose to express tagged
histones because of the advantage of well-characterized and
highly efficient antibodies against epitope tags. In our hands,
the expression levels of the tagged H2A.Z is fairly comparable
to the endogenous H2A.Z protein levels (data not shown), and
we have not observed any interference of histone incorporation,
nor growth defects or deleterious effects in these tagged H2A.Z-
expressing cells. We also typically choose to place the epitope tag
on the C-terminus of histones, but it is possible that, in some
cases, the presence of a tag may interfere with normal PTM profile
and thus the association of histone binding proteins. If necessary,
one could test for potential interference effects by comparing
results using N-terminus vs. C-terminus tagged histones. All
these parameters should be carefully monitored for different
histones, histone variants, and tags. Second, as noted earlier, it
would be highly desirable to immunoprecipitate nucleosomes
using histone-PTM-specific antibodies; however, these are not
always available (see note 12 for considerations for choosing
the right antibody for the assay). To overcome this limitation,
we have previously developed a technique named BICON
(biotinylation-assisted isolation of co-modified nucleosomes)
whereby we co-modify targeted histone substrates with a fusion
of a histone-modifying enzyme and the E. coli biotin ligase
BirA, and then use streptavidin-couple reagents to pull down the
biotinylated and enzyme-modified histone/nucleosome [see (Lau
and Cheung, 2013) for specific details]. As proof of principle, we
co-expressed H3.3 with a 15 amino acid tag called Avi-tag that
is the specific biotinylation target of BirA, along with an MSK1-
BirA fusion (MSK1 is a well-characterized H3 kinase) in human
cells, and demonstrated efficient purification of nucleosomes that
contain H3.3 that are both biotinylated and phosphorylated.

In this protocol, we rely on micrococcal nuclease digestion
to release mono-nucleosomes from bulk chromatin. We have
chosen an MNase concentration that generates mostly mono-
nucleosomes without excessive digestion, but we have not
tested whether higher amounts of MNase could release more
nucleosomes and chromatin-binding proteins from the pellet
fraction. Indeed, chromatin is sensitive to MNase at varying
degrees. Although the precise reasons for differential sensitivity
of individual nucleosome to MNase are unknown, preference
of MNase toward adenine/thymine (A/T) nucleotides may
be a contributing factor. It has been reported that over-
digestion can result in artificial depletion of A/T rich genomic
regions (Kensche et al., 2016). As shown in Figure 5 of
this article, there are significant amounts of chromatin-
bound proteins, as well as some nucleosomes, that remain
in the insoluble pellet after MNase digestion and hence are
not used for immunoprecipitation. Moreover, some proteins
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(e.g., HP1α, Fibrillarin) and modified histones (e.g., H2Bub)
appear to be almost exclusively found in the insoluble
pellet. Therefore, this mono-nucleosome immunoprecipitation
approach will not be suitable for examining nuclear factors
or histones that are exclusively retained in the insoluble
pellet. The precise explanation of these observations is not
known, but there could be MNase-resistant or insoluble
fractions of chromatin that are enriched with specific types
of chromatin. Along that line of thinking, a previous study
discovered and characterized a sonication-resistant fraction
of chromatin in their ChIP-seq method that is enriched for
proteins/genomic sequences associated with unique subtypes
of heterochromatin, and is refractory to cell reprogramming
(Becker et al., 2017). Therefore, similar genomic/proteomic
analyses of the pellet fraction from our fractionation protocol
may reveal new insights into subtypes of chromatin domains and
compartments as well.

Materials

Reagents
1 kb Plus DNA ladder (Thermo Fisher Scientific, cat. no.
10787-018)
293T cells cultured on 145-mm plates (expressing FLAG-
tagged Histone protein)
6X Gel Loading Dye, Purple (NEB, cat no. B7024)
Agarose (Fisher BioReagents, cat. no. BP160)
Anti-Flag M2 Affinity Gel (Sigma-Aldrich, cat. no. A2220)
Aprotinin (Sigma-Aldrich, cat. no. A1153)
CaCl2 solution (Sigma-Aldrich, cat. no. 442909)
Chloroform (Caledon, cat. no. 3001-2)
Dithiothreitol (DTT; Fisher BioReagents, cat. no. BP172)
DMEM Media, high glucose (HyClone, cat. no.
SH30243FS)
EDTA (Sigma-Aldrich, cat. no. EDS)
EGTA (Sigma-Aldrich, cat. no. E4378)
Equilibrated Phenol solution (Sigma-Aldrich, cat. no.
P4557)
Ethanol (Commerical Alcohols, cat. no. P006EAAN)
Fetal Bovine Serum (Sigma-Aldrich, cat. no. F1051)
Glycerol (Fisher BioReagents, cat. no. BP229)
HEPES (Fisher BioReagents, cat. no. BP310)
Isoamyl alcohol (Fisher BioReagents, cat. no. BP1150)
KCl (Sigma-Aldrich, cat. no. P9541)
Leupeptin (Sigma-Aldrich, cat. no. L2884)
MgCl2 (Sigma-Aldrich, cat. no. M9272)
Micrococcal Nuclease (Worthington Biochem, cat. no.
LS004798)
Microcystin-LR (Cayman, cat. no. 10007188)
NaCl (Fisher BioReagents, cat. no. BP358)
N-ethylmaleimide (NEM; Sigma-Aldrich, cat. no. E3876)
Pepstatin (Sigma-Aldrich, cat. no. P5318)
Phenylmethylsulfonyl fluoride (PMSF; Sigma-Aldrich,
cat. no. P7626)

Phosphate buffered saline (PBS; Wisent, cat. no. 311-010-
CL)
Phenol:chloroform:isoamyl alcohol (UltraPuro, Thermo
Fisher Scientific, cat. no. 15593-031)
Chloroform/Isoamyl alcohol 24:1 (CI)
Proteinase K (Sigma-Aldrich, cat. no. P2308)
RedSafe Nucleic Acid Staining Solution (iNtRON
Biotechnology, cat. no. 21141)
Sodium acetate (Sigma-Aldrich, cat. no. S2889)
Sodium Butyrate (Sigma-Aldrich, cat. no. B5887)
Sucrose (Bioshop, cat. no. SUC700)
Tris (Fisher BioReagents, cat. no. BP152)
Triton X100 (Sigma-Aldrich, cat. no. T9284)
Trypsin 0.05%, EDTA 0.53MM in HBSS, 1X (Wisent, cat.
no. 325-542)

Antibodies
Anti-FLAG-M2 affinity gel (Sigma-Aldrich, cat. no.
A2220)
Anti-PHF6 (Bethyl, cat. no. A301-450A)
Anti-USP39 (Abcam, cat. no. ab131332)
Anti-USP7 (Bethyl, cat. no. A300-033A)
Anti-Brd2 (Abcam, cat. no. ab3718)
Anti-RNA PolII (Covance, cat. no. MMS-126-R)
Anti-HP1α (Santa-Cruz, cat. no. sc-47701)
Anti-Fibrillarin (Abcam, cat. no. ab5821)
Anti-Tubulin (Sigma-Aldrich, cat. no. T6074)
Anti-H3 (Abcam, cat. no. ab1791)
Anti-H2A.Z (Active Motif, cat. no. 19113)
Anti-H3K4me3 (Millipore, cat. no. 07-030)
Anti-H3K9me3 (Millipore, cat. no. 07-442)
Anti-H3K27me3 (Millipore, cat. no. 07-449)
Anti-H3K36me3 (Abcam, cat. no. ab9050)
Anti-H3K79me2 (Millipore, cat. no. ABE459)
Anti-ub-H2A K119 (Cell Signaling, cat. no. 8240)
Anti-ub-H2B (Medi Mabs, cat. no. MM-0029)
Anti-H4-ac (Millipore, cat. no. 06-946)

Equipment
Vacuum aspirator
Ice and ice bucket
End-to-end rotator
1.5-ml microcentrifuge tubes
15-ml and 50-ml propylene tubes
Agarose gel apparatus
Electrophoresis power supply
Micropipettes (e.g., Pipetman, Gilson)
Refrigerated microcentrifuge (e.g., Eppendorf 5415R)
SDS-PAGE running and transfer apparatus
Tissue culture dish, 145 mm (Grenier Bio-One, cat. no.
639160)
UV Spectrophotometer (e.g., NanoDrop 2000, Thermo
Scientific)
Water bath set at 37◦C.
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Munich, Germany

Mammals contain over 200 different cell types, yet nearly all have the same genomic
DNA sequence. It is a key question in biology how the genetic instructions in DNA are
selectively interpreted by cells to specify various transcriptional programs and therefore
cellular identity. The structural and functional organization of chromatin governs the
transcriptional state of individual genes. To understand how genomic loci adopt different
levels of gene expression, it is critical to characterize all local chromatin factors as
well as long-range interactions in the 3D nuclear compartment. Much of our current
knowledge regarding protein interactions in a chromatin context is based on affinity
purification of chromatin components coupled to mass spectrometry (AP-MS). AP-MS
has been invaluable to map strong protein-protein interactions in the nucleus. However,
the interaction is detected after cell lysis and biochemical enrichment, allowing for loss
or gain of false positive or negative interaction partners. Recently, proximity-dependent
labeling methods have emerged as powerful tools for studying chromatin in its native
context. These methods take advantage of engineered enzymes that are fused to a
chromatin factor of interest and can directly label all factors in proximity. Subsequent
pull-down assays followed by mass spectrometry or sequencing approaches provide
a comprehensive snapshot of the proximal chromatin interactome. By combining this
method with dCas9, this approach can also be extended to study chromatin at specific
genomic loci. Here, we review and compare current proximity-labeling approaches
available for studying chromatin, with a particular focus on new emerging technologies
that can provide important insights into the transcriptional and chromatin interaction
networks essential for cellular identity.

Keywords: protein-protein interactions, proxisome, BioID, APEX2, dCas9, ChIP, affinity purification, mass
spectrometry

INTRODUCTION

A long-standing question in cell biology is how the same genome can lead to different cell
types. A major driving force that determines cellular identity is their underlying gene expression
landscape. Whether a gene is turned on or off depends mostly on its physical accessibility, governed
by the local chromatin context (Klemm et al., 2019). The basic unit of chromatin is the nucleosome
core particle, a protein-DNA complex consisting of 146 bp of DNA wrapped around a histone
octamer. Histones play a central role in DNA accessibility, due to histone variants and a multitude
of post-translational modifications (PTMs) that influence binding of secondary chromatin factors.
This can lead to further compaction and heterochromatin formation, restricting or completely
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blocking access for the transcription machinery. Other factors
influencing chromatin structure are DNA methylation, long non-
coding RNAs and chromatin remodelers. However, the full extent
of chromatin modifications and complex interactions of a given
gene in the complex nuclear environment are poorly understood.
Therefore, it is crucial to identify all factors that are part of
this process by studying protein-protein interactions of known
chromatin factors.

The most widely applied methods to study protein-protein
interactions in a chromatin context are affinity purification
or immunoprecipitation followed by mass spectrometry (AP-
MS/IP-MS). After cell lysis, soluble proteins are captured and
enriched by a ligand (bait) coupled to a solid support. The
most commonly used ligands are antibodies targeting epitope-
tagged (AP) or endogenous (IP) proteins (prey). These ligands
are attached to a solid support, in most cases agarose, sepharose
or magnetic beads. After enrichment, proteins are analyzed
by mass spectrometry to identify proteins interacting with the
prey. Consequently, successful application of IP-MS depends
on the availability of an antibody or known interactor of the
protein of interest. For AP-MS, common antibodies can be
used, because an epitope tag is fused to the protein of interest.
While these methods can efficiently identify strong protein-
protein interactions that are not disrupted after cell lysis and
solubilization, transient interactors with lower affinity can be lost
during the purification steps – typically performed under high-
salt and detergent conditions. In addition, interactions are only
detected after lysis and enrichment and thus no longer in its
native environment of living cells.

Proximity labeling followed by mass spectrometry analysis
can address these key limitations of AP- and IP-MS. The basic
principle of all proximity labeling methods is to introduce
a covalent biotin tag to proteins in the neighborhood of a
selected target in living cells. To this end, enzymes convert
a supplemented substrate into a highly reactive biotinylated
intermediate that then transfers biotin to amino acid side
chains in proximity. Spatial restriction of labeling is achieved
by fusing the enzyme to the target protein as well as reducing
the labeling time. Currently, three major enzymes are used
for proximity labeling: biotin ligase (BioID, BioID2, TurboID,
miniTurbo), horse radish peroxidase (HRP), and engineered
ascorbate peroxidase (APEX, APEX2). After the labeling reaction,
cells are lysed and the biotinylated proteins are extracted with
streptavidin beads and subjected to mass spectrometry. Identified
candidates in proximity with the bait protein can be summarized
as the “proxisome” (Roux et al., 2012).

The advantages of proximity labeling in comparison to
conventional methods to study chromatin are manifold. One
major benefit is the ability to analyze protein interactions
in a native context, because covalent biotinylation occurs
before cell lysis and solubilization. As streptavidin-biotin is
one of the strongest non-covalent interactions found in nature,
harsh conditions can be used to force insoluble proteins into
solution without the constraint of maintaining protein-protein
interactions during the purification process. Therefore, proximity
labeling enables the study of proxisomes even in insoluble
cell compartments like the nuclear matrix, nucleoli and other

nuclear structures – difficult to study with conventional methods.
Additionally, in vivo covalent biotinylation enables the detection
of transient interactions and low abundance proteins. Finally,
biotinylation is an infrequent protein modification in many
organisms, thus no additional endogenous proteins are part of the
background in mass spectrometry analysis (de Boer et al., 2003).

Here, we will review and compare current proximity labeling
approaches available for studying chromatin, with a particular
focus on new emerging technologies that can provide important
insights into the transcriptional and chromatin interaction
networks from specific gene loci to whole genome interactions
in nuclear compartments.

PROXIMITY LABELING METHODS

Biotin Ligase (BioID)
The Escherichia coli BirA biotin ligase converts biotin and ATP
into biotinoyl-5′-adenylate (bioAMP) (Barker and Campbell,
1981a,b; Eisenberg et al., 1982). One of the physiological roles of
the BirA-bioAMP complex is to target the only biotinylation site
in E. coli, a lysine residue in the biotin carboxyl carrier protein
(BCCP) subunit of acetyl-CoA carboxylase. To take advantage of
this highly specific reaction, an unnatural substrate mimicking a
short peptide sequence was created (Schatz, 1993; Beckett et al.,
1999). This biotin acceptor peptide (BAP) can be fused to proteins
of interest (POI) and co-expressed with BirA, which in turn
recognizes and conjugates biotin on the lysine of BAP (Smith
et al., 1998). The newly biotinylated protein can be efficiently
purified by streptavidin pull-down (de Boer et al., 2003). In a
different approach, this system was used to study protein-protein
interactions by fusing BirA and BAP to two interacting proteins
(Fernández-Suárez et al., 2008). However, interacting protein
pairs must be known a priori.

A mutated BirA∗ (R118G) from E. coli made an unbiased
approach possible by disrupting binding of bioAMP to BirA
(Kwon and Beckett, 2000; Kwon et al., 2000). Consequently,
bioAMP diffuses from the enzyme and can readily react
with lysine residues of any protein. Interestingly, in vitro
experiments showed that biotinylation efficiency is proximity-
dependent, meaning that substrates closer to BirA∗ were more
readily biotinylated (Choi-Rhee et al., 2004; Cronan, 2005). To
promiscuously biotinylate proteins in mammalian cells, a codon-
optimized BirA∗ was designed and fused to the protein of interest
(Roux et al., 2012). With this approach, termed BioID, it was
now possible to identify the proximal proteome of in theory any
protein of interest. By switching from the E. coli to the Aquifex
aeolicus biotin ligase, the size of the BioID moiety was reduced
from 35 to 28 kDa (Kim et al., 2016). Later, it was possible to
reduce the labeling time from a minimum of 6 h to 10 min with an
E. coli biotin ligase mutated at 14 amino acids, namely TurboID
(Branon et al., 2018). In parallel, a mutated and truncated
biotin ligase from Bacillus subtilis (BASU) was developed and
achieved efficient labeling for subsequent LC-MS/MS analysis
in 30 min (Ramanathan et al., 2018). However, this improved
activity was only demonstrated in a very specific context in which
BirA∗ is fused to a small peptide that recognizes RNA motifs.
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Furthermore, during the development of TurboID/miniTurboID,
BASU showed kinetics comparable with BioID and BioID2
(Branon et al., 2018; Figure 1A; and Table 1).

Engineered Ascorbate Peroxidase
(APEX)
Peroxidases can oxidize various chromogenic substrates in the
presence of H2O2, making it a versatile tool for biochemistry
applications. For example, horseradish peroxidase (HRP) has
been used to enhance contrast for electron microscopy
by polymerizing 3,3′-diaminobenzidine after OsO4 treatment
(Graham and Karnovsky, 1966; Li et al., 2010). Peroxidases
can also catalyze the oxidation of phenol derivatives to
phenoxyl radicals (Gross and Sizer, 1959). This chemistry
is the basis of tyramide signal amplification, a widely used
technique for immunostainings (Mayer and Bendayan, 1997).
Phenoxyl radicals can also react with electron-rich amino
acids, predominantly tyrosine (>95%), but also tryptophan and
cysteine (Udeshi et al., 2017). Because these radicals are very
short lived (<1 ms), they can only react with amino acid residues
in close proximity of the peroxidase (Mortensen and Skibsted,
1997). The first biotin-based proximity labeling study was done
with HRP and aryl azide-biotin as substrate (Kotani et al., 2008).
However, HRP is not active in the mammalian cytosol, because
two essential disulfide bridges cannot form in the reducing
environment (Martell et al., 2012). Introduction of an engineered
ascorbate peroxidase (APEX) derived from pea overcame this
caveat (Rhee et al., 2013). It is active in all cell compartments
and can label surrounding proteins through incubation with
H2O2 and biotin-phenol. The biotin-phenoxyl radicals primarily
target tyrosine residues at surface-exposed sites of proteins.
Furthermore, APEX with 28 kDa has a lower molecular weight
opposed to the 44 kDa HRP, making the fusion protein less likely
to compromise the native structure or function of the protein.
The low catalytic activity of this first APEX version prompted a
directed evolution approach and the development of the more
active A134P mutated version of the enzyme named APEX2 (Lam
et al., 2015; Figure 1B; and Table 1).

General Considerations for BioID and
APEX Experiments
In summary, biotin ligases and ascorbate peroxidases provide a
powerful tool to investigate the proximity of a protein of interest,
giving insight into potential interaction partners. Nevertheless,
fusing a relatively large 27–28 kDa enzyme to the bait protein
may influence its function and/or localization (Roux et al., 2012;
Roux, 2013; Kim and Roux, 2016). The moiety has a similar size
as other common tags, e.g., green fluorescence protein (GFP).
Consequently, a good practice might be to fuse the proximity
labeling enzyme to N- or C-termini of target proteins that have
already been successfully tagged with GFP or another moiety
in the same size range. In general, the concept of proximity
labeling does not allow direct testing for interaction partners, but
rather provide a candidate list of possible interactors (Roux et al.,
2012). The functional relevance of these candidates should then
be validated by further experimentation.

Additionally, the labeling radius is not clear, especially for
biotin ligases. The reactive bioAMP has a half-life of minutes,
potentially enabling it to diffuse away from the biotin ligase
(Rhee et al., 2013). However, a BioID study of the nuclear pore
complex reported an effective labeling radius of only ∼10 nm
(Kim et al., 2014). Interestingly, the insertion of a flexible linker
into the fusion protein can increase the labeling radius (Kim
et al., 2016). The APEX2 generated biotin-phenoxyl radicals
are very short lived (<1 ms), which leads to a decreasing
degree of biotinylation with increasing physical radius from
the peroxidase (Hung et al., 2016). When combining APEX2
biotinylation with the ratiometric Stable Isotope Labeling with
Amino Acids in Cell Culture (SILAC) approach, it is possible
to achieve high spatial resolution, especially in non-membrane
enclosed compartments (Hung et al., 2016). Electron microscopy
images suggest the labeling radius of biotin-phenoxyl radicals to
be ∼10–20 nm (Mayer and Bendayan, 1997). Another drawback
is that the strong biotin-streptavidin bond does not allow for
efficient elution of biotinylated proteins from the beads. This is
usually circumvented by on-bead digestion, but interactions of
non-biotinylated proteins with the beads can introduce many
false positives. Additionally, the biotinylated peptides that are
cleaved off the beads still containing part of streptavidin are too
complex to be analyzed by mass spectrometry, leading to a loss of
important peptides for later analysis. New methods, e.g., Biotin
Site Identification Technology (BioSITe) and Direct Detection of
Biotin-containing Tags (DiDBit) aim at addressing these issues
by first digesting the proteins and subsequently enriching with
biotin nano- or antibodies (Schiapparelli et al., 2014; Kim et al.,
2018). Using antibodies does not lead to complex undetectable
peptides. Also, this approach can potentially increase sensitivity,
because enrichment on the peptide level greatly reduces the
background of non-biotinylated peptides (Udeshi et al., 2017;
Kim et al., 2018). Additionally, this approach allowed the
identification of the preferential biotinylation sites on proteins
(Udeshi et al., 2017).

When designing a proximity labeling experiment, an
important point to consider is that large amounts of false
positives can be generated due to random spatial association
with the protein of interest. Consequently, negative controls are
mandatory and should always be included in the experimental
setup (Lobingier et al., 2017). In general, two types of controls
are recommended – a technical control without the proximity
labeling reaction and importantly, a spatial control mimicking
the reaction at specific subcellular locations. Technical controls
give insight into contaminants arising through the enrichment
strategy, whereas the spatial control expresses the enzyme
alone or fused to a localization tag, e.g., NLS-BirA∗, and
provides information of common contaminants of the labeling
reaction itself. Furthermore, it is crucial to limit and achieve
similar expression levels of bait and control fusion proteins,
otherwise different levels of background can mask bona fide
interactions. For BioID, cells with no BirA∗, BirA∗ alone, or
BirA∗ fused to a localization tag are the three most common
controls. This is transferrable to APEX experiments, but it
is also possible to omit H2O2 or biotin phenol instead of
using no APEX. Furthermore, a database named CRAPome
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FIGURE 1 | General workflow of proximity labeling followed by mass spectrometry with biotin ligase (A) or peroxidase (B). The protein of interest (bait) is fused to the
reporter enzyme and expressed in cells. Supplying the enzymes with their substrates creates reactive intermediates that target amino acid side chains of proteins in
proximity (prey). The covalently biotinylated proteins can be enriched by streptavidin beads. Subsequent on-bead digestion and identification of resulting peptides
with mass spectrometry provides a candidate list of proteins in the vicinity of the bait.

TABLE 1 | Overview of available proximity labeling enzymes and their characteristics.

Enzyme Type Source
organism

Ami no acid
mutations

Size in
kDa

Labeling
time

Substrate
incubation

time

Substrates Labeling
targets

Reference

BiolD Biotin ligase E. coli R118G 35 6–24 h 6–24 h Biotin Lys Roux et al., 2012

BiolD2 Biotin ligase A. aeolicus R40G 27 6–24 h 6–24 h Biotin Lys Kim et al., 2016

BASU Biotin ligase B. subtilis 13 mut.,
1N-term

29 30 min-12 h 30 min-12 h Biotin Lys Ramanathan et al., 2018

miniTurbo Biotin ligase E. coli 12 mut.,
1N-term

28 10–60 min 10–60 min Biotin Lys Branon et al., 2018

TurbolD Biotin ligase E. coli 14 mut.,
1N-term

35 10–60 min 10–60 min Biotin Lys Branon et al., 2018

HRP Peroxidase Horseradish – 44 5–10 min 5–10 min Biotin-phenol,
Fluorescein-aryl
azide

Tyr, Trp,
Cys, His

Kotani et al., 2008; Li
et al., 2014; Rees et al.,
2015

APEX Peroxidase Pea K14D, E112K,
W41F

28 1 min 30–60 min Biotin-phenol Tyr, Trp,
Cys, His

Martell et al., 2012; Rhee
et al., 2013

APEX2 Peroxidase Soybean K14D, E112K,
W41F, A134P

28 1 min 30–60 min Biotin-phenol,
-aniline,
-naphthylamine

Tyr, Trp,
Cys, His

Lam et al., 2015
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for known contaminants in immunoprecipitation and BioID
experiments has been established (Mellacheruvu et al., 2013).
It is possible to select specific negative controls from other
studies, e.g., NLS-BirA∗ if the experimental designs are highly
similar. However, if the cell type or the enrichment strategy
of the control differs significantly, it is always recommended
to include an internal experimental control, rather than solely
relying on the CRAPome database. Furthermore, experimental
design also entails whether to use a qualitative or one of the
many quantitative mass spectrometry approaches. There does
not seem to be a preferential method for proximity labeling, so
it comes down to technical considerations (see Santin, 2019 for
details and Ankney et al., 2016 for a comprehensive summary of
quantitative approaches).

Another point of consideration for proximity labeling is
that the amount of biotinylation does not necessarily reflect
the strength of association. In fact, biotinylation relies on the
number and accessibility of the targeted amino acid residues,
mostly lysine or tyrosine. This also means that intrinsically
disordered regions of proteins, which are very sensitive to
changes in pH, salt concentration and PTMs, can introduce biases
in proximity labeling studies (Minde et al., 2020). On average, the
preferentially targeted lysines in BioID are a lot more abundant
in intrinsically disordered regions than tyrosines preferred by
APEX. This could also explain the fact that a biotinylation
gradient is observed with APEX, but not with BioID.

CHROMATIN FACTORS TARGETED BY
PROXIMITY LABELING

Proximity labeling has been used to study chromatin factors
in many different nuclear compartments (Figure 2). In the
following sections, selected studies are presented covering a wide
range of proximity labeling techniques. A more complete list can
be found in Supplementary Table S1.

Histone Variants and Post-translational
Modifications
One of the first approaches to study chromatin with biotin
ligase was to identify histone modifications in the vicinity
of RAD18 (Shoaib et al., 2013). The authors fused BirA to
RAD18 and BAP to histones H3.1 and H2A. By combining this
approach with native Chromatin Immunoprecipitation (NChIP),
it was found that the H4 histones in proximity to RAD18
are hyperacetylated compared to bulk histones. Importantly,
this study proved the feasibility to fuse BirA to any nuclear
protein of interest and determine features of the surrounding
histones. However, the extensive MNase digestion only creates
biotinylated mononucleosomes, therefore excluding the analysis
of non-histone protein interactions.

The development of BioID has overcome this limitation.
Additionally, BioID applications are technically less challenging,
as only one genetic fusion of BirA∗ to the protein of interest is
required without the counterpart BAP. By fusing BirA∗ to the
histone H3 like nucleoprotein CENP-A, HJURP was identified as
a centromere associating protein in S phase (Zasadzińska et al.,

2018). This interaction was later confirmed by in vitro BioID
(ivBioID) (Remnant et al., 2019). In this variation of the assay,
the biotin substrate is only added after a brief pre-extraction
period and therefore allows quick substrate penetration and
biotinylation in a timescale of minutes. This addresses the
shortcomings of the regular BioID approach, which needs a
biotin incubation time of at least 6 h. However, it is less
suited for soluble proteins, because they are washed from the
cells after permeabilization. Furthermore, it does not require
treatment of cells with H2O2, a potentially oxidative damage-
inducing agent. However, the use of H2O2 in the regular
APEX2 protocol at low concentrations and short time periods
of 60 s may not severely impact signaling pathways (Veal
et al., 2007). Also, the development of TurboID reduced the
biotin labeling time to 10 min, addressing the same issue of
the standard BioID. Nevertheless, ivBioID seems to provide
lower background and can resolve even finer time intervals,
providing a snapshot of the proxisome at the time of lysis.
In addition, ivBioID can be used in any genetically modifiable
organism regardless of difficulties with endogenous biotin levels
or biotin delivery.

In contrast, the APEX2 approach has been developed mainly
in mammalian cells and is not easily transferable to other
organisms. The main concern is the delivery of the substrate
biotin phenol into the cell or nucleus (Hung et al., 2016). For
yeast, removing the cell wall by zymolyase or osmotic shock
allows the entry of biotin phenol (Hwang and Espenshade, 2016).
Further optimization of the protocol by a different group enabled
the proteomic mapping of the mitochondrial matrix and the
nucleus (Singer-Krüger et al., 2019). As an example, fusion of
APEX2 to the core H2B histone Htb1 identified Yer156c, a
nuclear protein with unknown function previously not detected
with traditional IP-MS approaches.

Recently, a method named ChromID to study the proxisome
of specific histone PTMs was published (Villaseñor et al., 2020).
In this approach, engineered chromatin readers (eCRs) are fused
to the biotin ligase BASU. In this study, eCRs for histone
tri-methylated H3K4, H3K9, and H3K27 have been developed
and successfully used with proximity labeling. Additionally,
the authors were able to employ a bivalent eCR to study the
proxisome at H3K4me3 and H3K27me3 marked sites. This
method has very promising potential for studying associating
factors of histone modifications in different conditions. It
might also be useful for tracking histone mark proxisomes
during developmental changes. However, with a labeling time
of 12 h, ChromID might be less suitable to study dynamic
cellular processes.

Transcription Factors
Multiple proxisomes of transcription factors have been
uncovered with the help of proximity labeling. Fusion of
BirA∗ to the MYC oncoprotein in cultured HEK293 and tumor
xenografts confirmed known and identified over 70 new potential
interaction partners, ranging from chromatin remodelers to
transcription factors (Dingar et al., 2015). Therefore, proximity
labeling significantly improved our knowledge of potential
MYC interactors, which has been difficult to study with classical
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IP/AP-MS due to difficult to solubilize chromatin-bound
complexes containing MYC. Later, the same group identified
protein phosphatase 1 (PP1) and its regulatory subunit protein
phosphatase-1 nuclear-targeting subunit (PNUTS) as MYC-
interactors in HeLa cells (Dingar et al., 2018). In an additional
study, the six highly conserved MYC homology boxes (MBs)
were individually deleted and the mutants were fused to BirA∗
in HEK293 cells (Kalkat et al., 2018). Some of these MBs are
crucial for MYC-dependent malignant transformation. The
resulting six BioID proxisomes were compared to the wild type
proxisome and gave important insights into the binding targets
of the individual MYC homology boxes. Interestingly, when
comparing these three MYC proxisome studies done in HeLa
cells and HEK293 cells/tumor xenografts, a large overlap of
62 candidates can be observed despite the disparity of cellular
systems (Figure 3). This suggests that BioID can efficiently

and reproducibly detect specific interactions and these can be
considered as the “core” high-confidence hits, whereas the other
candidates only detected in one or two of the studies may contain
more bona fide targets in a rather cell- and context-specific
manner. In general, this example also illustrates that proximity
labeling techniques can potentially discriminate between such a
hierarchy of different interaction levels.

GFI1B is a master regulator of developmental hematopoiesis,
which can also play both oncogenic and oncosuppressor roles
in hematologic malignancies (Anguita et al., 2017). To study
GFI1B’s proxisome, a GFI1B-BioID2 fusion protein was used
(McClellan et al., 2019). Besides many known interactors and
members of other transcription complexes, the H3K4me1/2 and
H3K9me1/2 specific lysine demethylase LSD1 was identified.
To repress transcription, GFI1B needs to bind to LSD1 via
its SNAG domain. To identify LSD1-dependent transcriptional
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FIGURE 2 | Nuclear compartments that were successfully targeted by proximity labeling. A detailed compiled list of studies is provided in Supplementary Table S1.
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regulatory complexes, BioID2 fusions with a wildtype SNAG
domain or different mutant alleles were created. Importantly,
specific enrichment of the BRAF-HDAC complex (BHC) was
only detected in the proxisome of the constructs with intact
SNAG domain. Consequently, proximity labeling was able to
identify LSD1 dependence of the BHC complex. Thus, the two
examples of GFI1B and MYC show that combining proximity
labeling data sets of different deletion mutants of the same protein
can even identify the interactome of specific functional domains.

Another transcription factor fused to BirA∗ is SOX2 (Kim
et al., 2017). Copy number gains of SOX2 arise in almost all
squamous cell carcinomas (SQCC) of the lung, suggesting a
functional role in disease progression (Weina and Utikal, 2014).
Similar to many other transcription factors, direct targeting
of SOX2 by small molecule inhibitors was not successful.
The first SOX2 proxisome analysis by BioID confirmed the
association with histone acetyltransferase EP300 in HEK293 cells,
an interaction that was not clear due to conflicting AP-MS studies
(Kim et al., 2017). This approach illustrates how proximity
labeling can be used to screen for interaction partners of “non-
druggable” oncoproteins that can then be targeted for improved
therapeutic control of transcription factor oncogenic functions.
Interestingly, of the 82 candidates, 46 were also found in at least
one of eight AP-MS SOX2 interactome studies, suggesting BioID
is able to identify new and verify many known interactions.

The fusion protein EWS-Fli-1 can be generated after
chromosomal translocations and is present in most cases of
Ewing sarcoma, an aggressive form of bone cancer (Li et al.,
2015). To assess the interactome of EWS-Fli-1, a tandem
affinity purification approach was first applied (Elzi et al., 2014).
However, the majority of the expressed and tagged fusion protein
was not effectively solubilized under non-denaturing conditions.
Again, this limitation was overcome by BioID, where they
could detect and subsequently verify a connection between the
lysosome and EWS-Fli-1 protein turnover. Interestingly, this
could be achieved with ∼10 times less cell material than in the
tandem affinity purification approach (Elzi et al., 2014).

ZEB1 is a transcription factor mediating epithelial-to-
mesenchymal transition during development, but also in
tumor progression (Zhang et al., 2015). To identify potential
co-repressors of ZEB1, BioID was employed and allowed
the identification of every core member of the nucleosome
remodeling and deacetylase (NuRD) complex (Manshouri et al.,
2019). Of note, the authors fused BirA∗ to either the N- and
C-terminus of ZEB1 and only considered candidates present
in both proxisomes and not present in the control. With this
approach, they could identify 68 potential interactors of ZEB1.
Subsequent experiments revealed the Rab22 GTPase-activating
protein TBC1D2b gene as a ZEB1/NuRD complex target.
TBC1D2b is crucial for suppressing E-cadherin internalization, a
process that promotes the epithelial-to-mesenchymal transition.

Chromatin Remodelers and
Topoisomerases
Chromatin remodelers play a key role in reshaping the
chromatin landscape to grant access to transcription,

replication or DNA-repair factors. They can either influence
the DNA-binding properties of histones through N-terminal
modifications or directly move, evict or restructure nucleosomes
in an ATP-dependent manner. For example, the histone
methyltransferase NSD2 specifically dimethylates histone H3
lysine 36 (H3K36me2). This modification is associated with
gene activation and overexpression of NSD2 has been linked to
some forms of cancer (Kuo et al., 2011). To uncover potential
interaction partners of NSD2, a BirA∗ fusion protein was
overexpressed in NSD2 stable knock-out cells (Huang et al.,
2019). The authors pursued both a qualitative and quantitative
approach. First, they analyzed six biological replicates of NSD2-
BirA∗ expressing cells against wild type cells, resulting in 63
candidates. In the second approach, label-free quantitative mass
spectrometry analysis of NSD2 BioID with NLS-BirA∗ as the
control resulted in 24 nuclear candidates. The overlap between
the qualitative and quantitative approaches provided 16 potential
high-confidence interactors. Further characterization of hits
identified PARP1 as a regulator of NSD2 upon DNA-damage.

Topoisomerases are necessary for all biological processes
that require DNA topology changes, including transcription,
replication or chromatin remodeling (Chen et al., 2013). Thus,
protein-protein interaction maps of topoisomerases would be
particularly important to understand their essential functions in
the cell, but difficult to achieve due to their insoluble properties
in biochemical assays. BioID with topoisomerase IIβ as bait and
no BirA∗, GFP-BirA∗ or NLS-BirA∗ as controls could identify
25 proximal proteins, of which 4 were known and 21 unknown
(Uusküla-Reimand et al., 2016). Here, the usage of three distinct
kinds of controls increased the stringency of analysis. The
authors could subsequently confirm TOPIIβ associations with
CTCF and cohesin subunits at the boundaries of topologically
associating domains.

DNA Repair and Replication Factors
The MCM2-7 complex is known for its helicase activity during
replication in S-phase, but has also been associated with DNA
repair, chromatin organization and cell cycle regulation (Bailis
and Forsburg, 2004). In an attempt to identify a more complete
interaction map, Dubois et al. employed affinity or proximity
purification followed by LC-MS/MS in a side-by-side comparison
(Dubois et al., 2016). To this end, the authors fused either GFP
or BirA∗ to each of the six MCM2-7 subunits and using the
SILAC method subsequently pulled down with GFP nanobodies
or streptavidin beads. The BioID approach generated roughly the
same number of potential interactors as AP-MS. Interestingly,
in this case the two approaches only shared ∼15–20% of
candidate hits, but it is not clear if this could originate from
high background of both methods due to the endogenously
high expression level of MCM complexes in cells (Dubois et al.,
2016). Following etoposide treatment, they could identify DNA
damage specific MCM interactors including the DDB1-CUL4
complex involved in nucleotide excision repair. Unfortunately,
no BirA∗ reference (e.g., NLS-BirA∗) was used in this study,
increasing potential false-negatives. However, they could still
generate high confidence hits due to very stringent cut-offs and

Frontiers in Genetics | www.frontiersin.org 7 May 2020 | Volume 11 | Article 45061

https://www.frontiersin.org/journals/genetics
https://www.frontiersin.org/
https://www.frontiersin.org/journals/genetics#articles


fgene-11-00450 May 10, 2020 Time: 19:25 # 8

Ummethum and Hamperl Proximity Labeling in Chromatin

to the improved statistical power of 12 data sets merged from the
two purification approaches.

In a similar approach, the same group probed the interactome
of the master regulator HNF4α, which plays a crucial role
in development and tumorigenesis (Babeu et al., 2019).
Increased expression of the isoform P2-HNF4α has recently been
implicated in colorectal cancer. BioID with P2-HNF4α-BirA∗
and immunoprecipitation with P2-HNF4α-GFP in HEK293T or
HCT116 (colorectal cancer cell line without HNF4α expression)
revealed an association of P2-HNF4α with DNA repair factors
including PARP1, RAD50, and PRKDC. They confirmed
these interactions by co-immunoprecipitation with endogenous
HNF4α in colorectal cancer cell lines. Here, BioID generated
about four times more candidates than AP-MS, but also had a
higher background. Interestingly, the DNA repair factors were
found in the relatively small overlap of both approaches. This
suggests that using both methods simultaneously can potentially
provide biologically relevant candidate hits.

Another example of coupling proximity and affinity
purification with mass spectrometry is a study investigating
the interactome of the DNA repair factor Ku70 (Abbasi and
Schild-Poulter, 2019). Besides its well-known role in non-
homologous end-joining, Ku70 is also implicated in other
chromatin processes, e.g., transcriptional regulation or DNA
replication (Mo and Dynan, 2002; Abdelbaqi et al., 2013).
BioID identified a total of 501 candidates across three biological
replicates, while AP-MS detected 282. Interestingly, on average,
∼55% of BioID candidates of a biological replicate were present
in all three biological replicates, whereas this proportion was only
∼18% for AP-MS. This indicates that the AP-MS method is not
as reproducible as BioID for probing the interactome of Ku70.

Together, these studies indicate that proximity labeling is
able to discover physical interactors that are also found in
AP-MS experiments. However, the overlap during side-by-side
experiments is usually small. Interestingly, ∼50% of candidates
of the SOX2 BioID proxisome could be found in at least one of
eight different SOX2 AP-MS interactomes (Kim et al., 2017). The
individual overlaps of the AP-MS interactomes with the BioID
proxisome range from ∼0 to 40% (Supplementary Table 5 in
Kim et al., 2017). This indicates a large variation in the AP-
MS interactomes and is most likely due to experimental design
factors in the AP-MS experiments, e.g., cell type, crosslinking
conditions, enrichment strategy and analysis parameters. It will
be interesting to see if proximity labeling is less susceptible to
variations resulting from different experimental designs. The
three MYC BioID studies described above had a large overlap,
but the experimental parameters were very similar (see section
Transcription Factors and Figure 3A). When comparing two
studies with Lamin A as bait in the same cell type, but with
different enrichment and mass spectrometry analysis strategies,
there is still a decent overlap of candidates (Figure 3B). Based on
these examples, the studies suggest that the generated candidate
lists of BioID proximity labeling experiments are less susceptible
to variations caused by experimental design factors than AP-MS,
but more comparative studies on distinct targets will be needed
to verify this speculation.

Locus Specific
All methods described until now give insight into chromatin
interactions that can occur genome-wide without any spatial
information. However, it would also be interesting to investigate
protein-protein interactions at specific DNA loci, especially in
the context of oncogenes. The most commonly used method is
a special form of IP-MS called chromatin immunoprecipitation
(ChIP). There are two types of ChIP: cross-linked (XChIP) and
native ChIP (NChIP). In XChIP, the chromatin is reversibly
cross-linked with associating proteins and subsequently
sheared by sonication. For NChip, the native chromatin is
extensively digested by micrococcal nuclease (MNase). To
immunoprecipitate the local chromatin environment, antibodies
targeting histone posttranslational modifications or chromatin
factors of interest are used. The isolated and purified DNA is then
sequenced to allocate genomic locations of the protein-protein
or protein-DNA interaction. NChip is mostly limited to histone
proteins due to their high abundance and stable interaction
with DNA, whereas other proteins are lost without crosslinking
during the stringent IP conditions. However, XChIP can generate
false positives by crosslinking randomly associating proteins or
after cell lysis by non-specific binding of factors to the sheared
chromatin or bead material. Furthermore, crosslinking agents
distort the native environment of chromatin before analysis
(Beneke et al., 2012; Gavrilov et al., 2015).

Another method is the Proteomics of isolated chromatin
segments (PICh), which deploys complementary DNA probes
after chemical crosslinking to capture the local chromatin
composition (Déjardin and Kingston, 2009). A different
approach targets a specific genomic region with a site-specific
recombinase that can then be purified by affinity purification
(Griesenbeck et al., 2003; Hamperl et al., 2014). Recently, the
CUT&RUN method was introduced as an alternative to ChIP for
genome wide profiling of the local chromatin environment of a
chromatin factor of interest (Skene and Henikoff, 2017). In this
in situ approach, protein A-fused MNase is directed to a specific
antibody against the chromatin target of interest and leads to
the release of protein-DNA complexes into solution without
the requirement of crosslinking agents (Skene and Henikoff,
2017). As this technique basically represents a proximity-based
reaction in close to native conditions, it will be interesting to
pursue how the CUT&RUN method could complement BioID
and APEX studies.

The development of a catalytically dead dCas9-BirA∗ fusion
protein has laid the foundation for an in vivo approach using
proximity labeling (Schmidtmann et al., 2016). In principle, cells
expressing dCas9-BirA∗ in combination with a single guide RNA
can be targeted to any genomic locus of interest. Incubation with
biotin should then allow to label the locus-proximal proteins
in vivo. This original approach, termed CasID, was validated by
targeting the repetitive sequences of telomeres, major satellite and
minor satellite DNA (Schmidtmann et al., 2016). The authors
could identify known interactors but also validated zinc-finger
protein 512 as a new major satellite repeat associating protein.
However, the generated telomere protein list was rather short,
with only seven significantly enriched proteins. It was possible to
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increase BirA∗ activity and thereby gain more protein enrichment
by designing a longer flexible glycine-serine linker between the
dCas9 protein and BirA∗ (Li et al., 2019). In this study, they
were able to generate a telomere associating protein list of
over 300. Although increasing the chance for false positives
with this extended linker approach, the authors could identify
and validate desmoplakin as a telomere associating protein. To
target single copy loci in the future, critical steps to optimize
may include using multiple sgRNAs targeting the same locus,
increasing cell numbers or optimizing the streptavidin pulldown
(Schmidtmann et al., 2016).

The next advance tried to address the slow reaction dynamics
of BirA∗ by fusing APEX2 to dCas9. Similar to the studies
with dCas9-BirA∗, in this approach termed dCas9-APEX2
biotinylation at genomic elements by restricted spatial tagging
(C-BERST), first the telomeres and centromeres were targeted,
which allowed specific profiling of their subnuclear proteomes
(Gao et al., 2018). Simultaneously, an approach to study non-
repetitive single loci, termed genomic locus proteomics (GLoPro)
was developed (Myers et al., 2018). The authors used five different
sgRNAs targeting and tiling the same locus. These sgRNAs were
expressed in separate HEK293T cell lines. Consequently, they
were able to overlap the data sets and eliminate common noise.
To limit artifacts from constitutive overexpression of dCas9-
APEX2, expression was fine-tuned by an inducible promotor.
With this approach, a snapshot of the proximal proteome of the
hTERT and c-MYC promoters were obtained. In general, a benefit
of these approaches is the possibility of using a simple and highly
effective control without sgRNA or a non-specific sgRNA.

Another method was not only able to identify locus-
specific proximal proteins, but also RNA and long range DNA-
interactions by subsequent chemical crosslinking and high-
throughput sequencing (Qiu et al., 2019). The authors did not
fuse APEX2 directly to dCas9, but expressed a sgRNA that
contains MS2 stem loops. This secondary structure is then
specifically recognized by the MS2 coat protein (MCP) fused to
APEX2. A major drawback of this approach could be non-bound
MCP-APEX2 fusion proteins that generate false-positives. In
agreement, the authors show that low expression of MCP-APEX2
is necessary for successful enrichment.

Protein-protein interactions at telomeres are of broad
interest, because telomere length plays an important role in
tumorigenesis. Telomerase is reactivated in most cancers, but
there are cancers in which telomerase is suppressed and telomeres
are maintained by alternative lengthening of telomeres (ALT). To
identify proximal factors of ALT cell telomeres, BioID proximity
labeling with TRF1-BirA∗ was used (Garcia-Exposito et al.,
2016). By comparing the proxisome of ALT-positive U2OS with
telomerase-positive HeLa cells, they were able to identify a role of
translesion DNA synthesis in the ALT mechanism. Since biotin
labeling occurs over all the different cell cycle states of telomeres,
the BioID approach has the advantage over the previously used
PiCH method (Déjardin and Kingston, 2009) to give a more
comprehensive overview of protein interactions at telomeres.
However, PiCH or APEX2 provide a “snapshot” and would
therefore be superior when combined with cell synchronization
if the goal is to analyze different time points during the cell cycle.

In summary, it is possible to use proximity labeling to
identify the proxisomes of specific loci by employing dCas9
fusion proteins. However, targeting non-repetitive single loci
is challenging, due to the low number of bound proximity
labeling enzymes and resulting low biotinylation levels. In most
studies, repetitive DNA was targeted greatly increasing the signal-
to-noise ratio. Nevertheless, this limitation could be partially
overcome by tiling the locus with multiple sgRNAs, as performed
with the hTERT and c-MYC promoters (Myers et al., 2018). Thus,
it could become feasible that the proxisomes are determined even
at single copy gene loci, but that remains to be seen.

Nuclear Compartments
Instead of focusing on specific factors or genomic loci, another
emerging application of proximity labeling is the analysis of
whole compartments or difficult to isolate/purify components
of the nucleus, such as the nuclear envelope, centromeres,
or nuclear bodies. As a proof-of-principle, the nuclear lamina
was targeted by BioID of Lamin A, a major component of
this nuclear compartment (Roux et al., 2012). Lamin A was
also studied in the context of Hutchinson-Gilford progeria, a
premature aging syndrome. Here, BirA∗ was fused to normal
Lamin A or the truncated form characteristic to this disease,
called progerin (Chojnowski et al., 2015). By comparing the
differential abundance of proximal proteins, they could detect
reduced association of LAP2α with progerin compared to
Lamin A. In another approach, the proxisome of Lamin B1
was explored with a lenti-virus-delivered LMNB1-BirA∗ fusion
protein (Fu et al., 2015). This mode of delivery to perform
BioID may be of advantage in cells that are difficult to transfect.
A different study tried to address some key issues of the BioID
approach while probing the proxisome of LAP2β, another inner
nuclear membrane component. The conventional fusion protein
LAP2β-BirA∗ is too large for correct localization, because it
cannot travel through the nuclear pore complex from the outer
to the inner nuclear membrane. To circumvent this restriction,
a method with the rapamycin inducible dimerization between
FK506 binding protein (FKBP) and FKBP-rapamycin binding
(FRB) combined with BioID was developed (Chojnowski et al.,
2018). In short, FRB (∼10 kDa) was fused to LAP2β and FKBP
to BirA∗. This smaller fusion protein was able to pass the
nuclear pore complex and localize correctly. Subsequently, the
rapamycin induced dimerization allowed FKBP-BirA∗ to bind
FRB-LAP2β. Importantly, this system is internally controlled
without addition of rapamycin and seems to reduce false-
positive identifications (Chojnowski et al., 2018). However, false-
positives are still conceivable when the dimerization occurs in
the cytoplasm before LAP2β is relocated to the inner nuclear
membrane. In a similar approach, the nuclear vicinity of vesicle-
associated membrane protein-associated protein B (VABP) was
explored with rapamycin directed APEX2 (James et al., 2019).
VABP localizes primarily to the ER, but also to the inner
nuclear membrane. In this study, the APEX2-FKBP fusion
protein was additionally tagged with a nuclear localization
signal. In combination with FRB-VABP, this allowed the specific
enrichment of the nuclear proxisome of VABP.
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Besides the nuclear lamina, certain nuclear bodies were
analyzed by proximity labeling. SUP-46 is a Caenorhabditis
elegans RNA binding protein with an essential role in sustaining
transgenerational germline immortality. Proxisome analysis of
the human homologs MYEF2 and HNRNPM with BioID
revealed robust associations with paraspeckles, nuclear stress
granules and the nucleolus (Johnston et al., 2017). Interestingly,
a large overlap of ∼60% was observed among the 133
and 110 candidates in the MYEF2 and HRNPM BioID
assays, respectively.

CONCLUSION AND PERSPECTIVES

Recent developments in proximity labeling techniques have
provided a valuable platform to study chromatin in new ways.
BioID, APEX and their successors have become a valuable
complementation to classical nuclear protein-protein interaction
studies like AP/MS and ChIP. Different variations of these
assays have started to shed light on the native environment
of specific chromatin factors, specific gene loci or even whole
nuclear compartments.

Interestingly, peroxidases can also directly label RNA and
potentially DNA with biotin (Fazal et al., 2019; Zhou et al., 2019).
With APEX-seq, it is possible to probe the vicinity not only for
proteins, but also for various forms of RNAs. It has been used in
parallel to APEX-MS to study the organization of the translation
initiation complex and repressive RNA granules (Padrón et al.,
2019). In the future, this approach can potentially uncover the
localization of RNAs, e.g., lncRNAs, in the native vicinity of
proteins or specific loci.

Proximity labeling also has the capability of studying
microprotein-protein interactions (Chu et al., 2017). Small open
reading frames (smORFs) encode hundreds of thousands of
microproteins and small peptides, of which only few have
been characterized. However, some of these microproteins have
important biological functions and uncovering their native
context in the cell can give clues regarding function.

Recently, combinations of proximity labeling and protein-
fragment complementation assays (PCA) were developed. In
a PCA, two POI are fused to either half of a split reporter
protein (enzyme or fluorescent protein). The reporter protein
is reconstituted only upon interaction of the POI. However,
the exact interaction dynamics between the two split fragments
remain unknown, e.g., if the reconstitution is reversible. For
proximity labeling, split-BioID and split-APEX2 have now been
reported (Munter et al., 2017; Schopp et al., 2017; Xue et al.,
2017; Han et al., 2019). As the biotinylation is dependent on
the correct localization of both targeted factors, this approach
can significantly reduce the number of false positives (Munter

et al., 2017). This approach is specifically interesting for transient
protein interactions, where labeling only occurs at the right
time and the right site when a protein complex is formed or a
biological process has been initiated. Furthermore, splitting the
reporter enzyme results in smaller tags for the POI and therefore
potentially less functional impact.

A recent paper indicated that biotin ligase-based proximity
labeling may potentially allow the study of intrinsically
unstructured regions. These flexible lysine-rich protein domains
are more accessible and show faster biotinylation kinetics
than structured, less exposed regions (Minde et al., 2020).
Consequently, a time course biotin “painting” approach
could even give insight into differences of secondary or
tertiary protein structures. In conclusion, proximity labeling
is emerging as a powerful complementary tool to study the
local environment of chromatin factors that can significantly
improve our understanding of the complex interaction
networks in the nucleus.

AUTHOR CONTRIBUTIONS

HU searched the literature, created the figures, and wrote
and edited the manuscript. SH provided the guidance and
edited the manuscript.

FUNDING

SH was supported by the Helmholtz Association and by a
Starting Grant from the European Research Council (ERC) under
the European Union’s Horizon 2020 Research and Innovation
Program (Grant Agreement No. 852798).

ACKNOWLEDGMENTS

We would like to thank all the scientists whose results we
discussed in this review and apologize to all scientists whose work
we could not cite due to space limitations. We would also like to
thank all members of the Hamperl lab for their inspiring input,
helpful discussions, and continuous support. We are especially
grateful to Dr. Adam Burton for critical reading and helpful
comments on the manuscript.

SUPPLEMENTARY MATERIAL

The Supplementary Material for this article can be found
online at: https://www.frontiersin.org/articles/10.3389/fgene.
2020.00450/full#supplementary-material

REFERENCES
Abbasi, S., and Schild-Poulter, C. (2019). Mapping the ku interactome using

proximity-dependent biotin identification in human cells. J. Proteome Res. 18,
1064–1077. doi: 10.1021/acs.jproteome.8b00771

Abdelbaqi, K., Di Paola, D., Rampakakis, E., and Zannis-Hadjopoulos, M. (2013).
Ku protein levels, localization and association to replication origins in different
stages of breast tumor progression. J. Cancer 4, 358–370. doi: 10.7150/jca.6289

Agircan, F. G., Hata, S., Nussbaum-Krammer, C., Atorino, E., and Schiebel,
E. (2016). Proximity mapping of human separase by the BioID approach.

Frontiers in Genetics | www.frontiersin.org 10 May 2020 | Volume 11 | Article 45064

https://www.frontiersin.org/articles/10.3389/fgene.2020.00450/full#supplementary-material
https://www.frontiersin.org/articles/10.3389/fgene.2020.00450/full#supplementary-material
https://doi.org/10.1021/acs.jproteome.8b00771
https://doi.org/10.7150/jca.6289
https://www.frontiersin.org/journals/genetics
https://www.frontiersin.org/
https://www.frontiersin.org/journals/genetics#articles


fgene-11-00450 May 10, 2020 Time: 19:25 # 11

Ummethum and Hamperl Proximity Labeling in Chromatin

Biochem. Biophys. Res. Commun. 478, 656–662. doi: 10.1016/j.bbrc.2016.
08.002

Anguita, E., Candel, F. J., Chaparro, A., and Roldán-Etcheverry, J. J. (2017).
Transcription factor GFI1B in health and disease. Front. Oncol. 7:54. doi: 10.
3389/fonc.2017.00054

Ankney, J. A., Muneer, A., and Chen, X. (2016). Relative and absolute quantitation
in mass spectrometry–based proteomics. Annu. Rev. Anal. Chem. 11, 49–77.
doi: 10.1146/annurev-anchem-061516-45357

Babeu, J.-P., Wilson, S. D., Lambert, É., Lévesque, D., Boisvert, F.-M., and
Boudreau, F. (2019). Quantitative proteomics identifies DNA repair as a novel
biological function for hepatocyte nuclear factor 4α in colorectal cancer cells.
Cancers 11:626. doi: 10.3390/cancers11050626

Bailis, J. M., and Forsburg, S. L. (2004). MCM proteins: DNA damage, mutagenesis
and repair. Curr. Opin. Genet. Dev. 14, 17–21. doi: 10.1016/j.gde.2003.11.002

Barker, D. F., and Campbell, A. M. (1981a). Genetic and biochemical
characterization of the birA gene and its product: evidence for a direct role of
biotin holoenzyme synthetase in repression of the biotin operon in Escherichia
coli. J. Mol. Biol. 146, 469–492. doi: 10.1016/0022-2836(81)90043-90047

Barker, D. F., and Campbell, A. M. (1981b). The birA gene of Escherichia coli
encodes a biotin holoenzyme synthetase. J. Mol. Biol. 146, 451–467. doi: 10.
1016/0022-2836(81)90042-90045

Beckett, D., Kovaleva, E., and Schatz, P. J. (1999). A minimal peptide substrate in
biotin holoenzyme synthetase-catalyzed biotinylation. Protein Sci. Publ. Protein
Soc. 8, 921–929. doi: 10.1110/ps.8.4.921

Beneke, S., Meyer, K., Holtz, A., Hüttner, K., and Bürkle, A. (2012).
Chromatin composition is changed by poly(ADP-ribosyl)ation during
chromatin immunoprecipitation. PLoS One 7:e32914. doi: 10.1371/journal.
pone.0032914

Branon, T. C., Bosch, J. A., Sanchez, A. D., Udeshi, N. D., Svinkina, T., Carr, S. A.,
et al. (2018). Efficient proximity labeling in living cells and organisms with
TurboID. Nat. Biotechnol. 36, 880–887. doi: 10.1038/nbt.4201

Brecht, R. M., Liu, C. C., Beilinson, H. A., Khitun, A., Slavoff, S. A., and Schatz,
D. G. (2020). Nucleolar localization of RAG1 modulates V(D)J recombination
activity. Proc. Natl. Acad. Sci. U.S.A. 117, 4300–4309. doi: 10.1073/pnas.
1920021117

Carnesecchi, J., Sigismondo, G., Domsch, K., Baader, C. E. P., Rafiee, M.-R.,
Krijgsveld, J., et al. (2020). Multi-level and lineage-specific interactomes of
the Hox transcription factor Ubx contribute to its functional specificity. Nat.
Commun. 11:1388. doi: 10.1038/s41467-020-15223-x

Chen, S. H., Chan, N.-L., and Hsieh, T. (2013). New mechanistic and functional
insights into DNA topoisomerases. Annu. Rev. Biochem. 82, 139–170. doi: 10.
1146/annurev-biochem-061809-100002

Choi-Rhee, E., Schulman, H., and Cronan, J. E. (2004). Promiscuous protein
biotinylation by Escherichia coli biotin protein ligase. Protein Sci. Publ. Protein
Soc. 13, 3043–3050. doi: 10.1110/ps.04911804

Chojnowski, A., Ong, P. F., Wong, E. S. M., Lim, J. S. Y., Mutalif, R. A., Navasankari,
R., et al. (2015). Progerin reduces LAP2α-telomere association in Hutchinson-
Gilford progeria. eLife 4:e07759. doi: 10.7554/eLife.07759

Chojnowski, A., Sobota, R. M., Ong, P. F., Xie, W., Wong, X., Dreesen, O., et al.
(2018). 2C-BioID: an advanced two component BioID system for precision
mapping of protein interactomes. iScience 10, 40–52. doi: 10.1016/j.isci.2018.
11.023

Chou, C.-C., Zhang, Y., Umoh, M. E., Vaughan, S. W., Lorenzini, I., Liu,
F., et al. (2018). TDP-43 pathology disrupts nuclear pore complexes and
nucleocytoplasmic transport in ALS/FTD. Nat. Neurosci. 21, 228–239. doi: 10.
1038/s41593-017-0047-43

Chu, Q., Rathore, A., Diedrich, J. K., Donaldson, C. J., Yates, J. R., and
Saghatelian, A. (2017). Identification of microprotein-protein interactions
via APEX tagging. Biochemistry 56, 3299–3306. doi: 10.1021/acs.biochem.7b0
0265

Cloer, E. W., Siesser, P. F., Cousins, E. M., Goldfarb, D., Mowrey, D. D., Harrison,
J. S., et al. (2018). p62-Dependent phase separation of patient-derived KEAP1
mutations and NRF2. Mol. Cell. Biol. 38:e644-17. doi: 10.1128/MCB.00644-617

Cronan, J. E. (2005). Targeted and proximity-dependent promiscuous protein
biotinylation by a mutant Escherichia coli biotin protein ligase. J. Nutr. Biochem.
16, 416–418. doi: 10.1016/j.jnutbio.2005.03.017

de Boer, E., Rodriguez, P., Bonte, E., Krijgsveld, J., Katsantoni, E., Heck, A.,
et al. (2003). Efficient biotinylation and single-step purification of tagged
transcription factors in mammalian cells and transgenic mice. Proc. Natl. Acad.
Sci. U.S.A. 100, 7480–7485. doi: 10.1073/pnas.1332608100

Déjardin, J., and Kingston, R. E. (2009). Purification of proteins associated with
specific genomic Loci. Cell 136, 175–186. doi: 10.1016/j.cell.2008.11.045

Dingar, D., Kalkat, M., Chan, P.-K., Srikumar, T., Bailey, S. D., Tu, W. B., et al.
(2015). BioID identifies novel c-MYC interacting partners in cultured cells and
xenograft tumors. J. Proteomics 118, 95–111. doi: 10.1016/j.jprot.2014.09.029

Dingar, D., Tu, W. B., Resetca, D., Lourenco, C., Tamachi, A., De Melo, J., et al.
(2018). MYC dephosphorylation by the PP1/PNUTS phosphatase complex
regulates chromatin binding and protein stability. Nat. Commun. 9:3502. doi:
10.1038/s41467-018-05660-5660

Dubois, M.-L., Bastin, C., Lévesque, D., and Boisvert, F.-M. (2016). Comprehensive
characterization of minichromosome maintenance complex (MCM) protein
interactions using affinity and proximity purifications coupled to mass
spectrometry. J. Proteome Res. 15, 2924–2934. doi: 10.1021/acs.jproteome.
5b01081

Eisenberg, M. A., Prakash, O., and Hsiung, S. C. (1982). Purification and properties
of the biotin repressor. A bifunctional protein. J. Biol. Chem. 257, 15167–15173.

Elzi, D. J., Song, M., Hakala, K., Weintraub, S. T., and Shiio, Y. (2014). Proteomic
analysis of the EWS-Fli-1 interactome reveals the role of the lysosome in
EWS-Fli-1 turnover. J. Proteome Res. 13, 3783–3791. doi: 10.1021/pr500387m

Fazal, F. M., Han, S., Parker, K. R., Kaewsapsak, P., Xu, J., Boettiger, A. N., et al.
(2019). Atlas of subcellular RNA localization revealed by APEX-Seq. Cell 178,
473–490.e26. doi: 10.1016/j.cell.2019.05.027

Fernández-Suárez, M., Chen, T. S., and Ting, A. Y. (2008). Protein-protein
interaction detection in vitro and in cells by proximity biotinylation. J. Am.
Chem. Soc. 130, 9251–9253. doi: 10.1021/ja801445p

Fu, Y., Lv, P., Yan, G., Fan, H., Cheng, L., Zhang, F., et al. (2015). MacroH2A1
associates with nuclear lamina and maintains chromatin architecture in mouse
liver cells. Sci. Rep. 5:17186. doi: 10.1038/srep17186

Gao, X. D., Tu, L.-C., Mir, A., Rodriguez, T., Ding, Y., Leszyk, J., et al. (2018). C-
BERST: defining subnuclear proteomic landscapes at genomic elements with
dCas9-APEX2. Nat. Methods 15, 433–436. doi: 10.1038/s41592-018-0006-2

Garcia-Exposito, L., Bournique, E., Bergoglio, V., Bose, A., Barroso-Gonzalez, J.,
Zhang, S., et al. (2016). Proteomic profiling reveals a specific role for translesion
DNA polymerase η in the alternative lengthening of telomeres. Cell Rep. 17,
1858–1871. doi: 10.1016/j.celrep.2016.10.048

Gavrilov, A., Razin, S. V., and Cavalli, G. (2015). In vivo formaldehyde cross-
linking: it is time for black box analysis. Brief. Funct. Genomics 14, 163–165.
doi: 10.1093/bfgp/elu037

Graham, R. C., and Karnovsky, M. J. (1966). The early stages of absorption of
injected horseradish peroxidase in the proximal tubules of mouse kidney:
ultrastructural cytochemistry by a new technique. J. Histochem. Cytochem. Off.
J. Histochem. Soc. 14, 291–302. doi: 10.1177/14.4.291

Griesenbeck, J., Boeger, H., Strattan, J. S., and Kornberg, R. D. (2003). Affinity
purification of specific chromatin segments from chromosomal loci in yeast.
Mol. Cell. Biol. 23, 9275–9282. doi: 10.1128/MCB.23.24.9275-9282.2003

Gross, A. J., and Sizer, I. W. (1959). The oxidation of tyramine, tyrosine, and related
compounds by peroxidase. J. Biol. Chem. 234, 1611–1614.

Hamperl, S., Brown, C. R., Garea, A. V., Perez-Fernandez, J., Bruckmann, A.,
Huber, K., et al. (2014). Compositional and structural analysis of selected
chromosomal domains from Saccharomyces cerevisiae. Nucleic Acids Res. 42:e2.
doi: 10.1093/nar/gkt891

Han, Y., Branon, T. C., Martell, J. D., Boassa, D., Shechner, D., Ellisman, M. H.,
et al. (2019). Directed evolution of split APEX2 peroxidase. ACS Chem. Biol. 14,
619–635. doi: 10.1021/acschembio.8b00919

Huang, X., LeDuc, R. D., Fornelli, L., Schunter, A. J., Bennett, R. L., Kelleher, N. L.,
et al. (2019). Defining the NSD2 interactome: PARP1 PARylation reduces NSD2
histone methyltransferase activity and impedes chromatin binding. J. Biol.
Chem. 294, 12459–12471. doi: 10.1074/jbc.RA118.006159

Hung, V., Udeshi, N. D., Lam, S. S., Loh, K. H., Cox, K. J., Pedram, K., et al.
(2016). Spatially resolved proteomic mapping in living cells with the engineered
peroxidase APEX2. Nat. Protoc. 11, 456–475. doi: 10.1038/nprot.2016.018

Hwang, J., and Espenshade, P. J. (2016). Proximity-dependent biotin labelling
in yeast using the engineered ascorbate peroxidase APEX2. Biochem. J. 473,
2463–2469. doi: 10.1042/BCJ20160106

James, C., Müller, M., Goldberg, M. W., Lenz, C., Urlaub, H., and Kehlenbach,
R. H. (2019). Proteomic mapping by rapamycin-dependent targeting of APEX2
identifies binding partners of VAPB at the inner nuclear membrane. J. Biol.
Chem. 294, 16241–16254. doi: 10.1074/jbc.RA118.007283

Johnston, W. L., Krizus, A., Ramani, A. K., Dunham, W., Youn, J. Y., Fraser,
A. G., et al. (2017). C. elegans SUP-46, an HNRNPM family RNA-binding

Frontiers in Genetics | www.frontiersin.org 11 May 2020 | Volume 11 | Article 45065

https://doi.org/10.1016/j.bbrc.2016.08.002
https://doi.org/10.1016/j.bbrc.2016.08.002
https://doi.org/10.3389/fonc.2017.00054
https://doi.org/10.3389/fonc.2017.00054
https://doi.org/10.1146/annurev-anchem-061516-45357
https://doi.org/10.3390/cancers11050626
https://doi.org/10.1016/j.gde.2003.11.002
https://doi.org/10.1016/0022-2836(81)90043-90047
https://doi.org/10.1016/0022-2836(81)90042-90045
https://doi.org/10.1016/0022-2836(81)90042-90045
https://doi.org/10.1110/ps.8.4.921
https://doi.org/10.1371/journal.pone.0032914
https://doi.org/10.1371/journal.pone.0032914
https://doi.org/10.1038/nbt.4201
https://doi.org/10.1073/pnas.1920021117
https://doi.org/10.1073/pnas.1920021117
https://doi.org/10.1038/s41467-020-15223-x
https://doi.org/10.1146/annurev-biochem-061809-100002
https://doi.org/10.1146/annurev-biochem-061809-100002
https://doi.org/10.1110/ps.04911804
https://doi.org/10.7554/eLife.07759
https://doi.org/10.1016/j.isci.2018.11.023
https://doi.org/10.1016/j.isci.2018.11.023
https://doi.org/10.1038/s41593-017-0047-43
https://doi.org/10.1038/s41593-017-0047-43
https://doi.org/10.1021/acs.biochem.7b00265
https://doi.org/10.1021/acs.biochem.7b00265
https://doi.org/10.1128/MCB.00644-617
https://doi.org/10.1016/j.jnutbio.2005.03.017
https://doi.org/10.1073/pnas.1332608100
https://doi.org/10.1016/j.cell.2008.11.045
https://doi.org/10.1016/j.jprot.2014.09.029
https://doi.org/10.1038/s41467-018-05660-5660
https://doi.org/10.1038/s41467-018-05660-5660
https://doi.org/10.1021/acs.jproteome.5b01081
https://doi.org/10.1021/acs.jproteome.5b01081
https://doi.org/10.1021/pr500387m
https://doi.org/10.1016/j.cell.2019.05.027
https://doi.org/10.1021/ja801445p
https://doi.org/10.1038/srep17186
https://doi.org/10.1038/s41592-018-0006-2
https://doi.org/10.1016/j.celrep.2016.10.048
https://doi.org/10.1093/bfgp/elu037
https://doi.org/10.1177/14.4.291
https://doi.org/10.1128/MCB.23.24.9275-9282.2003
https://doi.org/10.1093/nar/gkt891
https://doi.org/10.1021/acschembio.8b00919
https://doi.org/10.1074/jbc.RA118.006159
https://doi.org/10.1038/nprot.2016.018
https://doi.org/10.1042/BCJ20160106
https://doi.org/10.1074/jbc.RA118.007283
https://www.frontiersin.org/journals/genetics
https://www.frontiersin.org/
https://www.frontiersin.org/journals/genetics#articles


fgene-11-00450 May 10, 2020 Time: 19:25 # 12

Ummethum and Hamperl Proximity Labeling in Chromatin

protein that prevents paternally-mediated epigenetic sterility. BMC Biol. 15:61.
doi: 10.1186/s12915-017-0398-y

Kalkat, M., Resetca, D., Lourenco, C., Chan, P.-K., Wei, Y., Shiah, Y.-J., et al.
(2018). MYC protein interactome profiling reveals functionally distinct regions
that cooperate to drive tumorigenesis. Mol. Cell 72, 836–848.e7. doi: 10.1016/j.
molcel.2018.09.031

Kim, B. R., Coyaud, E., Laurent, E. M. N., St-Germain, J., Van de Laar, E., Tsao,
M.-S., et al. (2017). Identification of the SOX2 interactome by BioID reveals
EP300 as a mediator of SOX2-dependent squamous differentiation and lung
squamous cell carcinoma growth. Mol. Cell. Proteomics 16, 1864–1888. doi:
10.1074/mcp.M116.064451

Kim, D. I., Cutler, J. A., Na, C. H., Reckel, S., Renuse, S., Madugundu, A. K.,
et al. (2018). BioSITe: a method for direct detection and quantitation of site-
specific biotinylation. J. Proteome Res. 17, 759–769. doi: 10.1021/acs.jproteome.
7b00775

Kim, D. I., Jensen, S. C., Noble, K. A., Kc, B., Roux, K. H., Motamedchaboki, K.,
et al. (2016). An improved smaller biotin ligase for BioID proximity labeling.
Mol. Biol. Cell 27, 1188–1196. doi: 10.1091/mbc.E15-12-0844

Kim, D. I., Kc, B., Zhu, W., Motamedchaboki, K., Doye, V., and Roux, K. J.
(2014). Probing nuclear pore complex architecture with proximity-dependent
biotinylation. Proc. Natl. Acad. Sci. U.S.A. 111, E2453–E2461. doi: 10.1073/pnas.
1406459111

Kim, D. I., and Roux, K. J. (2016). Filling the void: proximity-based labeling of
proteins in living cells. Trends Cell Biol. 26, 804–817. doi: 10.1016/j.tcb.2016.
09.004

Klemm, S. L., Shipony, Z., and Greenleaf, W. J. (2019). Chromatin accessibility and
the regulatory epigenome. Nat. Rev. Genet. 20, 207–220. doi: 10.1038/s41576-
018-0089-88

Kochanova, N. Y., Schauer, T., Mathias, G. P., Lukacs, A., Schmidt, A., Flatley,
A., et al. (2020). A multi-layered structure of the interphase chromocenter
revealed by proximity-based biotinylation. Nucleic Acids Res. 17:gkaa145. doi:
10.1093/nar/gkaa145

Kotani, N., Gu, J., Isaji, T., Udaka, K., Taniguchi, N., and Honke, K. (2008).
Biochemical visualization of cell surface molecular clustering in living cells.
Proc. Natl. Acad. Sci. U.S.A. 105, 7405–7409. doi: 10.1073/pnas.0710346105

Kuo, A. J., Cheung, P., Chen, K., Zee, B. M., Kioi, M., Lauring, J., et al. (2011). NSD2
links dimethylation of histone H3 at lysine 36 to oncogenic programming. Mol.
Cell 44, 609–620. doi: 10.1016/j.molcel.2011.08.042

Kwon, K., and Beckett, D. (2000). Function of a conserved sequence motif in
biotin holoenzyme synthetases. Protein Sci. Publ. Protein Soc. 9, 1530–1539.
doi: 10.1110/ps.9.8.1530

Kwon, K., Streaker, E. D., Ruparelia, S., and Beckett, D. (2000). Multiple disordered
loops function in corepressor-induced dimerization of the biotin repressor.
J. Mol. Biol. 304, 821–833. doi: 10.1006/jmbi.2000.4249

Lam, S. S., Martell, J. D., Kamer, K. J., Deerinck, T. J., Ellisman, M. H., Mootha,
V. K., et al. (2015). Directed evolution of APEX2 for electron microscopy and
proximity labeling. Nat. Methods 12, 51–54. doi: 10.1038/nmeth.3179

Lambert, J.-P., Picaud, S., Fujisawa, T., Hou, H., Savitsky, P., Uusküla-Reimand, L.,
et al. (2019). Interactome rewiring following pharmacological targeting of BET
bromodomains. Mol. Cell 73:621. doi: 10.1016/j.molcel.2018.11.006

Lambert, J.-P., Tucholska, M., Go, C., Knight, J. D. R., and Gingras, A.-C. (2015).
Proximity biotinylation and affinity purification are complementary approaches
for the interactome mapping of chromatin-associated protein complexes.
J. Proteomics 118, 81–94. doi: 10.1016/j.jprot.2014.09.011

Li, J., Wang, Y., Chiu, S.-L., and Cline, H. T. (2010). Membrane targeted
horseradish peroxidase as a marker for correlative fluorescence and electron
microscopy studies. Front. Neural Circ. 4:6. doi: 10.3389/neuro.04.006.2010

Li, P., Meng, Y., Wang, Y., Li, J., Lam, M., Wang, L., et al. (2019). Nuclear
localization of desmoplakin and its involvement in telomere maintenance. Int.
J. Biol. Sci. 15, 2350–2362. doi: 10.7150/ijbs.34450

Li, X.-W., Rees, J. S., Xue, P., Zhang, H., Hamaia, S. W., Sanderson, B., et al. (2014).
New insights into the DT40 B cell receptor cluster using a proteomic proximity
labeling assay. J. Biol. Chem. 289, 14434–14447. doi: 10.1074/jbc.M113.529578

Li, Y., Luo, H., Liu, T., Zacksenhaus, E., and Ben-David, Y. (2015). The ets
transcription factor Fli-1 in development, cancer and disease. Oncogene 34,
2022–2031. doi: 10.1038/onc.2014.162

Liu, C.-H., Chien, M.-J., Chang, Y.-C., Cheng, Y.-H., Li, F.-A., and Mou, K. Y.
(2020). Combining proximity labeling and cross-linking mass spectrometry
for proteomic dissection of nuclear envelope interactome. J. Proteome Res. 19,
1109–1118. doi: 10.1021/acs.jproteome.9b00609

Liu, X., Salokas, K., Tamene, F., Jiu, Y., Weldatsadik, R. G., Öhman, T., et al.
(2018). An AP-MS- and BioID-compatible MAC-tag enables comprehensive
mapping of protein interactions and subcellular localizations. Nat. Commun.
9:1188. doi: 10.1038/s41467-018-03523-3522

Lobingier, B. T., Hüttenhain, R., Eichel, K., Miller, K. B., Ting, A. Y., von Zastrow,
M., et al. (2017). An approach to spatiotemporally resolve protein interaction
networks in living cells. Cell 169, 350–360.e12. doi: 10.1016/j.cell.2017.
03.022

López-Soop, G., Rønningen, T., Rogala, A., Richartz, N., Blomhoff, H. K., Thiede,
B., et al. (2017). AKAP95 interacts with nucleoporin TPR in mitosis and is
important for the spindle assembly checkpoint. Cell Cycle 16, 947–956. doi:
10.1080/15384101.2017.1310350

Manshouri, R., Coyaud, E., Kundu, S. T., Peng, D. H., Stratton, S. A., Alton, K., et al.
(2019). ZEB1/NuRD complex suppresses TBC1D2b to stimulate E-cadherin
internalization and promote metastasis in lung cancer. Nat. Commun. 10:5125.
doi: 10.1038/s41467-019-12832-z

Martell, J. D., Deerinck, T. J., Sancak, Y., Poulos, T. L., Mootha, V. K., Sosinsky,
G. E., et al. (2012). Engineered ascorbate peroxidase as a genetically encoded
reporter for electron microscopy. Nat. Biotechnol. 30, 1143–1148. doi: 10.1038/
nbt.2375

Martin, A. P., Jacquemyn, M., Lipecka, J., Chhuon, C., Aushev, V. N., Meunier,
B., et al. (2019). STK38 kinase acts as XPO1 gatekeeper regulating the nuclear
export of autophagy proteins and other cargoes. EMBO Rep. 20:e48150. doi:
10.15252/embr.201948150

Martino, J., Brunette, G. J., Barroso-González, J., Moiseeva, T. N., Smith, C. M.,
Bakkenist, C. J., et al. (2019). The human Shu complex functions with PDS5B
and SPIDR to promote homologous recombination. Nucleic Acids Res. 47,
10151–10165. doi: 10.1093/nar/gkz738

Mayer, G., and Bendayan, M. (1997). Biotinyl–Tyramide: a novel approach for
electron microscopic immunocytochemistry. J. Histochem. Cytochem. 45, 1449–
1454. doi: 10.1177/002215549704501101

Mazina, M. Y., Ziganshin, R. H., Magnitov, M. D., Golovnin, A. K., and Vorobyeva,
N. E. (2020). Proximity-dependent biotin labelling reveals CP190 as an EcR/Usp
molecular partner. Sci. Rep. 10:4793. doi: 10.1038/s41598-020-61514-61510

McClellan, D., Casey, M. J., Bareyan, D., Lucente, H., Ours, C., Velinder,
M., et al. (2019). Growth factor independence 1B-Mediated transcriptional
repression and lineage allocation require lysine-specific demethylase 1-
Dependent recruitment of the BHC complex. Mol. Cell. Biol. 39:e20-19. doi:
10.1128/MCB.00020-19

Mellacheruvu, D., Wright, Z., Couzens, A. L., Lambert, J.-P., St-Denis, N. A., Li, T.,
et al. (2013). The CRAPome: a contaminant repository for affinity purification–
mass spectrometry data. Nat. Methods 10, 730–736. doi: 10.1038/nmeth.2557

Minde, D.-P., Ramakrishna, M., and Lilley, K. S. (2020). Biotin proximity tagging
favours unfolded proteins and enables the study of intrinsically disordered
regions. Commun. Biol. 3, 1–13. doi: 10.1038/s42003-020-0758-y

Minderjahn, J., Schmidt, A., Fuchs, A., Schill, R., Raithel, J., Babina, M., et al.
(2020). Mechanisms governing the pioneering and redistribution capabilities
of the non-classical pioneer PU.1. Nat. Commun. 11:402. doi: 10.1038/s41467-
019-13960-13962

Mirza, A. N., McKellar, S. A., Urman, N. M., Brown, A. S., Hollmig, T., Aasi,
S. Z., et al. (2019). LAP2 proteins chaperone GLI1 movement between the
lamina and chromatin to regulate transcription. Cell 176, 198–212.e15. doi:
10.1016/j.cell.2018.10.054

Mo, X., and Dynan, W. S. (2002). Subnuclear localization of ku protein: functional
association with RNA Polymerase II elongation sites. Mol. Cell. Biol. 22, 8088–
8099. doi: 10.1128/MCB.22.22.8088-8099.2002

Mortensen, A., and Skibsted, L. H. (1997). Importance of carotenoid structure in
radical-scavenging reactions. J. Agric. Food Chem. 45, 2970–2977. doi: 10.1021/
jf970010s

Moser, B., Basílio, J., Gotzmann, J., Brachner, A., and Foisner, R. (2020).
Comparative interactome analysis of emerin, MAN1 and LEM2 reveals a
unique role for LEM2 in nucleotide excision repair. Cells 9:463. doi: 10.3390/
cells9020463

Müller, M., James, C., Lenz, C., Urlaub, H., and Kehlenbach, R. H. (2020). Probing
the environment of emerin by enhanced ascorbate Peroxidase 2 (APEX2)-
Mediated proximity labeling. Cells 9:605. doi: 10.3390/cells9030605

Munter, S. D., Görnemann, J., Derua, R., Lesage, B., Qian, J., Heroes, E., et al.
(2017). Split-BioID: a proximity biotinylation assay for dimerization-dependent
protein interactions. FEBS Lett. 591, 415–424. doi: 10.1002/1873-3468.
12548

Frontiers in Genetics | www.frontiersin.org 12 May 2020 | Volume 11 | Article 45066

https://doi.org/10.1186/s12915-017-0398-y
https://doi.org/10.1016/j.molcel.2018.09.031
https://doi.org/10.1016/j.molcel.2018.09.031
https://doi.org/10.1074/mcp.M116.064451
https://doi.org/10.1074/mcp.M116.064451
https://doi.org/10.1021/acs.jproteome.7b00775
https://doi.org/10.1021/acs.jproteome.7b00775
https://doi.org/10.1091/mbc.E15-12-0844
https://doi.org/10.1073/pnas.1406459111
https://doi.org/10.1073/pnas.1406459111
https://doi.org/10.1016/j.tcb.2016.09.004
https://doi.org/10.1016/j.tcb.2016.09.004
https://doi.org/10.1038/s41576-018-0089-88
https://doi.org/10.1038/s41576-018-0089-88
https://doi.org/10.1093/nar/gkaa145
https://doi.org/10.1093/nar/gkaa145
https://doi.org/10.1073/pnas.0710346105
https://doi.org/10.1016/j.molcel.2011.08.042
https://doi.org/10.1110/ps.9.8.1530
https://doi.org/10.1006/jmbi.2000.4249
https://doi.org/10.1038/nmeth.3179
https://doi.org/10.1016/j.molcel.2018.11.006
https://doi.org/10.1016/j.jprot.2014.09.011
https://doi.org/10.3389/neuro.04.006.2010
https://doi.org/10.7150/ijbs.34450
https://doi.org/10.1074/jbc.M113.529578
https://doi.org/10.1038/onc.2014.162
https://doi.org/10.1021/acs.jproteome.9b00609
https://doi.org/10.1038/s41467-018-03523-3522
https://doi.org/10.1016/j.cell.2017.03.022
https://doi.org/10.1016/j.cell.2017.03.022
https://doi.org/10.1080/15384101.2017.1310350
https://doi.org/10.1080/15384101.2017.1310350
https://doi.org/10.1038/s41467-019-12832-z
https://doi.org/10.1038/nbt.2375
https://doi.org/10.1038/nbt.2375
https://doi.org/10.15252/embr.201948150
https://doi.org/10.15252/embr.201948150
https://doi.org/10.1093/nar/gkz738
https://doi.org/10.1177/002215549704501101
https://doi.org/10.1038/s41598-020-61514-61510
https://doi.org/10.1128/MCB.00020-19
https://doi.org/10.1128/MCB.00020-19
https://doi.org/10.1038/nmeth.2557
https://doi.org/10.1038/s42003-020-0758-y
https://doi.org/10.1038/s41467-019-13960-13962
https://doi.org/10.1038/s41467-019-13960-13962
https://doi.org/10.1016/j.cell.2018.10.054
https://doi.org/10.1016/j.cell.2018.10.054
https://doi.org/10.1128/MCB.22.22.8088-8099.2002
https://doi.org/10.1021/jf970010s
https://doi.org/10.1021/jf970010s
https://doi.org/10.3390/cells9020463
https://doi.org/10.3390/cells9020463
https://doi.org/10.3390/cells9030605
https://doi.org/10.1002/1873-3468.12548
https://doi.org/10.1002/1873-3468.12548
https://www.frontiersin.org/journals/genetics
https://www.frontiersin.org/
https://www.frontiersin.org/journals/genetics#articles


fgene-11-00450 May 10, 2020 Time: 19:25 # 13

Ummethum and Hamperl Proximity Labeling in Chromatin

Myers, S. A., Wright, J., Peckner, R., Kalish, B. T., Zhang, F., and Carr, S. A. (2018).
Discovery of proteins associated with a predefined genomic locus via dCas9-
APEX-mediated proximity labeling. Nat. Methods 15, 437–439. doi: 10.1038/
s41592-018-0007-1

Okuyama, K., Strid, T., Kuruvilla, J., Somasundaram, R., Cristobal, S., Smith, E.,
et al. (2019). PAX5 is part of a functional transcription factor network targeted
in lymphoid leukemia. PLoS Genet. 15:e1008280. doi: 10.1371/journal.pgen.
1008280

Padrón, A., Iwasaki, S., and Ingolia, N. T. (2019). Proximity RNA labeling by
APEX-Seq reveals the organization of translation initiation complexes and
repressive RNA granules. Mol. Cell 75, 875–887.e5. doi: 10.1016/j.molcel.2019.
07.030

Qiu, W., Xu, Z., Zhang, M., Zhang, D., Fan, H., Li, T., et al. (2019). Determination of
local chromatin interactions using a combined CRISPR and peroxidase APEX2
system. Nucleic Acids Res. 47:e52. doi: 10.1093/nar/gkz134

Ramanathan, M., Majzoub, K., Rao, D. S., Neela, P. H., Zarnegar, B. J., Mondal, S.,
et al. (2018). RNA–protein interaction detection in living cells. Nat. Methods 15,
207–212. doi: 10.1038/nmeth.4601

Rees, J. S., Li, X.-W., Perrett, S., Lilley, K. S., and Jackson, A. P. (2015).
Selective proteomic proximity labeling assay using tyramide (SPPLAT): a
quantitative method for the proteomic analysis of localized membrane-bound
protein clusters. Curr. Protoc. Protein Sci. 80, 19.27.1–19.27.18 doi: 10.1002/
0471140864.ps1927s80

Remnant, L., Booth, D. G., Vargiu, G., Spanos, C., Kerr, A. R. W., and Earnshaw,
W. C. (2019). In vitro BioID: mapping the CENP-A microenvironment with
high temporal and spatial resolution. Mol. Biol. Cell 30, 1314–1325. doi: 10.
1091/mbc.E18-12-0799

Rhee, H.-W., Zou, P., Udeshi, N. D., Martell, J. D., Mootha, V. K., Carr, S. A.,
et al. (2013). Proteomic mapping of mitochondria in living cells via spatially
restricted enzymatic tagging. Science 339, 1328–1331. doi: 10.1126/science.
1230593

Roux, K. J. (2013). Marked by association: techniques for proximity-dependent
labeling of proteins in eukaryotic cells. Cell. Mol. Life Sci. 70, 3657–3664. doi:
10.1007/s00018-013-1287-1283

Roux, K. J., Kim, D. I., Raida, M., and Burke, B. (2012). A promiscuous biotin ligase
fusion protein identifies proximal and interacting proteins in mammalian cells.
J. Cell Biol. 196, 801–810. doi: 10.1083/jcb.201112098

Santin, Y. G. (2019). Uncovering the in vivo proxisome using proximity-tagging
methods. BioEssays 41:900131. doi: 10.1002/bies.201900131

Savitsky, P., Krojer, T., Fujisawa, T., Lambert, J.-P., Picaud, S., Wang, C.-Y., et al.
(2016). Multivalent histone and DNA engagement by a PHD/BRD/PWWP
triple reader cassette recruits ZMYND8 to K14ac-Rich chromatin. Cell Rep.
17:2724. doi: 10.1016/j.celrep.2016.11.014

Schatz, P. J. (1993). Use of peptide libraries to map the substrate specificity
of a peptide-modifying enzyme: a 13 residue consensus peptide specifies
biotinylation in Escherichia coli. Biotechnology 11, 1138–1143. doi: 10.1038/
nbt1093-1138

Schiapparelli, L. M., McClatchy, D. B., Liu, H.-H., Sharma, P., Yates, J. R., and Cline,
H. T. (2014). Direct detection of biotinylated proteins by mass spectrometry.
J. Proteome Res. 13, 3966–3978. doi: 10.1021/pr5002862

Schmidtmann, E., Anton, T., Rombaut, P., Herzog, F., and Leonhardt, H. (2016).
Determination of local chromatin composition by CasID. Nucleus 7, 476–484.
doi: 10.1080/19491034.2016.1239000

Schopp, I. M., Amaya Ramirez, C. C., Debeljak, J., Kreibich, E., Skribbe, M., Wild,
K., et al. (2017). Split-BioID a conditional proteomics approach to monitor
the composition of spatiotemporally defined protein complexes. Nat. Commun.
8:15690. doi: 10.1038/ncomms15690

Shoaib, M., Kulyyassov, A., Robin, C., Winczura, K., Tarlykov, P., Despas, E., et al.
(2013). PUB-NChIP—“in vivo biotinylation” approach to study chromatin in
proximity to a protein of interest. Genome Res. 23, 331–340. doi: 10.1101/gr.
134874.111

Singer-Krüger, B., Fröhlich, T., Franz-Wachtel, M., Nalpas, N., Macek, B., and
Jansen, R.-P. (2019). APEX2-mediated proximity labeling resolves protein
networks in Saccharomyces cerevisiae cells. FEBS J. 287, 325–344. doi: 10.1111/
febs.15007

Skene, P. J., and Henikoff, S. (2017). An efficient targeted nuclease strategy for high-
resolution mapping of DNA binding sites. eLife 6:e21856. doi: 10.7554/eLife.
21856

Smith, P. A., Tripp, B. C., DiBlasio-Smith, E. A., Lu, Z., LaVallie, E. R., and
McCoy, J. M. (1998). A plasmid expression system for quantitative in vivo
biotinylation of thioredoxin fusion proteins in Escherichia coli. Nucleic Acids
Res. 26, 1414–1420. doi: 10.1093/nar/26.6.1414

Udeshi, N. D., Pedram, K., Svinkina, T., Fereshetian, S., Myers, S. A., Aygun, O.,
et al. (2017). Antibodies to biotin enable large-scale detection of biotinylation
sites on proteins. Nat. Methods 14, 1167–1170. doi: 10.1038/nmeth.4465

Uusküla-Reimand, L., Hou, H., Samavarchi-Tehrani, P., Rudan, M. V., Liang, M.,
Medina-Rivera, A., et al. (2016). Topoisomerase II beta interacts with cohesin
and CTCF at topological domain borders. Genome Biol. 17:182. doi: 10.1186/
s13059-016-1043-1048

van Tienen, L. M., Mieszczanek, J., Fiedler, M., Rutherford, T. J., and Bienz, M.
(2017). Constitutive scaffolding of multiple Wnt enhanceosome components
by Legless/BCL9. eLife 6:e20882. doi: 10.7554/eLife.20882

Veal, E. A., Day, A. M., and Morgan, B. A. (2007). Hydrogen peroxide sensing and
signaling. Mol. Cell 26, 1–14. doi: 10.1016/j.molcel.2007.03.016

Viita, T., Kyheröinen, S., Prajapati, B., Virtanen, J., Frilander, M. J., Varjosalo, M.,
et al. (2019). Nuclear actin interactome analysis links actin to KAT14 histone
acetyl transferase and mRNA splicing. J. Cell Sci. 132:jcs226852. doi: 10.1242/
jcs.226852

Villaseñor, R., Pfaendler, R., Ambrosi, C., Butz, S., Giuliani, S., Bryan, E., et al.
(2020). ChromID identifies the protein interactome at chromatin marks. Nat.
Biotechnol. [Epub ahead of print]. doi: 10.1038/s41587-020-0434-432

Vishnoi, N., Dhanasekeran, K., Chalfant, M., Surovstev, I., Khokha, M. K., and
Lusk, C. P. (2020). Differential turnover of Nup188 controls its levels at
centrosomes and role in centriole duplication. J. Cell Biol. 219:e201906031.
doi: 10.1083/jcb.201906031

Weina, K., and Utikal, J. (2014). SOX2 and cancer: current research and its
implications in the clinic. Clin. Transl. Med. 3:19. doi: 10.1186/2001-1326-3-19

Xie, W., Chojnowski, A., Boudier, T., Lim, J. S. Y., Ahmed, S., Ser, Z., et al. (2016).
A-type lamins form distinct filamentous networks with differential nuclear
pore complex associations. Curr. Biol. 26, 2651–2658. doi: 10.1016/j.cub.2016.
07.049

Xue, M., Hou, J., Wang, L., Cheng, D., Lu, J., Zheng, L., et al. (2017). Optimizing
the fragment complementation of APEX2 for detection of specific protein-
protein interactions in live cells. Sci. Rep. 7:12039. doi: 10.1038/s41598-017-
12365-12369

Youn, J.-Y., Dunham, W. H., Hong, S. J., Knight, J. D. R., Bashkurov, M., Chen,
G. I., et al. (2018). High-Density proximity mapping reveals the subcellular
organization of mRNA-Associated granules and bodies. Mol. Cell 69, 517–
532.e11. doi: 10.1016/j.molcel.2017.12.020
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The eukaryotic histone acetylation cycle is composed of three classes of proteins,
histone acetyltransferases (HATs) that add acetyl groups to lysine amino acids,
bromodomain (BRD) containing proteins that are one of the most characterized of
several protein domains that recognize acetyl-lysine (Kac) and effect downstream
function, and histone deacetylases (HDACs) that catalyze the reverse reaction.
Dysfunction of selected proteins of these three classes is associated with human
disease such as cancer. Additionally, the HATs, BRDs, and HDACs of fungi and parasitic
protozoa present potential drug targets. Despite their importance, the function and
mechanisms of HATs, BRDs, and HDACs and how they relate to chromatin remodeling
(CR) remain incompletely understood. Tetrahymena thermophila (Tt) provides a highly
tractable single-celled free-living protozoan model for studying histone acetylation,
featuring a massively acetylated somatic genome, a property that was exploited in the
identification of the first nuclear/type A HAT Gcn5 in the 1990s. Since then, Tetrahymena
remains an under-explored model for the molecular analysis of HATs, BRDs, and
HDACs. Studies of HATs, BRDs, and HDACs in Tetrahymena have the potential to reveal
the function of HATs and BRDs relevant to both fundamental eukaryotic biology and to
the study of disease mechanisms in parasitic protozoa.

Keywords: histone acetyltransferase, bromodomain, chromatin remodeling, histone deacetylase Tetrahymena
thermophila, Tetrahymena

INTRODUCTION/BACKGROUND

Chromatin Remodeling
Eukaryotic cells package their genomic DNA into chromatin. The basic unit of chromatin,
the nucleosome, consists of a histone octamer of four core histones: H2A, H2B, H3, and H4
(Luger et al., 1997). Histone variants are able to substitute for the core canonical histones
within the nucleosomes and often confer specific structural and functional features (Henikoff
and Smith, 2015). Additional factors, such as linker histones, further organize nucleosomes
into higher-order chromatin structures (Fyodorov et al., 2018). Chromatin ultimately needs to
be remodeled for DNA transactions such as transcription to occur (Clapier and Cairns, 2009).
Mechanisms of chromatin remodeling (CR) involve ATP-dependent histone sliding [e.g., SWI/SNF
(Johnson et al., 2005), INO80 (Poli et al., 2017), and ISWI (Yan et al., 2016)] and the
selective insertion/removal of histone variants [SWR (Morrison and Shen, 2009) and INO80
(Brahma et al., 2017)], as well as the post-translational modification (Gardner et al., 2011)
(PTM) of specific amino acids within histones including lysine acetylation and methylation.
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Histone PTMs can lead to downstream events via recruitment
of proteins with specific PTM-interacting domains including
the bromodomain (BRD) that interacts with acetylated lysines
(Filippakopoulos et al., 2012).

The Histone Acetylation Cycle and Its
Relevance to Human Disease
The histone acetylation cycle begins with the selective addition of
an acetyl group to a specific lysine residue in histones, a process
known as histone acetylation, and is catalyzed, or “written,” by
histone acetyltransferases [HATs (Berndsen and Denu, 2008)].
HATs can be guided to their specific histone targets by physically
interacting with proteins containing histone-interacting domains
(Lalonde et al., 2014). Bromodomain proteins are able to interact,
or “read” acetyl-lysine (Kac), and the cycle is complete when
the acetyl is removed, or “erased,” by histone deacetylases
(HDACs) (Kuo and Allis, 1998). Histone acetylation occurs
either at the nucleosomal level by type A HATs [SAGA
(Baker and Grant, 2007) and NuA4 (Doyon and Cote,
2004) complexes] or on histones prior to their deposition
into chromatin by type B HATs [Hat1 (Parthun, 2007),
Rtt109 (Fillingham et al., 2008)]. Although the focus of
this review is histone acetylation, it is important to note
that proteomic studies have identified hundreds to thousands
of acetylated proteins in a variety of model systems from
parasitic protozoa to mammalian cells (Zhao et al., 2010;
Jeffers and Sullivan, 2012; Miao et al., 2013; Li et al., 2019).
To reflect this, HATs and HDACs that acetylate/deacetylate
the group of lysine residues on non-histone substrates are
also be referred to as lysine acetyltransferases/deacetylases
(KATs/KDACs) (Allis et al., 2007).

The proteins of the histone acetylation cycle have clinical
significance in cancer (Somech et al., 2004; Jain and Barton,
2017; Richters and Koehler, 2017) and have attracted interest
as potential druggable targets. For example, translocation of
BRD-containing BRD4 to NUTM1 in human cells generates an
oncoprotein that drives a rare and aggressive form of squamous
cell carcinoma, NUT midline carcinoma (NMC) (French et al.,
2004). Multiple small molecules have been developed that disrupt
BRD-Kac interactions (Cochran et al., 2019) and are subject of
investigation for their efficacy in treating cancers such as NMC.
HATs, BRDs, and HDACs are often required for the viability
and pathogenesis of parasitic protozoa (Jeffers et al., 2017) which
are among the Neglected Tropical Diseases (NTD) common
in regions of Africa, Asia, and the Americas (World Health
Organization, 2010). Anti-protozoa drugs exist but their efficacy
is being compromised by rising resistance (de Koning, 2017).
The availability of small molecule inhibitors to proteins of the
histone acetylation cycle has driven interest in their use to
treat these diseases. The Alveolate lineage of eukaryotes includes
the parasitic apicomplexa, with Plasmodium and Toxoplasma
species. Gcn5 was shown to be essential for Toxoplasma DNA
replication, prompting a search for drugs that target this HAT
(Vanagas et al., 2012; Jeffers et al., 2016). In Plasmodium, PfBDP1
containing a C-terminal BRD and an N-terminal ankyrin repeat
is required for penetration of red blood cells (Josling et al., 2015),

potentially providing a drug target. Plasmodium HDACs are also
being investigated as possible drug targets (Andrews et al., 2012).

Tetrahymena thermophila as a Model for
the Study of the Histone Acetylation
Cycle
The ciliateTetrahymena thermophila (Tt), a free-living genetically
tractable Alveolate, has been a beneficial model for early studies of
the fundamental biology of histone acetylation due to its unique
nuclear biology (Grunstein and Allis, 2018). Tt is suitable to
study apicomplexan biology as well as that of other protozoan
parasites due to their evolutionary relationship. Tt is also a
proven model for discovery-based chromatin biology, based in
part on the biology of the ciliates, which segregate germline-
specific silent, and somatic transcriptionally active chromatin
into two distinct nuclei (Orias et al., 2011). The micronucleus
(MIC) is diploid, divides by mitosis, and is not transcribed during
growth. The MIC undergoes meiosis during conjugation, the
sexual phase of the life cycle, and is analogous to a germline
nucleus. The macronucleus (MAC) is highly polyploid with
∼45 copies of each MAC chromosome, divides amitotically
without functional centromeres, is transcriptionally active, and
is not inherited sexually; analogous to a somatic nucleus. During
amitosis, multiple copies of each macronuclear chromosome are
randomly partitioned between the two daughter cells. As a result,
alleles segregate randomly, and therefore vegetative progeny of a
cell initially heterozygous after conjugation become homozygous
for one of the alleles after a number of cell divisions in a
process called phenotypic assortment (Orias and Flacks, 1975).
The two nuclei are related to each other through the sexual
life cycle, conjugation (Martindale et al., 1982), the milestones
of which are shown in Figure 1. MAC development includes
a variety of programmed DNA rearrangements that includes
chromosome fragmentation, and programmed deletion of DNA
sequence called internal eliminated sequences (IESs) which is
epigenetically regulated in a process that is initiated by genome-
wide transcription of non-coding RNAs (Chalker and Yao, 2001)
(ncRNAs) from the normally silent MIC. The ncRNAs then direct
RNAi-dependent assembly of distinct chromatin domains in the
new MAC (Taverna et al., 2002; Liu et al., 2007), a prelude to
DNA deletion (Yao et al., 2015) thought to be similar to the
chromatin diminution seen in the parasitic nematode Ascaris
(Wang et al., 2017).

Tetrahymena thermophila has features of a model genetic
organism including fast growth in axenic culture, and the ability
to undergo large scale and synchronous matings. Both the MAC
(Eisen et al., 2006) and MIC (Hamilton et al., 2016) genomes
have been sequenced and annotated (Stover et al., 2006).
A well-developed functional proteomic pipeline exists for
the study of epigenetic regulators in particular for affinity
purification coupled to mass spectrometry (AP-MS) to
effectively solubilize native (i.e., un-crosslinked) protein
complexes both bound and unbound to chromatin (Xiong
et al., 2011; Garg et al., 2013, 2019; Saettone et al., 2018, 2019a;
Ashraf et al., 2019; Nabeel-Shah et al., 2020). A critical feature
of this approach is the expression of the epitope tagged proteins
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FIGURE 1 | Life cycle of Tetrahymena thermophila (Tt). Parental macronuclei are shown in orange. After pairing of two cells of different mating types, the respective
MICs (shown in blue and yellow) undergo meiosis. In each cell, one of the four meiotic products is selected as the nucleus that will be inherited, and the other three
degenerate. The selected meiotic product in each cell undergoes mitosis to produce two identical pro-nuclei, one of which is transferred to the mating partner where
they fuse to form a zygotic nucleus that further divides mitotically twice to generate four nuclei (shown now in green), two of which will develop as new MACs, and
two as MICs. As the new MACs are developing, the parental MAC condenses and degenerates. Time periods shown correspond to hours post mixing of the two
cells.

at levels closely approximating that of the endogenous protein.
In Tetrahymena this is achieved by exact gene replacement
mediated by homologous recombination, adding the epitope
tag in-frame at the C-terminus of the endogenous protein,
such that the epitope tagged polypeptide is expressed under
its own promoter, as in budding yeast. Physical Interactome
mapping experiments are performed using a minimum of
two biological replicates in parallel to control experiments
using untagged parental strains, facilitating the identification
of interaction partners significantly over-represented in
the samples, a process aided by use of algorithms such as
SAINTexpress (Teo et al., 2014). Functional genomic approaches
that have been developed for Tt include definition of the
transcriptome through microarray (Miao et al., 2009) and
RNA-Seq analysis (Xiong et al., 2011). Because Tt gene
expression can be assessed in a variety of developmental stages,
network analysis of transcriptome data can be used to predict
functional relationships between genes (Xiong et al., 2011).
In addition, genomic localization of proteins involved in the
acetylation cycle can be tracked using ChIP-Seq (chromatin
immunoprecipitation followed by next generation sequencing)
(Saettone et al., 2018, 2019b).

HISTONE ACETYLATION IN
Tetrahymena thermophila

In addition to their distinct morphologies and functions,
differences exist in the complement of chromatin proteins as
well as the degree of histone acetylation in the MAC and MIC.
Although the same core histones (H2A, H2B, H3, and H4) are

present in both nuclei, the MIC possesses two versions of histone
H3 (Allis et al., 1979). One of which is indistinguishable from
that found in the MAC (named H3S for slow), and the other is
unique to MIC, and has a faster mobility in SDS-PAGE (and thus
named H3F for fast) as a consequence of a regulated proteolytic
event where six amino acids are removed from the N-terminus
(Allis et al., 1980a; Figure 2A); the underlying enzymology of
which is unknown. Nucleus-specific linker histones exist, Hho1
for the MAC and Mlh1 (Micronuclear linker histone 1) for the
MIC. Mlh1 in particular is proteolyzed (Allis et al., 1984) into
several smaller polypeptides (alpha, beta, gamma, and delta).
Although HHO and MLH are non-essential genes, DAPI staining
combined with knockout analysis showed that both function in
the condensation of chromatin in their respective nuclei (Shen
et al., 1995). The MIC also features the exclusive localization
of CNA1 (Cervantes et al., 2006; Cui and Gorovsky, 2006),
an ortholog of the centromeric-specific H3 variant CENPA,
consistent with apparent lack of centromeres in the MAC.
Transcription associated histone variants Hv1 (H2A.Z) and Hv2
(H3.3) are MAC-specific (Allis et al., 1980b) during growth and
starvation, appearing in the MIC only during selected times in
conjugation (Stargell et al., 1993; Cui et al., 2006). In addition
to being widely distributed in the MAC by immunofluorescence
(IF), Hv1 localizes to the nucleoli indicating that it may be
involved in rDNA transcription (Allis et al., 1982). The use of
specific anti-Hv1 antibodies in indirect IF indicates that Hv1 may
present in the crescent MIC, a time when it is transcriptionally
active (Stargell et al., 1993). Hv2 differs in 16 amino acids from
the major, abundant H3 proteins and is expressed constitutively
(Thatcher et al., 1994). Genetic analysis suggests that the primary
importance of HHT3 in growing cells is a consequence of
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FIGURE 2 | Multiple sequence alignment of histone N-termini. Clustal Omega was used to perform multiple sequence alignment (EMBL-EBI) and shaded using
BoxShade (ExPASy). Absolutely conserved residues are represented by a black shade and conserved residues are represented by a gray shade. Red circles
represent sites of acetylation as indicated in the text. (A) N-termini of histone H3. The arrow indicates site of N-terminal proteolysis. (B) N-termini of histone H4.
(C) N-termini of histone H2A variant Hv1/H2AZ. Tt, Tetrahymena thermophila; Hs, homo sapiens; Sc, Saccharomyces cerevisiae.

its constitutive expression rather than its primary sequence
(Yu and Gorovsky, 1997).

Some of the earliest observations linking histone acetylation
and transcription occurred using the Tt model. Pulse-labeling
studies using radiolabeled acetate was used to show that histones
in general are highly acetylated in the MAC but not MIC in
growing cells (Vavra et al., 1982a,b), a finding that provided a key
functional link of histone acetylation to gene expression. Initial
studies on histone deposition-associated acetylation focused on
pulse-labeling cells with radiolabeled acetate early in conjugation
where MICs replicate rapidly, but are transcriptionally inactive,
thus any MIC-specific histone acetylation at this time is related
functionally to histone deposition and chromatin assembly.
Initial studies showed that newly synthesized histone H3 and
histone H4 were deposited into MIC in mono- and di-acetylated
(H3) and di-acetylated (H4) forms (Allis et al., 1985). Later
work identified these deposition-associated acetylation sites on
K9/14 on H3 (Sobel et al., 1995; Figure 2A) and H4 K4/11
(Chicoine et al., 1986; Figure 2B, note corresponds to H4K5/12
in yeast and human cells: Tt H4 contains a single deletion at
amino acid 3, so each acetylation site is numbered one less
than that observed in most other H4s). Similar studies on pulse-
labeled MACs isolated during growth revealed H4K7 (Figure 2B,
corresponds to H4K8) and H4K4 to be the principle sites of
acetylation correlated with transcription on H4, with H4K11
and H4K15 also acetylated at lower levels (Chicoine et al., 1986;
Figure 2A). Transcription-associated sites of acetylation on H3
were revealed to be H3K9 and H3K14 and to a lesser extent
H3K18 and H3K23 (Chicoine et al., 1986; Figure 2B). Subsequent
studies found Hv1 to be acetylated at positions 4, 7, 10, 13, 16
in its N-terminus (Allis et al., 1986; Figure 2C). When indirect
IF was performed with newly developed anti-tetra-acetylated
H4 and anti-penta acetylated Hv1 antibodies, MAC localization

was observed (Lin et al., 1989). When studying the extent of
histone acetylation during conjugation, only a slight increase
in acetylation was shown in the early developing new MACs
compared to the developing micronuclei at the same stage.
A greater amount of acetylation is detected in the advanced stage
of anlagen development comparable to the parental macronuclei
(Chicoine and Allis, 1986) suggesting that there is modulation of
the histone acetylation cycle during nuclear development.

HISTONE ACETYL-TRANSFERASES IN
Tetrahymena thermophila

Histone acetyltransferases are responsible for catalyzing the
transfer of acetyl groups from acetyl-CoA onto lysine residues on
the amino-termini of histones. There are five genes that encode
clear orthologs of HATs [GCN5/HAT2,HAT1, and 3 MYST-family
HATs (MYST1-3)].

Gcn5/SAGA
The search for the gene encoding a HATs was hampered by
relatively low amounts of the enzyme that made it difficult
to obtain peptide sequence. For example a HAT activity
was identified and characterized in yeast in the early 1980s
(Travis et al., 1984), but the gene responsible was not cloned (No
Author, 2018). The massive amount of acetylated chromatin
in the Tt MAC was key to finding the first gene encoding a
HATs. A novel SDS-PAGE acetyltransferase activity assay was
used to show that the Tt MAC possess a 55 kDa protein
(p55) able to incorporate [3H] acetate from [3H] acetyl-
coA into a histone H3 substrate (Brownell and Allis, 1995).
After partial purification using the in gel-assay to monitor
the activity, Edman degradation and subsequent molecular
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cloning followed by comparative sequence analysis determined
that p55 is orthologous to Gcn5 (Brownell et al., 1996), a
transcriptional adaptor, or co-activator previously described
as necessary for activity of transcriptional activators in yeast
(Georgakopoulos and Thireos, 1992). This finding established
the mechanistic link between chromatin structure and gene
expression, and reinforced the idea of histone acetylation as
a mark of transcriptionally active chromatin. Gcn5 is broadly
conserved in eukaryotes present in most if not all sequenced
eukaryotes including Toxoplasma gondii (Wang et al., 2014) and
Plasmodium falciparum (Fan et al., 2004). In yeast and human
cells, Gcn5 is found in the multi-subunit complex SAGA (Grant
et al., 1997), a transcriptional co-activator complex containing
∼19 subunits (Allard et al., 1999; Daniel and Grant, 2007)
that, as a type A HAT, targets the nucleosomal N-terminal
tail of H3 (Grant et al., 1997, 1998, 1999). The original type
A HAT, Gcn5p, may also possess type B HAT activity in
Saccharomyces cerevisiae as it is involved in the acetylation
of the NH2-terminal tail of newly synthesized histone H3
(Burgess et al., 2010).

Details on the function and mechanism of Tt Gcn5 have
lagged since its initial discovery. Recombinant Tt Gcn5 acetylates
free histone H3 including on H3K13 and H3K18 (Garg et al.,
2013; Figure 2A). The questions as to the nature of Tt SAGA
was recently addressed (Saettone et al., 2018) by AP-MS of
Ibd1 (see section “Group II BRD Proteins,” below) that revealed
p55/Gcn5 to be present in a complex with a clear ortholog of
Ada2, as well as the BRD-containing Ibd1, and PHD-domain
containing protein Ada2-Associated Protein 1 (AAP1). One
function of PHD domains is to interact with methyl-lysine PTMs
(Arrowsmith and Schapira, 2019). Subsequent AP-MS of Ada2
reciprocally identified Gcn5, Ibd1, Aap1 and three additional
PHD domain-containing proteins (Aap2-4) that were not
observed in repeated Ibd1 AP-MS. Consistent with this, a SAGA-
like complex consisting of orthologs of Gcn5, Ada2, and a PHD
domain protein (PHD1) in addition to a protein of unknown
function, was purified from Apicomplexan P. falciparum by
incubation of extracts with a biotinylated H3K4me3 peptide
(Hoeijmakers et al., 2019). The same complex minus the
protein of unknown function co-purified when extracts were
incubated with an H4K5/8/12ac peptide. Additionally, AP-MS of
PfGcn5 revealed an interaction with an additional PHD-domain-
containing protein PHD2, purification of which enriched Gcn5
and Ada2 but not PHD1. The similarities between Gcn5
membership in multiple protein complexes in Tt and Pf suggest
that multiple SAGA-like complexes exist in Alveolates that are
composed of a “core” of Ada2 and Gcn5 with different epigenetic
readers that in Tt and Pf are composed of PHD and BRD
proteins. To demonstrate this conclusively, AP-MS of Tt Aap2-4
will be required, the prediction being that each will co-purify
with Ada2 and Gcn5 but none of the other readers. If this is
the case, it will be important to determine chromatin-binding
specificity of the respective PHD fingers of the AAPs. BLASTP
analysis indicates that AAP1 is the highest match in the Tt
genome of Pf PHD1 with high homology between the two in
their fourth PHD domain of PHD1 that matches consensus for
H3K4me2/3-binding.

Hat1
Hat1 was originally purified from yeast cytoplasmic extracts in a
complex with Hat2 (Rbap46 in mammalian cells). Hat1 is a type
B HAT, highly specific for H4K5 and H4K12 on free histones in
yeast and humans (Parthun, 2007). Tt encodes a clear ortholog of
HAT1, but to date it has not been subjected to molecular analysis.
Experiments performed by Allis and colleagues showed MIC and
cytoplasmic extracts of growing Tt to possess a HAT activity on
Tt H4 (Richman et al., 1988) that had specificity for position
4 or positions 4 and 11 (Richman et al., 1988; Figure 2B, the
sites that correspond to H4K5/12 in Tt). The same activity did
not acetylate mononucleosomes, consistent with Hat1 activity in
yeast and human cells (Parthun et al., 1996; Verreault et al., 1998).
Based on work performed in yeast and human cells, it would
make sense that this activity was performed by the Hat1 complex
(Parthun et al., 1996), composed of the Hat1 HAT bound to the
Hat2/RbAp46 histone chaperone (Parthun, 2013). The expression
of HAT1 is essential in human cells (Nagarajan et al., 2013).
Interestingly, when the cytoplasmic activity was heated to 45◦C,
the Hat1-like activity on H4 was retained, but now the activity
also mono-acetylated H3 at an unknown lysine residue (Richman
et al., 1988). It will informative to characterize the Hat1 complex
in Tt and to determine whether it has activity on H3 as well as H4.

NuA4/Esa1
NuA4/TIP60 are multi-subunit type A HAT complexes in yeast
and human cells responsible for acetylation of nucleosomal
histone H4 and H2A with catalytic subunit Esa1/Tip60 (Doyon
and Cote, 2004; Jacquet et al., 2016). Analogous H2A/H4-
specific Hat A activities are more poorly characterized outside
the Opisthokonts. In Tt, a H2A/H4-specific nucleosomal HAT
activity was previously partially purified from MAC DNAse-
treated extracts, and labeled NuA4-like (Ohba et al., 1999).
Yeast/human NuA4/TIP60 complexes and the Tt NuA4-like
activity both have specificity for lysines 5, 8, 12, and 16 of H4
and lysines 5 and 9 of H2A on nucleosomes (Ohba et al., 1999),
suggesting the activity could be catalyzed by an analogous Tt
complex. However, the Tt NuA4-like activity co-purified on a
sucrose gradient with a predicted size of ∼ 80 kD which is
much smaller than that of NuA4/TIP60 complex, a 1.0–1.5 MDa
multi-protein platform of at least 13–16 subunits. Comparative
sequence analysis of the MAC genome suggests that there are
three potential Tt genes encoding an ortholog of Esa1/Tip60,
named MYST1-3, with MYST1 and MYST2 situated side by
side in the MAC genome, possibly the result of a tandem
duplication. Yeast also encode three MYST family HATs, each of
which nucleates a distinct HAT complex with non-overlapping
functions (Esa1-NuA4, Sas2 – SAS complex and Sas3 of the NuA3
complex). The parasitic protozoa Trypanosoma brucei (T. brucei)
encodes three MYST family proteins named HAT1-3 that all
localize to its nucleus (Kawahara et al., 2008). P. falciparum
encodes a single gene encoding a MYST family HAT (Miao
et al., 2010). Clear orthologs of genes encoding core NuA4/Tip60
proteins Eaf1 and Epl1 are not present in the Tt MAC genome
or that of other Alveolates, consistent with the idea that a
NuA4 complex is not well conserved outside the Opisthokonts.
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Identification of the Tt MYST HAT underlying the NuA4-like
activity, and identification of co-purifying proteins, is likely to
inform NuA4/TIP60 characterization in the parasitic protozoa.

H3K56 Acetylation in Tetrahymena
thermophila
H3K56ac is associated with DNA replication associated
chromatin assembly, gene expression, and maintenance of
genome stability in yeast and human cells (Masumoto et al.,
2005; Das et al., 2009). H3K56 is conserved in Tt H3 (Figure 2A),
and the MAC possesses robust levels of H3K56ac during
growth (Garcia et al., 2007) and early nuclear development
(Akematsu et al., 2017). Although not widely studied outside
of Fungi and human cells, H3K56ac has been reported to be
present in parasitic protozoa such as P. falciparum (Gupta
et al., 2016). H3K56ac is catalyzed by Rtt109 in Fungi (Collins
et al., 2007; Driscoll et al., 2007; Fillingham et al., 2008) and
p300/CBP in humans (Das et al., 2009). In Fungi and human
cells, histone H3/H4 chaperone ASF1 is also required to catalyze
H3K56ac (Recht et al., 2006; Das et al., 2009) by the respective
HAT. Tt does not encode a clear ortholog of either Rtt109
or p300/CBP but does encode a single copy of ASF1 (Garg
et al., 2013). Rtt109 has drawn recent interest as a possible
drug target to combat pathogenic fungal infection due to its
fungal-specific nature and importance to viability (Wurtele
et al., 2010). Despite their non-homologous primary amino
acid sequence, Rtt109 and p300/CBP have structural similarity
of their catalytic core (Bazan, 2008). Human Gcn5 has been
reported to acetylate H3K56 in human cells (Tjeertes et al.,
2009), but not in yeast. Recombinant Tt p55/Gcn5 does not
possess H3K56ac activity in vitro on core histone substrates
in the presence or absence of recombinant yeast or Tt Asf1
(Garg et al., 2013) which argues against Gcn5 being the H3K56-
specific HAT in Tt. It should be noted that the HAT assay was
performed with chicken and not Tt histones, and that in Tt
Gcn5 exists in a protein complex with an Ada2 ortholog (see
section “Gcn5/SAGA”), so its behavior in vitro may reflect
absence of key components. Functionally, the importance of
the modification to growth/genome stability in Tt has yet to
be determined, or even if it is linked to chromatin assembly as
in yeast. Arabidopsis have also been demonstrated to encode
orthologs of p300/CBP suggesting that p300/CBP was present
in last common ancestor of plants and Opisthokonts, which
should also include protist lineages. If H3K56ac is important
to protozoan viability, the H3K56-specific HAT (particularly
if novel) may have potential as a drug target for treatment of
parasitic protozoa infection.

BROMODOMAIN PROTEINS IN
Tetrahymena thermophila

There are several protein domains that selectively recognize
and bind to acetylated Lysine (Kac) residues in histones (Jain
and Barton, 2017) including PHD (Zeng et al., 2010), YEATS
(Li et al., 2014) and the BRD that is the focus of this
section. BRD-containing proteins are frequently dysregulated

in cancer (Jain and Barton, 2017) and their expression has been
demonstrated to be important for pathogenesis of several
parasitic protozoa (Schulz et al., 2015). Importantly, BRDs can
be targeted by small-molecule inhibitors leading to the idea they
can be targeted to control cancer and/or infection by parasitic
protozoa (Jeffers et al., 2017; Kougnassoukou Tchara et al., 2019;
Hanquier et al., 2020; Nguyen et al., 2020). The polyploid MAC
of Tt is massively enriched for acetylated chromatin which
makes it a potentially useful system for discovering new BRD
functions. A BLASTP-based survey of the Tt MAC genome
revealed 14 potential BRD-containing gene products (Saettone
et al., 2018). Tt BRD proteins present one BRD per protein
which is different to other described eukaryotes where BRD
proteins often are present in tandem. The BRD is composed
of four helices with the ZA and BC loops connecting helices
αZ to αA, and αB to αC. The ZA and BC loops form a
hydrophobic pocket that functions in Kac binding (Dhalluin
et al., 1999). The ZA and BC loops interact with residues flanking
the Kac and are somewhat variable in sequence, reflecting the
fact that different BRDs have distinct lysine acetylation sites in
histones and non-histone proteins (Zaware and Zhou, 2019).
A structure-based multiple sequence alignment of the 14 Tt
BRDs (Figure 3) shows conservation of BRD secondary structure.
BRD-based Kac recognition involves hydrogen bond formation
with a conserved Asparagine in the BC loop (Zaware and
Zhou, 2019) which is conserved in all 14 Tt BRD proteins
(Figure 3). Phylogenetic analysis was performed using the
14 Tt BRD sequences (Saettone et al., 2018) permitting their
delineation into three main groups which is shown along
with domain analysis of the respective full length protein in
Figure 4.

Group I BRD Proteins
Group I is composed of two proteins, the first a clear ortholog
of Mixed-Lineage Leukemia 1 (MLL1), and BroP3 (Figure 4).
Mammalian MLL1 is a histone methyl-transferase (KMT2A)
that positively regulates transcription by tri-methylation of
H3K4 (H3K4me3) and is considered an ortholog of yeast
Set1. Both mammalian MLL1 and yeast Set1 co-purify with
a related protein complex, COMPASS (Shilatifard, 2012).
A previous study demonstrated that hyper-acetylated MAC-
specific histone H3 tends to be rich in H3K4me3 (Taverna
et al., 2007). It seems possible that in Tt, highly expressed
genes are rich in both modifications. Our sequence alignment
indicates that the BRD of Tt MLL1 [unlike that of human
(Filippakopoulos et al., 2012)] is predicted to have Kac-binding
activity (Figure 3) but its relatively divergent ZA loop sequence
(Figure 3) raises the possibility of a non-histone target. It is
tempting to speculate that the BRD of MLL1 recruits histone
methyltransferases (HMTs) to add the H3K4me3 modification
to acetylated chromatin, promoting high levels of transcription.
Interestingly, GroupII BRD protein Ibd1 co-purifies with another
putative H3K4me3 HMT that does not itself possess a BRD
(see below Section “Group II BRD Proteins”). BroP3, the
other group I member, has a simple domain structure similar
to Ibd1 (Section “Group II BRD Proteins”) with a single
N-terminal BRD.
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FIGURE 3 | Multiple sequence alignment of 14 Tt bromodomains (BRD). BRD sequence was extracted from the respective full length sequence using SMART.
Clustal Omega was used to perform multiple sequence alignment (EMBL-EBI) and shaded using BoxShade (ExPASy) with absolutely conserved residues indicated
by a black shade and conserved residues by a gray shade. The asterisk represents the highly conserved Asparagine (N) that makes contact with acetyl-lysine.
Predicted secondary structure (JPRED) is shown along the top of the alignment.

Group II BRD Proteins
Group II is subdivided into two principal divisions (Figure 4).
Group IIA includes chromodomain helicase protein (CHD),
with BRD situated between two N-terminal chromodomains,
in addition to BroW1, possessing several WD-repeats and a
C-terminal BRD. The MIC copy of the gene encoding BroW1
includes an IES (Hamilton et al., 2016). IES are rarely found in
MIC sequence corresponding to coding sequence in the MAC due
to their imprecise mechanism of elimination.

Group IIB includes BrAn1, in addition to several proteins
related by their simple domain organization, BroP1, BroP2,
BroP4, BroP5, and BroP6 (Figure 4). BroP5 (also known as Ibd1
-Interactive BRD protein 1) is the best characterized BRD protein
to date in Tt, initially identified as a member of the Tt SWI/SNF
CR complex via AP-MS of the conserved Snf5 subunit (Saettone
et al., 2018). Reciprocal AP-MS experiments revealed Ibd1 to
also be a member of SWR, a SAGA-like and an HMT-containing
complex (Saettone et al., 2018). Incubation of recombinant
Ibd1 with a histone post-translation modification peptide array
(Saettone et al., 2018) suggest that its BRD recognizes specific
histone acetylation associated with the transcriptionally active
MAC, H3K9/14ac, and H4K8ac (Chicoine et al., 1987; Taverna
et al., 2007). Indirect IF of Ibd1 showed localization to the
MAC throughout the Tt life cycle consistent with a role for
Ibd1-containing CR complexes in the regulation of transcription
(Saettone et al., 2018). Support for this hypothesis was provided
by ChIP-Seq analysis of Ibd1 that revealed enrichment in
the coding regions of highly expressed genes during growth
leading to the proposal of the “pile-on” model where histone
acetylation leads to Ibd1-dependent recruitment (or “piling
on”) of multiple CR activities that each individually contribute
to high levels of transcription. To test the model, it will be
important to assess the degree to which Ibd1 recruits each of
the respective CR complex to the set of Ibd1-bound highly
expressed genes. Also, although the model proposes an additive
effect for each CR complex, it is possible that redundancies exist
among them. The CR complexes hypothesized to be recruited
by the Kac-binding of Ibd1 BRD include SWR, SWI/SNF, SAGA
and a putative HMT.

The putative HMT that co-purifies with Ibd1 is
uncharacterized, but sequence analysis indicates that it has
homology to HMTs that have specificity for H3K4 or H3K36,

both modifications associated with transcription. As discussed
above for MLL, the association of Ibd1 and the HMT
potentially could link transcription-associated histone acetylation
to H3K4me3, providing a molecular mechanism behind the
observation that hyper-acetylated MAC-specific histone H3
tends to be rich in H3K4me3 (Taverna et al., 2007). The
SWI/SNF complex is an ATP-dependent CR complex nucleated
by SNF2/Brg1 ATPase subunit. The human Brd9 protein, similar
to Ibd1 with only one BRD, was recently shown to be a member of
human SWI/SNF complex (Wang et al., 2019). Unlike yeast and
human cells, Tt Brg1/SNF2 does not possess a C-terminal BRD
(Fillingham et al., 2006). The specificity of the Ibd1 BRD appears
similar to that of the human and yeast Brg1/Snf2 subunit. The
biochemical function of SWI/SNF is ATP-dependent remodeling
of nucleosome structure by mobilizing nucleosomes by sliding
and/or ejection of histone octamers (Saha et al., 2006). We
speculate that the physical interaction of Ibd1 with SWI/SNF
links histone acetylation to nucleosome sliding or ejection.
Interestingly the association between Ibd1 and SWI/SNF appears
much less stable during conjugation (Saettone et al., 2018)
indicating that the physical interaction between the two may be
subject to regulation. The function of SWR-C in yeast (SRCAP
in humans) is the deposition of Htz1/H2AZ (Kobor et al., 2004;
Ruhl et al., 2006). Previously the Allis lab demonstrated that
Hv1, like Ibd1, localizes to the MAC of growing cells implicating
Hv1 in transcription (Wenkert and Allis, 1984). Tt SWR-C was
defined by the intersection of common proteins in Ibd1 and
Swc4 AP-MS (Saettone et al., 2018; Ashraf et al., 2019) with clear
orthologs identified for Swr1, Yaf9, Rvb1, RvB2, Swc2, Swc4, and
Swc5. AP-MS of Hv1 co-purified Swr1, Swc2, Arp5, and Rvb1
(Ashraf et al., 2019), consistent with Tt SWR-C function in the
deposition of Hv1. In yeast, the NuA4 HAT acetylates H4 which
recruits SWR via the BRD-containing Bdf1 subunit to deposit
Htz1 (Durant and Pugh, 2007; Altaf et al., 2010). It is tempting
to speculate that the Tt NuA4-like activity (discussed above)
acetylates H4, proving a platform for Ibd1 recruitment and
subsequent Hv1 deposition. Support for this model rests in the
fact that Ibd1 appears to recognize H4K8ac (Saettone et al., 2018)
[analogous to H4K7ac (Figure 2B)] that is characteristic of NuA4
activity (Allard et al., 1999).

Group IIB proteins also include BroP6, BroP2, and BroP4, that
are similar to BroP5/Ibd1 in that they are small (∼400 aa), with
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FIGURE 4 | Tetrahymena’s 14 BRD proteins grouped based on phylogenetic analysis of BRD sequence. Figure adapted from Saettone et al. (2018).

a single N-terminal BRD and no other recognizable domains.
BroP6 in particular is highly similar to Ibd1/BroP5 in amino
acid sequence and along with Ibd1 co-purifies in Hv1 AP-MS
(Ashraf et al., 2019). INO80-C is a multi-subunit ATP-dependent
CR complex (Poli et al., 2017) that possesses a histone-exchange
activity that swaps nucleosomal H2A.Z/H2B with H2A/H2B
(Papamichos-Chronakis et al., 2011) (in essence, the opposite
of SWR-C). Several potential INO80-C subunits co-purified
in AP-MS of Hv1-FZZ (Ashraf et al., 2019) including seven
evolutionary conserved subunits present in INO80-C in yeast and
human including INO80, Arp5, Arp8, and IES6 in addition to
transcription factor YY1, a FHA domain protein and a ubiquitin
hydrolase all present in human but not in yeast INO80-C. INO80-
C has not been reported to possess a BRD protein in yeast
but in human cells can be co-purified with Brd3 (Wai et al.,
2018). Although a definitive physical link between Brop6 and
Tt INO80-C awaits AP-MS of BroP6, it is tempting to speculate
that while Ibd1 recruits SWR-C to deposit Hv1 into chromatin
via acetylation of H4, BroP6 could regulate its removal via initial
recognition of a different acetyl modification. If BroP6 is in fact
found to regulate Hv1 removal, it will be important to determine
the basis of Hv1 recognition. One possibility is that N-terminal
Hv1 acetylation itself could be recognized by a BRD, although a
previous genetic study argues that the essential function of Hv1
acetylation is mediated through a charge patch, not a trans-acting
factor (Ren and Gorovsky, 2001).

The only BRD reported to directly recognize acetyl-H2AZ is
T. brucei BDF2 (Yang et al., 2017). The more likely possibility

is that Hv1 is recognized within an Kac nucleosomal context,
analogous to how human BRD2 recognizes H2AZ-containing
nucleosomes containing acetyl-H4 (Draker et al., 2012). The
Allis lab used an affinity purified polyclonal anti-Hv1 antibody
to argue that Hv1 (unlike Ibd1) is be present in the meiotic
MIC and may function in the pathway of MIC-specific genome-
wide ncRNA transcription (Martindale et al., 1985; Stargell et al.,
1993). Further work will be necessary to uncover the Ibd1-
indepdent mechanism by which Hv1 is deposited in the meiotic
MIC, but because of the apparent absence of Ibd1, it is unlikely to
be related to histone acetylation.

The last Group IIB protein BrAn1 has a domain architecture
consisting of a C-terminal BRD in combination with several
N-terminal ankyrin repeats, resembling that of PfBDP1 in
P. falciparum, the knockdown of which reduced ability to
penetrate red blood cells with concomitant deregulation of
invasion-associated genes (Josling et al., 2015). Interactome
analysis of PfBDP1 indicates that it forms a core complex
with an additional BRD protein, PfBDP2 (Hoeijmakers et al.,
2019) that appears to form a variety of sub-complexes with
additional proteins including a PHD-domain containing protein
(Hoeijmakers et al., 2019) and a DNA-binding transcription
factor AP2-I (Santos et al., 2017). The domain architecture of
PfBDP1, and Tt BrAn1 is also conserved in the T. gondii ortholog
(TGME49_263580) and appears to be unique to select protist
lineages including Tt and apicomplexans (Jeffers et al., 2017).
Functional characterization of Tt BrAn1 should contribute to the
understanding of the apicomplexan version.
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Group III BRD Proteins
Group III (Figure 4) includes p55/Gcn5 and three proteins
with a single BRD in combination with an Extra-Terminal (ET)
Domain. Tt p55/Gcn5 possesses a C-terminal BRD, as does
Gcn5 in other organisms. A two-step model was proposed by
Taverna and colleagues for yeast Gcn5 which first acetylates
H3K14 to provide a platform for binding by its BRD which
stimulates its HAT activity on H3K18 (Cieniewicz et al., 2014).
By analogy, the role of Tt Gcn5 BRD could be similar, stimulating
Gcn5 activity after initial recruitment. In this case, the role
of the Ibd1 BRD within SAGA would be to recruit SAGA
to a region of chromatin perhaps acetylated by the NuA4
activity described above where it would acetylate H3, stimulating
transcription. Bret-1 Bret-2 and Bret-3 are predicted to have
an ET domain. They are similar in domain structure to the
BET sub-family of human BRD proteins (BRD2, BRD3, BRD4,
and the testis-specific BRDT) that harbor at their amino-
termini two BRD followed by an ET domain that mediates
protein-protein interactions. BET protein are intense subjects
of research in human cells where they are implicated in cancer
and are targets for molecules such as JQ1. Differently to
human (and yeast) BET that possess two BRDs, Tt BETs only
possess one BRD.

HISTONE DEACETYLATION IN
Tetrahymena thermophila

Histone deacetylases remove acetyl groups from lysine residues.
Inhibitors that target HDACs have been used to target human
diseases such as cancer (Jain and Zain, 2011; Lee et al.,
2015). HDAC inhibitors are also being investigated in the
treatment of parasitic diseases (Vanagas et al., 2012; Carrillo
et al., 2015; Chua et al., 2017). Wiley and colleagues used a
bioinformatic query of the Tt MAC genome (Smith et al., 2008)
to predict the existence of 18 HDACs that are named THDs
(Tetrahymena Histone Deacetylase) and classified according to
their similarity to yeast HDACs Rpd3 (class I, 3 members
including THD1), Hda1 (class II, 2 members including THD2),
and Sir2 (class III, 11 members) with an additional 2 classified
as HDAC-like, one of which (Thd5) is predicted to be an
ortholog of HDAC11, the smallest HDAC and it is the
sole member of HDAC IV family (Gregoretti et al., 2004)
implicated in mitosis and meiosis (Sui et al., 2020). Detailed
molecular analysis has been performed on Tt HDACs, THD1
(Wiley et al., 2000, 2005; Parker et al., 2007), and THD2
(Smith et al., 2008).

The Class I HDAC THD1
Class I THD1 was shown to be recruited to developing new
macronuclei (Wiley et al., 2000) and to be important for the
integrity of macronuclear chromatin in logarithmically dividing
cells (Wiley et al., 2005). Cells knocked down for THD1 contain
higher amounts of MAC DNA, large extrusion bodies, and
enlarged nucleoli (Wiley et al., 2005). It was further shown
(Parker et al., 2007) that MAC chromatin in THD1 knockdowns
failed to condense during starvation, which was correlated

with aberrant hyper-phosphorylation of histone H1 and the
overexpression of CDC2, encoding the major histone H1 kinase.
Class I HDACs such as Rpd3 are conserved among eukaryotes
and are frequently found in corepressor complexes, where they
mediate repression by a variety of transcription factors. In
humans, the SIN3/RPD3 complex that also contains RbAp46/48
in addition to several other proteins, is targeted to specific
genes through protein-protein interactions between SIN3 and
either DNA-binding repressors or corepressors (Lewis et al.,
2004; Keogh et al., 2005). The metazoan DREAM complex is
responsible for the transcriptional regulation of cell cycle-related
genes (Sadasivam and DeCaprio, 2013). Recent findings hint at
the existence of a DREAM complex in Tt (Zhang et al., 2018).
In human cells a Sin3B/HDAC complex robustly interacts with
the DREAM complex in a cell-cycle-dependent manner (Bainor
et al., 2018). It remains to be determined whether THD1 exerts its
phenotype though the Tt DREAM complex.

The Class II HDAC THD2
Based on work in the 1980s, it was known that although
transcription-related acetylation was never observed in the MIC,
deposition-related patterns could be observed in the presence
of HDAC inhibitors such as sodium butyrate (Allis et al., 1985)
indicating that H3 and H4 assembled into MIC chromatin were
subject to deposition-related acetylation but that was quickly
removed post-assembly. GFP-tagging was used to demonstrate
that the class II HDAC named Thd2 (Tt histone deacetylase 2)
localized specifically to the MIC. A complete deletion of THD2
showed ectopic H3 and H4 acetylation in the MIC indicating that
WT Thd2 function is to remove deposition related acetylation
(Smith et al., 2008). Interestingly, the THD2 KO also displayed
a defect in MIC morphology as well as the regulated proteolytic
processing of its histone H3, specifically deficient in producing
the fast form of H3 that in the MIC is phosphorylated on Ser10
(Allis and Gorovsky, 1981; Allis and Wiggins, 1984), a mitotic
PTM necessary for chromosome condensation and segregation
(Wei et al., 1998, 1999) suggesting that Thd2 functions upstream
of the proteolytic cleavage and subsequent phosphorylation of
Ser10 on histone H3. It will be interesting to determine if AP-
MS of Thd2 can help identify the elusive protease responsible for
this enigmatic process.

Class III HDAC
Class III histone deacetylases, known as sirtuins, couple the
deacetylation of lysine with the hydrolysis of NAD+ by
transferring the acetyl group to the ADP-ribose moiety to form
O-acetyl-ADP-ribose, releasing free nicotinamide (Dang, 2014).
Nicotinamide can thus be used as an inhibitor of sirtuin class
HDACs and was used to demonstrate a possible role for the
sirtuins in meiotic prophase as well as the degradation of the
parental MAC during conjugation (Slade et al., 2011).

More could be learned through the molecular analysis of Tt
HDACs. The use of Trichostatin A, a selective inhibitor of class
I and II HDACs, resulted in defects in the progression through
meiosis and also affected the deletion of IESs (Duharcourt and
Yao, 2002). The identity of relevant HDAC(s) that function in
these processes remains unknown.
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CONCLUSION AND PERSPECTIVES

Tetrahymena thermophila offers a powerful model system with
well-developed functional genomics with which to explore and
understand the components of the histone acetylation cycle.
The unique nuclear biology of Tt has been extremely useful
in the past in the development of the histone acetylation
field. Despite its efficacy the model has been underexplored.
A complete understanding of the function and mechanism
of the Tt histone acetylation cycle, in particular the role
of histone acetylation in the regulation of H2AZ dynamics,
should yield fundamental knowledge on the mechanism of
transcription. In addition, the position of Tt on the evolutionary
tree will permit insight into Alveolate-specific biology such
as the composition of NuA4 and the identity of the protist
H3K56-specific HAT.
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INTRODUCTION

Over the past few decades, we have come to appreciate the complexity of processes regulating
chromatin architecture. Ranging from chromatin accessibility (Klemm et al., 2019) to long-range
genome organization (Cremer and Cremer, 2001), a wide array of mechanisms is used by the
cell to control gene expression. We have recently begun to understand the primordial role of
non-coding RNAs (ncRNAs) in such processes and can now declare that several types of RNAs
are essential to the regulation of gene expression (Cech and Steitz, 2014). In the nucleus, long
non-coding RNAs (lncRNAs) (Bonasio and Shiekhattar, 2014), together with enhancer RNAs
(eRNAs) (Li et al., 2016a), stable intronic sequence RNAs (sisRNAs) (Chan and Pek, 2019) and
various other classes of transcripts (reviewed in (Li and Fu, 2019)) come together to ensure tight
regulation of the chromatin. LncRNAs represent transcripts of more than 200 nucleotides that
do not contain any apparent open reading frame (Marchese et al., 2017). While some lncRNAs
are localized and active in the cytosol (Noh et al., 2018), many are nuclear and implicated in
transcriptional regulation (Vance and Ponting, 2014). These nuclear lncRNAs can modulate the
expression of genes through interactions with DNA or chromatin-associated proteins (Bonasio and
Shiekhattar, 2014; Figure 1A). eRNAs are abundantly transcribed RNAs generated from enhancer
regions (Li et al., 2016a). They modulate enhancer activity potentially through interactions with the
mediator complex, transcription factors or chromosomal looping factors. Lastly, sisRNAs represent
RNAs containing intronic sequences, and increasing evidence shows that several of them act on
chromatin regulation (Chan and Pek, 2019). All of these various classes of chromatin-associated
RNAs are essential to the regulation of gene expression (Li and Fu, 2019). Some transcripts appear
to be “cis-acting,” influencing the expression of genes within their own chromosome, while others
control transcriptional processes on other chromosomes in trans. Some cis-acting RNAs have been
shown to function through the formation of R-loops with the complementary sequence from their
transcribed loci and affect local gene expression, as is the case with GATA3-AS1 and VIM-AS1
(Boque-Sastre et al., 2015; Gibbons et al., 2018). Both cis- and trans-acting RNAs can affect
gene expression through direct RNA-DNA contacts (i.e., RNA-DNA triplexes), as employed by
MEG3 and KHPS1 (Mondal et al., 2015; Blank-Giwojna et al., 2019), or indirectly through protein
intermediates such as the interaction of FIRRE lncRNA with the SAF-A protein (Hacisuleyman
et al., 2014; Figure 1A). These interactions often require specific RNA “domains,” such as motifs
recognized by chromatin bound proteins, or RNA-DNA triplex-forming motifs such as polypurine
tracts (Li et al., 2016b; Li and Fu, 2019). RNAs exhibiting interactions in both cis and trans have also
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FIGURE 1 | (A) Potential means of chromatin-RNA association. Interactions can be mediated by protein intermediates or rely on either Hoogsteen base-pairing to

form RNA-DNA triplexes, or Watson-Crick base-pairing to form RNA-DNA duplexes such as R-loops. (B) Representation of potential type I RNA-chromatin
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FIGURE 1 | interactions, where RNAs recruit associated proteins to the chromatin, enabling the modulation of genomic accessibility. For example, recruited proteins

can be part of chromatin modifying complexes or act as transcription factors. (C) Representation of potential type II RNA-chromatin interactions, where RNAs interact

with genetically distant loci and modulate genome architecture, potentially bringing them physically closer. Interactions can be direct associations of the RNA with the

DNA, or be mediated either by chromatin-bound proteins, or RNA duplexing. RNA bound protein complex intermediates can also generate indirect interactions.

(D) Table of referenced techniques for identification of genome and transcriptome-wide DNA-RNA or RNA-RNA interactions, respectively. For more details, we refer

the reader to the corresponding publications within the table. AMT, 4′-aminomethyl-4,5′,8-trimethylpsoralen.

been described, for example: the lncRNAs FIRRE (Hacisuleyman
et al., 2014; Lewandowski et al., 2019) and ANRIL (Kong et al.,
2018). This hints at the great complexity of processes regulated
by chromatin-associated RNAs.

We postulate that RNAs acting on chromatin can be
functionally separated in two groups, following how they
affect the transcriptional landscape of the cell. First, RNAs
can act locally to where they bind (i.e., short-range) on the
structure of the chromatin itself, for example, by modifying its
accessibility through the recruitment of structural protein factors
or protein complexes that establish chromatin marks (Type I)
(Figure 1B). Various Type I RNAs have been characterized. For
example, the lncRNAs HOTAIR and FENDERR and the sisRNA
generated from intronic sequences of SMYD3, do so in part
by recruiting the PRC2 repressive complex to their genomic
binding sites (Guil et al., 2012; Grote et al., 2013; Mozdarani
et al., 2020). Second, RNAs can control the organization of
the genome, which we define as Type II interactions. They
do so by promoting long-range chromatin interactions and
the bridging of distant genomic loci (Figure 1C). Type II
RNAs include examples such as the lncRNAs LUNAR1 or
Kancr, both involved in chromosomal looping and activation
of genes near the loop anchor points (Trimarchi et al., 2014;
Li et al., 2020). Additionally, some lncRNAs can potentially
exhibit both types of interactions. For example, the lncRNA
XIST is transcribed from the X-chromosome and is directly
implicated in its inactivation (XCI) (Loda and Heard, 2019).
During this process, XIST transcripts recruit protein factors
necessary for XCI, highlighting a Type I mechanism (Chu
et al., 2015). Upon XCI, progressive compaction of the X-
chromosome occurs and allows XIST to spread on the whole
X-chromosome, which results in global heterochromatinization
(Engreitz et al., 2013). Moreover, the multiple domains which
enable XIST to attach to X-chromosome-bound proteins and
the XIST-dependent X-chromosome conformation, hint at a
potential Type II mechanism for this lncRNA in XCI.

While a growing number of RNAs acting on gene expression
are being characterized, we still lack a bigger picture on how
prevalent these interactions are, and on the importance of the
proposed mechanisms. The first major obstacle in delineating
which RNAs act on chromatin regulation resides in the immense
number of existing transcripts. For example, estimates place
the number of potentially functional lncRNAs in the tens
of thousands (Marchese et al., 2017), and characterization
of functional eRNAs or sisRNAs is still too early to grant
accurate estimates (Li et al., 2016a; Chan and Pek, 2019). A
tremendous amount of work lies ahead to fully understand
the above-mentioned processes. Understanding where and how

RNAs interact with chromatin, and the resulting effect on gene
regulation, therefore remains an upcoming challenge in the
characterization of the global transcriptional landscape.

GENOME-WIDE CATALOGING OF

RNA-CHROMATIN INTERACTIONS

The past 20 years have been marked by the development
of several techniques aiming to map long-range chromatin
interactions and to decipher genome architecture. Efficient
techniques now include direct ligation of proximal DNA
fragments (3C) (Kempfer and Pombo, 2020), ligation of barcodes
to interacting DNA fragments (SPRITE) (Quinodoz et al., 2018),
or physical isolation of thin nuclear sections and analysis
of the DNA contained within (GAM) (Beagrie et al., 2017).
The 3C-based methodologies have inspired new protocols to
resolve RNA-DNA interactions, such as MARGI (Sridhar et al.,
2017), GRID-seq (Li et al., 2017), CHAR-seq (Bell et al., 2018),
iMARGI (Wu et al., 2019), and RADICL-seq (Bonetti et al.,
2020). Moreover, SPRITE was also adapted to reveal RNA-DNA
interactions (Quinodoz et al., 2018; Figure 1D). Therefore, a vast
number of datasets showing RNA-chromatin interactions now
exists for diverse cellular contexts. MARGI has already enabled
the identification of Type I mechanisms implicating RNA-
chromatin interactions in the establishment of various chromatin
marks (Sridhar et al., 2017). Additionally, GRID-seq showed
that an enrichment of RNA-chromatin interactions is implicated
in the role of super-enhancers (Li et al., 2017), representing
potential Types I and II RNA-chromatin interactions. GRID-
seq was also used to detect the diverse genomic binding sites of
XIST, both locally to its transcription site, but also throughout
the X chromosome. It also highlighted the sites of initiation of
XCI via XIST. These findings establish the major importance
of such high-throughput techniques in characterizing different
mechanisms responsible for the tight control of chromatin
by RNAs.

LIMITATIONS OF CURRENT

METHODOLOGIES FOR PROBING

RNA-CHROMATIN INTERACTIONS

However, limitations are present in the developed techniques,
and many challenges still lie ahead to fully understand how
chromatin is regulated by RNAs. First, the developed techniques
generally exhibit a high prevalence for RNA reads that
map to introns, revealing a widespread capture of nascent
RNAs from loci undergoing transcription (actively transcribed
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RNAs) (Li et al., 2017; Bonetti et al., 2020). During their
transcription process, RNAs can be captured via fixation to their
genomic loci, therefore appearing as mapped interactions. These
highly abundant interactions represent a major contaminant of
such experiments, potentially overshadowing actual functional
interactions. Their presence should be accounted for to prevent
them from affecting the sequencing depth achieved for functional
interactions and to allow for the detection of lower-abundance
RNA-chromatin interactions. To reduce the effect of nascent
RNA-bias, RADICL-seq uses a controlled RNase H digestion step
(Bonetti et al., 2020). Although this step does indeed reduce this
bias, a significant portion of nascent RNA still remains, and it
would be necessary to explore additional ways to remove these
unwanted RNAs.

Anothermain limitation in the current protocols and available
datasets resides in the relatively small size of the sequenced tags
corresponding to the DNA and its interacting RNA (Li et al.,
2017; Sridhar et al., 2017; Bell et al., 2018; Quinodoz et al.,
2018; Wu et al., 2019; Bonetti et al., 2020; Figure 1D). Indeed,
their short size results in poor mapping of the obtained DNA-
RNA pairs to the genome and transcriptome. This problem
is further amplified when working with transcripts containing
repeated sequences. For example, lncRNAs generally possess a
large number of transposable elements (TEs) and other repeated
sequences (Johnson and Guigó, 2014), and 83% of lncRNAs
contain one or more TEs, compared to only 6% of mRNAs
(Kelley and Rinn, 2012). Interestingly, some TEs are implicated
in localization of RNA transcripts to the nucleus (Lubelsky
and Ulitsky, 2018), which further highlights a role in genome
regulation. These TEs have also emerged as important domains
in lncRNA function, with several cases demonstrating that an
embedded TE acts as the RNA’s functional motif (Johnson
and Guigó, 2014). These TEs can enable interactions with
complementary sequences in DNA or other RNAs, as seems
to be the case with the lncRNAs ANRIL (Holdt et al., 2013)
and LEADeR (Profumo et al., 2019). Therefore, a loss in reads
corresponding to repeat elements due to an inability to map
them represents amajor potential hurdle in the current protocols.
This is evident in the relatively low percentage of uniquely
mapped reads for protocols such as GRID-seq or RADICL-seq
(14 and 45%, respectively) (Li et al., 2017; Bonetti et al., 2020).
The higher read mapping observed with RADICL-seq compared
to GRID-seq is due to an additional 7 base-pairs in the final
read length (Bonetti et al., 2020). These protocols use restriction
enzymes to generate sequence lengths of around 20 base-pairs
for GRID-seq and 27 for RADICL-seq for both RNA and DNA
tags (Figure 1D). The increase in read length with RADICL-seq
allows mapping of some reads corresponding to TE-containing
RNAs. This enabled the authors to determine that transcripts
containing TEs are indeed differentially engaged in interactions
with chromatin, once again hinting at the importance of TEs
in chromatin regulation. Other methodologies, namely MARGI
(Sridhar et al., 2017) and iMARGI (Wu et al., 2019), circumvent
this limitation through a protocol that preserves the full length of
the respective RNA and DNA tags. This enables the generation
of libraries containing longer fragments and results in higher
mapping of reads.

Thus far, these techniques have relied on “short-read”
sequencing technologies, which do not fully overcome the
challenge of mapping repeated and complex sequences within
RNAs (Dijk et al., 2018). To remediate this problem, one option
would be to incorporate “long-read” sequencing technologies to
these protocols. Indeed, throughout the last 10 years, the rise
in the availability of such sequencing techniques has meant that
more and more laboratories can get access to this technology.
While it is still in its early stages compared to “short-read”
sequencing approaches, the sequencing of long DNA or RNA
fragments, ranging from a few hundred nucleotides to tens
of kilobases, results in a more accurate alignment of repeat
sequences (Dijk et al., 2018). A higher percentage of DNA
and RNA pairs should therefore be uniquely mapped, even in
the presence of interactions dependent on the complementarity
of repeat elements. Additionally, long-read sequencing could
provide more detailed information on the RNAs interacting with
chromatin. For one, the specific isoforms of RNAs which interact
with chromatin could be detected. Also, detection of nascent
RNAs would be more precise, as current analysis only take
intronic reads into account when counting for nascent RNAs,
whereas long-read sequencing will reveal the whole transcript.
Therefore, long-read sequencing represents a very promising new
tool for further iterations of such protocols.

RNA-RNA INTERACTIONS TO HELP

UNDERSTAND LNCRNA-CHROMATIN

INTERACTIONS

While it is clear now that chromatin-associated RNAs affect
the structure and regulation of chromatin, the role of RNA-
RNA interactions (RRIs) is not as well-explored in this context.
Due to RNA’s inherent ability to base pair and form complex
higher order structures, it can simultaneously interact with
DNA and multiple RNA and protein molecules (Lu and Chang,
2018). Inter-RNA interactions could enable Type II interactions,
through base-pairing between two chromatin-associated RNAs
(Figure 1C). Meanwhile, intra-RNA interactions, through the
RNA’s secondary structure, may help in identifying sites available
for binding to chromatin or RNA-binding proteins. With these
features in mind, we expect that the associations revealed by
the techniques probing RNA-chromatin interactions will serve
as starting points for integration of RRI networks involved
in chromatin regulation. Various protocols recently aimed to
investigate RRIs on a transcriptome-wide scale, such as PARIS
(Lu et al., 2016), LIGR-seq (Sharma et al., 2016), SPLASH (Aw
et al., 2016), and MARIO (Nguyen et al., 2016). Additionally,
another technique, COMRADES (Ziv et al., 2018), initially
intended to probe RRIs for a single RNA, could also be used for
genome-wide RRIs (Figure 1D). These protocols crosslink RNA
duplexes, to reveal both RRIs and, to some extent, the secondary
structure of every RNA. However, the limitations highlighted
for RNA-DNA probing techniques, such as read length and
uniquemapping of repeated sequences, still apply to RRI-probing
protocols. These techniques have nevertheless proven to be
instrumental in revealing several cellular processes dependent on
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RRIs. For example, PARIS highlighted structural folding patterns
in the XIST A-repeats, which is necessary for binding of SPEN
(Lu et al., 2016), a transcriptional repressor involved in X-
inactivation (Chu et al., 2015). Analysis of RRIs in combination
with RNA localization of XIST on the chromatin by GRID-seq
(Li et al., 2017) consequently highlights the potential Type I
and II mechanisms of XIST in XCI. This example demonstrates
how combining RRI data to an integrative map of the genome
organization extracted from 3C or other related techniques,
coupled with existing RNA-chromatin interaction information,
will provide a better understanding of the complex mechanisms
behind chromatin regulation. Long-range, indirect chromatin
interactions mediated by several duplexed RNAs, or by protein
complexes exhibiting RNA-binding functions (Figure 1C) will
only then become more apparent. Overall, these types of studies
provide a more complete view on the complexity of genome
organization and chromatin structure.

CONCLUDING REMARKS

Taken together, the methods described here represent useful tools
for elucidating the role of RNA-DNA and RNA-RNA interactions
in gene expression regulation. While various improvements are
still needed, the existing datasets represent a comprehensive look
of how a genome could be organized through RNA interactions.
Several RNA-DNA interactions have now been cataloged either
through these genome-wide techniques or through specific RNA

directed techniques. Of these, lncRNAs seem to represent an
important fraction of the factors that regulate gene expression,
chromatin accessibility and genome organization. In addition,
these RNAs are not limited only to chromatin binding but may
act as conduits to bring in other types of interactors, such as other
RNAs, RNA-binding proteins, and transcriptional complexes. All
these elements combined together help forge the transcriptional
landscape necessary to maintain and transition between defined
cell states.
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Histones are an integral part of chromatin and thereby influence its structure, dynamics,
and functions. The effects of histone variants, posttranslational modifications, and
binding proteins is therefore of great interest. From the moment that they are deposited
on chromatin, nucleosomal histones undergo dynamic changes in function of the cell
cycle, and as DNA is transcribed and replicated. In the process, histones are not
only modified and bound by various proteins, but also shuffled, evicted, or replaced.
Technologies and tools to study such dynamic events continue to evolve and better
our understanding of chromatin and of histone proteins proper. Here, we provide an
overview of H3.1 and H3.3 histone dynamics throughout the cell cycle, while highlighting
some of the tools used to study their protein–protein interactions. We specifically
discuss how histones are chaperoned, modified, and bound by various proteins at
different stages of the cell cycle. Established and select emerging technologies that
furthered (or have a high potential of furthering) our understanding of the dynamic
histone–protein interactions are emphasized. This includes experimental tools to
investigate spatiotemporal changes on chromatin, the role of histone chaperones,
histone posttranslational modifications, and histone-binding effector proteins.

Keywords: H3.1, H3.3, histone, nucleosome, chromatin, epigenetic, proteomic

INTRODUCTION

Chromatin is composed of DNA and associated proteins, of which histones are prominent.
Histones and DNA assemble to form repetitive units known as nucleosomes. Each nucleosome
organizes a stretch of ∼147 bp of DNA wrapped around a histone octamer (Luger et al., 1997).
The octamer is, in turn, composed of a central (H3-H4)2 tetramer, flanked by two H2A-H2B
dimers. Nucleosomal arrays give rise to an 11 nm fiber that resembles “beads on a string,” as
seen in early micrographs of chromatin (Olins et al., 1976). Histone proteins are heavily modified
through combinatorial posttranslational modifications (PTMs), especially over their N-terminal
tails that protrude from the nucleosomal core (Huang et al., 2015a; Andrews et al., 2016).
These modifications influence local protein–protein interactions (PPIs) and chromatin structures,
and consequently have important implications on DNA accessibility, transcription, repair, and
replication. A large number of histone PTMs thereby correlate, or anti-correlate, with various
biological outputs (Campos and Reinberg, 2009; Allis and Jenuwein, 2016).
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This review highlights current models of H3.1 and H3.3
dynamics, namely: the histones, their PTMs, deposition
pathways, and cell cycle dynamics. Each section provides an
overview of the techniques used to formulate the models.

HISTONE VARIANTS AND
POST-TRANSLATIONAL
MODIFICATIONS

Certain histone variants are believed to influence the biophysical
characteristics of nucleosomes (Campos and Reinberg, 2009),
thereby relaying functional consequences on chromatin. Histone
H2A has a relatively high number of variants, while histones
H2B and H4 have undergone little evolutionary divergence–likely
reflecting their positions within the nucleosome and their roles in
stabilization of the nucleosome core particle (Henikoff and Smith,
2015). There are, however, a large number of histone H3 variants
in humans, namely H3.1, H3.2, H3.3, H3t/H3.4, H3.5, H3.Y,
H3.X, CENP-A, the more recently proposed H3.3-like H3.6 and
H3.8, as well as the H3.1-like H3.7 (Franklin and Zweidler, 1977;
Earnshaw and Rothfield, 1985; Albig et al., 1996; Wiedemann
et al., 2010; Schenk et al., 2011; Taguchi et al., 2017). Of these,
the replication-coupled H3.1, and replication-independent H3.3
variants are arguably some of the better-studied histone proteins
and hence the focus herein. A broader overview of known histone
variants is available elsewhere (Talbert et al., 2012; Biterge and
Schneider, 2014; Henikoff and Smith, 2015).

H3.1 and H3.2 differ by a single amino acid at residue 96
(Figure 1; Hake and Allis, 2006). Both are expressed in S-phase
(Wu et al., 1982; Mendiratta et al., 2019) and deposited on
replicating DNA (Tagami et al., 2004). They are, therefore,
considered to be replication-coupled (RC) histones. Reflecting
the need for considerable histone production during DNA
replication, RC histones are expressed from histone gene clusters
in S-phase (Wu and Bonner, 1981). As such, H3.1 predominates
in cycling cells (Wu et al., 1982; Marzluff et al., 2002).

Conversely, the H3.3 variant (encoded by H3F3A and H3F3B)
is expressed at low levels throughout interphase (Wu and Bonner,
1981; Mendiratta et al., 2019) to maintain proper nucleosome
density as histones turnover. It is thus referred to as replication-
independent (RI). H3.3 is particularly enriched over actively
transcribed genes, but is also deposited over repetitive DNA
elements, such as pericentromeric regions and telomeres (Ahmad
and Henikoff, 2002; Drane et al., 2010; Goldberg et al., 2010).
It accumulates in terminally differentiated cells (Grove and
Zweidler, 1984), and is also the only non-centromeric H3 variant
in some species (e.g., yeast within the Ascomycota phylum)
(Postberg et al., 2010; Talbert and Henikoff, 2010). Astonishingly,
the H3.3 RI histone differs from H3.1 by only five residues (Hake
and Allis, 2006). Yet, these minute differences are sufficient to
confer specificity to distinct interacting proteins, such as histone
chaperones (Elsasser et al., 2012; Ricketts et al., 2015).

Histone pools are exquisitely regulated at the transcriptional
and posttranscriptional levels. Reduced histone transcription
disturbs the cell cycle (Nelson et al., 2002) and excessive
production of histones outside of S-phase leads to chromosomal

instability (Gunjan and Verreault, 2003), partly through a
stoichiometric imbalance (Meeks-Wagner and Hartwell, 1986).
Soluble histones pools are also kept in check by certain histone
chaperones (Groth et al., 2005; Cook et al., 2011). Histones are
then deposited onto DNA to form nucleosomes and specialize
local chromatin regions (Campos and Reinberg, 2009). Once
on chromatin, histones remain highly dynamic, even when
deposited in heterochromatic regions (Consortium et al., 2007;
Deal et al., 2010). Such dynamics are particularly evident as DNA
is transcribed, repaired, replicated, and condensed.

A large number of histone residues are subject to various
PTMs, including methylation, acetylation, and phosphorylation,
to name but a few [see Zhao and Garcia (2015) for a
comprehensive list]. Combinatorial histone PTMs, particularly
over the lysine-rich N-terminal histone tails influence local
chromatin structures and dynamics, and often correlate with
transcriptional status (Zhao and Garcia, 2015; Allis and Jenuwein,
2016; Figure 1).

Histone acetylation has long been shown to correlate with
active gene transcription (Allfrey et al., 1964; Gorovsky et al.,
1973; Davie and Candido, 1978; Chahal et al., 1980). The PTM
neutralizes the positive charge on the ε-amino group of lysine
residues, leading to numerous downstream events. For one,
lysine acetylation on histone proteins is believed to counteract
chromatin compaction (Wong and Marushige, 1976; Wallace
et al., 1977; Nelson et al., 1978; Simpson, 1978; Vidali et al.,
1978; Annunziato et al., 1988; Tse et al., 1998). For example,
the acetylation of lysine 122 on H3 (H3K122ac) has been
found to destabilize nucleosomes by disrupting histone–DNA
interactions (Tropberger et al., 2013). Beyond direct biophysical
effects, the binding of numerous effector proteins that “read”
modified histones further influences chromatin structures. For
example, acetyl marks are recognized by the bromodomain,
YEATS, or plant homeodomain (PHD) of some chromatin-
associated proteins. Similarly, methylated lysines are recognized
by a “Royal Family” (tudor, MBT, chromodomain, PWWP),
as well as numerous other domains, including PHD, WD40,
ankyrin repeats, BAH, and ADD (see Patel and Wang, 2013;
Andrews et al., 2016).

“Reader proteins” exert further effects on chromatin. The
H3K9me2/3 and H3K27me2/3 marks, for example, correlate with
chromatin compaction and transcriptional repression as a result
of some proteins that bind these marks. H3K9me3 enriches
at constitutive heterochromatic regions, such as pericentric
chromatin and telomeres (Talbert and Henikoff, 2006). The mark
is catalyzed by the SUV39H1/2 histone methyltransferases in
humans (Rea et al., 2000), which is, in turn, recognized by
the heterochromatin protein 1 (HP1) via its chromodomain
(Smothers and Henikoff, 2000; Lachner et al., 2001). This
process is sustained through a positive feedback loop, where
HP1 re-recruits SUV39H1/2 to propagate the mark (Talbert and
Henikoff, 2006). The HP1 protein further phase separates—
that is, adopts liquid-like properties to form a membraneless
compartment—thereby driving chromatin compaction (Larson
et al., 2017; Strom et al., 2017).

Similarly, the H3K27me3 mark—which is particularly
enriched over facultative heterochromatin—also spreads
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FIGURE 1 | H3 sequence and posttranslational modifications. Graphic representation of human H3.1 primary sequence and secondary structures. Inset boxes
denote areas that differ between the H3.1 and H3.3 variants, with sequence differences highlighted in yellow. Residues that are subject to acetylation, methylation or
phosphorylation are denoted as such (Paulson and Taylor, 1982; Bernstein et al., 2005; Wang et al., 2008; Zhao and Garcia, 2015). The number of triangles marks
the maximum number of methyl marks that can be installed. Select key marks that generally correlate with transcriptional repression (red) and activation (green), and
that are discussed in the review, are also noted (Rea et al., 2000; Bernstein et al., 2005; Hake et al., 2006; Wang et al., 2008; Margueron et al., 2009). The
phosphorylation of residue 31 is exclusive to H3.3 (Hake et al., 2005).

through a positive feedback loop driven by the polycomb
repressive complex 2 (PRC2). The EED subunit of this complex
binds the H3K27me3 mark to allosterically activate the EZH2
catalytic subunit, thereby propagating the mark to neighboring
nucleosomes (Margueron et al., 2009; Oksuz et al., 2018). Our
current understanding of polycomb proteins is evolving at a fast
pace, and is well discussed in recent publications (Cheutin and
Cavalli, 2019; Laugesen et al., 2019; van Mierlo et al., 2019; Yu
et al., 2019; Chammas et al., 2020).

Not all histones marks are believed to alter chromatin
structures but can still influence biological events by preventing
or promoting interactions with other proteins. For example,
H3K4me2/3 enriches near the transcriptional start site (TSS)
of actively transcribed genes (Bernstein et al., 2005; Kim et al.,
2005; Roh et al., 2006). The mark alone fails to stimulate
transcription in vitro (Pavri et al., 2006), but does prevent the
installment of repressive H3K9 and H3K27 methyl marks on
the same histone tail (Binda et al., 2010; Schmitges et al., 2011;
Voigt et al., 2012). Just as importantly, the mark facilitates a
number of events, including transcriptional initiation, splicing,
and even termination (Sims et al., 2007; Vermeulen et al., 2007;
Terzi et al., 2011).

H3K36me2/3 is another important mark that correlates with
gene expression, but enriches over transcribed gene bodies
(Bannister et al., 2005). Like H3K4me3, it is also inhibitory
toward PRC2 activity on the same histone tail (Schmitges et al.,
2011; Yuan et al., 2011; Voigt et al., 2012). The mark has been
notably associated with transcriptional elongation, splicing, and
the inhibition of cryptic transcription (Carrozza et al., 2005;
Keogh et al., 2005; Luco et al., 2010).

Beyond the examples listed above, innumerable combinatorial
PTMs coupled to dynamic effects of histone “writers,” “erasers,”
and “readers” add further complexity. Therefore, a single
histone mark may be impactful in numerous ways and the
study of such plasticity requires suitable technologies. New
sequencing-based techniques have had an immense impact
on that front (Dirks et al., 2016; Nakato and Sakata, 2020;
Stewart-Morgan et al., 2020), as have recent developments
in mass spectrometry (MS)-based pipelines (Gingras et al.,
2007; Eubanks et al., 2017; Simithy et al., 2018; Sequeira and
Vermeulen, 2019; Samavarchi-Tehrani et al., 2020). There is,
however, also great excitement on ever evolving molecular
and biochemical techniques to study histone dynamics, their
marks, and PPIs.
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TOOLS TO STUDY INTERACTIONS WITH
HISTONE PTMs

Numerous techniques that are used to study histone PTMs rely
on antibodies to recognize (Figure 2A) or isolate associated
proteins or to map their genomic location (Figure 3).
Alternatives, such as recombinant antibodies and purified
histone modification interaction domains (HMIDs), are being
developed and show promise (Kungulovski et al., 2014; Hattori
and Koide, 2018). For example, a recently engineered HP1
chromodomain is reported to surpass antibodies in avidity
when binding H3K9me3, without losing specificity (Albanese
et al., 2020). Once validated, HMIDs can be expressed and
purified at the required scale, eliminating lot variations associated
with polyclonal antibodies. Until these alternatives become
commonplace, antibody use remains the standard. It is thereby
critical to emphasize the need to thoroughly validate the
specificity of antibody or binding module (Rothbart et al., 2015).

Of the various antibody-based techniques used to study
histone PTMs, chromatin immunoprecipitation (ChIP), has been

particularly powerful (Gilmour and Lis, 1984; Hebbes et al.,
1988; Solomon et al., 1988). Coupled to microarray (ChIP-
chip), sequencing (e.g., ChIP-SAGE), and later next-generation
sequencing (ChIP-seq), ChIP-based techniques facilitated the
genomic mapping of histone PTMs, and studies that correlated
histone PTMs with various chromatin states or biological effects
(Robyr et al., 2002; Roh et al., 2004; Barski et al., 2007). In addition
to mapping histones, PTMs, and histone binding-proteins, an
increasing number of variations on the ChIP technique are
used to investigate histone dynamics [e.g., ChOR-seq, SCAR-
seq – see Stewart-Morgan et al. (2020)]. Furthermore, direct
analysis of ChIP material (e.g., ChIP-western or ChIP–MS)
is possible, and can inform on protein associations within
chromatin fragments containing specific histone PTMs (Ji et al.,
2015). As with all ChIP-based experiments, the technique is
limited by antibody specificity, the abundance of the epitope,
and downstream detection (e.g., MS). It, however, is a relatively
accessible technique that is applicable toward different ends.

Histone peptides or nucleosomal particles containing specific
PTM(s) are perhaps more commonly immobilized to isolate

FIGURE 2 | Detecting and installing histone posttranslational modifications (PTMs). (A) Common tools used to detect histone PTMs. Antibodies remain standard;
however, they can lack specificity and require proper validation. Alternatives, such as recombinant antibodies and histone PTM interaction domains are increasingly
available. Mass spectrometry can also provide an unbiased detection. (B) Techniques used to install and study specific histone marks. Modified histones are
important for the study of histone protein–protein interactions that are modulated by PTMs.
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FIGURE 3 | Select techniques used to study histone or chromatin-associated proteins. Affinity purification-mass spectrometry (AP-MS) is used to isolate
biochemically stable protein–protein interactions. Chromatin immunoprecipitation (ChIP), in which an epitope of interest is isolated from sheared chromatin
fragments, can be coupled to MS to identify associated proteins. ChIP-SICAP uses an additional DNA biotinylation step to wash proteins not directly bound to
chromatin. Proximity-dependent labeling techniques are increasingly used to capture stable and biochemically labile protein interactions. Biotin identification (BioID)
uses a biotin ligase fused to a protein of interest to biotinylate proximal proteins. Biotinylated proteins are captured on streptavidin beads. ChromID is similar to BioID
in that a biotin ligase, BASU, is fused to a histone-binding domain to biotinylate proteins near a PTM of interest. Isolation of proteins on nascent DNA
(iPOND)/nascent chromatin capture (NCC), are used to isolate proteins associated with replicating DNA. Cells are pulsed with a thymidine analog (e.g., EdU), which
is incorporated on replicated DNA enabling the isolation of replicated chromatin fragments. Proteomics of isolated chromatin (PICh) is used to identify proteins that
are bound to a specific genomic region. A biotin-tagged locked nucleic acid (LNA) probe is used to isolate chromatin fragments with DNA complementary to the
probe. In CASPEX/CasID, catalytically dead Cas9 (dCas9) is fused to APEX or BirA*, respectively, to perform biotin labeling of a specific genomic locus. PPIs,
protein–protein interactions.

and identify histone readers. There are different approaches
that are used to install PTMs on histone proteins in vitro
(Figure 2B). Histones can, of course, be enzymatically modified
in vitro, but that risks yielding a mixture of modified and
unmodified histones, modifying more than one residue, or results
in multiple states (e.g., mono-, di-, tri- lysine methylation).
Small histone peptides containing specific marks can also
be chemically synthesized, but they then lack the important
nucleosomal context.

It is possible to obtain homogenously modified histones by
chemically ligating synthetic histone tails (containing specific

marks) to tailless recombinant histones (He et al., 2003; Shogren-
Knaak et al., 2003). In this system, a synthesized C-terminal
histone globular region containing an N-terminal cysteine and
a synthesized N-terminal histone tail containing a C-terminal
thioester are spontaneously ligated to produce full-length protein.
The technique has helped elucidate mechanisms of chromatin
readers, such as that of the BPTF protein, which simultaneously
binds the H3K4me2/3 and H4K16ac marks (Ruthenburg et al.,
2011). There are also strategies to install site-specific PTM
analogs. In this approach, the residue of interest is mutated
to a cysteine and an aminoethylation reaction ligates a PTM
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analog. This semisynthetic method has generated numerous PTM
mimics, including methyl lysine analogs (often referred to as
MLAs) and acetyl lysine mimics (Simon et al., 2007; Huang et al.,
2010). Though the PTM analogs allow for a qualitative analysis
of binding proteins, the sulfide substitution on the side chain has
been suggested to affect binding strength of certain interactions
(Seeliger et al., 2012; Chen Z. et al., 2018). Nevertheless, the
semisynthetic strategies remain a formidable tool (reviewed by
Holt and Muir, 2015).

Biorthogonal systems allow for the expression of “scarless”
recombinant histones. They have been developed to express
dedicated tRNA/tRNA-synthetase pairs to expand the
genetic code and incorporate modified amino acids into
recombinant proteins expressed in bacteria (Neumann
et al., 2008), or even exogenous histones expressed in
mammalian cells (Elsasser et al., 2016). While an effective
system, the evolution of tRNA/tRNA-synthetase pairs is
labor-intensive. Regardless of the process used, the modified
histones can be assembled into nucleosomes, immobilized
to capture interacting proteins, or used to study histone
PTM-protein interactions.

Candidate proteins can also be tested against multiple histone
PTMs to survey the marks they recognize. Peptide arrays contain
short, synthetic histone tails etched on a solid surface. By
containing different PTMs, each polypeptide allows researchers
to discern the ability of a reader to bind to specific marks
or combinations thereof (Mauser and Jeltsch, 2019). However,
because these arrays only contain a portion of the histone tail,
they may skew binding. As with all screening techniques, a careful
validation is required. The technique, however, is often used and
has generated insightful data pertaining to histone PTM-binding
proteins. A refined quantitative approach using immobilized
peptides, combined with stable isotope labeling by amino acids in
cell culture (SILAC) was used to distinguish specific binders over
background binders (Vermeulen et al., 2007, 2010). By incubating
modified peptide with lysates from cells grown in the presence of
heavy isotopes, and unmodified peptides with lysates from cells
grown in the presence of light isotopes, the general transcription
factor TFIID was found to associate with the H3K4me3 mark
using mass spectrometry (Vermeulen et al., 2007).

Newer technologies also allow for the identification of histone
PTM binding proteins. Proximity-dependent labeling approaches
(Martell et al., 2012; Roux et al., 2012)—discussed in greater detail
below—have been revolutionizing the proteomics field. A clever
take on the technique, called ChromID uses engineered protein
modules to bind histone PTMs (Villasenor et al., 2020). Further
coupled to a promiscuous biotin ligase enzyme, the module
biotinylates proteins that are directly or indirectly associated with
the associated histone PTM. The biotinylated proteins are then
captured on streptavidin beads under denaturing conditions, and
identified by MS. To further capitalize on the technique, a larger
collection of interacting modules will now need to be developed.

While several histone marks are relatively well studied,
the majority arguably remain poorly characterized. Screening
tools like ChromID will surely prove immensely beneficial
in dissecting the roles of histone PTMs, and perhaps even
combinations thereof.

Once the interacting proteins have been identified, a battery
of biophysical tools are used to validate the interaction and
characterize its thermodynamic properties. This establishes
binding affinities and can provide additional information,
such as protein stoichiometry within a complex. Common
techniques include isothermal titration calorimetry (ITC),
dynamic light scattering, analytical ultracentrifugation
(AUC), bio-layer interferometry (BLI), and microscale
thermophoresis (MTS), to name a few (see Ausio, 2000;
Lewis and Murphy, 2005; Concepcion et al., 2009; Stetefeld et al.,
2016; Asmari et al., 2018).

It is important to emphasize that histone PTMs are found
in thousands of combinations throughout the genome. To add
further complexity, these marks are constantly added, removed,
and bound by other proteins. Antibody-based techniques are
instrumental to their study, but an increasing number of
innovative technologies also continue to facilitate research
through such plasticity.

HISTONE PROTEIN–PROTEIN
INTERACTIONS: FROM PROTEIN
TRANSLATION TO NUCLEAR IMPORT

Guided by biochemical and cellular approaches, two different
models (which may not necessarily be mutually exclusive)
have been proposed to explain the pathway by which newly
synthesized histones are folded, processed, and imported into
the nucleus [discussed in Grover et al. (2018) and Pardal et al.
(2019)]. In both models, new histones are folded by molecular
chaperones and imported into the nucleus while bound by
importin-4. The two models mainly differ in the order of events,
and their subcellular localization.

In the first model, affinity purification of epitope tagged
cytoplasmic H3 followed by column chromatography resolved a
number of core histone protein complexes that hint toward an
organized processing and nuclear import of newly synthesized
histones (Campos et al., 2010; Alvarez et al., 2011). Newly
translated H3 and H4 monomeric units are first folded by
molecular chaperones (complex Ia: H3-HSC70; complex Ib: H4-
HSP90-HSC70) before their assembly into H3-H4 dimers by
HSP90 and tNASP (complex II). Complex III involves processing
by sNASP and the HAT1 holoenzyme. NASP proteins help
fold the H3-H4 histones (Bowman et al., 2017), facilitate H4
acetylation by HAT1 (Campos et al., 2010), and regulate soluble
H3-H4 levels (Cook et al., 2011). Once processed, the H3-H4
dimers are transferred to the ASF1 histone chaperone for import
into the nucleus in complex IV (H3-H4-ASF1-importin 4). ASF1
then transfers the histones to other histone chaperones that
deposit them onto DNA.

There are a number of important intricacies regarding
protein isoforms and the sequential addition of histone PTMs
(Alvarez et al., 2011). Some were captured by alternative
means since protein chromatography resolves biochemically
stable protein complexes. For example, the isolation and
proteomic analysis of polysomes containing histone polypeptides
undergoing translation allowed for the identification of
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SETDB1 (KMT1E/ESET) as the enzyme responsible for the
monomethylation of lysine 9 on a subset of new H3 proteins
(Rivera et al., 2015). This nuance is important since the mark
is believed to prime replicating chromatin for heterochromatin
formation (Loyola et al., 2006).

The second histone nuclear import model is based on cellular
technique known as rapamycin-activated protease through
induced dimerization and release of tethered cargo (RAPID-
release) (Apta-Smith et al., 2018). In this technique, new histones
are tethered to the cytosolic side of the outer mitochondrial
membrane, released through rapamycin-activated cleavage of the
tethering moiety, and tracked using a fluorescent tag. While the
effect of tethering histones is unclear, the study clearly illustrates
flexibility in the histone processing pathway. The experimental
pipeline shows that H3 and H4 monomers can be imported
into the nucleus while directly associated with importin-4. H3-
H4 dimer assembly and histone chaperoning then occurs in the
nucleus. The two models are not necessarily mutually exclusive,
but the reports emphasize the need to further explore the
pre-deposition histone pathways and highlights the benefits of
considering multiple experimental approaches.

HISTONE DEPOSITION ON CHROMATIN:
VIVE LA DIVERSITÉ!

Two of the three main H3-H4 histone deposition pathways were
elucidated long before the pre-deposition processing pathways
above. Biochemical approaches and in vitro systems were critical
toward the identification of variant-specific histone chaperones
that deposit histones on DNA. ASF1-bound H3-H4 histones
can be transferred to the CAF-1, HIRA, and DAXX histone
chaperones for deposition on DNA.

Chromatography-based fractionation of HEK293 nuclear
extracts enabled the isolation of histone deposition activity that
occurred on replicating DNA. Histone deposition was tested
from fractions, using an in vitro replication system in the
presence of soluble histones. This led to the identification of
the replication-coupled Chromatin Assembly Factor 1 (CAF-1)
(Smith and Stillman, 1989). CAF-1 is a three-subunit H3-H4
histone chaperone. It is coupled to DNA replication because of
its interaction with the proliferating cell nuclear antigen (PCNA)
processivity ring, via a PCNA interacting peptide (PIP) motif
(Rolef Ben-Shahar et al., 2009). ASF1-bound H3-H4 dimers are
first transferred to CAF-1 through direct interactions between
ASF1 and the p60 subunit of CAF-1 (Tyler et al., 2001; Mello et al.,
2002). Histone deposition is then a matter of thermodynamics
(Das et al., 2010; Liu et al., 2012; Sauer et al., 2018).

Gel filtration, relative amino acid composition, and AUC
analyses showed that a single ASF1 binds an H3-H4 dimer,
occluding histone tetramerization prior to deposition (English
et al., 2005), something that was further confirmed by X-ray
crystallography (English et al., 2006; Natsume et al., 2007).
The CAF-1 winged helix domain binds DNA and promotes
the tetramerization of two H3-H4 dimers while forming
nucleosomes by depositing the (H3-H4)2 tetramer on DNA (Liu
et al., 2012; Mattiroli et al., 2017; Sauer et al., 2018). This stepwise

transfer of H3-H4 from ASF1 to CAF-1 and, ultimately, DNA
is explained by a “nucleosome assembly funnel” (Das et al.,
2010). In this model, free histones have high free energy and
are handed from chaperone to chaperone to be assembled into
stable intermediates until ultimately being transferred to DNA,
the state with the lowest free energy. The dissociation constant
of histones bound to either ASF1 or CAF-1 is in the low
nanomolar range (Donham et al., 2011; Liu et al., 2012). However,
fluorescent anisotropy and electrophoretic mobility shift assays
(EMSAs) determined that yeast Asf1 and CAF-1 preferentially
associate when Asf1 is pre-bound to H3-H4 (Liu et al., 2012).
Förster resonance energy transfer (FRET) experiments, in which
equimolar amounts of donor- and acceptor-labeled H4 were
mixed to measure tetramer formation, resulted in nearly identical
fluorescent emission spectra for (H3-H4)2 bound to CAF-1 or
DNA, suggesting that CAF-1 primes H3-H4 for deposition on
DNA (Liu et al., 2012; Sauer et al., 2018). The resulting tetrasome
folds some 80 bp of DNA until H2A-H2B dimers complete the
nucleosome (Brower-Toland et al., 2002; Sauer et al., 2018).

Unlike CAF-1, the HIRA histone chaperone easily deposits
histones on static DNA templates in vitro (Ray-Gallet et al.,
2002). Affinity purification of epitope-tagged H3.1 and H3.3
from mammalian cells found the CAF-1 and HIRA protein
complexes to act as their respective histone chaperones (Tagami
et al., 2004). In mammals, it is the ubinuclein-1/2 subunit that
confers specificity toward H3.3, as shown via biophysical and
structural analyses (Ricketts et al., 2015). HIRA notably operates
over transcribed genes, where nucleosomal histones are disrupted
(Goldberg et al., 2010; Sarai et al., 2013).

Biochemical fractionation of affinity purified H3.3-associated
proteins also led to the identification of yet another H3.3
histone chaperone, DAXX, and its binding partner ATRX (Drane
et al., 2010; Lewis et al., 2010). Protein crystallization found
the H3.3-specific G90 residue to be key for the interaction with
DAXX (Elsasser et al., 2012). Unlike HIRA, DAXX-ATRX mainly
deposits H3.3 over repressed, repetitive DNA elements, where
nucleosomes are important for stability.

Biochemical fractionations also helped identify the histone
chaperone for the centromeric H3 variant, CENP-A: HJURP;
while IF-based studies showed that CENP-A deposition occurs
in late M/early G1 (Jansen et al., 2007; Dunleavy et al., 2009).
As such, CAF-1, HIRA, DAXX, and HJURP deposit different H3
variants, at specific times, and over different genomic regions
(Figure 4). While these deposition pathways are well established,
new ones are seeing light (see section “Histone Recycling and
Tools to Study Interactions at Replication Forks”).

TECHNIQUES TO STUDY HISTONE
OCCUPANCY AND DEPOSITION

To test for histone chaperone activity, proteins must be shown to
specifically bind histones, promote histone deposition on DNA
without the use of ATP, and dissociate from the final product
(i.e., nucleosome) (Gurard-Levin et al., 2014; Hammond et al.,
2017; Grover et al., 2018; Ricketts et al., 2019). In vitro and in vivo
techniques are available for this purpose.
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FIGURE 4 | Overview of histone dynamics throughout the cell cycle.
Replication-coupled H3.1 and H3.2 are deposited by CAF-1 during DNA
replication. New histones transiently lack PTMs on H4K20 (blue). Meanwhile,
preexisting histone marks become diluted, as old histones are recycled on the
two new DNA strands. As the cell progress into G2, chromatin matures, and
marks associated with active transcription (green) are reset via the
transcriptional process. In contrast, repressive marks (red) begin to
epigenetically spread from old to new histones. As the cell transitions from G2

to M, histones are transiently phosphorylated (yellow), a mark that is thought
to recruit proteins that aid in condensation. HJURP deposits the H3
centromeric variant CENP-A at the end of the cell cycle/beginning of the next
one. The RI H3.3 variant is deposited at transcribed genes by the HIRA
histone chaperone complex and over repetitive DNA regions by the
ATRX–DAXX complex in interphase. Relative PTM abundance is denoted by
the height of the curve and based on data from references provided in the
main text. For simplicity, new histones are indicated by the H4K20me0 mark,
but also contain H3K9me1 and H4K5/K12ac.

In vitro methods used to assess histone deposition on
naked DNA are well established (Germond et al., 1975; Noll
et al., 1975; Loyola et al., 2004). These minimally contain free
histones, a histone chaperone, and a DNA template, which
are incubated for a fixed period of time near physiological
salt concentrations. If using a short piece of linear DNA
(i.e., accommodates a single nucleosome), the assembly can
be observed by techniques as simple as EMSA (Laskey et al.,
1978). If using longer DNA templates (e.g., a plasmid), other
techniques are better suited. Micrococcal nuclease (MNase)
preferentially cleaves internucleosomal DNA, and a limited digest
releases mononucleosomes and multimers thereof (Noll, 1974).
Deproteinated DNA can then be separated by gel electrophoresis
for assessment. MNase digests are particularly informative on
the quality of nucleosome assembly and nucleosome spacing
(Lusser and Kadonaga, 2004), but other techniques better assess
the proportion of nucleosome assembly. The DNA supercoiling
assay, in turn, measures topological changes due to the formation
of nucleosomes on a closed circular DNA template. This assay
directly quantifies the extent of nucleosome assembly because
each nucleosome adds a superhelical turn (Germond et al., 1975).
The assay demonstrated the histone chaperone activity of the

first histone chaperone to be isolated from extracts (Laskey et al.,
1978), and remains a gold standard in the field.

It is also possible to assess histone occupancy in vivo, notably
by ChIP. At a more global level, MNase digestion can be
performed on genomic chromatin from intact nuclei. It is
even possible to probe specific genomic regions to assess their
relative accessibility (Wu et al., 1979). A newer technique is,
however, more commonly used to assess chromatin accessibility
at the genome-wide level. The assay for transposase-accessible
chromatin coupled to sequencing (ATAC-seq), is a method
that involves the fragmentation and tagging (tagmentation)
of the genome with sequencing adaptors using the Tn5
transposase. Sequencing reads then reveal genomic regions
that are highly represented and, thus, within more accessible
chromatin (Buenrostro et al., 2013).

There are, of course, several other specialized techniques
to quantify and qualify nucleosome assembly, such as
electron microscopy (EM) and single-molecule techniques
(see Duzdevich and Greene, 2013; Schwartzman and Tanay,
2015; Senapati et al., 2015).

HISTONE RECYCLING AND TOOLS TO
STUDY INTERACTIONS AT
REPLICATION FORKS

While the deposition of new histones via CAF-1 is well-
established, exciting findings are beginning to shed light on
the eviction, segregation, and redeposition of pre-existing
nucleosomal histones [see Grover et al. (2018); Sauer et al.
(2018), and Stewart-Morgan et al. (2020) for detailed updates
on the topic]. When DNA is copied, preexisting nucleosomal
histones dissociate from the replicating DNA strand (eviction)
to redistribute on both nascent DNA strands (segregation)
and form new nucleosomes (redeposition) (Figure 5). This
histone recycling process is extremely complex and requires
precise steps to ensure that epigenetic information is maintained
while faithfully replicating DNA. Studying histone recycling
at replication forks is challenging because of the dynamic
nature of the process. There is also a need to uncouple
the deposition of recycled, pre-existing nucleosomal histones
from that of their newly synthesized counterparts. While
biochemical approaches, such as those discussed above, continue
to better our understanding of histone recycling, so are new
emerging technologies.

The eukaryotic replisome is spearheaded by the
CDC45/MCM2-7/GINS (CMG) DNA helicase that unwinds the
DNA double helix (Gambus et al., 2006; Moyer et al., 2006).
As the helicase tracks along chromatin, it also makes contact
with nucleosomes ahead of the replication machinery and plays
an important role in histone eviction. The minichromosome
maintenance 2 (MCM2) subunit harbors a conserved N-terminal
region that imparts histone chaperone activity (Ishimi et al., 2001;
Foltman et al., 2013; Huang et al., 2015b). The eviction process
requires the facilitates chromatin transcription (FACT) histone
chaperone. Pull-down experiments in yeast showed that FACT
and Mcm2 cooperatively bind histones (Foltman et al., 2013).
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FIGURE 5 | Model: Histone dynamics at the replication fork. The replication machinery encounters nucleosomes as it progresses. As this occurs, the MCM2 subunit
of the CDC45/MCM2-7/GINS (CMG) DNA helicase cooperates with FACT to evict nucleosomal histones. The evicted histones, containing a panoply of PTMs
segregate in nearly equal amounts for deposition onto both new DNA strands. Histone redeposition involves histone chaperone activity of polymerases behind the
fork. CAF-1 further associates with PCNA to deposit newly synthesized histones alongside the recycled ones. It receives new histones from ASF1. Circles depict
histone pairs, for simplicity. References are provided in the main text.

Strains with mutations affecting Mcm2 histone-binding residues
suffered from a loss of heterochromatin, highlighting its
importance in histone recycling. Crystallography and single
molecule assays using optical tweezers show that the SUPT16H
subunit of FACT (Spt16 in yeast) can displace and tether
nucleosomal H2A-H2B dimers while stabilizing the (H3-H4)2
tetramer (Chen P. et al., 2018; Wang et al., 2018; Liu et al.,
2020). Further structural work showed that MCM2 in turn
associates with (H3-H4)2 surfaces that normally interact with
DNA, thereby shielding the tetramer from aberrant interactions
(Huang et al., 2015b). Altogether, this suggests a synergistic role
for MCM2 and FACT in the disassembly of nucleosomes on
replicating DNA.

By labeling newly replicated DNA, and separating replicated
and non-replicated chromatin on density gradients, early studies
showed that pre-existing nucleosomal histones segregate to both
leading and lagging strands (Jackson et al., 1975). Elegant EM
visualization of replicating minichromosomes further found
that nucleosomes rapidly reform on nascent chromatin near
the replication fork (Sogo et al., 1986). More recently, SILAC,
coupled to a controlled pulse-chasing of pre-existing or new
histones, further demonstrated that histones are predominantly
recycled as (H3-H4)2 tetrameric and H2A-H2B dimeric units (Xu
et al., 2010). Curiously, H3.3-containing tetramers were more apt
to dissociate into dimers thereby allowing intermixing with new
histones. Meanwhile, H2A-H2B dimers readily re-associated with
new and old (H3-H4)2 tetramers.

There is now exciting new data regarding the mechanisms
by which nucleosomal histones are evicted, segregate, and
reassemble on the newly replicated DNA. Sister chromatids after
replication by DNA sequencing (SCAR-seq) in mouse ESCs
(mESCs) demonstrated parental histones segregated with a slight
preference for the leading strand (Petryk et al., 2018). In the
technique, replicating DNA is labeled with a thymidine analog
(e.g., 5-ethynyl-2’-deoxyuridine, EdU), while DNA fragments
containing either new or old histones are immunoprecipitated

(via H4K5ac and H4K20me2 marks, respectively). Nascent DNA
is subsequently captured via the EdU thymidine analog (see
below) and subject to alkaline denaturation to isolate and
sequence the newly synthesized strand.

New and old (recycled) histone deposition was also followed
in yeast strains expressing Mcm2 mutants that do not bind
histones (Gan et al., 2018). Enrichment and sequencing of
protein-associated nascent DNA (eSPAN), showed enrichment of
old histones on the leading strand as a result of the deficiency.
Therefore, Mcm2 is critical for proper histone recycling. In
eSPAN, another thymidine analog (5-bromo-2’-deoxyuridine,
BrdU) is used to label replicating DNA. This is followed by
MNase digestion and ChIP of H3K4me3 (enriched on parental
nucleosomes) and of H3K56ac (enriched on new histones in
yeast), and followed by strand-specific sequencing (ChIP-ssSeq),
as in SCAR-seq. Nascent DNA is mapped back in relation to
origins of replication to determine strand identity. Coupled to
yeast strains defective for other replication proteins, eSPAN
further identified Ctf4 (which links the CMG complex to
the lagging strand) and Pol α (which initiates lagging strand
synthesis) as additional components that are required for histone
recycling on the lagging strand (Gan et al., 2018). Curiously,
biophysical analyses indicate that Pol α preferentially binds
H2A-H2B (Evrin et al., 2018), highlighting the need for further
investigation on mechanistic details of the (H3-H4)2 and H2A-
H2B recycling at replication forks. Like for the Mcm2 mutant
yeast strains, the impairment of this pathway also disrupted gene
silencing in yeast (Evrin et al., 2018).

Similarly, recent data implicate the leading strand polymerase
ε subunits POLE3-POLE4 in nucleosome assembly. Gel filtration
chromatography (which resolves protein complexes based on
size) demonstrated H3-H4 binding by human POLE3-POLE4
in vitro, while immunoprecipitations confirmed the in vivo
interaction (Bellelli et al., 2018). Supercoiling assays also
demonstrated their ability to promote tetrasome formation
in vitro, showing bona fide histone chaperone activity. This
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was confirmed in vivo, through pulse-chase experiments using
fluorescently labeled, SNAP-tagged H3. The SNAP-tag reacts with
benzylguanine derivatives and is an efficient way to label and
follow proteins. RNAi depletion of POLE3 or POLE4 resulted
in a reduced deposition of the tagged histone (Bellelli et al.,
2018). Whether additional factors other than MCM2, Pol α, and
Pol ε further participate in histone recycling at replication forks
remains to be seen.

MINIMAL HISTONE SHUFFLING AT THE
FORK

Data suggest that recycled histones remain coupled to the
replication machinery, and a recently developed in vitro system
nicely demonstrates this. Biotinylated histones were assembled
on a nucleosome positioning sequence at a specific location on
a circular DNA template. Their position was then mapped before
and after DNA replication (Madamba et al., 2017). Nucleosome
positioning was relatively well-preserved when the reaction was
driven by eukaryotic (Xenopus egg extracts) but not viral (SV40
T-antigen) replication machineries. Techniques have also been
developed to track the accuracy of histone redeposition in
replicating cells.

Chromatin occupancy after DNA replication by next-
generation sequencing [ChOR-seq (Reveron-Gomez et al.,
2018)] maps histone distribution on replicated DNA. Akin to
iPOND/NCC (described below), cells are briefly pulsed with a
recoverable thymidine analog (e.g., EdU) that is incorporated into
replicating DNA. ChIP is then performed to isolate chromatin
fragments with a specific histone PTM. This allows for the
recognition of histone PTMs that are enriched on old, pre-
existing histones at either repressed or transcribed regions of
the genome. Replicated DNA fragments are further selected and
sequenced. ChOR-seq data suggest that old, recycled histones re-
incorporate on newly synthesized DNA with surprising fidelity—
within some 250 bp of their pre-replication position. Such a
tight coupling between recycled histones and the replication
machinery is in line with early EM micrographs and biochemical
analyses of replicating minichromosomes, showing nucleosomes
reassembling some 225–285 bp behind the fork (Herman et al.,
1981; Sogo et al., 1986), though the latter could not differentiate
between new and recycled histones.

To further follow specific histones through cell division, a
biotinylation system akin to that of the Xenopus egg extract
system (above) was also established in an ESC model (Escobar
et al., 2019). Endogenous replication-coupled histone variants
were fused to a biotin acceptor peptide (BAP) after which dCas9-
BirA was transiently recruited to a specific genomic locus. BirA
is a bacterial biotin ligase that recognizes and biotinylates the
BAP. A controlled, local biotinylation of histones was therefore
achieved. Expression of the dCas9-BirA fusion was tightly
regulated and restricted to late G1. The biotinylated histones
were then followed by ChIP-seq following DNA replication. As
per the other studies, the recycled histones remained near their
original position after DNA replication. Interestingly, while this
was especially true for repressed chromatin regions, histones

found on transcribed regions were more apt to disperse in
this system. A similar system was also established in yeast, but
with BirA fused to the tetracycline repressor TetR (Schlissel
and Rine, 2019). Local histone biotinylation was thereby driven
by BirA recruitment to an intergenic, single-copy tetracycline
operator. ChIP-seq again demonstrated faithful nucleosome
redeposition following DNA replication. The biotin ChIP-seq
peak remained after rounds of replication, only diminishing in
intensity because of the dilution of old biotinylated histones
with new non-biotinylated ones. This positional memory was
disrupted by the mutation of Mcm2 or depletion of a Pol
ε subunit, further highlighting the importance of histone
chaperone pathways.

POST-REPLICATIVE
RE-ESTABLISHMENT OF HISTONE
MARKS AND CHROMATIN MATURATION

Local chromatin structures need to be re-established following
the co-deposition of new and recycled histones on new DNA
strands (Figure 4). This maturation process requires, in part,
the spreading of at least certain repressive histone marks (e.g.,
H3K9me2/3 and H3K27me2/3), as well as transcriptional restart
(Reinberg and Vales, 2018; Stewart-Morgan et al., 2019).

To further unravel the molecular details by which post-
replicative chromatin matures, a number of exciting new
proteomic techniques were used. The isolation of proteins on
nascent DNA (iPOND) allows researchers to probe the proteome
of replicating DNA and post-replicative maturing chromatin
(Sirbu et al., 2012). In iPOND, cells are pulsed with EdU,
which is incorporated into replicating DNA. When followed by
a thymidine chase, it is possible to distinguish newly replicated
DNA from maturing chromatin. Proteins that associate with
replicating or maturing DNA are then isolated from sheared
DNA fragments through the EdU label. EdU contains an alkyne
group that is covalently linked to azide coupled moiety (i.e.,
biotin) in vitro, via a copper-catalyzed cycloaddition reaction
[“click chemistry” (Gierlich et al., 2006)]. Associated proteins are
finally analyzed by western blotting or MS. Different versions of
the technique exist; nascent chromatin capture (NCC) coupled
to SILAC uses a similar protocol, with a direct comparison
of proteins that are associated on nascent versus maturing
chromatin (Alabert et al., 2014). As expected, proteins, such as
DNA polymerases and the CAF-1 histone chaperone, enriched
on nascent chromatin. This elegant technique also led to
some intriguing observations. For example, various histone
“writers” differently enriched on nascent and mature chromatin.
This offers mechanistic insights on the post-replicative re-
establishment of histone PTMs.

The analysis of histone PTMs using the NCC-SILAC
pipeline showed that there are different propagation modes for
different histone PTMs (Alabert et al., 2015). As progression
through S-phase caused a twofold dilution of marks, some
marks were quickly re-established through G2 (e.g., H3K4me3),
whereas others took the remainder of the cell cycle or longer
(e.g., H3K9me3 and H3K27me3). A progressive, coordinated
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restoration of histone PTMs was also seen when comparing
bulk histone PTM levels by SILAC-MS as synchronized cells
progressed through the cell cycle (Zee et al., 2012). The
analysis showed that methyl states are not equally reestablished.
For example, H3K9me2 resulted from H3K9me1 acquisition
of a second methyl group in late-G1/S as well as from the
acquisition of 2 methyl groups on newly synthesized H3 in
G2/M. H3K9me3 was in turn established through the addition
of a third methyl group to pre-existing H3K9me2 in G1/S,
and from newly synthesized H3 acquiring 3 methyl groups
in G2/M. In contrast, H3K27me2 was largely the result of
unmodified residues acquiring 2 methyl groups in G2/M, while
H3K27me3 re-establishment patterns were similar to H3K9me3,
but clearly antagonized by the H3K36me3 mark (Zee et al., 2012;
Alabert et al., 2020).

In contrast to repressive H3K9me3 and H3K27me3 marks
that rely on spreading (Lachner et al., 2001; Margueron et al.,
2009), the restoration of the transcription-associated H3K4me3
PTM occurred shortly after DNA replication, with a faster
restoration over genomic regions with high transcriptional
levels (Reveron-Gomez et al., 2018). Transcription-dependent
reestablishment of post-replicative chromatin was further
supported by repli-ATAC-seq (Stewart-Morgan et al.,
2019), where EdU-labeled replicating DNA is subject to
tagmentation, but click chemistry is used to isolate newly
replicated fragments. Importantly, the technique showed that, in
mESCs, post-replicative chromatin is largely inaccessible until
transcription resumes.

MITOTIC BOOKMARKING: A BRIEF
PRIMER

Following DNA replication and chromatin maturation,
chromatin is condensed in preparation for mitotic segregation
of sister chromatids. These changes are accompanied by distinct
chromatin alterations that are still under investigation. Mitotic
entry is notably characterized by high levels of phosphorylated
histones H1 and H3 (Lake et al., 1972; Gurley et al., 1974). The
latter is, however, believed to be particularly critical for mitosis
(Ohsumi et al., 1993). H3 is specifically phosphorylated at serine
10 (H3S10ph) (Paulson and Taylor, 1982), by the Aurora B
(Goto et al., 2002) and VRK1 kinases in mammals (Kang et al.,
2007). Phosphorylation begins at the centromere in G2, spreads
throughout the genome during G2/M, and is mostly lost as cells
enter telophase (Hendzel et al., 1997). H3 is also phosphorylated
at S28 by Aurora B (Goto et al., 2002) beginning in prophase
and until anaphase (Goto et al., 1999). The exact roles of these
modifications require further study, but they do influence PPIs,
and likely assist in a number of mitotic events. For example, HP1
occupancy on chromatin diminishes during mitosis and data
indicate H3S10ph prevents HP1 binding (Fischle et al., 2005;
Hirota et al., 2005). The condensin I and II complexes, which
have been implicated in proper chromatin compaction and
mitotic progression, are also thought to be recruited by histone
H3 PTMs (Hirano and Mitchison, 1994; Giet and Glover, 2001;
Takemoto et al., 2007).

Although it lacks sequence similarity to H3 at its N-terminus,
the centromeric H3 variant CENP-A, shares a small stretch
of sequence similarity to the H3S10 region and is also
phosphorylated after the onset of H3S10ph and through anaphase
(Zeitlin et al., 2001). CENP-A is important for mitotic division,
and is deposited by the histone chaperone HJURP in late
telophase/early G1 (Jansen et al., 2007; Dunleavy et al., 2009).
The exact roles of its phosphorylation remain elusive, however,
unphosphorylated CENP-A was shown to cause improper
microtubule attachment at the kinetochore (Kunitoku et al.,
2003). Readers are referred to recent CENP-A reviews for further
information on this histone variant (Catania and Allshire, 2014;
Muller and Almouzni, 2017).

Data suggest that mitotic “bookmarking” via histone PTMs
and chromatin-bound proteins maintains epigenetic information
on chromatin as it undergoes profound changes (Kouskouti
and Talianidis, 2005; Valls et al., 2005; Young et al., 2007). For
example, ChIP-seq in mitotically arrested mESCs demonstrated
that H3K27ac was retained at housekeeping gene promoters and
stem-cell associated enhancers during mitosis, suggesting that
the mark primes transcriptional activation in G0/G1. Recent
data demonstrated H3K4me3 remained associated with most
promoters, while H3K27ac was maintained at only a subset
of enhancers and promoters, but quickly reestablished at the
anaphase/telophase transition (Kang et al., 2020). This was
determined using a combinatorial approach with ChIP-seq and
EU-RNA-seq, a technique where cells are treated with ethynyl
uridine to label newly synthesized RNA, which can then be
isolated and sequenced to generate a transcriptome of newly
synthesized transcripts. A number of transcription factors,
including stem cell regulators, such as SOX2 and OCT4, also
remain bound to chromatin in mitosis, which likely contributes
to the restoration of transcriptional programs upon mitotic exit
(Chen D. et al., 2002; Deluz et al., 2016; Liu et al., 2017). Readers
are referred to the following reviews for more information on
mitotic bookmarking (Festuccia et al., 2017; Palozola et al., 2019).

HISTONE DYNAMICS DURING GENE
TRANSCRIPTION

Early studies showed that nucleosomes hinder transcriptional
initiation when using in vitro transcription systems (Knezetic
and Luse, 1986; Lorch et al., 1987). The influence of histones,
and their PTMs, toward gene transcription in vivo is now
amply evident. Experimental models allowing transient
histone depletion or the loss of the PTM-rich N-terminal
histone tails affect gene expression (Han and Grunstein,
1988; Mann and Grunstein, 1992; Lenfant et al., 1996; Bintu
et al., 2012). Over the years, a large number of histone
PTMs have been correlated, or anti-correlated, with gene
transcription (Barski et al., 2007; Wang et al., 2009). As
discussed, H3K4me3 is particularly enriched over the promoter
and transcriptional start site (TSS) of active genes, whereas
transcribed gene bodies are enriched for H3K36me3 (Bernstein
et al., 2005; Talbert and Henikoff, 2006; Wang et al., 2008,
2009; Figure 6).

Frontiers in Cell and Developmental Biology | www.frontiersin.org 11 July 2020 | Volume 8 | Article 70198

https://www.frontiersin.org/journals/cell-and-developmental-biology
https://www.frontiersin.org/
https://www.frontiersin.org/journals/cell-and-developmental-biology#articles


fcell-08-00701 July 29, 2020 Time: 17:38 # 12

Scott and Campos Histone Protein–Protein Interactions

FIGURE 6 | Model: Histone dynamics during transcription. The RNA Polymerase II machinery maneuvers through nucleosomal DNA as it transcribes genes. Histone
PTMs are believed to facilitate numerous processes (e.g., splicing or preventing cryptic transcription). Transcribed genes are typically enriched for H3K4me2/3 near
the transcriptional start site (TSS) and with H3K36me2/3 within the gene body. The histone chaperone, FACT, facilitates transcription by disrupting histone-DNA
contacts and helps preserve nucleosomes by tethering the H2A-H2B dimer while stabilizing the (H3-H4)2 tetramer. Template looping is hypothesized to aid in
transfer of the tetramer behind the transcriptional machinery. FACT and other histone chaperones including HIRA and SUPT6H further ensure that proper
nucleosome density is maintained behind the polymerase through deposition of new histones and aiding in nucleosome reassembly, respectively. References are
provided in the main text.

Chromatin immunoprecipitation nicely captures a
nucleosome-free region near the TSS of transcribed genes,
and nucleosome phasing at flanking positions (Yuan et al.,
2005; Schones et al., 2008). At the promoter, nucleosomes
hinder protein binding and chromatin remodeling is often
required for efficient transcriptional initiation (Klemm
et al., 2019; Brahma and Henikoff, 2020). Once initiated,
the elongating transcriptional machinery must then navigate
through chromatinized DNA (Kujirai and Kurumizaka, 2020).
Nucleosomal histones are disrupted in the process, and
mechanisms exist to facilitate transcription while preserving the
chromatin environment.

An early in vitro study, in which a nucleosome was assembled
onto a plasmid, showed that the histones were displaced by the
viral SP6 RNA polymerase to reassemble at a different location
on the plasmid (Clark and Felsenfeld, 1992). It was suggested that
such nucleosome displacement likely involved a direct transfer
mechanism without complete histone dissociation from DNA,
since competitor DNA had little quenching effect on histones
under specific conditions (Studitsky et al., 1994). In addition
to histone exchange in the absence of transcription, ChIP,
fluorescence recovery after photobleaching (FRAP), and MNase-
seq (which, like ATAC-seq, assesses chromatin accessibility)
experiments show that H2A-H2B dimer loss and exchange—
and to a lesser degree (H3-H4)2 exchanges—correlate with
active transcription (Kimura and Cook, 2001; Jamai et al., 2007;
Cole et al., 2014).

Recent cryo-EM studies revealed that RNA Polymerase II
pauses at specific sites within the nucleosome while preserving
the histone octamer (Kujirai et al., 2018). Single-molecule
force spectroscopy techniques (Gosse et al., 2019), such as
optical and magnetic tweezers, enabled controlled biophysical
analyses on polymerases and nucleosomes. Using a dual-trap
optical tweezer experiment to follow single RNA polymerases
on a DNA template containing a single nucleosome, RNA
Polymerase II was shown to pause, especially before reaching
the dyad axis on the nucleosome (Hodges et al., 2009).
DNA looping then facilitated the transfer of histones behind
the polymerase.

However, high gene activity appears to be particularly
disruptive for nucleosomes (Kulaeva et al., 2010). An in vitro
system demonstrated this by stalling one or two elongating
Escherichia coli RNA polymerases ahead of a nucleosome.
Stalling was achieved by depleting UTP or UTP and CTP
on DNA templates with C and U tracks upstream of
the nucleosome. Addition of all nucleotides then allowed
transcriptional elongation to occur. The passage of the first
RNA polymerase tended to evict an H2A-H2B dimer from
some nucleosomes, leaving behind a histone hexamer; whereas
the second polymerase could displace the remaining histones
(Kulaeva et al., 2010). Nucleosomal density and histone PTMs
are, however, maintained over the transcribed gene to facilitate
various co-occurring events, and prevent aberrant transcription
(Smolle and Workman, 2013). Studies in Drosophila indicated
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that the H3.3 RI histone variant enriches over actively transcribed
genes (Ahmad and Henikoff, 2002; Schwartz and Ahmad,
2005), an observation that was then extended to mammals
(Ray-Gallet et al., 2011). As mentioned above, nucleosomal
density is indeed maintained through transcription-coupled H3.3
deposition, via the HIRA histone chaperone (Goldberg et al.,
2010; Sarai et al., 2013).

Additional histone chaperones facilitate transcription while
promoting histone recycling at transcribed genes. The histone
chaperone FACT is one of the better studied components
involved in the disassembly and re-assembly of nucleosomes
during transcription. The FACT heterodimer, composed of the
SUPT16H and SSRP1 subunits in humans, was first purified
based on its ability to facilitate transcription of chromatinized
DNA templates in vitro (Orphanides et al., 1998). It is, however,
important to emphasize that the histone chaperone has since
been implicated in numerous other biological events (Gurova
et al., 2018). Although first described as an H2A-H2B histone
chaperone, it can also bind histones H3 and H4 (Martin et al.,
2018; Wang et al., 2018; Mayanagi et al., 2019). FACT allows
a controlled assembly and disassembly of nucleosomes in vitro.
Specifically, recent AUC, optical tweezer, and structural data
demonstrate that SUPT16H binds nucleosomal DNA, stabilizes
the central (H3-H4)2 tetramer, and tethers an H2A-H2B dimer
at its DNA binding surface. Meanwhile, SSRP1 facilitates the
redeposition of the tethered H2A-H2B dimer, while further
maintaining (H3-H4)2 on DNA (Chen P. et al., 2018; Wang
et al., 2018; Liu et al., 2020). The two subunits synergize to
allow for proper disassembly, stabilization, preservation, and
reassembly of the nucleosome. Using magnetic tweezers to
immobilize and stretch a DNA template containing a single
nucleosome, FACT was beautifully shown to promote an orderly
histone eviction and reassembly on DNA (Chen P. et al., 2018).
Nucleosomes disassembled at lower forces in the presence of
FACT. Moreover, the nucleosome did not properly reassemble
upon repeated DNA stretching experiments unless FACT was
present in the reaction.

Curiously, FACT is not equally expressed across tissues
(Garcia et al., 2011), and its loss results in the misregulation
of only a subset of transcribed genes (Li et al., 2007). This
may, perhaps, be explained by functional redundancy with other
histone chaperones. By fractionating nuclear extracts based on
the presence of FACT-like activities using an in vitro transcription
system on chromatinized templates, a recent study identified
LEDGF and HDGF2 as novel transcription-coupled histone
chaperones (LeRoy et al., 2019). Behind the polymerase, the
yeast Spt6 H3-H4 chaperone (SUPT6H in humans), also assists
with nucleosome reassembly at highly transcribed genes (Bortvin
and Winston, 1996; Ivanovska et al., 2011). ChIP-chip studies
in yeast demonstrated that loss of FACT or Spt6 resulted in a
transcription-dependent shuffling of evicted histones (Jeronimo
et al., 2019). Using the same local histone biotinylation system as
with DNA replication, gene induction also led to a gradual loss
of histones over the transcribed gene (Schlissel and Rine, 2019).
While the ChIP-seq biotin peak diminished in intensity during
transcription, its position was largely maintained. Together, this

further highlights the important role of histone chaperones in
chromatin maintenance.

LOCUS-SPECIFIC CHROMATIN
ANALYSIS

Rapid advancements in proteomic screening tools now allow
us to identify proteins that are bound at specific locations in
the genome (Figure 3). ChIP-based experiments have proven
instrumental to our understanding of the epigenome, and have
also evolved to study PPIs on chromatin. ChIP coupled to western
blotting or even MS (ChIP-MS) can identify proteins that are
enriched on a chromatin fragment containing an epitope of
interest (e.g., a histone mark) (Ji et al., 2015). A more stringent
variation of the approach, ChIP-SICAP (Rafiee et al., 2016)
identifies chromatin-bound proteins through an initial ChIP,
followed by DNA biotinylation and washing, which releases
proteins that are not directly bound to chromatin. Though readily
applicable, ChIP-based approaches are limited by the quality
of the antibodies that are used, and require sufficient material
when adapted toward proteomic analyses. The aforementioned
ChromID technique (Villasenor et al., 2020) addresses these
concerns but will require the design of additional histone-
binding modules in order to be tailored for a broader range
of experiments investigating protein-protein associations with
diverse histone marks.

Equally exciting techniques now allow for locus-specific
analysis of chromatin dynamics. To probe sequence-specific
chromatin-associated proteins, proteomics of isolated chromatin
segments (PICh) was developed (Déjardin and Kingston, 2009).
Using locked nucleic acids to hybridize to and isolate sequence
specific chromatin fragments and subsequent MS analysis, the
authors compared telomeric chromatin composition in cells that
use different telomere maintenance mechanisms. The technique
has since been adapted to study rDNA (Ide and Dejardin, 2015).
While this tour de force proved insightful, it requires a large
amount of input material. Protein abundance and the signal-to-
noise ratio may also confound results (Gauchier et al., 2020).

Proximity-dependent labeling techniques are yet another
promising tool that does not require large amounts of input
material, as tags amplify the signal of associated proteins.
When fused to a protein of interest (bait), an engineered
ascorbate peroxidase (APEX) enzyme (Martell et al., 2012), or
promiscuous biotin ligase (e.g., BirA∗; a mutant form of the
BirA enzyme), labels proximal proteins (preys). Biotinylated
proteins are then captured on streptavidin beads and identified by
mass spectrometry—a technique known as proximity-dependent
biotin identification, or BioID (Roux et al., 2012).

The revolutionary take on prior tagging methodologies (Chen
and Ting, 2005) proved immensely powerful. Long labeling times
allow the tagging of thousands of interactors per cell compared
to AP-MS, which can only capture a snapshot of interactors
at a specific time. Therefore, these techniques allow for the
amplification and identification of less abundant interactions
that traditional pulldowns may miss using comparable input
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material. While APEX offers rapid labeling, it requires the
addition of hydrogen peroxide, which is toxic to cells at
high concentrations (Rhee et al., 2013). Biotin ligases such as
BirA∗ also provide greater signal compared to APEX-based
techniques because they target abundant lysine residues, while
APEX biotinylates electron-rich residues of lower abundance
(e.g., tyrosine). Nevertheless, BioID, and clever derivatives using
APEX or biotin ligases, are increasingly utilized to capture
stable and biochemically labile interactions, including that of
histone proteins (Lambert et al., 2015; Zasadzinska et al., 2018).
Interestingly, there is an ongoing effort to use BioID to map the
cell where 192 baits from 32 cellular compartments identified
over 35,000 unique proximal associations (Go et al., 2019). While
insightful, it is also important to recognize that the fusion of two
proteins can skew results. Prey proteins also represent proximal
and not necessarily direct physical interactions, and BioID data
analysis is further influenced by the negative controls to which
the data are compared.

Nevertheless, ingenious BioID variations (such as ChromID),
continue to be designed [readers are referred to other recent
reviews on proximity-based labeling (Kim and Roux, 2016;
Samavarchi-Tehrani et al., 2020)]. Of particular interest are those
that fuse APEX (CASPEX, C-BERST, and CAPLOCUS) or biotin
ligases (CasID) to dCas9, to label proteins at a specific genomic
locus, via sgRNA targeting (Schmidtmann et al., 2016; Gao et al.,
2018; Myers et al., 2018; Qiu et al., 2019). In initial experiments,
CASPEX was localized to the hTERT promoter and identified
known interactors, such as TP53 and MAZ (Myers et al., 2018).
CasID also proved effective and successfully identified telomeric-
bound proteins, such as components of the shelterin complex
(Schmidtmann et al., 2016).

CONCLUDING REMARKS

Chromatin is a dynamic structure; nucleosomes can lead
to chromatin compaction and occlude accessibility, but also
facilitate events, such as gene transcription. In addition
to their dynamic nature in G1 and G2, H3.1, H3.3, and
other nucleosomal histones are disassembled, reassembled, or
altogether replaced during transcription and DNA replication.
However, mechanisms exist to maintain epigenetic features, such

as histone PTMs, at precise locations. The intricacies of these
processes are still under investigation, but our understanding of
them has only been made possible by ever-evolving technologies
and the ingenuity of the researchers that develop them.

Here, we highlighted H3 and its processing, PTMs, and
interactions. However, other histones, histone variants, and their
PTMs also have important biological consequences and these
techniques can easily be applied to better understand other
histone proteins. The experiments that are showcased are meant
to provide a brief overview of the techniques used to study
histones and their interactions, and covers but a snippet of
available tools. As the chromatin biology field evolves, so will the
technology, each time furthering our understanding of histone
deposition, modification, binding, and eviction. The growing
arsenal of techniques will allow us to continue to dissect histone
dynamics through development, transcription, DNA replication
& repair, mitosis, and countless other biological events in
health and disease.
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Post-translational modifications (PTMs) of histone proteins play essential functions in
shaping chromatin environment. Alone or in combination, these PTMs create templates
recognized by dedicated proteins or change the chemistry of chromatin, enabling a
myriad of nuclear processes to occur. Referred to as cross-talk, the positive or negative
impact of a PTM on another PTM has rapidly emerged as a mechanism controlling
nuclear transactions. One of those includes the stimulatory functions of histone H2B
ubiquitylation on the methylation of histone H3 on K79 and K4 by Dot1L and COMPASS,
respectively. While these findings were established early on, the structural determinants
underlying the positive impact of H2B ubiquitylation on H3K79 and H3K4 methylation
were resolved only recently. We will also review the molecular features controlling these
cross-talks and the impact of H3K27 tri-methylation on EZH2 activity when embedded
in the PRC2 complex.

Keywords: histone, epigenetics, methylation, ubiquitinylation, chromatin

INTRODUCTION—THE NUCLEOSOME

The genetic material of a typical eukaryotic cell approximately measures 2 meters and must be
restricted to the confines of the nucleus. The cell employs four α-helical basic proteins to create a
scaffold around which DNA can be compacted: histones H2A, H2B, H3, and H4. First, two histone
H3–H4 heterodimers dimerize to form a heterotetramer, upon which two H2A–H2B heterodimers
will bind. The H2A protomers contact H3 and H4 at the extremities of the heterotetramer;
meanwhile, the H2B protomers form an extensive dimerization interface (Arents et al., 1991) to
create a symmetrical disk-shaped histone octamer. A DNA fragment of approximately 150 bp
will then wrap twice around the histone octamer of basic histone proteins to form a repetitive
structure known as the nucleosome (Noll, 1977; Luger et al., 1997) [referred therein as nucleosome
core particle (NCP)]. However, in recent years, incorporation of histone variants in nucleosomes
brought diversity to that model (Koyama and Kurumizaka, 2018; Talbert et al., 2019).
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LYSINE METHYLATION

Protein lysine methylation involves the transfer of up to three
methyl groups to the ε-amine of a lysine residue. To this
day, lysine methylation has been observed in both nuclear
and cytoplasmic proteins and is now considered a prevalent
modification in eukaryotes, prokaryotes, and archaea (Iwabata
et al., 2005; Jung et al., 2008; Botting et al., 2010; Pang et al.,
2010). Methylation of a lysine residue was first reported by
Ambler and Rees (1959) in the flagellin protein of Salmonella
typhimurium. These findings, further led by additional studies on
histone H1, H3, and H4 lysine methylation (Couture and Trievel,
2006; Lee et al., 2010), unveiled that this post-translational
modification (PTM) fine-tunes the activity of transcription
factors (Yang et al., 2009), participates in the assembly of multi-
subunit complexes (Zhang et al., 2005; Donlin et al., 2012),
and contributes to the structural organization of chromosomes
(Lanouette et al., 2014).

HISTONE LYSINE METHYLATION; WHEN
PLANTS PROVIDE THE FIRST HINT

Initially reported by Allfrey et al. (1964), the field of histone
lysine methylation grew exponentially in the early 2000 after
the identification that the Large Subunit MethylTransferase
(LSMT) can methylate lysine 14 of Ribulose-1,5-bisphosphate
carboxylase/oxygenase (Ying et al., 1999). Following this
seminal discovery, the group of Thomas Jenuwein reported the
methylation of Lys-9 on histone H3 by the SUV3/9 family of
methyltransferases (MTs; Rea et al., 2000). During the same
period, using basic alignment tools, several groups identified
evolutionary conserved motifs (GXG, YXG, NHXCXPN) found
in a wide range of evolutionary conserved proteins (Jenuwein,
2001). Given the enrichment of these motifs in proteins
including Suppressor of variegation, Enhancer of zeste, and
Trithorax (SET) (Jenuwein, 2001), these enzymes were coined
as SET domain lysine MTs. However, over the years, few
notable cases of histone lysine MTs, such as Dot1 and
PR domain MTs (PRDM), were reported to lack a SET
domain. Therefore, the nomenclature for these enzymes was
changed to lysine (K) MT (Allis et al., 2007). Since their
discoveries, these enzymes have been shown to site-specifically
methylate histone and non-histone substrates and are now
recognized as critical regulators of chromatin structure and
other cellular functions (Lanouette et al., 2014). They are
extremely specific and, in most cases, have the ability to
recognize a single lysine side chain on a single protein
(Lanouette et al., 2014).

DIFFERENT MECHANISMS OF HISTONE
RECOGNITION AND METHYLATION BY
SET DOMAIN HKMTS

Despite being evolutionary conserved, SET domain HKMTs
can be separated into at least two different categories.

This classification arises from many studies showing that
HKMTs display divergence in their catalytic properties when
homogeneously purified. For example, the histone H3 K36 MT
SETD2 methylates, with the same catalytic efficiency (Eram
et al., 2015), a peptide, the full-length histone H3 or the
NCP. Conversely, other HKMTs such as ATXR5/6, EZH2, and
SET8 preferentially methylate the NCP (Nishioka et al., 2002;
Kirmizis et al., 2004; Margueron et al., 2008; Qiao et al.,
2011). These observations suggest that this subgroup of SET
domain HKMTs harbor unique structural determinants able to
bind DNA. Moreover, the ubiquitination of the nucleosome
or chromatin template creates better substrates for Dot1 and
SET1 enzymes, respectively. Recently, several cryo-EM structures
unraveled the intricacies underlying the recognition of the
nucleosome by the EZH2 complex and the ubiquitinated form
of the nucleosome by Dot1 and members of the SET1 family
of MTs. Below, we will review the critical observations reported
in these papers.

STRUCTURAL INSIGHTS INTO THE
RECOGNITION OF H2BUB
NUCLEOSOME BY DOT1L

Initially identified in a genetic screen to discover genes conferring
defects in telomeric silencing (Singer et al., 1998; Nguyen
and Zhang, 2011), disruptor of telomeric silencing-1 (Dot1)
remained, for several years, the only non-SET domain histone
lysine MTs. Biochemical characterization of Dot1 revealed that
the enzyme mono-, di-, or tri-methylate H3K79, a modification
initially linked to transcriptional regulation and DNA damage
response (Nguyen and Zhang, 2011). Evolutionary conserved
(Feng et al., 2002; Vlaming and van Leeuwen, 2016), human
Dot1L is composed of 1537 highly conserved residues. The
catalytic site is located on the N-terminus of the protein while
its C-terminal extension interacts with proteins that direct Dot1L
to specific genomic loci (Kuntimaddi et al., 2015; Worden et al.,
2019). Initial biochemical characterization of Dot1L revealed
that the MT activity of Dot1L depends on two critical factors.
First, Dot1L prefers to methylate H3K79 in the context of the
nucleosome (Feng et al., 2002; McGinty et al., 2008). Second,
mono-ubiquitination of histone H2B on lysine 120 (Briggs et al.,
2002; Ng et al., 2002; McGinty et al., 2008) (H2BK120ub)
greatly enhances H3K79 methylation. Initial model showing
that H2BK120 and H3K79 are closely juxtaposed on the same
solvent-exposed surface of the mono-nucleosome (McGinty
et al., 2008; Wood et al., 2018; Zhang and Kutateladze, 2019)
lend further credence to that model. However, despite important
structural insights provided by the crystal structure of Dot1L
catalytic domain (Min et al., 2003), the molecular underpinnings
underlying the positive impact of H2B ubiquitination on K79
methylation by Dot1L remained unexplained. Recently, several
structures provided insights into the various steps linked to
Dot1L binding to (Anderson et al., 2019; Worden et al.,
2019; Yao et al., 2019), methylation of (Worden et al., 2019),
and disengagement from (Valencia-Sanchez et al., 2019) the
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FIGURE 1 | (A) Cryo-EM structure of Dot1L bound to H2B ubiquitinated nucleosome in active state. SAM cofactor, H4 tail, H3K79Nle and H2A-H2B acidic patch
residues are depicted in stick model and nucleosome core particle (NCP) is depicted in surface representation (B) Detailed view of interaction between Dot1L and
ubiquitin. Important residues at the Dot1L-ubiqutin interface are shown as sticks (C) Close-up of residues interactions between Dot1L and H2A-H2B acidic patch.
Figures are generated using the cryo-EM structure of the Dot1L bound to H2B-Ubiquitin Nucleosome complex in active state (PDB accession number 6NJ9;
Worden et al., 2019).

nucleosomes. Three steps referred to as poised, active, and
post-catalysis states.

DOT1L RECOGNIZES H2A–H2B ACIDIC
PATCH IN THE NUCLEOSOME VIA AN
ARGININE ANCHOR

Initial biochemical studies revealed that Dot1L preferentially
methylates K79 when histone H3 is embedded in the NCP.
The cryo-EM structures of Dot1L show that the C-terminal
region of Dot1L contacts ubiquitin and the acidic patch of
H2A–H2B (Figure 1). In the C-terminal region of Dot1L, a
long nucleosome-interacting loop, which connects two parallel
β-strands, makes contacts with the acidic patch on the
nucleosome (Valencia-Sanchez et al., 2019; Worden et al.,
2019). More specifically, this loop contains two evolutionary
conserved arginine residues (Arg278 and Arg282) that recognize
the H2A–H2B acidic patch on the nucleosome (Anderson
et al., 2019; Jang et al., 2019; Valencia-Sanchez et al., 2019;
Worden et al., 2019; Yao et al., 2019) (Figure 1). Interestingly,
these structures show that, akin to SIR3 (Armache et al.,

2011), latency-associated nuclear antigen (Barbera et al., 2006),
RCC1 (Makde et al., 2010), PRC1 Ubiquitylation Module
(McGinty et al., 2014), Dot1L uses arginine anchors to engage
the H2A–H2B acidic patch located on the surface of the
nucleosomal disk.

The active site of Dot1L, consisting of an S-adenosyl-
L-methionine (SAM) binding pocket and a lysine-binding
channel, is positioned above H3K79 in the cryo-EM structure
of the DOT1L-H2BK120Ub nucleosome complex (poised state—
see below). Three loops of Dot1L form the lysine-binding
channel that connects the side chain of H3K79 to the
methyl donor SAM. Within these loops, several aromatic and
hydrophobic residues surround the entrance of the channel
and make direct contact with H3 residues adjacent to K79
(Yao et al., 2019). Within the complex, the histone H4 tail
sits on α2 helix of histone H3 and extends to the N-terminal
region of Dot1L and its active site to mediate extensive
electrostatic and hydrophobic interactions with the MT. The
importance of this network of interaction is underscored by
mutational studies showing that substitution of histone H4
residues negatively impact the methylation of K79 by Dot1L
(Yao et al., 2019).
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DOT1L RECOGNIZES H2B UBIQUITIN
VIA ITS HYDROPHOBIC C-TERMINAL
HELIX

The cryo-EM structure of Dot1L–H2BK120Ub nucleosome
complex reveals that Dot1L extensively interacts with core
histones on the disk-face of nucleosome with its C-terminal
region sandwiched between ubiquitin and the histone H2A–
H2B dimer (Figure 1). The direct association of Dot1L with the
H2BK120-conjugated ubiquitin extends the recognition interface
between Dot1L and the surface of the NCP. Docking of the
Dot1L–H2BK120Ub nucleosome complex cryo-EM structure
with the cryo-EM structure of Dot1L in complex with an
unmodified nucleosome complex shows a good fit of the
Dot1L–H2BK120Ub nucleosome complex structure with the
Dot1L-unmodified nucleosome complex, indicating that mono-
ubiquitination of H2BK120 does not change the overall location
of Dot1L on the surface of the nucleosome (Yao et al., 2019).
The structures show the proximity of H2B-ubiquitin and the
C-terminal helix of the Dot1L catalytic domain. A hydrophobic
patch on ubiquitin lies near several hydrophobic residues located
on an alpha helical region of Dot1L. More specifically, an area
surrounding Ile36 on ubiquitin stacks on a hydrophobic patch
surrounding Phe326 on Dot1L (Figure 1). The importance
of these interactions was confirmed by mutational studies
followed by histone MT assays which showed that substitution
of these hydrophobic residues impairs H3K79 methylation
activity of Dot1L toward ubiquitinated nucleosome but has
a minor impact on the ability of Dot1L to methylate the
unmodified nucleosome (Anderson et al., 2019; Jang et al.,
2019; Valencia-Sanchez et al., 2019; Worden et al., 2019;
Yao et al., 2019).

CRYO-EM STUDIES OF DOT1L
UNRAVELS THREE STATES

Comparative analysis of Dot1L structures bound to the
ubiquitinated form of the nucleosome revealed three structurally
distinct forms of the complex. In the first form, also referred to
as the poised state, Dot1L is positioned above histone H3K79.
In this conformation, Dot1L makes contacts with ubiquitin
and adjacent regions of H3K79 (Yao et al., 2019) as well as
uses its arginine residues to bind to the NCP acidic patch.
The observation that the catalytic site of Dot1L is separated
from H3K79 indicates that Dot1L and/or the nucleosome must
undergo conformational rearrangement from a poised to an
active state to enable methylation (Anderson et al., 2019; Jang
et al., 2019; Valencia-Sanchez et al., 2019; Worden et al., 2019;
Yao et al., 2019). To trap the active state, the Cryo-EM structure
of Dot1L was solved in complex with a modified ubNCP wherein
K79 on histone H3 is replaced by Norleucine (Nle) (Figure 1A)
(Worden et al., 2019; Zhang and Kutateladze, 2019); a non-native
amino acid that increases the affinity of lysine MTs for their
substrates in a cofactor-dependent manner (Brown et al., 2014;
Jayaram et al., 2016).

Trapping the active state of the complex enabled the following
observations. First, ubiquitin on H2BK120 notably restricts the
orientation of Dot1L in the complex, forcing the active site
of Dot1L to face the nucleosome. The contact between Dot1L
and the H2A-H2B acidic patch further limits Dot1L’s motion,
positioning Dot1L in a catalytically competent orientation. In
both active and poised state complexes, Dot1L C-terminus
contacts ubiquitin and the nucleosome acidic patch, anchoring
Dot1L to one edge of the nucleosome and therefore providing
a pivot point about which Dot1L can rotate. The active state is
further stabilized by an interaction between the histone H4 tail
and a groove located in the N-terminal region of Dot1L, a region
situated ∼5 Å away from the pivot contact point, but brings
another N-terminal part of Dot1L closer to the nucleosome
surface. Compared to the poised state, the active state of Dot1L
is rotated clockwise by ∼20◦ around the ubiquitin and pivots
down toward the nucleosome face by 25 Å (Worden et al., 2019;
Zhang and Kutateladze, 2019). Interestingly, the side chain of
K79 of histone H3 in the poised state complex is inaccessible for
catalysis, lying parallel to the lateral surface of the nucleosomal
histone core. However, in the active state, a conformational
change of K79Nle and its neighboring residues reorients both its
backbone and side chain by ∼90◦. This movement exposes K79
ε-amine to the solvent and enables its insertion into Dot1L active
site (Worden et al., 2019; Zhang and Kutateladze, 2019).

The post-catalysis state was determined in the presence
of S-adenosyl homocysteine and, as evidenced by mass
spectrometry, H3K79 mono- and di-methylated NCP (Valencia-
Sanchez et al., 2019). In this conformation, the distance between
Dot1L active site and H3K79 is approximately 22 Å and
unlike the poised state structure (Anderson et al., 2019; Jang
et al., 2019; Yao et al., 2019), the post-catalysis state of Dot1L
maintains interactions with the histone H4 tail (Valencia-Sanchez
et al., 2019). Overall, the post-catalysis structure shows that
Dot1L establishes multivalent interactions on the surface of the
nucleosome including histone H4 tail and H2A–H2B acidic patch
in addition to ubiquitin.

However, distortion of the cryo-EM density map of Dot1L’s
C-terminal helix suggests that motion at this site and near the
acidic patch is reduced by ubiquitin. This facilitates Dot1L to
carry mono-methylation, and even di- and tri-methylation of
H3K79 irrespective of H2B ubiquitination. Collectively, cryo-EM
structures of Dot1L in complex with ubiquitinated nucleosome
complemented with biochemical experiments provided critical
insights into the molecular mechanism of Dot1L-mediated
methylation of lysine 79 in histone H3 and explained its crosstalk
with histone H2B ubiquitination.

RECOGNITION OF H2B UBIQUITINATED
NCP BY COMPASS

Initially identified in yeast, the complex associated with SET1
(COMPASS) is formed of several regulatory subunits including
WDR5, RbBP5, Ash2L, DPY-30, CFP1, BIG1, as well as the
catalytic unit SET1 (Miller et al., 2001). Each subunit plays
important roles in the biology of SET1 and contributes, to
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various extents, to the H3K4 MT activity of the complex.
Owing to its link to various aggressive forms of cancers
(Ford and Dingwall, 2015; Rao and Dou, 2015), several
groups elucidated the crystal structure of several subunits
including WDR5 (Patel et al., 2008; Dharmarajan et al.,
2012; Zhang et al., 2012), RbBP5 (Mittal et al., 2018; Han
et al., 2019), Ash2L (Chen et al., 2011, 2012; Sarvan et al.,
2011; Zhang et al., 2015), the catalytic domain of SET1
(or its homologs) (Malumbres et al., 1997; Li et al., 2016),
as well as Cfp1 (Xu et al., 2011; He et al., 2019; Yang
et al., 2020). While these structures provided critical insights
into the molecular underpinnings controlling the formation
of COMPASS, they did not capture the entire spectrum of
interactions contributing to the assembly of COMPASS. The
first glimpse at COMPASS assembly was unraveled by the cryo-
EM structure of budding yeast COMPASS (Qu et al., 2018)
and the crystal structure of the SET1 catalytic module (Hsu
et al., 2018). The cryo-EM structure shows that COMPASS
assembles in a Y-shaped conformation in which WDR5 and
RbBP5 (Cps30 and Cps50) β-propeller domains form the upper
tips of COMPASS. Cfp1 (Cps40) connects these propellers,
while Ash2L (Cps60) and Dpy-30 (Cps25) form the base of
the complex. The catalytic domain of SET1 is found at the
junction of the Y-shaped complex and makes contacts with
every subunit, except for Dpy-30 (Qu et al., 2018) (Figure 2A).
Interestingly, the cryo-EM structure nicely explains the modest
stimulatory functions of Dpy-30 on the MT activity of SET1
on peptides when the complex is assembled with purified
components (Haddad et al., 2018). Clustering of the particles
revealed two conformationally distinct complexes, suggesting
that COMPASS is a structurally dynamic complex that can
exist in at least two conformers likely helping COMPASS to
adapt to the structurally dynamic environment of chromatin
(Maeshima et al., 2019).

H3K4 methylation by COMPASS is stimulated when the
nucleosome is ubiquitinated on H2B (Sun and Allis, 2002;
Kim et al., 2013; Holt et al., 2015). Recently, several papers
documented the structural details controlling the recognition
of the ubiquitinated form of the nucleosome. These structures
show that COMPASS recognizes two parts of the nucleosome.
On the one hand, COMPASS binds the surface of the NCP
disk and the first eight residues of histone H3. Except for
WDR5 and DPY-30, all the other subunits directly contact the
histone proteins, ubiquitin, and/or the nucleosomal DNA (Hsu
et al., 2019). COMPASS engages both the ubiquitinated and
non-ubiquitinated nucleosomes in similar fashions. However,
in the presence of histone H2B ubiquitination, RbBP5 and
SET1 make additional contacts with the ubiquitin moiety
(Figures 2B–G). The SET1 catalytic domain packs against the
H2A α2 helix using two points of contact. First, a region
preceding the SET1 catalytic domain contacts three residues
on H2A. The same protein also surrounds the C-terminus of
the same helix on H2A using a cluster of five evolutionarily
conserved hydrophobic residues. The presence of this cluster
in other members of the KMT2 family of enzymes points to
a model wherein the catalytic domain of these enzymes may
bind similarly to the surface of the nucleosome. Correlatively,

mutations of these residues result in a loss of H3K4 di-
and tri-methylation (Nakanishi et al., 2008). In the presence
of ubiquitinated H2B, a region immediately preceding the
catalytic domain of SET1, which includes an Arginine Rich
Motif (ARM), and a fraction of its SET domain form a coil
binding to a pocket formed by Ile36, the β1–β2 loop, and
the tail of ubiquitin (Figure 2B). The ARM motif, which is
sandwiched between COMPASS subunits and uNCP, is located
near the acidic patch created by the H2A–H2B interface
(Nakanishi et al., 2008; Kim et al., 2013) (Figures 2D,E).
These observations are supported by biochemical and in vivo
data showing that mutation of the residues forming the
ARM motif negatively impacts H3K4 methylation (Kim et al.,
2013). Altogether, these observations indicate that this motif
serves as an important link between H2B ubiquitination and
H3K4 methylation.

Several hydrophobic residues located on both the N- and
C-termini of RbBP5 interact with a hydrophobic patch on
ubiquitin (Figure 2F). The β-propeller domain of RbBP5
also makes polar contacts with the C-terminus of ubiquitin
(Figure 2G). In addition to binding to ubiquitin, RbBP5
directly interacts with a cleft formed by α3 and αC of histone
H2B, α2 of H2A, as well as DNA. Mutation of the residues
forming this RbBP5–NCP interface impair H3K4 methylation by
COMPASS, underscoring the importance of these interactions
(Hsu et al., 2019). Located in the same region of COMPASS
and directly interacting with RbBP5 (Yang et al., 2020), weak
but discernable structural information can be detected in a
region of Cfp1 composed of positively charged residues. Based
on the predicted location of these residues near the nucleosomal
DNA, the cryo-EM structure suggests that Cfp1 directly binds
DNA. Similarly, the Ash2L (Cps60) SPRY domain directly
interacts with the phosphate backbone of the nucleosomal DNA
(Hsu et al., 2019).

The cryo-EM structures of COMPASS in complex with
the ubiquitinated and non-ubiquitinated nucleosomes have
provided important information regarding how COMPASS
engages its substrate and the structural underpinnings mediating
its enzymatic activity. The findings suggest that the presence
of ubiquitin may alter the dynamics of the catalytic subunit
in alleviating an auto-inhibitory function of the SET1 ARM
motif (Hsu et al., 2019). Furthermore, the interactions between
COMPASS and uNCP appear to stabilize further the N-terminus
of histone H3 in the catalytic domain. In the absence of ubiquitin,
the structure presents only three H3 residues (T3, K4, and Q5)
interacting with SET1, while in the presence of ubiquitin, A1
to R8 are distinguishable in the SET1 catalytic domain. This
suggests that the interactions between COMPASS and ubiquitin
induce conformational changes that increase the interface
between the catalytic domain of SET1 and the residues flanking
H3K4. Altogether, these results show that cross-talk between
protein complex subunits and pre-existing modifications on
the nucleosome represents a way to control H3K4 methylation
(Jeon et al., 2018). Interestingly, such cross-talk has also been
proposed as a mode of activation for other histone MTs,
such as EZH2 (Margueron et al., 2009; Jiao and Liu, 2015;
Brooun et al., 2016).
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FIGURE 2 | Cryo-EM structure of COMPASS bound to the ubiquitinated nucleosome core particle. (A) Cartoon representation of COMPASS cryo-EM structure
bound to the ubiquitinated nucleosome in which each subunit is indicated. (B) Zoomed view on the interactions between ubiquitin and the pre-SET domain of SET1.
Shown are the polar contacts between RbBP5 WDRP loop and ubiquitin (C) and the cluster of positively charged residues of the SET1 ARM motif interacting with
the H2A acidic patch (D) and histone H2B (E). Cartoon representation of RbBP5 N- and C-termini that make contacts with ubiquitin’s hydrophobic patch (depicted
as sticks) (F), as well as the contacts made between its β-propeller domain and ubiquitin C-terminal end (G). All figures were prepared using the cryo-EM structure of
the COMPASS catalytic module in complex with the ubiquitinated nucleosome (PDB accession number 6UH5).
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EZH2 AND H3K27ME3

The Enhancer of zeste E(z) gene was discovered as an important
regulatory element in maintaining suppression of homeotic
gene expression such as those determining pigmentation in
Drosophila melanogaster (Kalisch and Rasmuson, 1974; Wu
et al., 1989). A subsequent study revealed that the C-terminal
region of E(z) gene product, now known as the SET domain,
shares homology with regions of the Trithorax (Trx) (Jones and
Gelbart, 1993) and Supressor of variegation [Su(var)] proteins.
In humans, EZH2 is one of the two homologs of the fruit
fly’s E(z) enzyme which trimethylates H3K27 and preferentially
methylates dinucleosomes substrates over mononuclesomes, and
the MT activity is further stimulated by the linker histone H1
(Martin et al., 2006). Local H3K27me3 is linked to suppression
of targeted gene expression while this mark can spread to
regulate processes such as cell differentiation and X-chromosome
inactivation by negatively regulating gene expression. EZH2
SET domain is the catalytic component of Polycomb repressive
complex 2 (PRC2) which also includes embryonic ectoderm
development (EED), suppressor of zeste 12 (SUZ12), and
Retinoblastoma Binding Protein 4 (RbBP4) as core components.
In contrast to SET domain lysine MTs such as ATXR5/6
(Jacob et al., 2009), EZH2 alone is not catalytically active
and minimally requires EED and the VEFS [Vrn2-Emf2-Fis2-
Su(z)12] box of SUZ12 to methylate H3K27 (Cao and Zhang,
2004). Other components, namely, jumonji AT-rich interactive
domain 2 (JARID2), Adipocyte Enhancer-Binding Protein 2
(AEBP2), and polycomb-like (PCL) proteins associate with and
modulate PRC2 activity or its recruitment to chromatin. These
include interaction with unmethylated CpG islands (Li et al.,
2017), activation at de novo H3K27me3 nucleation sites (Oksuz
et al., 2018), or determining exclusivity of PRC2 subcomplexes
(Grijzenhout et al., 2016). Although earlier understanding of the
relationship between PRC2 and PRC1, which monoubiquitinates
K119 on H2A (Wang et al., 2004), suggested that cooperative
repression by these complexes is mediated by the detection
of H3K27me3 via Cbx in PRC1 (Senthilkumar and Mishra,
2009), recent evidence suggest that JARID2 also binds the H2A-
K119ubiquitinated form of the NCP suggesting that cross-talk
between PRC1 and PRC2 involves more than H3K27me3 and
that it may not be unidirectional or in the chronological order
previously described.

STRUCTURAL ANALYSIS OF PRC2 AND
EZH2 ACTIVATION BY THE
HOLOENZYME

The absence of EZH2 activity was elegantly explained by the
crystal structure of EZH2 CXC-SET domains alone (Wu et al.,
2013). The structure shows that the EZH2 substrate-binding
groove is in a closed state as a result of hydrogen bonds
between residues in the I-SET and post-SET regions of EZH2
likely barring the H3K27 to enter the channel. The CXC
domain also appears to play an autoinhibitory role in EZH2
by pulling away from the post-SET domain, which contributes

to the formation of the cofactor binding site rendering this
pocket structurally incomplete. The crystal structure of the
minimal PRC2 complex revealed an extensive network of inter-
domain interactions involving all domains of EZH2, EED,
and VEFS(SUZ12) in such a way that EZH2 wraps around
both VEFS and EED and overall holds the entire complex
together while connecting the insertion domain of EED to
the N-terminal region of VEFS near its SET domain (Jiao
and Liu, 2015). Comparison of EZH2 and the minimal PRC2
structures reveal that interaction with EED/SUZ12 rotates the
post-SET in such a way that the catalytic channel opens, the
cofactor binding site formation is completed, and EZH2 is
catalytically competent.

READING AND WRITING H3K27ME3 BY
EZH2

A structure of the minimal PRC2 complex shows that
the complex binds both a stimulating (K27me3) and a
[pseudo-]substrate (K27M) H3 peptide simultaneously (Jiao
and Liu, 2015). The structure shows that while the substrate
H3K27M peptide interacts with the SET domain, the stimulating
H3K27me3 peptide binds the β-propeller domain of EED
and interacts with the SRM domain of EZH2 (Jiao and Liu,
2015). Structural analysis and enzymatic assays revealed that
K27M, observed in glioblastomas, stalls PRC2 activity (Lewis
et al., 2013) and spreading of K27 trimethylation due to
positioning of arginine 26 in the active site which makes
stronger contacts than the wildtype lysine while addition of
an R26A mutation to the K27M peptide restores PRC2 MT
activity. Interestingly, MT activity using wildtype substrate
(H3K27) is increased by over fivefold in the presence of
the H3K27me3 peptide which binds EED/SRM(EZH2) (Jani
et al., 2019). Accordingly, PRC2 shows lower MT activity
on mononucleosome substrates compared to di- or oligo-
nucleosome substrates (Yuan et al., 2012). Oligo-nucleosomes
reconstituted with short DNA linker (20 vs. 46 and 66 bp)
are more robustly methylated by PRC2 indicating that the
length of the linker DNA further controls H3K27 methylation.
Incubation of PRC2 with an array of peptides collectively
spanning H3 1–42 shows enhanced methylation when H3 35–
42 peptide was added to the reaction including cases were
oligonucleosomes were dispersed (>20 bp linkers). Furthermore,
MT assays show that presence of histone H1 positively
stimulates PRC2 activity in dinuclesomes (Yuan et al., 2012)
suggesting that H1-mediated chromatin compaction stimulates
PRC2 activity by providing access to a stimulating H3 from a
neighboring nucleosomes.

A cryo-EM structure capturing PRC2 bound to a 35 bp
linked dinucleosome provides unique insights into the enzyme
complex simultaneously engaging with a pseudo-substrate
(K27M) nucleosome and a stimulating (K27me3) neighbor
nucleosome (Poepsel et al., 2018). Interestingly, the EZH2 CXC
domain makes several contacts with nucleosomal DNA, where
the H3 tail extends out of the nucleosome disc (Figure 3).
EZH2 SBD also binds DNA at the exit site of the H3 tail but

Frontiers in Cell and Developmental Biology | www.frontiersin.org 7 July 2020 | Volume 8 | Article 600115

https://www.frontiersin.org/journals/cell-and-developmental-biology
https://www.frontiersin.org/
https://www.frontiersin.org/journals/cell-and-developmental-biology#articles


fcell-08-00600 July 30, 2020 Time: 18:35 # 8

Janna et al. Recognition of the Nucleosome by KMT

FIGURE 3 | Structure of EZH2 in a minimal PRC2 assembly in complex with an asymmetric di-nucleosome. The schematic at the top represents domain
configuration of EZH2. The demonstrations show the same mPRC2:NCP complex from a front and back view. EZH2 domains in the structure are colored according
to the linear schematic depiction. The VEFS domain of SUZ12 is colored as magenta and EED is represented as light green. H3 tail with K27M substitution of the
substrate nucleosome is shown bound to the substrate groove of EZH2 SET domain (purple blue). The neighboring nucleosome with a modified H3 tail bearing a
trimethylated lysine at the position of K27 (K27me3) is shown in a groove between EED and EZH2 SRM domain (teal). Zoomed demonstration of the framed areas
on structure is shown at the bottom of the figure. Positively charged and polar residues of EZH2 CXC domain (solid frame) and EZH2 SBD/EED (dashed frame)
within proximity to DNA back bone are labeled with their corresponding residue numbers. EZH2 SBD hydrophobic residue is shown in close proximity of DNA.
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FIGURE 4 | Comparison of DOT1L (A), COMPASS (B), and mPRC2 (C) Modes of Engagement with the Nucleosome. The nucleosome discs represent NCP
structures captured in the same orientations. The side-by-side comparison shows surface representation of histones inside the nucleosome disc (gray) and cartoons
depiction of DNA (gray) highlighting amino acids or DNA bases which come to close contact (≤5 Å) with residues of the associated enzyme or enzyme complex
(red). Contact points involving histone tails were omitted due to lack of structural continuity.

on the neighboring nucleosome (Figure 3). Positively charged
and polar residues on the surface of CXC are nearby the DNA
backbone. An additional bi-partite sequence, 491RKKKRKHR497,
and 504RKIQLKK510 in CXC are candidates for DNA interaction;
however, these residues could not be modeled in the structure.
Similarly, a cluster of polar residues spanning a region of the
SBD likely interact with the DNA backbone while an aromatic
residue in this region is oriented suitably for intercalating
with DNA bases (Figure 3). The area corresponding to
EED residues 70 KGKWKSKKCK79 can also potentially bind
DNA; however, only residues 77–79 were resolved in the
structure of which K79 comes to close contact with DNA
backbone. Compared to the crystal structure of PRC2 in the
absence of nucleosome, the SET, CXC, and SBD domains
are the main components that undergo displacement/tilt after
nucleosome binding.

DISCUSSION

Comparative analysis between COMPASS and Dot1L
(Figures 4A,B) binding modes of the ubiquitinated nucleosome
reveals notable similarities. Both make significant contacts with
the surface of the NCP disk and touch each histone protein.
Similarly, both make a limited number of contacts with DNA,
with, however, differences in the location of these interactions.
Dot1L binds DNA adjacent to H3/H2A near histone H3 tail exit
site while COMPASS binds DNA near the exit site of histone H4
N-terminus. Also, Dot1L interacts with two distinct regions on
the face of the NCP disk, while COMPASS binds a continuous
surface. In stark contrast to COMPASS and Dot1L, PRC2 does
not contact the surface of the NCP (Figure 4C) but makes several
interactions with DNA located at the exit site of the H3 tail on
the di-nucleosome.
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Together, the cryo-EM structures of Dot1L in complex with
the ubiquitinated nucleosome provided pivotal insights into the
molecular mechanism underlying Dot1L-mediated methylation
H3K79 by histone H2B ubiquitination (Jang et al., 2019; Valencia-
Sanchez et al., 2019; Worden et al., 2019; Yao et al., 2019). The
cryo-EM structures of COMPASS bound to H2B ubiquitinated
NCP uncovered the crucial functions of COMPASS subunits
in recognizing different parts of the nucleosome and further
the essential functions of SET1 ARM motif in linking H2B
ubiquitination and H3K4 methylation. Considering that Dot1L
and COMPASS complexes are linked to leukemia, these findings
may help in the design of inhibitors that could serve as effective
therapeutic agents.
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Nucleotide excision repair (NER) is the most versatile DNA repair pathway that removes a
wide variety of DNA lesions caused by different types of physical and chemical agents,
such as ultraviolet radiation (UV), environmental carcinogen benzo[a]pyrene and anti-
cancer drug carboplatin. The mammalian NER utilizes more than 30 proteins, in a multi-
step process that begins with the lesion recognition within seconds of DNA damage
to completion of repair after few hours to several days. The core proteins and their
biochemical reactions are known from in vitro DNA repair assays using purified proteins,
but challenge was to understand the dynamics of their rapid recruitment and departure
from the lesion site and their coordination with other proteins and post-translational
modifications to execute the sequential steps of repair. Here, we provide a brief overview
of various techniques developed by different groups over last 20 years to overcome
these challenges. However, more work is needed for a comprehensive knowledge of all
aspects of mammalian NER. With this aim, here we provide detailed protocols of three
simple yet innovative methods developed by many teams that range from local UVC
irradiation to in situ extraction and sub-cellular fractionation that will permit study of
endogenous as well as exogenous NER proteins in any cellular model. These methods
do not require unique reagents or specialized instruments, and will allow many more
laboratories to explore this repair pathway in different models. These techniques would
reveal intracellular movement of these proteins to the DNA lesion site, their interactions
with other proteins during repair and the effect of post-translational modifications on their
functions. We also describe how these methods led us to identify hitherto unexpected
role of poly(ADP-ribose) polymerase-1 (PARP1) in NER. Collectively these three simple
techniques can provide an initial assessment of the functions of known and unknown
proteins in the core or auxiliary events associated with mammalian NER. The results
from these techniques could serve as a solid foundation and a justification for more
detailed studies in NER using specialized reagents and more sophisticated tools. They
can also be suitably modified to study other cellular processes beyond DNA repair.

Keywords: nucleotide excision repair (NER), NER proteins, poly(ADPR-ribose) polymerase-1 (PARP1), localization
at DNA damage, local irradiation, in situ extraction, sub-cellular fractionation, intracellular movement
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INTRODUCTION

The nucleotide excision repair (NER) is the most versatile
DNA repair pathway that eliminates a wide variety of DNA
lesions caused by different types of physical and chemical agents,
such as ultraviolet radiation (UV), environmental carcinogen
benzo[a]pyrene and anti-cancer drug carboplatin. It is the
only repair pathway in mammalian cell that removes UV-
induced DNA damage, such as cyclobutane pyrimidine dimers
(CPD) and pyrimidine (6-4) pyrimidone (6-4PP) photoproducts
(Scharer, 2013). The photosensitivity and susceptibility to
develop sunlight-induced skin cancers in the individuals carrying
mutations in NER genes, such as Xeroderma pigmentosum (XP)
strongly indicates the importance of NER in the repair of UV
damaged DNA (Giordano et al., 2016). The NER pathway uses
more than 30 proteins to recognize the lesion, remove 24-32
nucleotides from the strand containing the damage, synthesize
a new strand using the undamaged strand as a template and fill
the gap (Marteijn et al., 2014). NER is divided into two sub-
pathways: transcription-coupled repair (TCR) and global genome
repair (GGR). TCR rapidly removes lesions that efficiently block
the elongating RNA polymerase II complex during transcription,
while GGR occurs in the whole genome (Vermeulen and Fousteri,
2013). These two sub-pathways differ in the lesion recognitions
step, and subsequently converge to complete the repair process,
as briefly summarized below.

The Xeroderma pigmentosum C (XPC) protein starts the
GGR sub-pathway of NER by recognizing the distortion of the
DNA double helix and binding to the unpaired nucleotides
facing the damaged nucleotide. Its arrival at the damage site is a
prerequisite for the recruitment of downstream proteins and the
repair of the lesion (Puumalainen et al., 2014). In the mammalian
cells, XPC’s task of rapidly finding and localizing at the lesion
site in the chromatin context is helped by UV-damaged DNA
binding (UV-DDB) complex (DDB1 and DDB2) and poly(ADP-
ribose) polymerase-1 (PARP1) (Pines et al., 2013). Following UV
irradiation, PARP1 and DDB2 arrive rapidly and independently
at the lesion, and influence each other’s functions. PARP1
stabilizes DDB2 at the lesion and DDB2 stimulates PARP1’s
catalytic activity (Luijsterburg et al., 2012; Pines et al., 2012;
Robu et al., 2013). PARP1 cleaves the substrate nicotinamide
adenine dinucleotide (NAD+) and transfers the ADP-ribose
moieties to poly(ADP-ribosyl)ate or PARylate itself and DDB2 as
well as other acceptors proteins (Barkauskaite et al., 2015; Ray
Chaudhuri and Nussenzweig, 2017). DDB2 activates the Cul4A-
RBX1 ubiquitin ligase complex, containing DDB2, DDB1, Cul4A,
and Rbx1 (Groisman et al., 2003) to modify histones, Cul4A
and DDB2 itself. Together, these post-translational modifications
(PTM) and the chromatin remodeling around the lesion facilitate
recruitment and stabilization of XPC at the site. In addition,
XPC forms a complex with PARP1 in the nucleoplasm prior
to irradiation and is escorted rapidly by PARP1 to the lesion
site after UV damage, thus improving the efficiency of initiation
of GGR (Robu et al., 2017). The TCR pathway, on the other
hand, is initiated when the elongating RNA polymerase II stalls
at the lesion site and recruits Cockayne syndrome B (CSB) that
is involved with other partners in recognition of the damage and

remodeling of chromatin (Van Der Weegen et al., 2020). Once the
damage is recognized, the GGR and TCR sub-pathways converge
with the recruitment of the RPA, XPA, and the basal transcription
factor TFIIH to verify the damage. The dual incision of damaged
DNA by endonucleases XPF-ERCC1 and XPG, followed by gap
filling by different polymerases (polymerses δ, ε, and κ) and DNA
ligation by ligase I or XRCC1-ligase III complex complete the
repair (Mullenders, 2018).

The progress in understanding mammalian NER was
relatively slower than other DNA repair pathways, largely because
of a conceptual and some technical hurdles. In the early stage,
the specific biochemical reactions carried out by a majority of the
mammalian NER proteins were identified using the in vitro DNA
repair assays with purified proteins and from their equivalent
proteins in bacteria and yeast (Aboussekhra et al., 1995; Sugasawa
et al., 1998; Ticli and Prosperi, 2019). However, these techniques
lack the spatio-temporal properties (Ticli and Prosperi, 2019).
Hence, the bigger challenge was to understand the dynamics of
their rapid recruitment to the lesion site and coordination of
sequential steps of NER along with other proteins in mammalian
cells. Based on yeast models of NER (Svejstrup et al., 1995)
and some mammalian studies (He and Ingles, 1997), it was
proposed that human cells carry out NER by “repairosome,” a
multi-protein complex containing most of the NER proteins.
Considering that mammalian NER is initiated within seconds
after DNA damage and continues for several hours, this concept
posed a logistical challenge of keeping many of these multi-
functional NER proteins engaged in a repairosome for the entire
period of repair before and after their task is required. This
model also hindered the discovery of new mammalian NER
proteins, if they were not previously identified as a member
of the mammalian repairosome complex. Despite accumulating
evidence to the contrary, as described below, the concept of
repairosome carrying out mammalian NER in human cells
prevailed until 2003 Friedberg (2003).

A series of innovative methods developed over the last
two decades by many groups allowed a rapid gain in
our understanding of mammalian NER and challenged the
repairosome concept. The development of green fluorescent
protein (GFP) technology and photobleaching procedures
permitted the visualization and quantification of the mobility
of GFP-tagged NER factors (Vermeulen, 2011). Based on
the speed of the recovery of the fluorescence of GFP-XPF-
ERCC1 complex in the bleached area, Houtsmuller et al. (1999)
concluded that ERCC1/XPF was not part of a large NER
holocomplex or “repairosome.” The same study also revealed
the second hurdle that NER is not spatially constrained to
sub-nuclear structures or “foci.” This was because the uniform
distribution pattern of the GFP-tagged NER proteins, seen in
the unirradiated nuclei remained unchanged after global UVC-
irradiation. In contrast, after the global exposure of cells with
ionizing irradiation, etoposide or topoisomerase inhibitors, the
double strand break (DSB) repair proteins accumulate in specific
sub-nuclear structures called ionizing radiation induced foci
(Maser et al., 1997; Pryde et al., 2005; Polo and Jackson, 2011).
These foci therefore serve as an excellent physical location in the
nucleus to examine roles of different proteins involved in DSB
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repair. However, this fortuitous natural event of formation of
foci that allowed rapid progress in understanding of DSB repair
does not occur in UVC-irradiated cells, which prevented progress
in study of NER.

The most important breakthrough in understanding
mammalian NER came with the simultaneous development of
local irradiation technique by two independent groups (Katsumi
et al., 2001; Moné et al., 2001). In this method, the cell monolayer
is covered with a UVC opaque polycarbonate filter with 3-8 µm
pores, permitting irradiation of a small defined area within
the nucleus, which can be readily detected by signal for DNA
damage in the form of CPD. This technique revealed the order
of assembly of NER proteins, ending the long-standing debate
that recruitment of all NER proteins to the lesion site depends
on the presence of XPC and not XPA (Volker et al., 2001).
This technique also laid to rest the hypothesis that mammalian
NER is carried out by a repairosome complex since the arrival
and departure of GFP-tagged NER proteins, ERCC1-GFP and
TFIIH-GFP at the lesion site, occurred as and when they were
required in the sequential process of repair (Moné et al., 2004).

Despite its numerous advantages, including the low cost and
use of basic equipment, the local irradiation technique needed
optimization for the visualization of different repair proteins at
damage site in different cell lines (Ticli and Prosperi, 2019). For
instance, we observed that the uniform distribution of signal
for PARP1 throughout the nucleus before irradiation did not
change after local UVC irradiation. This was not due to lack of
accumulation of PARP1 at the local site but due to the noise
from the strong signal of PARP1 in rest of the nucleus drowning
out the minor change in the signal intensity of PARP1 at the
lesion site. To circumvent this problem, our team used two
independent approaches. First, we used PAR formation as a proxy
for recruitment of PARP1 to the lesion site, because binding of
PARP1 to any type of DNA lesion results in its catalytic activation
and formation of PAR (Pascal and Ellenberger, 2015). Using
local UVC irradiation, we showed concurrent signals for CPD
and PAR at the site of local irradiation (Vodenicharov et al.,
2005). Thus, monitoring the outcome of recruitment of a protein
at the local DNA lesion site offered us a good alternative to
identify PARP1 as a new player in NER. The second approach
was to deplete free PARP1 from nuclei using in situ high salt
extraction as an additional step after fixation, to significantly
reduce the noise from rest of the PARP1 while retaining the DNA
damage-bound PARP1 (Purohit et al., 2016). Similar protocols for
selective depletion of unrelated protein molecules using a mild
treatment with DNase or RNase have been used to improve the
detection of the XPG, DDB2, XPC (Dutto et al., 2017), and Ku80
(Britton et al., 2013) at the lesion sites. Along with this, the live-
cell imaging revealed that NER is highly dynamic process with
a continuous exchange of the repair factors during the repair
reaction (Vermeulen, 2011; Ticli and Prosperi, 2019).

Thus, the local irradiation techniques and its improvements
have revealed roles of many proteins in mammalian NER,
including the unsuspected implication of the abundant protein
PARP1 (Luijsterburg et al., 2012; Pines et al., 2012; Robu
et al., 2013). However, local irradiation technique does not
work for studying some proteins. For example, it is difficult to

visualize accumulation of the GFP-tagged TCR protein CSB at
locally induced UVC spots since only a small fraction (15%)
of CSB is recruited to the damage site (Van Den Boom et al.,
2004; Aydin et al., 2014; Wienholz et al., 2019). While this
situation is not different from the abundant protein PARP1,
binding of CSB to DNA damage does not result in distinct
functional product which could serve as a proxy for CSB
recruitment. The second limitation of local irradiation technique
with UVC opaque filter is that it allows study of NER only
after UVC and not after treatment with other agents, such as
cisplatin or Illudin S (Marteijn et al., 2014). Lastly, local UVC
irradiation mediated visualization of a given NER protein is not
amenable to study how chromatin marks and various PTMs (e.g.,
ubiquitination, phosphorylation, sumoylation, acetylation, and
PARylation) occurring in the vicinity of the damage, affect the
speed and accuracy of recruitment of core NER factors (Dantuma
and Van Attikum, 2016). These modifications regulate the higher-
order structure of chromatin to facilitate the sequential traffic
of NER proteins at the lesion site through control over their
recruitment and departure as well as their degradation. However,
PTMs occur not only during DNA damage response but also for
housekeeping functions, and identical PTM occurs on multiple
proteins at the same site; hence immunodetection of PTM at local
irradiation fails to identify uniquely repair related PTM of a single
protein. The immunodetection of proteins after local irradiation
would also not discriminate between unmodified and PTM-
altered proteins. In this context, the use of sub-cellular and sub-
nuclear fractionation linked with immunoprecipitation and
immunoblotting approaches modified for a specific protein or its
PTM can permit study of the dynamic response of the protein in
NER of the DNA damage. The isolation of subcellular fractions
(cytoplasmic, nucleoplasmic, and chromatin bound proteins)
from mammalian cells has the advantage of revealing the changes
in the intracellular redistribution of the proteins of interest after
DNA damage. For instance, if PTM of a protein occurs only
when it is bound to DNA lesion, then cell fractionation can
reveal the enrichment of PTM-modified protein in chromatin-
bound fraction. In addition, the co-immunoprecipitation studies
of a protein in each fraction can reveal DNA-lesion specific
interacting partners of that protein, which could be different from
those in other sub-cellular fractions.

Despite the tremendous progress made in the study of
mammalian NER, there is need for more studies on multiple
fronts in NER. The studies on NER of chemotherapeutic
drug-induced DNA damage could reveal clinically exploitable
knowledge to improve therapeutic efficacy of these drugs. There
could be many other unanticipated proteins, like PARP1, playing
different auxiliary roles in controlling the functions of core NER
proteins. There are significant gaps in our knowledge of early
steps of mammalian TCR sub-pathway, such as roles of other
transcription initiation and elongation factors who happen to be
present in the vicinity of stalled RNA polymerase II. Lastly, we
have just begun to understand TCR of nucleolar DNA at stalled
RNA polymerase I, but more studies could reveal an attractive
target to control cancer cells which are highly dependent on
rDNA transcription to meet demands of fast-growing cells. To
stimulate more studies in NER, there is a need for widespread
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accessibility to techniques that will allow many more laboratories
to explore this repair pathway in different models. In this
context, some of the leading techniques in the field, such as
live cell microscopy imaging using fluorescent tagged proteins
(Vermeulen, 2011; Ticli and Prosperi, 2019) or UVC laser with
quartz optics to cause damage in defined sub-nuclear zones
(Dinant et al., 2007) have produced excellent data and will
continue to be useful in future. However, these techniques
need specialized reagents, engineered cell lines and expensive
instruments which may not be available in most laboratories.

Therefore, here we describe detailed protocols for three
relatively simple yet powerful techniques: local irradiation, in situ
extraction and subcellular fractionation. These techniques use
reagents and tools that are readily available in most laboratories
and will allow identification of potential role of both endogenous
or exogenous tagged proteins in mammalian NER in most
cellular models. These techniques could be readily modified to
study NER after treatment with other DNA damaging agents
beyond UVC or to specifically study TCR. In addition, the cellular
fractionation protocol provides an enriched nucleoplasmic or
chromatin-bound protein fraction that can be useful for many
downstream applications, such as immunoprecipitation and
proteomics to identify the components of repair complexes or
partners of the target proteins. Collectively these three simple
techniques can provide an initial assessment of the functions of
known and unknown proteins in the core or auxiliary events
associated with the efficiency of mammalian NER. The results
from these techniques could serve as a solid foundation and a
justification for more detailed studies in NER using specialized
reagents and more sophisticated tools, as required.

MATERIALS AND EQUIPMENT

Reagents for Cell Culture
• Human skin fibroblasts (GM00637-Coriell Institute) or

any other cell line of interest.
• Appropriate medium for the cell culture, e.g., Minimum

essential medium (αMEM) (Gibco, cat. no. 12561056,
store at 4◦C).
• Penicillin-streptomycin solution (10,000 U/mL penicillin

and 10,000 µg/mL streptomycin, Hyclone, cat no.
SV30010, store at−20◦C).
• Bovine growth serum (replacement for fetal bovine

serum, consists of bovine calf serum supplemented
with chemically defined components, Hyclone, cat. no.
SH30541.03, store at−20◦C).
• Solution of 0.25% Trypsin and 2.12 mM EDTA (Wisent

Inc., cat. no. 325-043-EL, store at 4◦C).
• 1X Phosphate-buffer saline (PBS), pH 7.4. Prepare 10X

buffer containing 1.37 M sodium chloride (NaCl) (Sigma-
Aldrich, cat. no. S7653), 27 mM potassium chloride
(KCl) (Sigma-Aldrich, cat. no. P9541), 100 mM disodium
hydrogen phosphate (Na2HPO4) (Sigma-Aldrich, cat. no.
S0876), and 20 mM potassium dihydrogen phosphate
(KH2PO4) (Sigma-Aldrich, cat. no. P5379) in distillated
water. Do not adjust the pH. Store at RT.

• Trypan Blue Stain (0.4%) (Gibco, cat. no. 15250-061).
• PJ34 hydrochloride, PARP1 inhibitor (Abcam, cat.no.

ab120981). Prepare a 30 mM stock solution (10 mg/mL) in
distillated water. Store the solution as aliquots at−20◦C.

Reagents for Local Irradiation Protocol
• 3% (w/v) Paraformaldehyde solution (PFA) (Sigma-

Aldrich, cat. no. P6148; store at 4◦C).

Note 1. The PAF solution is prepared fresh prior to use. To
prepare 100 mL solution, add 3 g of PFA powder in 80 mL
water. To dissolve the PFA, add 100 µl of 1N NaOH and heat
the solution in a 60◦C water bath. Vortex to mix. Cool the PAF
solution, add 10 mL of 10X PBS and 100 µl of 1N HCl solution
to adjust the pH at 7.4. Add water to make the final volume to
100 mL and filter it to avoid particles. Keep the solution at RT
until use.

Caution: PFA is toxic and corrosive. Avoid any direct
contact and wear appropriate personal protective
equipment.
• C (CSK) buffer. It contains 100 mM NaCl (Sigma-Aldrich,

cat. no. S7653), 300 mM sucrose (Sigma-Aldrich, cat. no.
84097), 10 mM PIPES pH 6.8 (Sigma-Aldrich, cat. no.
P1851), 3 mM MgCl2 (Sigma-Aldrich, cat. no. M2670),
and 1 mM EGTA [ethylene glycol-bis (β-aminoethyl
ether)-N,N,N’,N’-tetraacetic acid] (Sigma-Aldrich, cat. no.
E8145). Prepare the buffer in distilled water. The C buffer
can be stored at 4◦C for several months.
• 100% Methanol (Fisher Chemical, cat.no. A452-44).

Caution: Methanol is toxic if inhaled and in contact
with skin. Avoid any direct contact and wear appropriate
personal protective equipment.
• 100% Trichloroacetic Acid (TCA) (Sigma-Aldrich, cat.

no. 490-10). Store at 4◦C. Caution: TCA is corrosive.
Avoid any direct contact and wear appropriate personal
protective equipment.
• 100% Ethanol.
• Blocking buffer: PBS containing 5% (w/v) albumin

from bovine serum (Sigma-Aldrich, cat. no. A9647) and
0.1% Triton X-100.
• Blocking buffer for PAR detection: PBS containing 5%

(w/v) milk powder and 0.1% Tween 20 (Sigma-Aldrich,
cat. no. P2287-500 mL).
• 12 N HCl (Sigma-Aldrich, cat. no. 320331-500 mL).
• Wash buffer: 0.1% Tween 20 in PBS.
• DAPI (Sigma-Aldrich, cat. no. D9542) stock solution

(5 mg/mL) in distillated water. For long-term storage,
the solution can be aliquoted and stored at −20◦C.
The solution can be keep at 4◦C, protected from light,
for short term storage. Caution: DAPI is mutagen.
Avoid any direct contact and wear appropriate personal
protective equipment.
• 1X Phosphate-buffer saline (PBS), pH 7.4.
• Mounting solution (Prolong Gold antifade reagent,

Invitrogen, cat. no. P36934).
• Primary antibodies: mouse anti-CPD (clone TDM-2,

Cosmo Bio, cat. no. NMDND001 used at 1/1000 dilution),
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mouse anti thymine dimers (T-T) (clone KTM53, Kamiya
Biomedical Company, cat.no. MC-062, 1/2000), goat anti-
DDB2 (R&D, cat. no. AF3297, 1/500), and rabbit anti-PAR
(LP-96-10, Aparptosis, 1/250).
• Secondary antibody conjugated to fluorescent dye: Alexa

Fluor 488 and 594 goat anti-rabbit and anti-mouse IgG
(Molecular Probe, Invitrogen, cat no. A11029, A11034,
A11012, and A11005) and Alexa Fluor 488 donkey anti-
goat IgG (Molecular Probe, Invitrogen, cat no. A11055)
are used at 1/500 dilution.

Reagents for in situ Extraction Protocol
• 3% (w/v) Paraformaldehyde solution (PFA).
• C (CSK) buffer.
• C+T buffer (CSK buffer + 0.5% Triton): 100 mM

NaCl, 300 mM sucrose, 10 mM PIPES pH6.8, 3 mM
MgCl2, 1 mM EGTA, 0.5% Triton X-100 (Sigma-Aldrich,
cat. no. T8787). C+T buffer can be stored at 4◦C
for several months.
• C+T+S buffer (High salt CSK buffer): 420 mM NaCl,

300 mM sucrose, 10 mM PIPES pH 6.8, 3 mM MgCl2,
1 mM EGTA, 0.5% Triton X-100. C+T+S buffer can be
stored at 4◦C for several months.
• 100% Ethanol.
• Blocking buffer: PBS containing 5% (w/v) BSA and

0.1% Triton X-100.
• 12 N HCl (Sigma-Aldrich, cat. no. 320331-500 mL).
• Wash buffer: PBS-0.1% Tween 20.
• 5 mg/mL DAPI stock solution.
• 1X PBS, pH 7.4.
• Mounting solution.
• Primary antibodies: mouse anti-CPD (1/1000), mouse

anti thymine dimers (T-T) (1/2000), goat anti-DDB2
(1/500), rabbit anti-XPC (Gene Tex, cat. no. GTX70309,
1/1000 dilution), mouse anti-PARP1 (clone F123, Alexis,
cat. no. ALX804211, 1/500 dilution), rabbit anti-XPA
(Santa Cruz, cat. no. sc-853, used at 1/500 dilution).
• Secondary antibody conjugated to fluorescent dye: Alexa

Fluor 488 and 594 goat anti-rabbit and anti-mouse IgG
and Alexa Fluor 488 donkey anti-goat IgG (1/500).

Cell Fractionation Reagents
Note 2. Prepare the buffers in advance without protease or
phosphatase inhibitors and PMSF and store it at 4◦C and add the
inhibitors on the day of the experiment. Alternatively, prepare the
complete buffer and freeze it at−20◦C.

Note 3. Prepare in advance the protease and phosphatase
inhibitors and store in aliquots at −20◦C. Thaw them on the day
of experiment.

• 1X PBS, pH 7.4. Store at 4◦C.
• 100 mM phenylmethylsulfonyl fluoride (PMSF) (Sigma-

Aldrich, cat. no. P7626): 17.42 mg/mL in isopropanol.
• 100 mM β-glycerophosphate disodium (Sigma-

Aldrich, cat. no. G9422), Ser/Thr phosphatases
inhibitor: 21.604 mg/mL (solubility limit 50 mg/mL)
in distillated water.

• 1 M sodium fluoride (Sigma-Aldrich, cat. no. S6521),
Ser/Thr, and acidic phosphatases inhibitor: 41.99 mg/mL
in distillated water.
• 100 mM sodium orthovanadate (Sigma-Aldrich, cat.

no. S6508), Tyr and alkaline phosphatases inhibitor:
18.391 mg/mL in distillated water. Set pH to 9.0 with 1N
HCl and boil until colorless. Cool to room temperature.
Repeat this cycle until the solution remains at pH 9.0 after
boiling and cooling. Bring up to the initial volume with
distillated water.
• 10X protease inhibitors (Roche, cat. No. 1836170):

dissolve one tablet in 1 mL distillated water.
• Buffer A: 10 mM Hepes, pH 7.8 (Sigma-Aldrich, cat. no.

H4034), 10 mM KCl, 1.5 mM MgCl2, 0.34 M sucrose,
10% glycerol (Sigma-Aldrich, cat. no. G5516), 0.1 %
Triton X-100, 1 mM PMSF, 1X protease inhibitor, 10 mM
β-glycerophosphate, 10 mM sodium fluoride, 1 mM
sodium orthovanadate in distillated water.
• Buffer B: 50 mM Tris pH 7.8 (Sigma-Aldrich,

cat. no. T6066), 420 mM NaCl, 1 mM EDTA
(Ethylenediaminetetraacetic acid, disodium salt)
(Thermo Fisher Scientific, cat. no. BP120-500), 0.5
% IGEPAL (Sigma-Aldrich, cat. no. I3021), 0.34 M
sucrose, 10 % glycerol, 1 mM PMSF, 1X protease
inhibitor, 10 mM β-glycerophosphate, 10 mM sodium
fluoride, 1 mM sodium orthovanadate in distilled water.
• Chromatin extraction buffer: 20 mM Tris-HCl pH 7.5,

100 mM KCl, 2 mM MgCl2, 1 mM CaCl2 (Sigma-
Aldrich, cat. no. C3306), 0.3 M sucrose, 0.1% Triton
X-100, 1X protease inhibitor, 1 mM PMSF, 10 mM
β-glycerophosphate, 10 mM sodium fluoride, 1 mM
sodium orthovanadate in distilled water.
• Micrococcal nuclease solution > 100U/µl (Thermo Fisher

Scientific, cat. no. 88216).
• Benzonase solution 379U/µl (Sigma-Aldrich,

cat. no. E8263-5Ku).
• 10 mM MG132 (Abcam, cat. no. ab141003) stock solution.

Dissolve at 4.76 mg/mL in DMSO. Solution can be
aliquoted and store at−20◦C.
• 10% TCA solution.
• Solubilisation solution: 0.25N NaOH (Sigma-Aldrich, cat.

no. 415413-1L), 0.025% Triton in water.
• 22% Bradford assay dye solution (Biorad, cat. no.

5000006) in distilled water. Store at 4◦C.
• Protein (BSA) standard solution (2 mg/mL) (Thermo

Fisher Scientific, cat. no. PI23209).
• Antibodies: goat anti-DDB2 (1/1000), rabbit anti-XPC

(1/1000), rabbit anti-XPA (used for IP at 1/100 dilution),
mouse anti-PARP1 (clone F123, 1/5000), rabbit anti-
PARP1 (1/5000), rabbit anti-beclin (Cell Signaling, cat. no.
3495, used at 1/1000), and rabbit anti-histone H3 (Abcam,
cat. no. ab1791, used at 1/2000).

Equipment
• Sterile 35- and 100-mm culture dishes (or other size)

(Corning, cat. no. 353001).
• Cell culture incubator (set at 5% CO2 and 37◦C).
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• Hemocytometer (Thermo Fisher Scientific,
cat. no. 0267110).
• Microscope cover glass (Thermo Fisher Scientific,

cat. no. 12545102).
• Isopore membrane filters (3-8 µm pores, Millipore,

cat.no. TMTP02500).
• Forceps.
• Ultraviolet hand lamp EF-140 with UVC lamp (BLE-

2537S) (Thermo Fisher Scientific, cat. no. 119921200).
• UVX digital radiometer (UVP, cat. no. 534-243534-89).
• Parafilm (Sigma-Aldrich, cat. no. P76680).
• Inverted microscope (Axiovert 200, Zeiss) with

Axiocam MRm camera.
• Microscope slides (Thermo Fisher Scientific, cat. no. 12-

550-123).
• 1.5- and 15-mL tubes.
• Pipettes, tips, and scrapers.
• Refrigerated centrifuges.
• Sonic Dismembrator Model 500 (Thermo Fisher

Scientific).

STEPWISE PROCEDURES

Overview
Protocols described here have been widely used in NER
field for the last 20 years (Ticli and Prosperi, 2019). They
have been adapted in our laboratory for analyses of PARP1
accumulation and its activation to form PAR at the DNA
lesion site and its influence on the movement of NER
proteins after induction of DNA damage. A scheme for
each of these protocols is shown in Figures 1, 2. Cells
are processed in monolayer after local irradiation with UVC
(Figure 1) to visualize the movement of target proteins using
immunofluorescent labeling. To improve the detection signal
of the repair proteins at the lesion site, the unbound or
“free” cytoplasmic and nucleoplasmic proteins are extracted by
submerging the coverslips in buffers with increasing detergent
and salt concentrations. Globally irradiated cells are either
scrapped off the dishes or trypsinized to form single cell
suspension (Figure 2A) and centrifuged followed by sequential
extraction of the cell pellet in different buffers. The liberated
cellular fractions are collected by centrifugation at each of
the steps (Figure 2A). After removal of the nucleoplasm,
the chromatin pellet is digested with high concentration of
nucleases (MNase or benzonase) to liberate chromatin-bound
protein fraction. The movement of repair proteins is analyzed
by migrating these fractions on SDS-PAGE gel followed by
immunoblotting of various proteins (Figure 2B).

A. Stepwise Procedure for Basic Local
Irradiation Protocol
A.1 Cell culture [approximately∼ 24 h before irradiation]
A.1.1 Sterilize the glass coverslips. With sterile forceps, dip the
glass coverslips in 100% ethanol. Air dry by place them in an
angle into a 15 cm plate. Once they are dry, they are placed in
35 mm sterile dishes.

Note 4. Prepare one coverslip for each experimental time point
and controls. To determine the number of samples, one needs
to understand that the normal NER kinetics at damage site (15 s
to 3 h) is affected by gene manipulation. For example, the XPC
half-life at damage site is 1 h, however, in XPA deficient cells, the
level of XPC was stable from 30 min to the end of protocol (3.3 h)
(Luijsterburg et al., 2010). Hence, it is very important to run a pilot
experiment in which early and late time points are included.

Note 5. The buffers volumes are for one 35 mm dish.

Note 6. Certain controls need to be run with each experiment,
so plan to include these conditions when planning to seed the
cells: IgG in place of primary antibody to check the specificity of
the primary antibody, secondary antibody alone without primary
antibody to verify lack of non-specific binding and no antibodies
to verify autofluorescence.

A.1.2 In order to prepare cells on coverslips, calculate the
number of coverslips needed for the experiment and the total
number of cells required. Scale up the cells to have 30-40% more
cells than that required on the day of seeding the coverslips.
Trypsinize the cells and take a cell count to ensure that there are
enough cells to carry out the experiment and that the number of
cells seeded are same in each experiment. In our experiments, we
add 300,000 cells per dish in 1.5 ml medium. If we need to seed 10
dishes, we make a master mix for about 13 dishes, by suspending
300,000 × 13 (3.9 × 106) cells in total of 1.5 × 13 ml (19.5 ml)
medium and we add 1.5 ml of this slowly on the glass coverslips.
Before each pipetting, mix the medium well. Cells should be at 70-
80% confluency at the time of treatment, however this can vary
depending on the experimental setting.

A.1.3 Grow the cells on the coverslip for 24 h in appropriate
condition (5% CO2, 37◦C).

A.2 UVC irradiation [timing∼ 2 min per plate]
A.2.1 Pre-warm the UVC lamp for at least 10 min to avoid dose
variability between the samples.

A.2.2 Measure the lamp flux using the UV meter across the
surface of the irradiation. Determine the surface area required to
irradiate based on the size of the dish used for the experiment.
Measure the doses in five spatial points (the four corners and
the middle of the irradiation surface) of this region and calculate
the average to determinate the time needed to obtain certain
dose of UVC, knowing that Dose = Intensity of the lamp
(mw/cm2) × Time of exposure (sec). Place the dish within this
region to accurately irradiate the cells.

A.2.3 Aspirate the media or remove it and store it for reuse.
Wash the cells one time with 2 mL of 1X PBS. Aspirate the PBS
and add 500 µl 1X PBS. For global irradiation, go to step A.2.4.
For local irradiation, gently place the polycarbonate filter having
5 µm pores over the cell monolayer. Slowly aspirate the PBS from
the dish. This will leave just enough PBS to form a thin layer
between the cells and the filter.

Note 7. Do not move the filter once placed because of the risk to
detach the cell-layer.

Note 8. The UVC rays do not pass through plastic, hence the lid
of the dish is removed, but only once the dish is placed inside the
UV chamber, to avoid cell contamination. To irradiate the cells,
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FIGURE 1 | (A) Scheme for Global or Local UVC-irradiation. The cells are exposed to UVC either unfiltered for global irradiation (left panel) or through an isopore
polycarbonate filter with 3, 5, or 8 µm holes (right panel). DNA damage induced by either protocol of irradiation was detected by indirect immunofluorescence using
an antibody specific for UV-induced photolesions. DAPI staining is carried out to define the nuclei. (B) Flow chart for the two versions of the local irradiation protocol.
In the basic version (left), locally irradiated samples are fixed and processed for immunofluorescent detection, whereas in the in situ extraction protocol (right), the
locally irradiated samples are processed for removal of non-DNA bound proteins prior to and after fixation step followed by immunofluorescent detection DNA-bound
proteins. The steps and the buffer compositions are described in the main text.
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FIGURE 2 | (A) Flow-chart for subcellular fractionation. The harvested cells were suspended in appropriate buffer to prepare the whole cell or WC-extract, which
was sequentially processed to isolate cytoplasmic or C-fraction (C) and nuclear fraction. The nuclear fraction was further processed to separate nucleoplasm or
Np-fraction and chromatin-bound protein or Ch-fraction. The protocol and the buffer compositions are detailed in the main text. (B) Validation of subcellular
fractionation. The proteins in whole cell (WC), cytoplasm (C), nucleoplasm (Np), and chromatin bound (Ch) protein fractions were resolved by SDS-PAGE, transferred
to nitrocellulose membrane and probed for specific markers for each of the cellular compartments, such as PARP1 for entire nucleus (nucleoplasm and chromatin),
histone H3 for chromatin alone, and beclin for cytoplasm. Ponceau S staining was used as loading control.

remove the lid of the dish and start the timer simultaneously. After
the calculated time, place the lid back to stop irradiation.

A.2.4 Irradiate the cells with a dose of 100 J/m2 UVC for local
irradiation or 10 J/m2 (or specified dose) for global irradiation.
Doses are applied by increasing the time of exposure.

A.2.5 Add media back to the dish and incubate for an
appropriate time depending on the experiment setup.

A.3 Cell fixation and permeabilization [timing∼ 1 h]

Note 9. Do not allow the cells to dry out during any steps, since
drying will increase the background fluorescence. When a buffer
is aspirated, the new buffer should be added quickly.

Note 10. To stain the polymers of ADP-ribose, follow the
steps A.3.6 to A.3.9.

A.3.1 Aspirate the media and wash 2 times with
1.5 mL of buffer C.

A.3.2 Fix the cells in 1.5 mL of 3% paraformaldehyde
for 10 min at RT.

A.3.3 Wash 3 times with 2 mL 1X PBS.
A.3.4 Permeabilize in 1.5 mL of cold 100% methanol for

30 min at−20◦C.
A.3.5 Wash 2 times with 2 mL 1X PBS.

A.3.6 Aspirate the media and wash with 1.5 mL of cold PBS.
A.3.7 Fix the cells in 1.5 mL of 10% TCA in PBS

for 15 min on ice.
A.3.8 Aspirate the TCA and add 1.5 mL of cold 70% ethanol;

incubate for 3 min at RT.
A.3.9 Repeat the step A.3.8 using sequentially 90 and

100% cold ethanol.

A.4 Indirect immunofluorescence [timing∼ 4 h]
A.4.1 Incubate the coverslips in 1.5 mL blocking buffer for 30 min
at RT or overnight at 4◦C. These steps will prevent non-specific
antibody binding. Safe stop! The coverslips can be stored at
4◦C for 3-4 days in the blocking solution. In this case, seal the
plate with parafilm strip around the lids to avoid evaporation
and sample drying.

A.4.2 Optional! Immunofluorescent labeling of CPD or 6-4PP
in UV-damaged DNA requires denaturing of cellular DNA. To
do this, after blocking, wash the coverslips 5 times with PBS and
incubate them for 5 min at RT in 1.5 mL of 2 N HCl.

Note 11. During this incubation time, prepare a humidified
chamber by placing a moist paper towels at the bottom of a box or
dish. Cover the paper with parafilm, so that the coverslips are not
in direct contact with the paper towels. Since the coverslips will be
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placed on it, information necessary to identify the coverslip can be
written on the parafilm using a fine permanent marker (do this at
regular spacing, taking into account the size of the coverslip, such
that the coverslip can be placed without touching each other).

A.4.3 Wash 5 times with 2 mL 1X PBS.

Note 12. Do not aspirate the last PBS wash. Removing coverslip
from a bufferless dish results in their breaking due to surface
tension. After removing the coverslips, do not discard the dishes.
The coverslips are placed in their respective dishes for washings
between the antibody incubations.

A.4.4 Dilute the first antibodies in blocking buffer (40 µl of
diluted antibody per 25 mm coverslip). Place 40 µl drops of
the diluted antibody near each identified spot on the prepared
parafilm. Remove the coverslip from the dish using pointed
forceps and blot the excess buffer by touching the edges of the
coverslips on a paper towel. Gently invert the coverslip over the
antibody, placing it “cell side facing down” over the drop. Cover
the box with a lid or an aluminum foil to keep the moisture in.
Incubate for 1 h at RT or overnight at 4◦C.

A.4.5 Using the same forceps, gently remove the coverslip
from the humid chamber and place it “cell side facing up” in its
original dish containing 2 mL of wash buffer.

Note 13. Be very careful to not mix up the side on which the
cells are grown.

A.4.6 Wash with 2 mL of wash buffer 3× 5 min each.

Note 14. Subsequent steps must be done in the dark to
minimize the photobleaching of the fluorophore. Cover the
dishes containing the coverslips and the humidified chamber
with aluminum foil.

A.4.7 Dilute the secondary antibody at 1/500 dilution in
blocking buffer. Proceed as describe in Note 11, 12 and step A.4.4.
Incubate the coverslips in a humidified chamber for 30 min at RT.

A.4.8 Transfer the coverslips back to the dishes and wash with
2 mL of wash buffer 3× 5 min each.

A.4.9 Prepare 1.5 mL of DAPI solution (0.25 µg/mL) in
1X PBS per 35 mm dish. Add over the coverslip in the plates
and incubate for 5-10 min at RT. DAPI helps in microscopic
identification of the nuclei by staining the DNA.

A.4.10 Wash 2 times with 2 mL 1X PBS to
remove excess DAPI.

A.4.11 Wash 2 times with 2 mL distillated water
to remove salts.

A.4.12 Add 2 mL of distillated water in the dish and remove
the coverslips with forceps. Remove the excess water by dabbing
the edges of the coverslips over a paper towel. Let the coverslips
air dry into a box on a paper towel.

A.4.13 Mount the coverslips on a microscopic slide by
inverting them on a drop of mounting media. The 20 µl drop
of mounting media is placed on a slide using a 200 µl tip with a
cut end. Take care to not introduce air bubbles while placing the
drop and while placing the coverslip over it. Allow the antifade
to slowly spread and cover the entire coverslip with minimal
leakage outside the border of the coverslip. Seal the coverslips

edges with clear nail polish to prevent drying and movement of
the coverslips during image acquisition.

Safe stop! The slides can be viewed immediately or stored at
−20◦C, in dark, for months.

A.5 Image acquisition and analysis [timing∼ 2 days]

Note 15. An important issue in interpreting the results of the
recruitment of protein in the damaged region of the nucleus is
the quantification of the signal. In the local irradiation technique,
since most of the NER proteins would be present in the nucleus
even before irradiation, the extent of enrichment of the protein at
the site of DNA lesion after irradiation is derived as fold increase
in signal intensity at the lesion site that is identified by CPD signal
over the signal for the same protein in equivalent area of interest
in the portion of the nucleus that is not irradiated. To analyze
hundreds of images of this type and obtain a very robust statistical
data in shorter time, it is advisable to develop macros either for
the microscopy software or freely available Image J program.

A.5.1 Take the images of a least 100 nuclei at 40x or 63x
magnification. We use an inverted fluorescence microscope
Axiovert 200 (Carl Zeiss) equipped with AxioCam MRm.

Safe stop! Data processing can be conducted as per
convenience of the user.

A.5.2 Delineate manually all the CPD positive spots using
AxioVision 4.7 or others type of image analysis software.

A.5.3 To quantify the level of protein at lesion site, measure its
fluorescence at the CPD spots.

A.5.4 Delineate and measure the intensity of a similar area
in the unirradiated zone of nucleus to obtain a background
corrected signal for the protein of interest.

A.5.5 Subject the data for the intensity of at least 100 spots
from three independent experiments to statistical analysis to
determinate the significance of difference.

B. Stepwise Procedure for in situ Extraction Protocol

Note 16. Cells are seeded and irradiated as described in local
irradiation protocol; follow the steps A.1 and A.2.

B.1 Cell fixation and permeabilization [timing∼ 1 h]

Note 17. Do not allow the cells to dry out during any steps, since
drying will increase the background fluorescence. When a buffer
is aspirated, the new buffer should be added quickly.

B.1.1 Aspirate the media and wash 2 times with
1.5 mL of buffer C.

B.1.2 Permeabilize in 1.5 mL of buffer C+T for 8 min
at RT. This step will remove soluble cytoplasmic and
nucleoplasmic proteins.

B.1.3 Wash 2 times with 2 mL 1X PBS.
B.1.4 Fix the cells in 1.5 mL of 3% paraformaldehyde

for 10 min at RT.
B.1.5 Wash 3 times with 2 mL 1X PBS.
B.1.6 Extract with C+T+S buffer for 20 min on ice to remove

the protein bound to chromatin under unchallenged condition.
This step is optional and recommended to extract the abundant
proteins bound to undamaged chromatin.

B.1.7 Wash 3 times with 2 mL 1X PBS.
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B.2 Indirect immunofluorescence [timing∼ 4 h]

Note 18. Follow the step A.4 described in local
irradiation protocol.

B.3 Image acquisition and analysis [timing∼ 2 days]

Note 19. Follow the step A.5 described in local
irradiation protocol.

C. Stepwise Procedure for Subcellular
Fractionation Protocol

Note 20. Before starting the procedure, prepare all your solutions
and keep them refrigerated. Switch on the refrigerated centrifuges.
Perform all steps on ice to avoid proteins degradation. When
scraping the cells from the plates, place them on ice (make a thin
layer of ice in trays and place aluminum foil on it. Place the plates
on these ice trays). Identify and prepare all the tubes for the cell
collection and place them on ice.

Note 21. Although the volumes are small, use 15 mL tubes and a
centrifuge with a swing out rotor to obtain good pellets.

Note 22. Seed at least 10 cm dish per condition. Cell should be at
80% confluency the day of irradiation. The buffer volumes are for
one 10 cm petri dish.

Note 23. Irradiate the cells globally with 10 J/m2 UVC by
following the steps described in A.2, except step A.2.3 (without
polycarbonate filter).

Note 24. If using proteasome inhibitors to study protein
degradation due to ubiquitination, the proteasome inhibitor
MG132 is added at 5-10 µM to the cells, 1 h before treatment.

C.1 Extraction of soluble protein fractions [timing∼ 3 h]
C.1.1 Aspirate media and wash the plate once with 3 mL cold 1X
PBS. Scrape the cells in 1 mL cold PBS and transfer them to a
15 mL tube placed on ice. Add another 1 mL cold PBS to the dish,
scrape and pool with the previously scraped cells.

C.1.2 Centrifuge at 600g for 10 min at 4◦C.
C.1.3 Aspirate the PBS and keep the tube on ice.
C.1.4 Add 190 µl of cold buffer A to the cell pellet. Mix with

P200 pipette several times and leave the tube on ice for 7 min.
Remove an aliquot as whole cell extract (WC) (about 30 µl to
which add 30 µl of 2X loading buffer).

C.1.5 Centrifuge the extract at 1000g for 5 min at 4◦C.
C.1.6 Transfer the supernatant using a P200 to labeled

Eppendorf tube. This is the cytoplasmic extract. Take an aliquot
for Western (30 µl).

C.1.7 Wash the pellet once with 190 µl of buffer
A; mix using P200.

C.1.8 Centrifuge the extract at 1000g for 5 min at 4◦C.
C.1.9 Discard the washing (remove with P200, taking care not

to touch the pellet).
C.1.10 Add 190 µl of buffer B to each tube, mix with P200

pipette and transfer the cells to Eppendorf tubes. The extracts
should be viscous due to nuclear breakage and release of DNA.

C.1.11 Incubate the tube on ice for 30 min and centrifuge at
maximum speed (16,000g) at 4◦C for 30 min.

C.1.12 Transfer the supernatant into a new tube; this is the
nucleoplasmic extract. Take a fraction for western (30 µl). Keep
the pellet to extract chromatin.

Safe stop! You can either extract the chromatin on the same
day or freeze the pellet and extract it later. Freeze all others
fractions at -20◦C.

C.2 Extraction of chromatin bound protein fraction
[timing∼ 2 h]

Note 25. The chromatin bound proteins are removed by digestion
with nucleases in chromatin buffer. It is important to optimize
the removal of proteins bound to chromatin in the cell extracts.
This can be done by resolving the DNA released after nuclease
digestion on agarose gel.

Note 26. To prepare the chromatin-bound protein fraction, we
use 100 U/mL MNase or 25 U/mL benzonase. Higher amount
of MNase (4000 U/mL) or benzonase (50 U/mL) can be used to
digest the DNA down to mononucleosomal level.

C.2.1 Suspend the chromatin pellet in 50 µl of
chromatin buffer.

C.2.2 The tight chromatin pellet is opened by mild sonication
at lowest setting (setting 11 in Sonic Dismembrator Model 500
from Thermo Fisher Scientific) for 10 s. For higher volumes,
time might be more, up to 15-20 s. If the clumps of chromatin
persist, put the tube on ice after the first sonication, and then
sonicate again, for 10 s. Usually one sonication is enough to take
care of the clumps.

C.2.3 Add 100 U/mL MNase to each tube (0.25 µl of 20 U/µl
stock). Mix by vortexing. Incubate the tubes at RT for 40 min.
Vortex intermittently.

C.2.4 Stop the reaction with 5 mM EDTA (1 µl of 500 mM
stock solution) and 5 mM EGTA (5 µl of 100 mM). Spin at
maximum speed for 10 min and collect the supernatant into a
new tube. This is the chromatin extract.

Safe stop! You can either freeze the fraction at −30◦C or
proceed to the Western blot analysis.

C.3 Western blots analysis of cellular fractions
[timing∼ 2 days]

Note 27. Always validate the protocol by verifying the purity
of different subcellular compartments before analyzing the
movement of repair proteins, since many of them are present in
more than one cellular compartment at the time.

Note 28. Cell fractions are run on Western blots either based on
their cell numbers or protein content. Protein estimation is done
by using Bradford assay in a 96 well plate.

C.3.1 Whole cell extract in C.1.4: Sonicate the whole cell
extract fraction at setting 45 for 20 seconds to reduce viscosity.
This can be either frozen for later use or used to estimate proteins
followed by Western blot analysis right away.

C.3.2 For protein estimation in WC, precipitate the proteins
by adding 1-2 µl of the above prepared extract to 100 µl of cold
10% TCA on ice for at least 30 min. Centrifuge at 16000 g for
5 min. Wash the obtained protein pellet with ethanol to remove
traces of TCA and dissolve it in 50 µl solution of 0.25N NaOH-
0.025% Triton X-100.
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C.3.3 To estimate the proteins in nucleoplasmic and
chromatin extract obtained in C.1.12 and C.2.4 dilute the
fractions 1: 20 and 1:10 in NaOH-Triton X-100 buffer,
respectively. This will prevent the interference of salt and
detergents on protein estimation and also bring the concentration
of the sample in the linear range of standard curve for protein
estimation (5-150 µg/mL).

C.3.4 Quantify the protein concentration using a Bradford
assay or similar assay.

C.3.5 Separate 5-10 µg proteins of each cellular compartment
on 10 and 12% SDS-PAGE, transfer it in wet condition (100V
for 90 min or 35V for 16 h) in Tris-glycine transfer buffer
without SDS to a nitrocellulose membrane (GE Healthcare
Life Science) and probe with primary antibody against known
cytoplasmic (beclin 1/1000), nuclear (polyclonal PARP1 1/1000),
and chromatin bound protein (H3 1/2000) markers (Figure 2B).
We observe the localisation of beclin in cytoplasm, that of
histone H3 on the chromatin, whereas PARP1 is present in both,
nucleoplasm and chromatin-bound fraction.

RESULTS AND DISCUSSION

The three simple methods described above do not require
specialized reagents and equipment and can be readily performed
in most laboratories. These methods will permit analyses of
the fate and functions of various endogenous or exogenous
proteins during NER. These functions range from recruitment
and persistence or departure from the lesion, their interactions
with other partners and role of PTMs in these processes. If
one uses exogenous tagged NER proteins, note that PTM may
be affected by the presence of tag, as observed for DDB2
and XPC (Puumalainen et al., 2014; Matsumoto et al., 2015),
which will require validation with untagged or endogenous
proteins. The fluorescent signal from tags, such as GFP may be
quenched by some solvents or chemicals used in these protocols,
therefore, an antibody-based detection of the tag or the protein
may be required. Here, we provide examples of how these
protocols could specifically reveal the NER-related functions of
four key proteins DDB2, PARP1, XPC and XPA in GM human
skin fibroblasts.

Local UVC Irradiation With
Immunofluorescence Detection as a
Primary Screen to Identify Proteins
Recruited to DNA Lesion During NER
The local irradiation of cells at 100 J/m2 UVC through an
isopore polycarbonate filter with irregularly distributed 5 µm
holes (Figure 1) results in DNA damage in defined subnuclear
regions (Katsumi et al., 2001; Moné et al., 2001). Note that local
irradiation requires higher dose than global irradiation to achieve
comparable levels of DNA damage because most of the incident
UVC-irradiation reaching the cells from different angles of the
source lamp is blocked by UVC-opaque filter except the radiation
coming directly from above the pores. The cells can be harvested
at various time points after irradiation to follow the time course

of recruitment of proteins at damage site. After harvesting, cells
are fixed with formaldehyde to preserve cellular morphology,
immobilize cellular components in their original locations and
prevent their degradation. Since antibody molecules are too large
to enter the cells, the fixed cells are permeabilized by treatment
with non-ionic detergents such as Triton X-100 (T) followed by
direct or indirect immunocytochemistry protocols to detect the
proteins of interest in the locally irradiated zone versus their
native distribution in the nucleus and/or in the cytoplasm. Using
this pioneering technique, Volker et al. (2001) clearly showed
the sequential accumulation of key endogenous NER proteins
XPC, XPB, and XPA to the local UV-irradiated sub-nuclear zones.
Here, as an example, we show the enrichment of the signal
for endogenous DDB2 (green signal), a protein arriving rapidly
at the subnuclear UV-lesion site containing CPD (red signal),
within 10 min after local UVC irradiation (Figure 3A). DDB2
has been shown to facilitate recruitment and stabilization of
XPC at the lesions site (Puumalainen et al., 2016). The basic
local UVC irradiation readily serves as a low cost and relatively
simple technique for primary screening of recruitment of various
proteins to the DNA lesion site. Once the recruitment of any
protein to lesion site is confirmed, one could perform more
detailed studies to understand its significance in NER.

However, one of the limitations of local irradiation technique
is that it does not work for proteins that are abundant in
the nucleus, such as PARP1. In an unchallenged condition,
PARP1 is free in the nucleoplasm and also bound to the
chromatin for its housekeeping functions (Kim et al., 2005),
hence it exhibits a homogenous distribution throughout the
nucleus. Since a very small fraction of PARP1 localizes at DNA
damage after local UVC-irradiation, it is challenging to discern
this minor enrichment of the signal of PARP1 at the DDB2
spots (which serve as proxy for DNA lesion site) from the
overwhelming background signal from rest of the nuclear PARP1
(Figure 3B). To circumvent this problem, we exploited the fact
that after binding to any type of DNA damage, PARP1 is strongly
catalytically activated to form PAR (Pascal and Ellenberger, 2015).
Hence, we used PAR detection as a proxy for recruitment and
binding of PARP1 at the site of DNA lesion (Vodenicharov et al.,
2005). Using local UVC irradiation, we showed that signal for
PAR colocalizes with CPD within seconds at the site of UV-
lesion (Figure 3C). It is important to note that strong reagents
used for fixation or permeabilization of cells, such as use of
methanol with formaldehyde (for DDB2 and PARP1) and TCA
(for PAR), can affect the integrity of nuclear structure thereby
releasing the nuclear content in the cytoplasm (Hoetelmans et al.,
2001), which is visible in local irradiation protocol (Figure 3C).
Nonetheless the fractions of DDB2 or PAR linked to DNA remain
clearly visible in this protocol. The rapid formation of PAR
within seconds after UVC irradiation (Vodenicharov et al., 2005)
when CPD are just formed and DNA strand breaks by NER
have not yet been created, challenged the prevalent opinion that
PARP1 could not play any role in NER, which was based on
two assumptions, namely PARP1 activation requires DNA strand
breaks and PARP1 is not a member of the repairosome complex.
Subsequent studies from many teams, including ours, showed
that rapid arrival of PARP1 and PAR formation at the CPD lesion
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FIGURE 3 | Detection of early NER proteins at the site of damage. GMU6 human skin fibroblasts were locally irradiated with 100 J/m2 through 5 µm pores filter, fixed
after 10 min and processed for immunofluorescence labeling for CPD and DDB2 (panel A) or DDB2 and PARP1 (panel B). (C) PAR formation at local damage site.
GMU6 were fixed with TCA-ethanol at 15 sec after local irradiation and probed for PAR and CPD using the specific antibodies. DAPI staining was carried out to define
the nuclei. Note that the cytoplasmic leakage of signal for proteins or PAR (panels B,C) is caused by use of the harsh chemicals, such as TCA for PAR-precipitation
or methanol for membrane permeabilization. Nonetheless, the signal for these targets immobilized at lesion site remains clearly visible in the nucleus.

site play key roles with DDB2 to initiate GGR and to recruit
XPC to the lesion site (Luijsterburg et al., 2012; Pines et al., 2012;
Robu et al., 2013, 2017). The time course of local irradiation also
showed that PARP1 activation at the lesion site is a transient
process because the signal for PAR disappears within one hour
after irradiation (Vodenicharov et al., 2005). Thus, local UVC
irradiation is a simple technique that can be used in any cellular
model for primary screening of the direct or indirect role of any
protein or a process in NER of UVC-induced DNA damage.

Local Irradiation With in situ Cell
Fractionation as a Sensitive and
Quantitative Method to Assess
Enrichment of Proteins to DNA Lesion
During NER
The basic local UVC irradiation technique does not work for
direct detection and quantification of the recruitment of the
abundant nuclear proteins at the damage site, because the strong
signal from rest of the protein would mask the minor extent of
protein enrichment at the lesion site. In case of PARP1, we used

proxy signal of PAR formation at the lesion site to circumvent
this problem, but this proxy option is not feasible for most of
the NER proteins. Moreover, PAR can be made by other PARPs
too, and therefore, it would be ideal to directly demonstrate the
recruitment of PARP1 to the lesion site. Hence, here we describe
a method that offers a more general solution by combining
local irradiation with the selective depletion of the unbound
or “free” proteins from the nuclei (noise) to reveal the signal
for lesion-recruited proteins (Figure 4), This method allowed
us to detect and quantify the extent of enrichment of PARP1
at the lesion site (Purohit et al., 2016). Since Triton removes
free proteins not bound to DNA, the CSK buffer containing
100 mM NaCl (buffer C) with Triton X-100 (C+T) has been used
prior to fixation with formaldehyde in the immunofluorescence
detection of repair proteins recruited to damaged DNA (Balajee
and Geard, 2001; Mirzoeva and Petrini, 2001). Almost all the
DDB2 signal outside the local irradiation zone was depleted
in C+T sample, demonstrating a clear improvement of signal
to noise ratio for DDB2 in C+T buffer over C buffer after
local irradiation (Figure 4A, DDB2 panel). However, C+T
did not significantly deplete PARP1 protein outside the local
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irradiation zone. It was earlier shown that 1.6 M NaCl could
deplete all the PARP1 from cells (Kaufmann et al., 1991).
Therefore, we titrated the salt concentration to determine that
0.42 M salt added to C+T buffer to create (C+T+S (salt))
buffer can extract most of the unbound PARP1 as well as
DDB2 from unirradiated cells or from the unirradiated zones
of the nuclei. With C+T+S protocol, we could clearly visualize
recruitment of PARP1 to the local irradiation zone and also
improve the signal to noise ratio for DDB2 (Figure 4A, DDB2
and PARP1 panels).

The improved protocol not only permitted quantification
of PARP1 enrichment at the UVC-lesion of irradiated cells
but also identified its localization to DNA for housekeeping
functions in the unirradiated control cells (Purohit et al., 2016).
We also used this improved technique to obtain kinetics of
recruitment and departure of XPC protein over 3 h after local
UVC irradiation (Robu et al., 2017). This was achieved by
quantification of the extent of enrichment of XPC at the lesion
site over the background signal for XPC in non-irradiated zone
of the nucleus (Figure 4B). Here, we noted a strong accumulation
of XPC at CPD lesions at 10 min after irradiation followed by
a steady decline by 180 min (Figure 4B and chart), confirming
the previously published data (Wang et al., 2003; Puumalainen
et al., 2014). Together, the basic local irradiation combined with
in situ extraction by C+T or C+T+S buffers can readily permit
immunofluorescent visualization and quantification of the signal
of a much larger group of NER proteins at the site of local
UVC-damaged DNA.

Sub-cellular Fractionation After Global
UV Irradiation to Study Diverse
Functional Aspects of NER Proteins
The basic and improved local UVC irradiation techniques
allow visualization of recruitment of NER proteins to the
lesion site. Here, we describe an alternative approach of the
global UVC-irradiation followed by sub-cellular fractionation
and immunoblotting to examine biochemical and mechanistic
studies related to recruitment, tracking intracellular movement
of NER proteins and their interaction with other partners
in different cellular compartments. This technique is suitable
for study of NER of DNA damage caused by global UVC
irradiation, as described here, but also by chemical agents or
drugs in cellular models. In this protocol, it is important to
incorporate multiple validation steps during the experiments to
minimize the variability in data and to generate the quantitative
data from Western blot analysis. These validation steps include
quantification of protein extracts, validation of antibody and
internal controls, detection of the combined linear range for the
target protein for the detection methods and internal loading
control (Taylor and Posch, 2014). We have already used this
technique to identify the role of PARP1 in the lesion recognition
step of NER pathways (Vodenicharov et al., 2005; Robu et al.,
2013, 2017; Purohit et al., 2016). Here, we describe various uses of
sub-cellular fractionation technique to study different functional
aspects of NER proteins.

FIGURE 4 | In situ extraction for enhancement of signal for NER proteins
DDB2, PARP1 and XPC at DNA damage site after local UVC irradiation.
(A) GMU6 cells were irradiated locally with 100 J/m2 UVC and after 10 min
subjected to the three protocols (C, C+T, and C+T+S). The immunofluorescent
visualization of DDB2 and PARP1 in DAPI stained nuclei improved significantly
after each step of in situ extraction protocol. (B) The kinetics of XPC
accumulation at CPD site after local irradiation was measured at the indicated
time after C+T extraction protocol. Data from a least 100 T-T spots from 3
independent experiments were pooled and expressed as percent of the XPC
signal at 10 min (100%). DAPI staining was carried out to define the nuclei.
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FIGURE 5 | Sub-cellular and sub-nuclear fractionation of globally UVC-irradiated cells to identify movement and localization of NER proteins to UV-damaged
chromatin. The GMU6 cells globally irradiated with 10 J/m2 were fractionated and subjected to Western blot analysis. Ponceau S staining was used as control for
loading. (A) The sub-cellular fractions were probed for DDB2 to demonstrate its significant time-dependent depletion in the nucleoplasm and concomitant
accumulation in the chromatin-bound protein fraction signifying its movement from inside the nucleus to damaged site on the chromatin in response to global
UV-irradiation of the cells. (B) Kinetics of arrival and departure of DDB2 and treatment-dependent post-translational modification of XPC in the chromatin-bound
protein fraction extracted at different time points after global UVC irradiation. Ponceau S staining was used as loading control.

Kinetics of Recruitment and Departure of Repair
Proteins During NER
To assess the timing of initial recruitment and accumulation
of early NER proteins at the UV damage, cells were harvested
before or 10 and 30 min after global irradiation with 10J/m2 UVC
to obtain whole cell (WC), nucleoplasm (Np), and chromatin-
bound (Ch) protein fractions. Each of these subcellular fractions
were separated on SDS-PAGE and immunoblotted for DDB2
(Figure 5A). As shown in earlier studies (Matsumoto et al.,
2015), a significant amount of the cellular DDB2 (WC fraction)
was present in the nucleoplasm (Np) but not in the chromatin-
bound fraction (Ch) prior to irradiation. However, 10 min
after irradiation, there was a massive accumulation of DDB2 in
the chromatin fraction accompanied by its depletion from the
nucleoplasmic fraction, confirming this observation made earlier
(Rapic-Otrin et al., 2002). Note that the Western blot of whole
cell extract (WC) reveals no change in the signal for DDB2 after
irradiation. Thus, the sub-nuclear fractionation of cells at several
time points after global UVC irradiation can serve as a relatively
simple primary screen to characterize the movement of some
NER protein from different cellular compartments (cytoplasm to
nucleoplasm) to the UV-induced DNA lesions in the chromatin.

However, this simple sub-nuclear fractionation approach does
not work for all NER proteins. For example, when we tracked
chromatin-bound DDB2 and XPC for up to 3 h after global
UVC irradiation, we observed a strong accumulation of DDB2
at 10 min and a significant decrease from 30 min to 3 h
(Figure 5B, DDB2 panel). In contrast, we could not identify
any significant change in XPC levels from 10 min to 3 h after
irradiation (Figure 5B, XPC panel), which has been reported

earlier (Fei et al., 2011). However, it was evident from the local
UVC irradiation linked to situ fractionation studies that XPC
was indeed recruited to the lesion site 10 min after irradiation
and departed by 3 h (Figure 4B). This difference in results
between two techniques could be because the lesion recognition
proteins, such as XPC, constantly scan the DNA for the presence
of damage by association and dissociation from chromatin, which
explains large signal for chromatin-bound XPC in control cells.
Moreover, upon UV irradiation, while most of the cellular DDB2
molecules (85%) localize to the UV-damaged chromatin, only
25% of the XPC molecules are immobilized to the damaged
DNA (Luijsterburg et al., 2007). Thus, it is important to examine
different techniques to probe recruitment and departure of
NER proteins. Interestingly, although simple immunoblotting
of chromatin extract of post-irradiated samples did not reveal
changes in accumulation kinetics of XPC, it revealed a clear
shift in XPC mobility (Figure 5B), indicating a post-translational
modification of XPC at the lesion site, which has often been
suggested to be ubiquitination (Sugasawa et al., 2005; Wang
et al., 2005). Thus, although inconclusive, such initial results from
Western blot of sub-cellular fraction can provide a lead to the
post-translational modification of XPC and similar proteins. This
can then be further characterized by immunoprecipitation and
mass spectrometry to identify specific sites of modification and
study their impact on the NER functions of the protein.

Implication of Post-Translational Modifications in
Recruitment and Departure of NER Proteins in NER
Different PTM regulate the arrival and/or departure of repair
proteins during NER (Dantuma and Van Attikum, 2016).
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FIGURE 6 | Ultraviolet radiation irradiation induces the DDB2 ubiquitination and degradation. The GMU6 cells were globally irradiated with UVC at 30 (A) or 10 J/m2

(B), and fractionated at the indicated time. The whole cell extracts and chromatin-bound protein fractions were separated on SDS-PAGE and immunoblotted for
DDB2. Where specified in panel (B), 10 µM of the proteasome inhibitor MG132 was added 1 h before irradiation with 10 J/m2 UVC to show that the time-dependent
depletion of DDB2 in Ch fraction is a result of proteasomal degradation of PTM-modified DDB2. Ponceau S staining was used as loading control.

Coupling cell fractionation with Western blot analysis offers
complementary information on how the PTM affect the protein
functions, whereas this information is not available if one uses
total cell extracts for immunoblot analyses. Using proteasome
and protein synthesis inhibitors in time course studies or
modifying the acceptor sites to prevent a specific PTM, one can
shed light on the role of a specific PTM in the repair process.
For example, it is known that UVC (10 J/m2) induced binding
of DDB2 to DNA lesions results in its auto-ubiquitination and
proteasomal degradation by 3-6 h, followed by a complete
recovery in 24 h (Rapic-Otrin et al., 2002; Puumalainen et al.,
2014; Matsumoto et al., 2015). However, the extent of DDB2
degradation depends on the dose of UV. In cells irradiated
with 30 J/m2 UVC, we noted reduction in DDB2 levels from

1 h after irradiation in both, whole cell extract and chromatin
bound fraction of GMU6 cells (Figure 6A). However, in the
cells exposed to lower doses of UVC (10 J/m2), the reduction
in DDB2 levels from 0.2 to 4 h was visible in the chromatin-
bound protein fractions but not in the whole cell extracts
(Figure 6B, top panel) indicating that the DDB2 reduction is
closely associated with its interaction with damaged DNA (Rapic-
Otrin et al., 2002). To determine whether the reduction in
DDB2 level at chromatin is due to just its departure from the
lesion site or if there is a concomitant proteasomal degradation
of the protein, we added the proteasome inhibitor MG132
to the medium 1 h before irradiation with UVC (10 J/m2).
We noted that addition of proteasome inhibitor made no
difference to the levels of DDB2 in the whole cell extracts
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FIGURE 7 | Influence of PARP1 and its catalytic activity on XPA functions. (A) PARP1 deficiency impairs XPA recruitment kinetics at the UVC-damaged chromatin.
The PARP1-replete (GMU6), PARP1 depleted (GMshPARP1) and PARP-inhibitor treated PARP1-replete cells (PARPi) were locally irradiated with 100 J/m2 and
processed after 30 min with C+T protocol. The XPA signal at T-T spots was quantified and corrected by subtracting the background nuclear signal for XPA measured
in equivalent zones outside the local irradiation subnuclear spots. The data were pooled from at least 100 T-T spots derived from multiple slides from 3 independent
experiments. (B) XPA and PARP1 interact with each other at the chromatin after UV irradiation. The GMU6 cells were globally irradiated with 30 J/m2 and
fractionated after 10 min to obtain the Np and Ch protein fractions. The XPA- and IgG-IP (mock IP) were performed for the control and UV-treated fractions, followed
by the detection of PARP1 and XPA. Ponceau S staining was used as loading control.
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up to 4 h, but suppressed its departure from the lesion site
in the chromatin-bound protein fraction (Figure 6B, bottom
panel). These results indicate that the reduction in the DDB2
signal at chromatin from 1 to 4 h is caused by proteasome-
mediated DDB2 degradation, which confirms similar conclusion
drawn in the previous studies (Rapic-Otrin et al., 2002;
El-Mahdy et al., 2006).

Combination of Above Protocols to
Study the Influence of PARP1 on
Function of XPA in NER
Influence of PARP1 on the kinetics of recruitment of
XPA by improved local irradiation technique
XPA was the first NER protein shown to interact with PAR
(Pleschke et al., 2000) and the biochemical studies revealed the
presence of a PAR specific binding domain in its C-terminal
region (Fischer et al., 2014). To test the influence of the PARP1
and PAR on XPA kinetics, GMU6 cells were locally irradiated
with UVC 30 min after treatment with PARP inhibitor, PJ-
34, followed by the in situ extraction and immunofluorescence
labeling. The accumulation of XPA at the local irradiation
site was significantly reduced in the presence of PARP
inhibitor and abrogated when PARP1 was depleted by shRNA,
demonstrating that the recruitment of XPA to DNA lesion
in NER is dependent on PARP1 and its catalytic activity
(Figure 7A and chart).

Sub-cellular Fractionation as a Method to Detect
UVC-induced Interaction of XPA with PARP1 in
Chromatin-bound Fraction
The pulldown of a known NER protein followed by mass
spectrometry identification of the interactome of this protein is
the most exploited technique for identification of new players in
NER. Many repair proteins form complexes with other proteins
at the lesion site after induction of DNA damage (Boeing et al.,
2016; Zhen and Yu, 2018), but some of them also interact with
other proteins in the absence of any DNA damage (Isabelle et al.,
2010). Therefore, immunoblotting and proteomic analyses of co-
IP’s protein partners in each of the sub-cellular fractions (and
not in the total cellular extracts) can provide information about
the protein-protein interactions, such as when and where these
interactions occur inside the cell, whether they do so before or
after irradiation, whether they occur at the lesion site on the
chromatin or outside in the nucleoplasm.

To exemplify, we examined the mode of interaction of XPA
with PARP1 in different sub-nuclear compartments of GM skin
fibroblasts before and after DNA damage (Figure 7B). The XPA-
IP of the whole cell extracts revealed a significant UV-induced
increase in the interaction between XPA and PARP1 (Figure 7B,
top panel), which has also been reported earlier (King et al.,
2012). PARP1 is a nuclear protein, therefore to identify the sub-
nuclear compartment in which this complex was formed, we
performed IP of nucleoplasmic and chromatin bound fraction.
The IP of nucleoplasmic fraction of control and UV-irradiated
GMU6 cells with XPA did not pull down PARP1, whereas the

same IP performed in chromatin fraction revealed the UV-
induced association of XPA with PARP1 (Figure 7B, bottom
panels). Thus, the interaction of XPA with PARP1 in the whole
cell extracts takes place only at the chromatin level. This limited
interaction of PARP1 with XPA is in contrast with our previously
reported interaction between PARP1 and XPC, which is not only
at the chromatin after irradiation, but also before irradiation in
both the nucleoplasm and chromatin extracts (Robu et al., 2017).
In summary, the study of interaction of an NER protein with
other protein partners, when carried out in the appropriate sub-
cellular or sub-nuclear fraction would be far more informative
in deciphering the role of their interactions on each other’s
function in NER.

The repair of damaged DNA is crucial for maintaining genome
integrity. A plethora of proteins are recruited to the lesion site
in an orchestrated fashion to detect and remove the damage
from chromatin. Although we have a good knowledge of minimal
set of protein required for GGR, it is not yet clear how the
NER recognition proteins can find the lesions so quickly in
the compact structure of chromatin (Kusakabe et al., 2019).
Moreover, it is becoming increasingly evident from the current
research in the field of DNA repair that “accessory” proteins, i.e.,
those not involved in carrying out the core biochemical reactions
of the repair, play multiples roles at the damage site, including
modification of the chromatin environment to make it more
accessible to the core repair proteins (Puumalainen et al., 2016;
Gsell et al., 2020). Thus, the local UVC irradiation and in situ
extraction coupled with indirect immunofluorescence and sub-
cellular fractionation techniques allow us to gain more insights
into the factors influencing the trafficking of NER proteins
to and from damage site, identification of new factors and/or
PTM involved in NER and understanding of the molecular
mechanisms of this repair pathway. The protocols described here
are centered on NER pathway, but they can be suitably modified
to study a variety of biological processes, ranging from other
DNA repair pathways to cell cycle and cell death.
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The modification of histones—the structural components of chromatin—is a central
topic in research efforts to understand the mechanisms regulating genome
expression and stability. These modifications frequently occur through associations with
multisubunit complexes, which contain active enzymes and additional components that
orient their specificity and read the histone modifications that comprise epigenetic
signatures. To understand the functions of these modifications it is critical to
study the enzymes and substrates involved in their native contexts. Here, we
describe experimental approaches to purify native chromatin modifiers complexes
from mammalian cells and to produce recombinant nucleosomes that are used as
substrates to determine the activity of the complex. In addition, we present a novel
approach, similar to the yeast anchor-away system, to study the functions of essential
chromatin modifiers by quickly inducing their depletion from the nucleus. The step-
by-step protocols included will help standardize these approaches in the research
community, enabling convincing conclusions about the specificities and functions of
these crucial regulators of the eukaryotic genome.

Keywords: chromatin, histone modification, native protein complexes, recombinant nucleosomes, nuclear
protein depletion

INTRODUCTION

Understanding chromatin structure and function has been a focus of intense research for decades.
It is now well established that the chromatin plays primary active roles regulating genome-related
processes, including gene-specific expression, DNA damage repair, and DNA replication during cell
division (Allis and Jenuwein, 2016). Every few years, breakthrough discoveries propel the field into
new territories, expanding our understanding of the molecular mechanisms involved and providing
crucial insights on human diseases like cancer, an illness with combined genetic and epigenetic
origins (Shen and Laird, 2013). This has led to an impressive surge in the development of epigenetic
approaches to treat cancer (Brien et al., 2016). The research breakthroughs that have allowed
these leaps have been conceptual, such as the identification of histone writers/readers/erasers, as
well as technological, including approaches to study genome organization and modifications with
increasing precision.
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The epigenetic language written on the chromatin has been
studied for over 20 years, and new mechanistic understandings
continuously emerge. The post-translational modifications
(PTMs) of conserved histone residues are diverse, and their
combinations form specific signatures that can be read by
effectors. As the same PTM can have opposing functions
when added on different residues/histones, it is crucial to clearly
identify and characterize the chromatin modifiers regulating each
specific modified histone residue, as well as the reader proteins
that recognize them. Historically, many studies have used histone
peptides or free histones to identify the enzymes responsible
for specific PTMs, as well as recombinant proteins instead
of enzymes in their native forms. However, the specificities
identified in these studies are often significantly different from
those observed in vivo or when assayed in vitro on chromatin
substrates (reviewed in Lalonde et al., 2014). In fact, true native
specificity can only be reproduced in a test tube using native
substrates, nucleosomal histones/chromatin, and enzymes in
their physiological contexts, including any associated factors.
It is clearly established that the histone residue specificity of
chromatin modifiers can be determined by associated factors
within large enzyme-containing protein complexes (Lalonde
et al., 2014). In addition, associated reader modules within these
large complexes further regulate the specificity of the modifiers
by mediating crosstalk between different histone modifications
(Lalonde et al., 2014).

In parallel, determining chromatin modifier specificity in vivo
can be difficult because of their possible indirect effects on the
modifications of other specific residues. Indeed, many histone
PTMs are regulated by crosstalk between histone modifications,
a phenomenon that can induce secondary effects when histone
modifiers are depleted or knocked out (McGinty et al., 2008;
Lalonde et al., 2014; Jacquet et al., 2016; Wojcik et al., 2018; Zhang
and Kutateladze, 2019). This is a major reason why both in vivo
and in vitro experiments are required to truly understand the
intricate molecular mechanisms regulating chromatin modifiers.

APPROACHES TO CHARACTERIZE
CHROMATIN-MODIFYING ENZYME
ACTIVITIES AND FUNCTIONS

Over the years, multiple approaches to purify native protein
complexes from mammalian nuclear extracts (NEs) have
been developed. Several chromatin remodeling and modifying
complexes have been efficiently purified to near homogeneity by
introducing transgenes encoding tagged components. Tandem
affinity purification (TAP) was developed more than 20 years
ago in yeast and quickly transferred to higher eukaryotes (Rigaut
et al., 1999; Puig et al., 2001). Different tag combinations
have been tested, some of which provide high specificity and
efficient elutions/high yields in native conditions. For example,
the FLAG epitope has remained front and center for many years
(Hopp et al., 1988; Einhauer and Jungbauer, 2001). However,
one of the main issues with this approach is the formation of
artefactual associations due to overexpression of the transgene
compared to the physiological protein level (Gibson et al., 2013;

Lalonde et al., 2014). This often occurs when proteins with
significant homology (paralogs) to specific subunits or even the
tagged protein are expressed. Keeping expression at a near-
physiological level is possible, by aiming for single-copy genome
integration and using different promoter strengths [e.g., using
retroviral vectors at low multiplicity of infection or the Flp-InTM

system (Thermo Fisher Scientific)]. Random genome integration
can also create problems due to well-established positional effects
on gene expression depending on the local chromatin state. Thus,
achieving near-physiological expression can require isolating
and characterizing multiple clones. The development of safe
harbors for transgene integration has great advantages because
the different cell lines created are isogenic, as in lower eukaryotes.
The AAVS1 and ROSA26 loci have been frequently used for
this purpose, and recent genome editing tools have made this
endeavor quite straightforward (DeKelver et al., 2010; Sadelain
et al., 2012; Dalvai et al., 2015). Of course, the gold standard of
reproducing physiological conditions is to tag the endogenous
gene and use it to purify the native chromatin modifying
complex. This can now also be achieved, thanks to the power
of clustered regularly interspaced short palindromic repeats
(CRISPR)/Cas9-based genome editing (Dalvai et al., 2015).

To obtain native chromatin substrates, several protocols are
available to purify endogenous chromatin from human cell lines
(Côté et al., 1995; Utley et al., 1996; Schnitzler, 2000). Substrates
are produced by micrococcal nuclease digestion and can be
fractionated in different lengths, from long oligonucleosomes to
mononucleosomes. They have several advantages: they already
contain the vast majority of known histone marks, reproduce
the natural substrate, and enable binding specificity analysis.
However, these marks are present at low stoichiometries on
each residue, and the DNA sequences associated with the
nucleosomes are heterogeneous. Using recombinant histones
to assemble nucleosome core particles (NCPs) is a powerful
alternative to producing chromatin substrates with defined DNA
and histone status. The “Widom” sequence is extremely efficient
for nucleosome assembly/positioning using recombinant histone
octamers (Lowary and Widom, 1998; Thåström et al., 1999).
The resulting recombinant nucleosomes are homogeneous, and
their main advantage is that they can be enzymatically or
chemically modified to introduce a specific histone PTM at
a given residue with high stoichiometry. This allows very
clear analysis of crosstalk occurring between different histone
marks, via specific reader proteins, or within chromatin
remodeling/modifying complexes. Over the past few years,
the use of purified native chromatin modifying complexes
and recombinant nucleosomes has produced exquisite high-
resolution 3D structures of chromatin-bound complexes, which
have provided crucial mechanistic insights (Poepsel et al., 2018;
Patel et al., 2019; Farnung et al., 2020; Wagner et al., 2020;
Wang et al., 2020).

In vivo loss of function analysis of chromatin modifiers
has relied mostly on RNA interference-mediated depletion and
mouse gene knockouts. However, these can create indirect
and/or downstream effects that mask the primary role of the
enzyme being studied (discussed in Lalonde et al., 2014). For
example, depletion of chromatin modifiers such as the HBOI

Frontiers in Cell and Developmental Biology | www.frontiersin.org 2 September 2021 | Volume 9 | Article 729338141

https://www.frontiersin.org/journals/cell-and-developmental-biology
https://www.frontiersin.org/
https://www.frontiersin.org/journals/cell-and-developmental-biology#articles


fcell-09-729338 September 9, 2021 Time: 12:41 # 3

Galloy et al. Methods to Study Chromatin Modifiers

acetyltransferase, impact cell cycle progression into S phase
(Doyon et al., 2006; Miotto and Struhl, 2010; Havasi et al., 2013;
Feng et al., 2016). As many chromatin modifiers are essential for
cell viability or normal growth and because several histone marks
are regulated during the cell cycle (Ma et al., 2015), changes due
to of knockdown of such factors can mislead the investigator into
linking a chromatin modification to a specific enzyme (Lalonde
et al., 2014). The development of rapid depletion approaches, as
used in lower eukaryotes, can bypass these problems. The auxin-
inducible degron has proved popular; however, the tag is known
to affect protein stability even in the absence of auxin, which
can be alleviated by expressing transport inhibitor response 1
(Nishimura et al., 2020; Yesbolatova et al., 2020). The recently
described degradation TAG does not seem to have the same
problem, and efficiently and suddenly targets proteins to the
proteasome (Nabet et al., 2018).

In this method article, we present up-to-date detailed
protocols related to the approaches discussed above. First, we
describe the use of the 3 × FLAG-2 × Strep tag fused to a
gene of interest (either expressed from AAVS1 or endogenously
tagged) to purify native chromatin modifying complexes for
biochemical/enzymatic assays. Second, we provide a step-by-
step protocol for the production of recombinant mono- and
di-nucleosomes, the latter having particular potential since recent
studies have highlighted the importance of linker DNA in the
mechanisms of many remodelers and modifiers (Poepsel et al.,
2018; Bhardwaj et al., 2020). Finally, we present a new rapid
depletion approach for mammalian cells, inspired by the yeast
anchor-away system (Haruki et al., 2008). In this system, a
nuclear protein is tagged with a peptide that can be induced
to bind a tagged endogenous ribosomal protein, which acts
as an anchor to rapidly export it to the cytosol, crippling its
nuclear function.

STEP-BY-STEP PROCEDURES

Purification of Endogenously Tagged
NuA4/TIP60 Complex (Figure 1)
Tagging an endogenous gene to purify its encoded protein
has the advantage of reflecting its physiological expression and
regulation. Insertion of the small 3 × FLAG-2 × Strep tag using
CRISPR/Cas9 and donor DNA is efficient, does not require a
selection marker, and creates very limited sequence perturbation
of the 5′ or 3′ untranslated regions. NuA4/TIP60 complex is a
highly conserved multisubunit complex essential for cell cycle
progression, gene-specific regulation, and DNA repair (Doyon
et al., 2004). Here, the E1A binding protein p400 (EP400)
NuA4/TIP60 was selected for endogenous tagging as it was
successfully reported to be efficient to purify the native complex
(Dalvai et al., 2015). However, the tagging of many other subunits
of this complex has been successfully used to purified native
complex (Ikura et al., 2000; Doyon et al., 2004, 2006; Dalvai et al.,
2015; Jacquet et al., 2016). The generation of endogenously tagged
EP400 in K562 cells was performed essentially as described in
the third protocol presented here, and was reported in Dalvai
et al. (2015). In this section, we describe the protocol for TAP

of 3 × FLAG-2 × Strep-tagged native complexes from nuclear
extracts (NEs) (Figure 1A).

1. NE preparation from K562 cells expressing endogenous
3×FLAG-2×Strep-EP400

A. Large-scale expansion of K562 cells

i. Grow 1–3 L of K562 cells in spinner flasks with gentle
agitation in basal RPMI medium supplemented with
25 mM HEPES-NaOH pH 7.4.

ii. Monitor cell growth and viability daily, carefully
maintaining cultures between 2 × 105 and
8× 105 cells/mL.

iii. Harvest cells at or slightly below 8× 105 cells/mL, before
they reach confluency.

iv. Pellet the cells in a preparative centrifuge (700 × g,
10 min, 4◦C). Resuspend and pool the pellets in 50 mL
of cold phosphate-buffered saline (PBS). Centrifuge
(700 × g, 10 min, 4◦C), place the pellet on ice, and
immediately prepare the NE.

B. NE preparation (as previously described in Abmayr et al.,
2006)

i. Wash the cell pellets by adding four packed cell volumes of
hypotonic buffer (10 mM HEPES pH 7.9, 1.5 mM MgCl2,
and 10 mM KCl, with 0.2 mM phenylmethylsulfonyl
fluoride (PMSF) and 0.5 M dithiothreitol (DTT) added just
before use). Centrifuge (1,900× g, 5 min, 4◦C), remove the
supernatant quickly, and resuspend well with three packed
cell volumes of hypotonic buffer. Incubate on ice 10 min.

ii. Transfer the cells to a glass Dounce homogenizer with a
type B pestle. Homogenize by douncing 15 times, then
centrifuge (3,500× g, 10 min, 4◦C).

iii. Collect the supernatant (i.e., S-100 cytoplasmic extract) and
estimate the packed nuclear volume of the pellet using the
gradations on the conical tube.

iv. Add half the packed nuclear volume of low salt buffer
(10 mM HEPES pH 7.9, 1.5 mM MgCl2, 20 mM KCl, 25%
glycerol, 0.2 mM ethylenediaminetetraacetic acid (EDTA),
with 0.2 mM PMSF and 0.5 M DTT added fresh) and
resuspend well with gentle vortexing. Then, extract the
soluble proteins by adding half the packed nuclear volume
of high salt buffer (10 mM HEPES pH 7.9, 1.5 mM MgCl2,
1.2 M KCl, 25% glycerol, and 0.2 mM EDTA, with 0.2
mM PMSF and 0.5 M DTT added fresh) dropwise with
gentle vortexing.

v. Dounce twice using a Dounce homogenizer with a type B
pestle and incubate on a nutator for 30 min at 4◦C.

vi. Pellet the extracted nuclei by ultracentrifugation
(100,000 × g, 1 h, 4◦C). Quickly transfer the supernatant
(i.e., the NE) to a new Falcon tube.

vii. Snap freeze the NE in liquid nitrogen and store at−80◦C.

2. TAP of EP400 (as described in Doyon and Côté, 2016)
i. Thaw the NE∗ on ice, adjust to 0.1% Tween-20 (using a 10%

stock), and centrifuge (40,000× g, 1 h, 4◦C).
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FIGURE 1 | Purification of endogenously tagged native chromatin modifying enzymes (A) TAP. Step 1: Nuclear extracts are isolated from engineered K562 cell lines
(here, C-terminally 3 × FLAG-2 × Strep-tagged endogenous EP400 was used as an example). Step 2: FLAG-Strep-tagged proteins are immunoprecipitated using
anti-FLAG-coated beads and eluted with 3 × FLAG peptides. Step 3: Eluted FLAG-Strep-tagged proteins are isolated using streptavidin-coated beads and eluted
with biotin. Step 4: Purified FLAG-Strep-tagged proteins are either analyzed by silver staining and/or MS, or directly used in biochemical assays. Created with
BioRender.com. (B) Silver-stained purified NuA4/TIP60 native complex after TAP of 3 × FLAG-2 × Strep-EP400. K562 cells expressing the 3 × FLAG-2 × Strep tag
alone (mock) were used as a control purification. (C) Schematic representation of the NuA4/TIP60 complex. The TIP60 subunit, which encompasses the
acetyltransferase activity of the complex, is colored in blue and the tagged subunit EP400 is colored in green. Created with BioRender.com.

ii. Preclear the NE using 250 µL Sepharose CL-6B resin
prewashed with PBS and equilibrated with TAP buffer (20
mM HEPES-KOH pH 7.9, 300 mM KCl, 1.5 mM MgCl2,
0.2 mM EDTA, and 10% glycerol, with 10 mM sodium
butyrate, 10 mM β-glycerophosphate, 1 mM PMSF, 5 mM
NaF, 100 µM orthovanadate, 2 µg/mL leupeptin, 2 µg/mL
pepstatin, and 5 µg/mL aprotinin added fresh) in a 10 mL
Poly-Prep chromatography column. Collect the precleared
NE in a 15 mL tube.

iii. Add 250 µL anti-FLAG M2 affinity beads to the precleared
NE and incubate for 2 h at 4◦C with rotation.

iv. Transfer to a 10 mL Poly-Prep chromatography column,
harvest the flowthrough (FLAG-FT), and pass it through
the column again. Wash the beads with 40 column volumes
(CVs) of TAP buffer, then 40 CVs of TAP wash buffer #1 (20
mM HEPES-KOH pH 7.9, 300 mM KCl, 0.1% Tween-20, and
10% glycerol, with 1 mM DTT, 10 mM sodium butyrate, 10
mM β-glycerophosphate, 1 mM PMSF, 5 mM NaF, 100 µM
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orthovanadate, 2 µg/mL leupeptin, 2 µg/mL pepstatin, and
5 µg/mL aprotinin added fresh), followed by 40 CVs of TAP
wash buffer #2 (20 mM HEPES-KOH pH 7.9, 150 mM KCl,
0.1% Tween-20, and 10% glycerol, with 1 mM DTT, 10 mM
sodium butyrate, 10 mM β-glycerophosphate, 1 mM PMSF,
5 mM NaF, 100 µM orthovanadate, 2 µg/mL leupeptin,
2 µg/mL pepstatin, and 5 µg/mL aprotinin added fresh).

v. Transfer the beads in a 1.5 mL Eppendorf tube. Use TAP
wash buffer #2 to rinse the column and collect all the beads.
Centrifuge (239 × g, 5 min, 4◦C) and carefully remove
the supernatant.

vi. Elute the complex with 2.5 CVs of TAP wash buffer #2
supplemented with 200 µg/mL 3×FLAG peptide for 1 h at
4◦C on a rotator.

vii. Centrifuge (250 × g, 5 min, 4◦C) and carefully transfer
the supernatant into a Micro Bio-Spin column placed in a
2 mL microcentrifuge tube. Centrifuge (250 × g, 1 min,
4◦C) to collect the eluate. Collect a 15 µL sample to
resolve by sodium dodecyl sulfate (SDS)-polyacrylamide gel
electrophoresis (PAGE; FLAG first elution).

viii. Repeat steps vi and vii.
ix. Pool the FLAG elutions and add 125 µL Strep-Tactin

Superflow Sepharose affinity matrix prewashed with 1 mL
PBS followed by 1 mL TAP wash buffer #2. Incubate for 1 h
at 4◦C on a rotator.

x. Centrifuge (250 × g, 5 min, 4◦C) and remove
the flowthrough.

xi. Wash the beads three times with 1 mL TAP wash buffer #2.
xii. Elute the complex with 1 CV of TAP wash buffer #2

supplemented with 5 mM D-biotin for 1 h at 4◦C on a
rotator.

xiii. Centrifuge (250 × g, 5 min, 4◦C) and carefully transfer the
supernatant into a Micro Bio-Spin column placed in a 2 mL
microcentrifuge tube. Centrifuge (250 × g, 1 min, 4◦C) to
collect the eluate. Aliquot a 15 µL sample for SDS-PAGE
(biotin elution).

xiv. Repeat steps xiii and xiv.
xv. Aliquot the purified complex. Snap freeze in liquid nitrogen

and keep at−80◦C.

∗ NEs should always be kept on ice, and all purification steps
should be performed at 4◦C in a cold room.

3. Analysis of EP400 complex subunits by SDS-PAGE and
silver staining (Figures 1B,C)

i. Load 15 µL of the FLAG and biotin elution fractions on a
NuPage/Bolt 4–12% Bis-Tris gel and run for 42 min at 200 V
in MOPS SDS running buffer (50 mM MOPS, 50 mM Tris,
0.1% SDS, and 1 mM EDTA).

ii. Incubate the gel for 1 h in 50% methanol, then for 30 min
in 10% MeOH/7% acetic acid, and finally for 30 min in
10% glutaraldehyde.

iii. Wash the gel at least four times for 30 min with ultrapure
water and let it soak in water overnight.

iv. The next day, change the ultrapure water 2–3 times
before staining.

v. Incubate the gel with 5 µg/mL DTT for 30 min.

vi. Stain the gel with 0.1% (w/v) silver nitrate in ultrapure
water for 30 min.

vii. Rinse twice with ultrapure water.
viii. Condition the gel with two rapid washes in carbonate

developing solution (283 mM sodium carbonate, 0.0185%
formaldehyde), then incubate in exactly 160 mL of solution.

ix. Stop the reaction when proper staining is attained by adding
8 mL of 2.3 M citric acid.

4. Sample preparation for mass spectrometry (MS) analysis
i. Load 50 µL samples of the biotin elutions onto a Bolt 12%

Bis-Tris gel and let run for >1 cm (approximately 4 min) at
200V to retain all the proteins in one band.

ii. Wash the gel briefly with ultrapure water and incubate it for
30 min in 10% MeOH/7% acetic acid.

iii. Incubate the gel O/N in Sypro Ruby gel stain.
iv. Rinse twice with ultrapure water and cut out the protein

bands under UV light.
v. Rinse the bands twice with 70% acetonitrile and store the

samples at−80◦C.

CHARACTERIZATION OF in vitro
HISTONE ACETYLTRANFERASE (HAT)
ACTIVITY (Figure 2)

Chromatin modifiers like NuA4/TIP60 efficiently acetylate
histone tails as well as purified histones; however, the use of
oligonucleosomes purified from cell nuclei (Côté et al., 1995;
Utley et al., 1996) or reconstituted from recombinant histones
revealed different specificities toward these substrates (Lalonde
et al., 2014). In this section, we describe a robust method used
to reconstitute mono- and dinucleosomes from recombinant
histones purified from Escherichia coli. The method is adapted
(Dyer et al., 2003) and can be used to assemble recombinant
nucleosome core particles (rNCPs) containing different types of
histones. Here, rNCPs were reconstituted using untagged human
H2A/H2B and Xenopus laevis H3/H4. Cysteine 110 of histone
H3 was replaced with an alanine to block undesired cysteine
alkylation in assays where analogs are used to label other residues
(e.g., H4 K20Cme) (Simon, 2010). Histones tagged on their
N-termini with tags such as histidine (His) or FLAG can also
be used to assemble rNCPs; however, we have noted that on
H2A, these tags interfere with NuA4/TIP60 activity in vitro (data
not shown). These observations are in line with previous studies
showing that NuA4 binds the N-terminal tail of histone H2A
(Huang and Tan, 2013). Here, two DNA fragments were used
for reconstitution: a 151 bp fragment that contains a single copy
of the 601 DNA used to assemble mononucleosomes (Lowary
and Widom, 1998; Thåström et al., 1999; Dyer et al., 2003) and
a 388 bp fragment containing two copies of 601 separated by a
48-bp linker DNA to assemble dinucleosomes (Kato et al., 2017;
Machida et al., 2018). Note that an array of DNA fragments can
be used to reconstitute rNCPs, facilitating structural studies of
nucleosome assembly (Engeholm et al., 2009; Muthurajan et al.,
2016). In this section, we also describe the main steps required to
assess the activity of the purified NuA4/TIP60 complex in vitro
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FIGURE 2 | Quantifying the HAT activity of native complexes on recombinant nucleosomes (A,B). Analysis of the octamers and 601 DNA used to reconstitute NCPs.
(A) Coomassie Brilliant Blue (CBB) staining (left panel) and western blot analyses (right panel) of refolded octamers. (B) Schematic representation of the Widom 601
DNA sequence used to wrap mono- and di-NCPs (left panel). The position of the XhoI cleavage site used to validate di-NCP assembly is indicated. Purified DNA
obtained from a large prep purification was resolved on a 2% agarose gel and stained with ethidium bromide (right panel). (C–E) Analysis of 200 ng of NCP
reconstitution on native gels stained with either SYBR green or InstantBlue Coomassie Stain. 200 ng of DNA alone (0) is used as a control. (C) Refolding of di-NCPs
using the indicated octamer:DNA ratios. (D) Mono- and di-NCPs refolded at their optimal octamer:DNA ratios. (E) Di-NCPs treated with XhoI for 1 h. The cleaved
form of the 601-601 DNA is observed at approximately 200 bp. *BSA used in the reaction. (F–H) HAT assay using NuA4/TIP60 complex purified using EPC1-tagged
subunit and reconstituted NCPs. The TIP60 subunit, which encompasses the acetyltransferase activity of the complex, is colored in blue and the tagged subunit
EPC1 is colored in green. Created with BioRender.com. (F) Schematic representation of the HAT assay. (G) Autoradiogram showing the HAT activity of 1 µL of
purified native NuA4/TIP60 complex on histone H2A and H4. The gel was kept with the X-ray film at –80◦C for 4 days. Coomassie Brilliant Blue (CBB) staining was
used to show equal loading. (H) Quantification of a representative experiment (n = 3). HAT reactions were spotted on P81 filters and analyzed with a scintillation
counter. Error bars indicate the range between technical duplicate samples.

using gel- and liquid-based assays (Côté et al., 1995; Utley et al.,
1996).

1. Reconstitution of mono- and dinucleosome-containing
rNCPs

Histone purification (A), refolding of core histones into
octamers (B), large-scale purification of 601 and 601-601

DNA (C), and nucleosome reconstitution were performed as
previously described (Dyer et al., 2003).

A. Histone purification

i. On day 1, transform bacterial expression vectors for
histones (human H2A and H2B in pET15b, X. laevis
H3C110A in pET3d and X. laevis H4 in pET3a) into BL21

Frontiers in Cell and Developmental Biology | www.frontiersin.org 6 September 2021 | Volume 9 | Article 729338145

http://BioRender.com
https://www.frontiersin.org/journals/cell-and-developmental-biology
https://www.frontiersin.org/
https://www.frontiersin.org/journals/cell-and-developmental-biology#articles


fcell-09-729338 September 9, 2021 Time: 12:41 # 7

Galloy et al. Methods to Study Chromatin Modifiers

(DE3) competent cells and plate on lysogeny broth (LB)
plates with ampicillin.

ii. On day 2, resuspend colonies and inoculate 1 L of LB plus
100 µg/mL of ampicilin. When cells reach an optical density
at 600 nm of 0.5–0.8, induce with 0.4 mM isopropyl β-D-
thiogalactoside (IPTG) at 37◦C. An aliquot can be taken
prior to addition of IPTG as a negative control for histone
induction.

iii. Pellet the induced bacteria via centrifugation (6,000× g, 15
min, 4◦C) 3 h (H2A, H2B, and H3C110A) or 1.5 h (H4) post-
induction, transfer the bacteria to a 50 mL centrifuge tube in
35 mL of histone wash buffer (50 mM Tris pH 7.5, 100 mM
NaCl, and 1 mM EDTA, with 1 mM benzamidine and 5 mM
β-mercaptoethanol added fresh), and snap freeze in liquid
nitrogen. An aliquot can be taken prior to centrifugation to
monitor histone induction.

iv. To prepare inclusion bodies, thaw the bacteria in warm
water and perform two rounds of freeze-thaw lysis. Add
1 mg/mL lysozyme, nutate 30 min at 4◦C, and sonicate
until the lysate loses its viscosity. Add histone wash buffer
to a total volume of 100 mL, centrifuge (12,000 × g, 20
min, 4◦C), resuspend the pellet in 75 mL histone wash
buffer + 1% Triton X-100, centrifuge (12,000 × g, 20 min,
4◦C), resuspend the pellet in 75 mL histone wash buffer,
and centrifuge again (12,000 × g, 20 min, 4◦C). Drain the
pellet well for the next step. Cell lysates and purified proteins
should be kept on ice at all times unless stated otherwise.

v. To unfold inclusion bodies, transfer the pellet to a
centrifugation tube and dissolve in 260 µL dimethyl
sulfoxide for 30 min at room temperature. Mince with a
spatula twice during this time. Add 8 mL unfolding buffer
(6 M guanidinium HCl and 20 mM Tris pH 7.5, with 5 mM
DTT added fresh) and nutate for 1 h at room temperature.
Centrifuge (23,000 × g, 10 min, room temperature) and
retain the supernatant. Rinse the pellet with 1 mL unfolding
buffer and centrifuge again (23,000 × g, 10 min, room
temperature). Pool the supernatants and dialyze them in
urea dialysis buffer (7 M urea, 10 mM Tris pH 8, 1 mM
EDTA, and 100 mM NaCl, with 5 mM β-mercaptoethanol
added fresh, 2× 1 L for 3–4 h and 1× in 1 L overnight∗)
using dialysis tubing with a cutoff of 3.5 kDa.

vi. To purify the histones, cation exchange chromatography
is used. Rinse a clean HiTrap SP HP Sepharose column
with 10 mL of water and equilibrate with 20 mL 0.22-µm
filtered Buffer A (7 M urea and 20 mM Tris pH 8, with
5 mM β-mercaptoethanol added fresh) at 2 mL/min using
a peristaltic pump. Load the dialyzed protein sample and
wash with 30 mL Buffer A at 1.5 mL/min. Connect the
SP column to an NGC Quest 10 Plus Chromatography
System, ensuring that no air bubbles enter the system,
and run a linear gradient over 25 CV of 0–100% 0.22-µm
filtered Buffer B with a flow rate of 1.5 mL/min and a back-
pressure limit of 0.28 MPa. Collect 1.5 mL fractions and
monitor the absorbance at 280 nm (A280) and conductivity
(mS/cm) during elution. Proteins will elute according to
their charges, with histones usually eluting at approximately
36 mL and 10 mS/cm.

vii. Resolve eluted fractions from the peaks by 15% SDS-
PAGE and pool fractions containing purified histones
(hH2A: 14.09 kDa, hH2B: 13.97 kDa, xH3: 15.4 kDa, xH4:
11.37 kDa). Dialyze in 2 mM β-mercaptoethanol in water
(3× 4 L for 3–4 h and 1× in 4 L overnight) using dialysis
tubing with a cutoff of 3.5 kDa.

viii. Centrifuge any precipitate, use A280 values to determine
histone concentrations using extinction coefficients (hH2A:
4,470 M−1 cm−1, hH2B: 7,450 M−1 cm−1, xH3: 4,470
M−1 cm−1, xH4: 5,960 M−1 cm−1) and lyophilize 5 mg of
dry histone per 15 mL centrifuge tube using a lyophilizer.
Store lyophilized histones at−80◦C.
∗ To reduce protein carbamylation by cyanate present in old
urea, do not leave your protein in the urea buffer for more
than 24 h and deionize the 7 M urea solution for 1 h using
MB AG 501-X8 (D) resin prior to adding Tris, EDTA, and
NaCl.

B. Refolding of core histones into octamers

i. Unfold lyophilized histones by nutating them for 30 min at
room temperature in 0.22-µm filtered unfolding buffer (20
mM Tris pH 7.5, 7 M guanidine-HCL, and 10 mM DTT
added fresh) to a final concentration of ˜2 mg/mL.

ii. Combine histones in equimolar ratios in unfolding buffer
to a final concentration of ˜1 mg/mL and dialyze in
650 mL refolding buffer (10 mM Tris pH 7.5, 2 M NaCl,
1 mM EDTA, and 5 mM β-mercaptoethanol added fresh)
in dialysis tubing with a cutoff of 3.5 kDa, 2× 4 h and
1× overnight.

iii. Collect octamers in 15 mL centrifuge tubes, centrifuge to
remove any precipitate (4,000 × g, 10 min, 4◦C), and
concentrate samples to <1 mL using Amicon Ultra-0.5
centrifugal filter units with a cutoff of 30 kDa (4,000 × g,
10 min, 4◦C).

iv. To purify refolded octamers, load the sample on a S200
Superdex 16/60 FPLC column pre-equilibrated with 1.25
CV of 0.22-µm filtered refolding buffer using a 1 mL
sample loop. Elute protein complexes at a flow rate of
1 mL/min and a back-pressure limit of 0.5 MPa, and
collect 2.5 mL fractions. Monitor the A280 during elution.
Octamers eluate first, at approximately 62.5 mL, then H3-
H4 tetramers and H2A-H2B dimers at approximately 70
and 82 mL, respectively.

v. Resolve eluted fractions from the peaks by 15% SDS-PAGE,
pool fractions containing reconstituted octamers (the four
histones should be present in equimolar ratios; Figure 2A),
and dialyze in 2 mM β-mercaptoethanol in water using
dialysis tubing with a cutoff of 3.5 kDa, 3× 4 L for 3–4 h
and 1× in 4 L overnight.

vi Concentrate to ≤15 mg/mL with an Amicon Ultra-0.5
centrifugal filter with a cutoff of 30 kDa (4,000× g, 10 min,
4◦C), use the A280 to determine the concentration using
an extinction coefficient (octamer: 44,700 M−1 cm−1),
and store at 4◦C for 2–3 months or at −20◦C in 50%
v/v glycerol for years. Octamers stored in glycerol need
to be dialyzed against fresh refolding buffer, and their
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concentration should be re-evaluated prior to use in NCP
reconstitution.
∗ Histones are difficult to quantify accurately. To attain a
better idea of the yield, resolve them by SDS-PAGE and stain
with Coomassie Brilliant Blue to see if the unfolded histones
look equal. Unpaired histones will precipitate during dialysis
and reduce the final yield.

C. Large scale purification of 601 and 601-601 DNA (Figure 2B)

The 601-DNA (Widom DNA) (Lowary and Widom, 1998)
and 601-601 DNA are obtained by digesting a 32×601 DNA
plasmid (pGEM-3z/601) or E23-L48-E23 plasmid (Kato
et al., 2017), which contain a repeated 147-bp nucleosome
positioning sequence (Dyer et al., 2003) with EcoRV.

i. Grow DH10β cells transformed with a 601 or 601-601
DNA plasmid in 3× 800 mL of LB plus 100 µg/mL
of ampicillin at 37◦C and purify the plasmids using a
Qiagen GigaPrep kit according to the manufacturer’s
instructions.

ii. Digest 3 mg of purified DNA at 37◦C with 1,500 units of
EcoRV in 15 mL of 1× NEB3 buffer [100 mM NaCl, 50
mM Tris-HCl pH 7.9, 10 mM MgCl2, and 100 µg/mL
bovine serum albumin (BSA)] for 16 h to release the
positioning sequence DNA. Verify complete digestion
by resolving samples on a 1.5% agarose gel.

iii. Transfer the reaction in a 50 mL conical tube. Precipitate
backbone DNA (2.5 kbp) by adding 5.1 mL of 40%
PEG6000, 2.5 mL of 5M NaCl and 0.15 mL of ultrapure
water to reach final concentrations of 9% PEG6000 and
500 mM NaCl in a final volume of 22.50 mL. Incubate
4 h on ice, centrifuge (15,000× g, 30 min, 4◦C), carefully
decant the supernatant, which contains the smaller DNA
fragments (151 bp), and repeat the PEG precipitation
for an additional 2 h. Collect the supernatant after
centrifugation (15,000 × g, 30 min, 4◦C). Verify the
purity of the DNA fragments by resolving them on a
2% agarose gel.

iv. For 11 mL of supernatant, precipitate the small DNA
fragments by adding 27.5 mL of ice-cold 100% EtOH
and 0.5 mL of 5M NaCl to reach final concentrations of
70% EtOH and 200 mM NaCl in a final volume of 39 mL.
Incubate overnight at 4◦C, centrifuge (15,000 × g, 30
min, 4◦C), transfer the pellet to a 1.5 mL Eppendorf tube
in 1 mL of ice-cold 70% EtOH, centrifuge (15,000 × g,
5 min, 4◦C), remove the supernatant, dry the pellet for
15 min, and resuspend the pellet in 0.2 mL TE buffer
(10 mM Tris pH 8.0, 1 mM EDTA). This method usually
yields approximately 1 mg of purified nucleosome
positioning sequence DNA (Figure 2B).

D. Nucleosome reconstitution

i. Define the molar ratios required for reconstitution to
minimize the presence of free DNA. Determine empirically
the optimal molar ratios for mono- and dinucleosomes
(here, a ratio of 0.7 and 2.4 octamers per DNA were used,
respectively) (Figures 2C,D).

ii. Combine 50 µg of octamers (117,760 g/mol) with either
60 µg of 601 DNA (151 bp, 99,660 g/mol) or 45 µg
of 601-601 DNA (386 bp, 254,760 g/mol). Final reagent
concentrations should be 2 M KCl, ˜ 0.7 mg/mL DNA, 10
mM Tris pH 7.5, 1 mM EDTA, and 1 mM DTT. Incubate
for 30 min at 4◦C, transfer to a 0.5 mL Slide-a-Lyzer
with a cutoff of 10 kDa and dialyze against 2 L high salt
reconstitution buffer (2 M KCl, 10 mM Tris pH 7.5, and 1
mM EDTA, with 1 mM DTT added fresh) with a decreasing
salt gradient over 18 h at 4◦C. The gradient is created by
constantly pumping low salt reconstitution buffer (0.2 M
KCl, 10 mM Tris pH 7.5, and 1 mM EDTA, with 1 mM DTT
added fresh) into the 2 L beaker as described (Dyer et al.,
2003). Transfer the samples to a fresh beaker containing
400 mL low salt buffer and dialyze for an additional 3 h.

iii. Concentrate to ≤1 mg/mL with an Amicon Ultra-0.5
centrifugal filter with a cutoff of 100 kDa (4,000× g, 10 min,
4◦C), determine the concentration using the A280, and store
at 4◦C for 1–2 months. Recombinant nucleosomes can be
stored at−80◦C in 5–10% v/v glycerol for years.

iv. Resolve 0.2 µg of recombinant nucleosomes on 6%
polyacrylamide gels (DNA retardation gels) in 0.2× TBE
(18 mM Tris, 18 mM boric acid, and 0.4 mM EDTA,
pH 8.0) according to the manufacturer’s instructions
(Figure 2D). Samples are prepared in 1× nucleosome
loading buffer (8×: 40% sucrose, 0.1% bromophenol
blue) and 0.2× TBE. DNA fragments and proteins are
visualized by incubating the gel in 1× SYBR green in
PBS and in InstantBlueTM Coomassie Stain, respectively,
according to the manufacturers’ instructions. Free 601
DNA, reconstituted mono-NCPs, 601-601 DNA, and
reconstituted di-NCPs migrate at 151, 350, 350, and 1,500
bp, respectively.

v. Digest 0.2 µg of recombinant nucleosome with 5 units of
XhoI (Figure 2E) in 10 µL of 1× CutSmart buffer (50 mM
potassium acetate, 20 mM Tris-acetate pH 7.9, 10 mM
MgCl2-acetate, and 100 µg/mL BSA) at 37◦C for 1 h.
Resolve on 6% polyacrylamide as above. Cleaved di-NCPs
migrate at 650 bp.

2. HAT assays

The activity of purified NuA4/TIP60 complex varies between
preps. Thus, the amount of NuA4/TIP60 used in HAT assays
need to be determined for each preps while doing liquid
assays to obtain counts that are in the linear range of the
scintillation counter.

E. Reactions (Figure 2F)

i. Perform HAT reactions in a final volume of 15 µL
in a 1.5 mL Eppendorf tube. First, combine 0.5 µg of
reconstituted NCPs with 1 µL of purified NuA4/TIP60
complex in HAT buffer (50 mM Tris-HCl pH 8, 10 mM
sodium butyrate, 5% glycerol, and 0.1 mM EDTA, with
1 mM DTT added fresh). Calculate the KCl molarity
in the reaction based on the amounts in the NCP
and NuA4/TIP60 complex buffers, and add to a final
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concentration of 50 mM if necessary. At this point, the
reaction volume will be 13.75 µL.

ii. Incubate on ice 10 min.
iii. Add 1.25 µL (0.125 µCi) of H3-labeled acetyl-CoA (2.1

Ci/mmol) and incubate at 30◦C for 30 min in a water bath.
iv. At this point, the reaction can either be stopped to detect

acetylated histones by SDS-PAGE (step 2B) or used in liquid
HAT assays to quantify total HAT activity (step 2C).

F. Detection of acetylated histones (Figure 2G)

i. To perform SDS-PAGE, quench the HAT reaction with
5 µL of 4× Laemmli sample buffer and denature the sample
for 5 min at 95◦C.

ii. Load samples on 15 or 18% SDS-PAGE and migrate for 75–
200 min at 160 V, depending on the desired resolution.

iii. Stain the gel with Coomassie Brilliant Blue for 30 min,
destain four times for 20 min in 30% methanol and 10%
acetic acid, and take an image of the gel.

iv. Destain overnight, incubate the gel for 60 min in
EN3HANCE, quickly rinse twice in 10% glycerol in water,
and incubate for 30 min at room temperature. Dry the
gel for 2 h 30 min at 60◦C in a gel dryer, place it in an
autoradiography cassette with an X-ray film, and store it at
−80◦C for 1 d to several weeks before developing.

G. Liquid HAT assays (Figure 2H)

i. Microcentrifuge the reactions, then pipette them onto
individual P81 phosphocellulose filter papers and air-dry
for 30 min.

ii. Wash away free H3-labeled acetyl-CoA with 50 mM
carbonate buffer pH 9.2 (3.3 mM Na2CO3 and 47.7 mM
NaHCO3) three times for 5 min each, then perform an extra
quick rinse with acetone. Air-dry for at least 10 min.

iii. Place each P81 paper into a scintillation vial and add 5 mL
of EcoLite (+) Liquid Scintillation Cocktail. Measure the H3

counts [in counts per minute (CPM)] for 30 min with a
scintillation counter.

ESTABLISHMENT OF A MAMMALIAN
(m)ANCHOR-AWAY SYSTEM (Figure 3)

Functional studies of chromatin modifiers using
knockdown/knockout approaches are well known to be
often associated with undesired secondary effects on important
biological processes, such as gene-specific transcription and
the cell cycle progression (reviewed in Lalonde et al., 2014). To
bypass this issue, we have developed a cellular system to rapidly
remove a targeted protein from its usual cellular compartment
based on chemically induced proximity. This system was first
described as the anchor-away system in yeast (Haruki et al.,
2008); however, the use of rapamycin in the system has limited
its application in mammalian cells because of its toxicity,
instability, and slow clearance. To adapt this method, we took
advantage of the S-(+)-abscisic acid (ABA) plant stress pathway,
in which the phytohormone ABA binds to pyrabactin resistance

(PYR)/PYR1-like (PYL)/regulatory component of ABA receptor
family members (Figure 3A). This allows us to use ABA to induce
proximity between the interacting complementary surface of
PYL (PYLcs), fused to a protein of interest, and proteins fused to
the complementary surface of ABA insensitive 1 (ABI1; ABI1cs)
(Liang et al., 2011). We chose to fuse the ribosomal protein L13
(RPL13) to ABI1cs to take advantage of its shuttling from the
nucleus to the cytoplasm like in the yeast anchor-away system.
This would specifically induce the removal from the nucleus
of a PYLcs-tagged protein upon ABA addition. CRISPR-Cas9
technology was used to endogenously tag the RPL13 C-terminus
with ABI1cs in U2OS cells. Next, a transgene expressing
PYL1cs fused to enhanced green fluorescent protein (eGFP)
was integrated into the AAVS1 safe harbor locus (Hockemeyer
et al., 2009; DeKelver et al., 2010; Lombardo et al., 2011), and
depletion of PYLcs-eGFP from the nucleus was validated by
immunofluorescence upon ABA treatment.

1. Endogenous tagging of the RPL13 C-terminus using
CRISPR/Cas9 (as described in Dalvai et al., 2015)

A. Generation of single guide (sg)RNA and donor plasmid
targeting RPL13 (Figure 3B)

i Endogenous tagging was performed essentially as described
(Doyon and Côté, 2016). Scan your sequence using a web-
based CRISPR design tool1 to identify sgRNAs that cleave
no more than 30 bp away from the stop codon. For RPL13,
the target site was 5′-CTGATTCCAAGTCCCCAGGA-3′
(Figure 3B). Generate an sgRNA containing an extra G
at its 5′ end to accommodate the transcription initiation
requirements of the human U6 promoter. A BbsI restriction
enzyme site is also added on each end to enable cloning
into the pSpCas9(BB)-2A-Puro (pX459) V2.0 vector. Order
non-phosphorylated oligonucleotides. Clone the annealed
sgRNA into BbsI-digested pX459 V2.0 vector.

ii For the RPL13 donor plasmid, amplify the homology arms
(left: 600 bp and right: 1,000 bp) by polymerase chain
reaction (PCR) using genomic DNA isolated from K562
cells. Be sure to mutate the PAM sequence of the sgRNA
target sites if it occurs within the homology arms. Assemble
using the Zero Blunt TOPO cloning kit. Introduce the
ABI1cs sequence (SV-ABAactDA plasmid) (Liang et al.,
2011) with a C-terminal V5 tag into the pTOPO-RPL13
donor plasmid via PCR extension overlap using a Gibson
Assembly Cloning Kit.

B. Generation of isogenic U2OS cell lines expressing
endogenous RPL13-ABI1cs-V5 (Figures 3C,D).

i. Maintain U2OS cells in McCoy’s modified medium
supplemented with 10% fetal bovine serum and penicillin-
streptomycin at 37◦C under 5% CO2.

ii. Electroporate 1 × 106 U2OS cells with 2 µg of the donor
plasmid, 1 µg of the pX459 V2.0 plasmid expressing
eSpCas9, and the gRNA using an Amaxa 4D-Nucleofector

1http://crispr.mit.edu/
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FIGURE 3 | A mammalian anchor-away system to quickly and efficiently deplete chromatin-modifying enzymes from the nucleus (A). Schematic of ABA-induced
translocation of a nuclear protein to the cytoplasm. In the absence (or presence) of ABA, the ABI1cs-RPL13 fusion protein constantly shuttles between the
cytoplasm and the nucleus like most ribosomal proteins, transiting to the nucleolus to assemble ribosome particles with the ribosomal RNA and then going back to
the cytoplasm. Upon the addition of ABA, the dimerization of PYLcs-tagged protein with the ABIcs-RPL13 fusion protein triggers its rapid depletion from the nucleus
to the cytoplasm, as “anchored away” by the RPL13 ribosomal protein. (B) Strategy to establish U2OS cell lines expressing RPL13-ABI1cs-V5 from the endogenous
locus. The RPL13 locus, the Cas9 cleavage site, and the donor construct are indicated. The sequence of the sgRNA targeting RPL13 is underlined, and the stop
codon is indicated in red. HA: homology arm. (C,D) Characterization of RPL13-ABI1cs-V5 isogenic cell lines. (C) Results of an out-out PCR-base assay conducted
on U2OS genomic DNA to detect ABI1cs-V5 integration at the RPL13 locus. The primers are located in the homology arms and yield a longer PCR product if
ABI1cs-V5 is integrated (1,452 bp vs 510 bp for the wild-type allele). In panel (D), whole-cell extracts of wild type U2OS cells and those expressing
RPL13-ABI1cs-V5 (clone #25) were western blotted with an anti-V5 antibody to confirm RPL13-ABI1cs-V5 expression (top panel). β-actin was used as a loading
control (bottom panel). (E) Whole-cell extracts of U2OS RPL13-ABI1cs-V5 cells stably expressing PYLcs-eGFP from the AAVS1 locus. Samples were collected at
the indicated times following treatment with 100 µM ABA (0.1% MeOH was used as a negative control). An anti-GFP antibody was used to detect PYLcs-eGFP (top
panel) and β-actin was used as a loading control (bottom panel). (F) Immunofluorescence of U2OS cells expressing either RPL13-ABI1cs-V5 alone (clone #25, as a
negative control) or RPL13-ABI1cs-V5 and PYLcs-eGFP. Cells were treated with either 100 µM ABA or 0.1% MeOH. DNA was stained with DAPI.

and an SE XL Kit, according to the manufacturer’s
recommendations.

iii. Expand and select clones by limiting dilution starting 3-d
post-transfection in 96-well plates.

iv. Extract genomic DNA with QuickExtract DNA
extraction solution and amplify by PCR using the
primers 5′-ACTTATGGCAGCGAACCTGA -3′ and 5′-
ACCTCCCCACAAGAAAACCG -3′. Resolve on a 1%
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agarose gel in TAE buffer (40 mM Tris, 1 mM EDTA,
and 20 mM glacial acetic acid) to identify the ABI1cs-V5
insertion (Figure 3C). Sequence both alleles to validate
accurate gene modification and confirm the absence of
indels in the non-targeted allele.

v. Confirm expression of RPL13-ABI1cs-V5 in selected clones
by western blotting with an anti-V5 antibody (Figure 3D).

2. Generation of U2OS RPL13-ABI1cs-V5 cells expressing
PYLcs-eGFP from the AAVS1 safe harbor locus

i. Amplify PYLcs (SV-ABAactDA plasmid) (Liang et al., 2011)
by PCR and clone it in the AAVS1 Puro PGK1 3 × FLAG
Twin Strep plasmid using Gibson Assembly Cloning Kit.
Amplify eGFP by PCR and replace the 3 × FLAG Twin
Strep tag with it via Gibson cloning.

i. To introduce PYLcs-eGFP at the AAVS1 safe harbor locus
via nuclease-driven targeted integration (Dalvai et al.,
2015), electroporate 1 × 106 U2OS RPL13-ABI1cs-V5
cells with 1 µg of zinc finger nuclease expression vector
(Hockemeyer et al., 2009) and 4 µg of the AAVS1 PYLcs-
eGFP donor construct.

ii. Subject cells to puromycin selection for 7 d, starting 3 d
post-transfection.

iii. Confirm PYLcs-eGFP expression in the enriched pool
following a time-course with 100 µM ABA by western
blotting with an anti-GFP antibody (Figure 3E).

3. Imaging of ABA-treated RPL13-ABI1cs-V5 U2OS cells

i. Seed enriched pools of RPL13-ABI1cs U2OS cells with
AAVS1-integrated PYLcs-eGFP in 6-well plates containing
autoclaved coverslips.

ii. At 60% confluency, treat cells with 100 µM ABA (Liang
et al., 2011) dissolved in 0.1% methanol (or 0.1% methanol
as a control) for 2–24 h.

iii. Wash cells with PBS and fix them with 4% methanol-free
formaldehyde for 15 min.

iv. Wash four times with PBS and stain the nuclei using
4′,6-diamidino-2-phenylindole (DAPI; 2 µg/mL). Mount
the coverslips on microscope slides using Fluoromount G
mounting medium.

v. Capture images with a Nikon Ti Eclipse inverted
fluorescence microscope equipped with a Hamamatsu
Orca ER camera using 40× or 60× objectives (Figure 3F).

RESULTS AND DISCUSSION

TAP of Endogenously Tagged
NuA4/TIP60 Complex
Studies of native chromatin modifying activities require good
yields of purified intact complexes to be obtained by TAP.
K562 cells are an excellent model line to purify endogenously
tagged chromatin remodelers, as they are permissive to genome
editing and tolerate the conditions required to isolate clones.
Importantly, large volumes can be cultivated as suspension
cultures, which is essential to purify the yields of chromatin

modifiers required to perform in vitro biochemical analyses and
potentially even structural studies. Following the establishment
of isogenic K562 cell lines expressing an endogenously TAP-
tagged component of the NuA4/TIP60 complex, the FLAG and
streptavidin portions of the TAP-tag are used to purify the entire
complex in a stepwise manner (Figure 1A). In this specific
example, the E1A binding protein p400 (EP400) subunit was
used. Nuclear extracts were prepared from K562 cells expressing
tagged EP400 as well as a line expressing the 3 × FLAG-
2 × Strep tag only (mock). Copurifying proteins were resolved
by SDS-PAGE and analyzed by silver staining (Figure 1B). The
high sensitivity of silver-stained gels enabled the unambiguous
identification of complex subunits, which were not observed in
the mock sample. Mass spectrometry analysis of the purified
complex confirmed the purification of the entire NuA4/TIP60
complex (Figure 1C).

TAP-based approaches have been used to efficiently purify
NuA4/TIP60 complexes using an array of tagged subunits (Ikura
et al., 2000; Doyon et al., 2004, 2006; Dalvai et al., 2015; Jacquet
et al., 2016). In addition to endogenously tagged proteins, tagged
chromatin modifier cDNAs integrated into a safe harbor genomic
locus like AAVS1 can also be used for complex purification
(Dalvai et al., 2015). The latter approach is a great alternative, as
it allows the expression of near-physiological levels of the tagged
protein, is straightforward, and offers high flexibility to study
proteins that are difficult to tag at their endogenous locus. It can
also be highly useful to compare panels of truncations and mutant
proteins in an isogenic setting.

Characterizing Native
Chromatin-Modifying Activities in vitro
Chromatin-modifying activities such as acetylation and
methylation can be recapitulated in vitro using substrates such as
peptides mimicking histone tails, purified histones (recombinant
or native), rNCPs, and oligonucleosomes isolated from NEs. Of
these, rNCPs provide a unique tool to study how nucleosome
assembly and specific histone marks affect enzyme activity.
Recently, chromatin-remodeling/modifying complexes were
found to exhibit different specificity toward mononucleosomes
and dinucleosomes, highlighting their higher-order structural
specificity (Poepsel et al., 2018; Bhardwaj et al., 2020). We
thus used rNCPs to assess whether the activity of the native
NuA4/TIP60 complex is affected by the structural differences
between the two types of rNCPs.

Mono- and dinucleosomes were reconstituted with octamers
of core histone proteins assembled from purified human
H2A/H2B and X. laevis H3/H4 recombinant histones
(Figure 2A), and with short DNA fragments containing
either one or two 601 nucleosome positioning sequences
(Figure 2B) (Lowary and Widom, 1998; Kato et al., 2017). These
sequences have a high affinity for histone octamers and direct
nucleosome assembly with high efficiency (Lowary and Widom,
1998; Thåström et al., 1999). Mononucleosome assembly was
performed as previously described (Dyer et al., 2003). For the
assembly of dinucleosomes, we used the sequence designed
by Kato et al. (2017), which contains an internucleosomal
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48-bp spacer that accommodates the efficient assembly of two
nucleosomes on the donor DNA (Engeholm et al., 2009; Machida
et al., 2018). Consistent with previous reports, we observed
the formation of a predominant slower-migrating species that
corresponds to dinucleosomes with an octamer:DNA molar
ratio of 2.4. Nucleosome assembly was monitored by native gel
electrophoresis to reveal both the DNA and protein content
(Figures 2C,D). Smaller migrating species observed at lower
octamer:DNA ratios with the 601-601 DNA were previously
found to be due to the assembly of one nucleosome on either one
of the positioning elements (Engeholm et al., 2009). The presence
of two nucleosomes on the 601-601 DNA in the slower-migrating
species observed was further validated by cleaving the linker
DNA with XhoI (Figures 2B,E; Machida et al., 2018).

The acetyltransferase activity of purified native NuA4/TIP60
was assessed by in vitro HAT assays, in which mono-
or dinucleosomes were mixed with the purified complex
and H3-labeled acetyl-CoA (Figure 2F). The reactions were
analyzed by both SDS-PAGE and liquid HAT assays. The
autoradiogram revealed that both histones H2A and H4 are more
efficiently acetylated when recombinant dinucleosomes were
used as substrate (Figure 2G). Coomassie Brilliant Blue staining
confirmed that similar amounts of histones were used in each
reaction. Liquid HAT assays of the same samples corroborated
these results (Figure 2H), which are consistent with a recent
observation for the chromatin-modifier polycomb repressive
complex 2, which is more active on dinucleosomes than on H3
tails or single nucleosomes (Poepsel et al., 2018). The recent
development of a method to assemble rNCPs with various DNA
fragments and histone variants further highlights the potential
of this approach to characterize the activity of native complexes
(Changolkar and Pehrson, 2003; Muthurajan et al., 2016; Sekulic
and Black, 2016). For example, rNCPs can be reconstituted with
different DNA fragments to study the impacts of different linker
DNAs between nucleosomes and in the 5′ and 3′ ends of the
template DNA (Engeholm et al., 2009). In addition, specific
mutations and PTMs on residues can be engineered on canonical
or variant histones prior to reconstitution, allowing very precise
questions to be tested experimentally.

Establishment of an Anchor-Away
System for Nuclear Depletion in
Mammalian Cells
The mammalian anchor-away system allows the rapid and
robust depletion of a PYLcs-tagged protein from the nucleus
(Figure 3A). As long-term depletion of NuA4/TIP60 complex
subunits leads to cell toxicity (Gorrini et al., 2007; Fazzio et al.,
2008; Hu et al., 2009; Steunou et al., 2014; Numata et al., 2020),
this system provides a great alternative to study its roles in
biological processes, including DNA repair (Jacquet et al., 2016).
In this example, modifier depletion immediately prior to DNA
break induction would be useful to separate an acetyltransferase’s
transcriptional functions from its role acetylating histones
surrounding the break. To establish this system in mammalian
cells, we fused an ABI1cs-V5 tag to the C-terminal domain of
the ribosomal protein RPL13 (homologous to the anchor used

in the yeast system) using a CRISPR/Cas9-driven approach.
A sgRNA targeting the 3′-end of exon 6 was designed to
target the nuclease near the stop codon (Figure 3B). A donor
molecule containing the TAP tag and homology arms for RPL13
was used to integrate the tag and delete the endogenous stop
codon. Following transfection into U2OS cells, tag incorporation
was detected in the pool and in two isolated clones by PCR
(Figure 3C). Accurate gene modification was also confirmed
by western blot analysis (Figure 3D) and by sequencing, as
previously described (Dalvai et al., 2015). The PYLcs-eGFP fusion
protein was integrated at the AAVS1 locus in U2OS-RPL13-
ABI1cs-V5 clone 25, and its expression was confirmed by western
blot analysis following the addition of ABA (or MeOH as a
negative control; Figure 3E). Using immunofluorescence, we
observed that adding ABA triggered the nuclear exclusion of
eGFP 6 h after treatment (Figure 3F). Interestingly, the PYLcs-
eGFP fusion was less abundant by western blot before ABA
addition, suggesting that the fusion is expressed at low levels and
stabilized upon complexing with RPL13-ABIcs-V5 (Figure 3D).
Although these results are promising, further experiments will
be required to validate that the fusion between PYLc and a
ribosomal protein can efficiently deplete subunits of chromatin-
modifying enzymes from the nucleus, to establish the kinetics of
this process and to determine if the fusion impact the endogenous
function of RPL13. The fact that we were unable to isolate
a clone with homozygous tagged RPL13 (Figure 3C) raises a
concern about the impact of the fusion on the cellular function
of the protein. The main advantage of this system compared
to other systems based on proteasome degradation (AID/Tir1
and dTAG approaches (Nabet et al., 2018; Nishimura et al.,
2020; Yesbolatova et al., 2020) is that the recovery of essential
nuclear protein should be faster in the absence of the drug as
no degradation is involved. It is thus expected that it will have
less impact on cellular fitness during experiments. Nonetheless,
our results provide proof of concept of the mammalian anchor-
away system’s great potential to enable temporal examination of
the specific functions of essential chromatin modifiers.

CONCLUSION

The detailed step-by-step protocols provided here will be
helpful to researchers interested in rapidly characterizing native
chromatin modifying complexes. Of course, the enzymatic assays
used will differ depending on the PTM deposited, and NCP
composition should be modified depending on the presumed
target or hypothesis being tested (e.g., H3.3 variants vs H3.1,
H2A.Z/H2A.X vs H2A). Streamlining these approaches within
research teams will greatly expand the experimental angles
available to address scientific questions about chromatin-based
molecular mechanisms.

MATERIALS AND EQUIPMENT

Reagents
E23-L48-E23 plasmid (Kato et al., 2017)
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3× FLAG peptide (Sigma, Cat. No. F4799)
AAVS1 Puro PGK1 3 × FLag Twin Strep Plasmid
(Addgene, Cat. No. 68375)
Abscisic acid (Sigma, Cat. No. 5.30339)
Acetic acid (Anachemia, Cat. No. 000598-460)
Acetonitrile (Sigma, Cat. No. 271004)
Agar A (BioBasic, Cat. No. FB0010)
Ampicillin (Bioshop, cat. No. AMP201.100)
Anti-FLAG M2 affinity beads (Sigma, Cat. No. F1804)
Anti-GFP (Roche, Cat. No. 11814460001)
Anti-V5 antibody (Abcam, Cat. No. SV5-Pk1)
Aprotinin (Sigma, Cat. No. A3886)
BbsI (NEB, Cat. No. R0539)
Benzamidine hydrochlorate hydrate (Sigma, Cat. No.
B6506)
β-mercaptoethanol (Sigma, Cat. No. M3148)
β-glycerophosphate (Sigma, Cat. No. G9422)
Bolt 4–12% Bis-Tris gels (Thermo Fisher Scientific, Cat. No.
NW04120BOX)
Bolt 12% Bis-Tris gels (Thermo Fisher Scientific, Cat. No.
NW00122BOX)
Boric acid (Sigma, Cat. No. B6768)
Bromophenol blue (Bioshop, Cat. No. BRO222)
Citric acid (Sigma, Cat. No. 251275)
Coomassie Brilliant Blue (Bioshop, Cat. No. CBB555)
Coverslips (FisherBrand, Cat. No. 12541B)
CutSmart Buffer (NEB, Cat. No. B7204S)
D-Biotin (ThermoFisher, Cat. No. B20656)
DH10ß (Thermofisher, Cat. No. EC0113)
Dimethyl sulfoxide (Sigma, Cat. No. D8418)
DNA retardation gel (Life Technology, Cat. No.
EC6365BOX)
DTT (Bioshop, Cat. No. DTT002)
EcoRV (NEB, Cat. No. R3195L)
EDTA (Sigma, Cat. No. E5134)
EN3HANCE solution (PerkinElmer, Cat. No. 6NE9701)
Ethanol, 100% (Commercial Alcohols, Cat. No.
P016EAAN)
Fetal bovine serum (ThermoFisher, Cat. No. 12483020)
Filter paper – P81 (Sigma, Cat. No. Z742570)
Fluoromount G (eBioscience, Cat. No. 00-4958-02)
Formaldehyde (Sigma, Cat. No. 252549)
Gibson Assembly kit (NEB, Cat. No. E5510S)
Glutaraldehyde (Sigma, Cat. No. G6403)
Glycerol (Bioshop, Cat. No. GLY001)
Guanidinium-HCl (BioBasic, Cat. No. GB0242)
H3-labeled acetyl-CoA (PerkinElmer Life Sciences, cat. No.
NET290050UC)
HEPES (Bioshop, Cat. No. HEP001.1)
HEPES, 1 M, for cell culture (Life Technologies, Cat. No.
15630080)
HiTrap SP HP Sepharose columns (GE Healthcare, Cat. No.
45-100-294)
InstantBlueTM Coomassie Stain (Bioshop, Cat. No.
CBB555.25)
Isopropyl β-D-thiogalactoside (Sigma, Cat. No. I6758-10G)
K562 cells (ATCC, Cat. No. CCL-243)

KCl, reagent grade (Bioshop, Cat. No. POC308)
Leupeptin (Sigma, Cat. No. 78435)
EcoLite (+) Liquid Scintillation Cocktail (MP Biomedicals,
Cat. No. 0188247504)
Lysozyme from chicken egg (Sigma, Cat. No. L6876)
MB AG 501-X8 (D) resin (BioRad, Cat. No. 1436425)
McCoy’s Modified Medium (ThermoFisher, Cat. No.
16600108)
Methanol (Fisher Chemical, Cat. No. A412)
Methanol Free 16% Formaldehyde (ThermoFisher, Cat. No.
28908)
MgCl2 ACS reagent grade (Bioshop, Cat. No. MAG510)
Microscope slides (FisherBrand, Cat. No. 22-034-486)
MOPS (Sigma, Cat. No. M3183)
Na2CO3 (Sigma, Cat. No. 451614)
NaCl (Bioshop, Cat. No. SOD001.5)
NaF (Sigma, Cat. No. 201154)
NaHCO3 (Sigma, Cat. No. S6014)
Orthovanadate (Sigma, Cat. No. S6508)
P81 phosphocellulose filter paper (Sigma, Cat. No.
Z742570)
pGEM-3z/601 (Addgene, Cat. No. 26656)
PEG6000 (Cederlane, Cat. No. 8.07491.1000)
Penicillin-Streptomycin (ThermoFisher, Cat. No.
15140122)
Pepstatin A (Sigma, Cat. No. P5318)
Pet15b vector (EDM Millipore, Cat. No. 69661)
Pet28a Synthetic Human H2A.1 (Addgene, Cat. No. 42634)
Pet28a Human H2B.1 (Addgene, Cat. No. 42630)
Pet3d Xenopus H3C110A and Pet3a Xenopus H4 plasmids (a
kind gift from Cheryl Arrowsmith)
PMSF (Thermo Fisher Scientific, Cat. No. 36978)
pSpCas9(BB)-2A-Puro (pX459) V2.0 vector (Addgene, Cat.
No. 62988)
Puromycin (Sigma, Cat. No. P8833)
Qiagen GigaPrep kit (Qiagen, Cat. No. 12191)
QuickExtract DNA extraction solution (Epicentre, Cat. No.
QE09050)
RPMI medium (Life Technologies, Cat. No. 21870-092)
Sepharose CL-6B resin (Sigma, Cat. No. CL-6B-200)
SE XL Kit, nucleofection (Lonza, Cat. No. V4LC-2020)
Silver nitrate (Sigma, Cat. No. S8157)
Sodium butyrate (Sigma, Cat. No. B5887)
Sodium carbonate (Sigma, Cat. No. 451614)
Strep-Tactin Superflow Sepharose affinity matrix (IBA, Cat
No. 2-1206-010)
Sucrose, biotechnology grade (Bioshop, Cat. No. SUC700)
SV-ABAactDA plasmid (Addgene, Cat. No. 38247)
SYBR green (ThermoFisher, Cat. No. S7563)
SyproTM Ruby protein gel stain (Bio-Rad, Cat. No.
1703125)
Tris base (Bioshop, Cat. No. TRS001.5)
Triton X-100 (BioBasic, Cat. No. TB0198)
Tryptone powder (BioBasic, Cat. No. G211)
Tween-20 (Bioshop, Cat. No. TWN508)
U2OS cells (ATCC, HTB-96)
Urea, reagent grade (Bioshop, Cat. No. URE002)

Frontiers in Cell and Developmental Biology | www.frontiersin.org 13 September 2021 | Volume 9 | Article 729338152

https://www.frontiersin.org/journals/cell-and-developmental-biology
https://www.frontiersin.org/
https://www.frontiersin.org/journals/cell-and-developmental-biology#articles


fcell-09-729338 September 9, 2021 Time: 12:41 # 14

Galloy et al. Methods to Study Chromatin Modifiers

Yeast extract (BioBasic, Cat. No. G0961)
Zero Blunt pTOPO cloning kit (Life Technology, Cat. No.
450245)

Equipment
Amicon Ultra-0.5 centrifugal filter units (Millipore, Cat.
No. UFC503024)
Bioruptor (Diagenode)
Dounce homogenizer with a type B pestle (Thomas
Scientific, Cat. No. 1229H80)
Dialysis tubing with a cut off of 3.5 kDa (Thermo Scientific,
Cat. No. REF68035)
Electrophoresis and blotting apparatus (Biorad, Cat. Nos.
1658001FC and 1703930)
Labconco FreeZone 1 Liter Benchtop Freeze Dry System
(Cat. No. 7740020)
LS 6500 Multi-purpose Scintillation Counter (Beckman
Coulter)
Nikon Ti Eclipse fluorescence microscope with a
Hamamatsu Orca ER camera
NGC Scout 10 Plus and fractionator (BioRad)
Micro Bio-Spin columns (BioRad, Cat. No. 7326204)
Nutator
Optima LE-80K Ultracentrifuge (Beckman-Coulter)
Peristaltic pump (Buchler Instruments Polystaltic Pump)
Poly-Prep chromatography columns (Bio-Rad, Cat. No.
7311550)
S200 HiLoad 16/600 Superdex FPLC columns (GE
Healthcare, Cat. No. 28-9893-35)
Slide-A-Lyzer 0.5 mL with a cut off of 10 kDa (Life
Technology, Cat. No. 66383)
Scintillation vials (Fisher, Cat. No. 03-337-20)
Sorvall LYNX 4000 Superspeed Centrifuge and tubes
(Thermo Scientific)
Spinner Flasks, 3L (Fisher, Cat. No. 10203E)
UV spectrophotometer (Nanodrop Onec, Thermo
Scientific)
Water bath

Solutions

Buffer A 7 M urea, 20 mM Tris pH 8, add 5 mM
β-mercaptoethanol fresh (just before use)

Buffer B 7 M urea, 20 mM Tris pH 8, 1 M NaCl, add
5 mM β-mercaptoethanol fresh

Carbonate developing solution 283 mM sodium carbonate, 0.0185%
formaldehyde

CutSmart buffer 50 mM potassium acetate, 20 mM Tris-acetate
pH 7.9, 10 mM MgCl2-acetate, 100 µg/mL
BSA

HAT buffer 50 mM Tris-HCl pH 8, 10 mM sodium butyrate,
5% glycerol, 0.1 mM EDTA, add 1 mM DTT
fresh

High salt buffer 10 mM HEPES pH 7.9, 1.5 mM MgCl2, 1.2 M
KCl, 25% glycerol, 0.2 mM EDTA, add 0.2 mM
PMSF and 0.5 mM DTT fresh

High salt reconstitution buffer 2 M KCl, 10 mM Tris pH 7.5, 1 mM EDTA, add
1 mM DTT fresh

Histone wash buffer 50 mM Tris pH 7.5, 100 mM NaCl, 1 mM EDTA,
add 1mM benzamidine and 5 mM
β-mercaptoethanol fresh

Hypotonic buffer 10 mM HEPES pH 7.9, 1.5 mM MgCl2, 10 mM
KCl, add 0.2 mM PMSF and 0.5 mM DTT fresh

Low salt buffer 10 mM HEPES pH 7.9, 1.5 mM MgCl2, 20 mM
KCl, 25% glycerol, 0.2 mM EDTA, add 0.2 mM
PMSF and 0.5 M DTT fresh

Low salt reconstitution buffer 0.2 M KCl, 10 mM Tris pH 7.5, 1 mM EDTA,
add 1 mM DTT fresh

MOPS SDS running buffer 50 mM MOPS, 50 mM Tris, 0.1% SDS, 1 mM
EDTA

NEB3 buffer 100 mM NaCl, 50 mM Tris-HCl pH 7.9, 10 mM
MgCl2, 100 µg/mL BSA

Nucleosome loading buffer (8×) 40% sucrose, 0.1% bromophenol blue

Refolding buffer 10 mM Tris pH 7.5, 2 M NaCl, 1 mM EDTA,
add 5 mM β-mercaptoethanol fresh

Running buffer 25 mM Tris, 50 mM glycine, 0.1% SDS

TAE buffer 40 mM Tris, 1 mM EDTA, 20 mM glacial acetic
acid

TAP buffer 20 mM HEPES-KOH pH 7.9, 300 mM KCl,
1.5 mM MgCl2, 0.2 mM EDTA, 10% glycerol,
add 10 mM sodium butyrate, 10 mM
β-glycerophosphate, 1 mM PMSF, 5 mM NaF,
100 µM orthovanadate, 2 µg/mL leupeptin, 2
µg/mL pepstatin, and 5 µg/mL aprotinin fresh

TAP wash buffer #1 20 mM HEPES-KOH pH 7.9, 300 mM KCl,
0.1% Tween-20, 10% glycerol, add 1 mM DTT,
10 mM sodium butyrate, 10 mM
β-glycerophosphate, 1 mM PMSF, 5 mM NaF,
100 µM orthovanadate, 2 µg/mL leupeptin, 2
µg/mL pepstatin, and 5 µg/mL aprotinin fresh

TAP wash buffer #2 20 mM HEPES-KOH pH 7.9, 150 mM KCl,
0.1% Tween-20, 10% glycerol, add 1 mM DTT,
10 mM sodium butyrate, 10 mM
β-glycerophosphate, 1 mM PMSF, 5 mM NaF,
100 µM orthovanadate, 2 µg/mL leupeptin, 2
µg/mL pepstatin, and 5 µg/mL aprotinin fresh

TBE (0.2×) 18 mM Tris, 18 mM boric acid, 0.4 mM EDTA,
pH 8.0

Unfolding buffer 20 mM Tris pH 7.5, 7 M guanidine-HCL, add
10 mM DTT fresh

Urea dialysis buffer 7 M urea, 10 mM Tris pH 8, 1 mM EDTA,
100 mM NaCl, add 5 mM
β-mercaptoethanol fresh.
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