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Editorial on the Research Topic

Socially Situated? Effects of Social and Cultural Context on Language Processing and Learning

An increasing number of findings in psycholinguistics, neurolinguistics, and the cognitive sciences
suggest that the (non-linguistic) socially interpreted and cultural context can influence language
processing and learning. That context could include a speaker’s (or bystander’s) actions, facial
expressions, voice or gaze, and gestures, among others. Given the wide variety of contexts (e.g.,
real-world, videos, still photographs, drawings, narratives, newspaper texts, poems, movies), and
of writers, speakers/comprehenders (of different ages, gender, social status, linguistic, and cultural
background), the extent of such social and cultural effects on language processing and learning
remains unclear, partially because of the complexity to model their interactions (applying different
methodologies). The submissions to this Research Topic help delineate the interplay of the socially
interpreted and cultural context for language processing and learning/development.

1. LANGUAGE DEVELOPMENT AND LEARNING

A number of contributions to this Research Topic focus on language development and learning
and showcase the role of the social and cultural context in this domain. From the contributions we
can take away the insight that social context is highly diverse. Modeling its influence on learning
likely involves a sophisticated understanding of interdependence between language, the world that
an individual perceives and acts in, and characteristics of the individual (e.g., mood and language
background).

Pointeau et al. examine how robots learn about causal and temporal event relations. They use
a corpus of speech from humans describing simple human-robot interactions. Algorithms are
used to extract how function words link events to one another (e.g., statistics on how words like
“because”, or “then” link different elements in a situation model). The recovered statistics serve as
the input for robot learning (how to interact in question-answering dialogue and how to produce
narratives). Other research focuses on language development in infants and with a focus on what
extra-linguistic cues like a speaker’s gaze can contribute to word learning: Cetincelink et al. review
evidence suggesting eye-gaze is important for vocabulary development (also longitudinally), word-
object reference, object, and speech processing. One key insight from this review is that word-object
mapping benefits from eye-gaze. But it remains to be seen to what extent eye-gaze constitutes
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a mechanism of enhancing learning even more broadly. In
addition to benefits of language-world mapping for infants,
second language learners also benefit from (the wider pragmatic)
context. Zhiwei Bi used a role-play task involving, for instance,
requesting a reference letter from a professor or scheduling a
meeting with peers. The goal was to ascertain second language
learners’ strategies. Qualitative analyses of retrospective verbal
reports uncovered a range of language-related strategies for
speech acts like requests (e.g., comprehending, linking to
prior experiences, or pragmatic awareness). Insights into the
neurocognitive basis of language learning in social contexts come
from a contribution by Kissler and Bromberek-Dyzman. They
compared L1 vs. L2 comprehenders’ emotion word processing
as a function of mood. Mood induction influenced the very
first moments of emotion word processing (stronger left-
lateralization of mean amplitude in event-related brain potential
negativities around 100 ms, the so-called “N1” for happy
compared to sad mood). Regardless of first or second language
background, valence modulation in the earliest moments
emerged following happy but not sad mood induction; language
background did modulate later, lexical-semantic processes. A
comprehender’s second language can also serve as context for,
and influence, the decay of native language (“attrition”). A
review by Gallo et al. focuses on how first-language attrition
happens, why it occurs, and who attritors are (e.g., immigration
history, linguistic behaviors, internal neurocognitive states).
The authors argue that looking at attrition within the context
of the bilingual mind can improve our understanding of
how socio-cultural factors (that likely go hand in hand
with immigration and first-language attrition) can modulate
linguistic processing.

2. EXPECTATIONS AND BIASES

Social context not only influences language development and
learning but also moment-to-moment language processing. The
contributions to this Research Topic convey the insight that
social context of different sorts seems to enable the formation
of expectations. Expectation-formation has been called into
question for lexical-level cues (see DeLong et al., 2017; Ito
et al., 2018; Nieuwland et al., 2018; Nieuwland, 2019) and
against this backdrop the convergence in anticipatory social
context effects is striking. A close look at the results clarifies,
however, that anticipation is not the same for all world-
language relations. Emergence of biases in expectations is
also striking. Guerra et al. provide evidence for expectations
by exploring the role of gender attitudes and stereotypes
in language comprehension. Using visual-world eye-tracking1,
they found that participants, when inspecting a display with
several images, exploited the verb in German sentences
to anticipate a character (out of two) that fit with verb
gender-stereotype knowledge. These effects were asymmetric

1Visual-world eye-tracking is a paradigm in which images are presented together

with spoken language; visual interrogation of the images is tracked and has been

found to be guided by the interaction of visual context with language (Cooper,

1974; Tanenhaus et al., 1995; Huettig et al., 2011).

in that they were larger for female than male stereotypes
but they did not vary between participants depending on
their gender (e.g., sexist) attitudes. Anticipation biases also
emerged in research examining “common ground” effects
(knowledge shared by a speaker and an addressee). Richter
et al. used a referential communication game to examine
whether common ground is integrated quickly or with delay,
involving effort, and whether what is common knowledge vs.
privileged (for just the listener) is integrated at the same
time. Objects were shown visually either in privileged or
common ground, and for critical trials, common ground was
relevant but objects in privileged ground had to be ignored.
The results from a range of methods, among them eye-
tracking and event-related brain potentials, suggested that
common ground had early effects, enabling the anticipation of
objects; but conflicting information in privileged ground had
the potential to interfere. Maquate and Knoeferle complement
these insights into common ground effects with a comparison
of how referentially-mediated action depictions and non-
referentially mediated emotional cues (speaker face emotion)
modulate visual attention and language comprehension. Effects
of depicted actions were replicated and were pervasive;
speaker face emotion effects were, by contrast, more subtle,
highlighting the need to pay attention to the relation between
language and the world in deriving predictions of (social)
context effects.

3. MORALITY, LANGUAGE PRESTIGE, AND

REGISTER

Context takes many facets, including that of morality and
prestige. ’t Hart et al. examined how facial muscle movements
in response to emotionally valenced sentences vary depending
on whether a sentence protagonist was described as morally
good or bad (more frowning upon reading Mark is angry vs.
Mark is happy when Mark was pitched as a good person, but
not when he was characterized as bad). Whether the participant
was part of the same group as Mark or not (in-group vs. out-
group) did not modulate the frowning of the target expression,
Mark is angry/happy (more frowning muscle activity emerged
in the corrugator supercilii for angry than happy sentences).
Being part of a social and age group, did, by contrast, affect
the performance of participants in a language task (an implicit
association test). Weirich et al. reported implicit association test
results that differed for older and younger language users and
for multi- vs. mono-ethnic groups. Participants, for instance,
classified words (of different language register) as having bad or
good valence. Experiment 1 contrasted a standard German with
input labeled as a low-register German variety and Experiment
2 used the same stimuli but labeled them as standard German
vs. standard French. Results revealed that older language users
had a stronger association of low-register words with negative
valence words when listening to low-register variety, and a
smaller effect (less negative attitude) when listening to a French-
native learner of German. A group of younger participants
of mono-ethnic origin, by contrast, had no effect of language
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variety; but the younger multi-ethnic participants linked the
low-register variant to negative-valence words more strongly
for French than the low-register German language variety.
Liu et al. contributed a study on Chinese (examining the
identification of written Chinese characters that were either
morally positive or negative valenced); they reported faster
identification when positive if the characters were oriented
upright or facing to the right. By contrast, immoral characters
were identified faster when these were distorted or presented with
a left rotation. The authors interpreted these results as suggesting
that physical cues like the direction of orientation contribute to
encoding social concepts in language, in line with Conceptual
Metaphor Theory.

4. INDIVIDUAL DIFFERENCES: ATTITUDE,

AFFECT SCORES, AND LANGUAGE

BACKGROUND

The attitude participants have toward contextual information
also plays an important role in language processing. This insight
emerges from the results of Horchak and Vaz Garrido. The
authors focused comprehenders’ attention on environmental
issues (noticed ... garbage) compared with on the emotions of
protagonists (got upset with the garbage) or on actions (picked
up... garbage) and assessed to what extent such a focus influenced
a comprehender’s sentence ratings (seriousness of the issue)
and verification (fit with the picture), also as a function of
participants’ environmental awareness. The results suggested
that focus on a topic like environmental issues boosted ratings
of sentences with environmental focus, and that participants’
environmental awareness can modulate attention in sentence
processing. Modulation of language processing by participant
characteristics was also observed in Dwivedi and Selvanayagam.
They replicated increased mean amplitude negativities “N400”
to semantically mismatching vs. matching words in a sentence
context. Crucially, these effects were modulated by participants’
affect score (PANAS). Larger N400 differences emerged
for individuals with smaller negative affect scores, further
highlighting the role of individual differences. Kissler and
Bromberek-Dyzman reported individual differences for lexical-
semantic processing as reflected in the N400, too. N400 mean
amplitude differences were larger for second-language than
first-language comprehenders. Together these findings highlight
the role of individual differences as a modulating factor for
context effects.

5. CLINICAL CASES

Doedens et al. examined the role of context, and in particular
familiarity with a communication partner in collaborative
communication of aphasic patients compared with healthy
controls. Measures of communicative efficiency like the time it
took participants to complete the goal of the communicative
task differed when comparing patients with aphasia to the
controls. As instructors in the task, the patients were faster
with an unfamiliar (vs. familiar) interlocutor (accuracy was
unaffected by interlocutor familiarity). Healthy controls had
higher accuracy when the partner was unfamiliar but reaction
times were unaffected by the familiarity manipulation. In
the listener role, patients showed a boost in accuracy for
the unfamiliar interlocutor. A better understanding of how
contextual factors influence communication in patients is the
first step in intervention studies. A contribution that also speaks
to this issue comes from Sanchez-Perez et al. who investigated
vocabulary in 2 to 4-year-old children who were on the autism
spectrum. They examined the children’s vocabulary in at-
home and pre-school contexts. Results suggest clear differences
in vocabulary (size) across these two contexts, meaning that
vocabulary size may be underestimated if only one context
is considered.

6. SUMMARY STATEMENT

Social and cultural context influences language processing and
learning during a lifespan with at least some variability across
diverse language user groups.
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The Social Meaning of
Contextualized Sibilant Alternations
in Berlin German
Melanie Weirich* , Stefanie Jannedy* and Gediminas Schüppenhauer

Leibniz-Centre General Linguistics, Berlin, Germany

In Berlin, the pronunciation of /ç/ as [ɕ] is associated with the multi-ethnic youth
variety (Kiezdeutsch). This alternation is also known to be produced by French learners
of German. While listeners form socio-cultural interpretations upon hearing language
input, the associations differ depending on the listeners’ biases and stereotypes toward
speakers or groups. Here, the contrast of interest concerns two speaker groups using
the [ç]–[ɕ] alternation: multi-ethnic adolescents from Berlin neighborhoods carrying
low social prestige in mainstream German society and French learners of German
supposedly having higher cultural prestige. To understand the strength of associations
between phonetic alternations and social attributes, we ran an Implicit Association Task
with 131 participants (three groups varying in age and ethnic background (mono- vs.
multi-ethnic German) using auditory and written stimuli. In experiment 1, participants
categorized written words as having a positive (good) or negative (bad) valence and
auditory stimuli containing pronunciation variations of /ç/ as canonical [ç] (labeled
Hochdeutsch [a term used in Germany for Standard German]) or non-canonical [ɕ]
(labeled Kiezdeutsch). In experiment 2, identical auditory stimuli were used but the
label Kiezdeutsch was changed to French Accent. Results show faster reaction times
when negative categories and non-canonical pronunciations or positive categories
and canonical pronunciations were mapped to the same response key, indicating a
tight association between value judgments and concept categories. Older German
listeners (OMO) match a supposed Kiezdeutsch accent more readily with negatively
connotated words compared to a supposed French accent, while younger German
listeners (YMO) seem to be indifferent toward this variation. Young multi-ethnic listeners
(YMU), however, seem to associate negative concepts more strongly with a supposed
French accent compared to Kiezdeutsch. These results demonstrate how social and
cultural contextualization influences language interpretation and evaluation. We interpret
our findings as a loss of cultural prestige of French speakers for the YMO group
compared to the OMO group: younger urban listeners do not react differently to these
contextual primes. YMU listeners, however, show a positive bias toward their in-group.
Our results point to implicit listener attitudes, beliefs, stereotypes and shared world
knowledge as significant factors in culturally- and socially situated language processing.

Keywords: sociophonetics, perception, social meaning, social context, IAT, fine phonetic detail, prestige,
in-group – out-group
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INTRODUCTION

In this study, we will show that listeners draw implicit
associations between sub-phonemic variation or fine phonetic
detail and evaluative categories in dependence to a speaker group
that supposedly produced the speech form. Speech production is
not merely a means of transporting propositional content, but
also serves the construction of personas and reflects speakers’
social identities. For simplicity reasons, here in this paper we
use the binary concept of canonical vs. non-canonical, however,
our conceptualization of individuals’ speaking styles goes beyond
the notion of complementary, binary or dichotomous categories
such as formal vs. informal or casual, standard vs. non-standard,
or read vs. spontaneous. Rather, we conceive speech with all
its features and variants as a tool set from which speakers
(sub)consciously select and chose from to position themselves in
social space. Listeners pay attention to phonetic detail and either
can or cannot interpret the social meaning of the variant(s).

However, many of the fine phonetic details observed in
speech are produced by a speaker without much awareness.
As the social dynamics change or the persona performed
varies by situation or shifts over the course of a conversation,
so too can the linguistic choices of the speaker. Hearers
may then be in a position to draw meaningful associations
between linguistic variants and social actors that use variants
to create a personal style or to index a particular social
persona, properties or stances. Speech researchers have long
come to the realization that speakers adjust their speech in
dependence to language external factors (Labov, 2001) such
as the addressee (Bell, 1984), specifically in child- or animal
directed speech (Burnham et al., 2002), speaker characteristics
such as age (Eckert, 1989), gender identity (Weirich and Simpson,
2018), sexual orientation (Munson et al., 2006; Kachel et al.,
2018), or the formality of the speech situation (Podesva, 2007).
Also, a speaker’s phonetic accommodation to a model talker is
mediated by the other speaker’s social identity and perceived
attractiveness (Babel, 2012) or the participants personality
(Lewandowski and Jilka, 2019). The degree of convergence
has been found to be used to decrease or increase social
distance (Giles, 1973; Giles et al., 1973; Bourhis and Giles,
1977). A speaker’s perceived femininity or masculinity plays
a role in perception (Johnson et al., 1999) as does a hearer’s
age (Jannedy and Weirich, 2014) or where the hearer believes
the speaker is from Niedzielski (1999), Hay and Drager (2010),
Jannedy and Weirich (2014).

The study of intra-speaker variation as a field of study has
gained traction with the Third Wave in sociolinguistics (Eckert,
2012; Eckert and Labov, 2017) where studies focus on the
speech styles of individuals as they maneuver social situations.
While phonetic variation is inherently gradient, the occurrence
of a phonetic form can statistically be used more often in one
social situation or by one social group compared to another.
Eckert and Labov (2017, p. 481) explicitly say that “Having no
referential function, a phonological variable is free to take on
purely contextual meaning as it ranges within the limits set by
neighboring phonemes.” So, once a variant has been collectively
recognized by listeners as belonging to a specific speech style,

context, or social group, it can be used to index membership in
this group or to index a specific context.

For example, in German, the phonological category /ç/ has
two allophonic variants (throughout this manuscript we will
refer to the default or canonical German fricative variant as [ç]
and to the non-canonical alternant as [ɕ]). The alternation of
/ç/ to a phonetic variant ranging acoustically between the palatal
fricative [ç] and the post-alveolar fricative [ ʃ], i.e., symbolically
represented as the alveopalatal fricative [ɕ] in the youth-style
multi-ethnolect Kiezdeutsch as spoken in Berlin – the sociolect
investigated in the present study – serves to index membership
and the identification with the multi-cultural Berlin districts
Kreuzberg, Neukölln or Wedding as “their” neighborhood in the
speech of adolescents (Jannedy et al., 2015). As an extension
to that, for some people, it indexes a young, hip, multiethnic
and urban street identity. For simplicity reasons, we will refer
to this variant of /ç/ as [ɕ] as our work on the acoustic
phonetic properties of these variants suggests that [ɕ] differs
from both [ç] and [ ʃ] in several spectral parameters such as
center of gravity (COG, cf. section “Acoustic Characteristics
of Stimulus Materials”) and discrete cosine transformation
coefficients (Jannedy and Weirich, 2017).

Work on language stereotypes, attitudes (Johnson et al., 1999;
Niedzielski, 1999; Hay and Drager, 2010; Jannedy and Weirich,
2014), and person perception (Scherer, 1972; Schirmer, 2019)
has shown that it is possible to put speakers in mind-sets in
which to perceive speech. We will exploit this finding for our
study, too by making listeners believe that a voice they hear
either belongs to a French speaker learning German or a German
speaker of Turkish decent, both groups for which stereotypes
exist in dominant German language ideology (Plewnia and Rothe,
2009; Jannedy and Weirich, 2014; Jannedy et al., 2019). While
German spoken with a French accent supposedly is the most
favored foreign accent by Germans and generally evokes positive
ratings (Plewnia and Rothe, 2009), German spoken with features
believed to be of multi-ethnic origin, i.e., Arabic or Turkish
seems to polarize or evoke negative stereotypes (Wiese, 2015).
It is our assumption that neither the positive nor the negative
associations with these two varieties of German are conscious
so as to be deliberately mediated in public, and moreover, vary
between individuals influenced by social factors such as age or
personal background.

In this work, we investigate the relative strength of implicit
associations between speech variants and evaluative categories
in the context of a fictitious French vs. multi-ethnic speaker
group. We have borrowed the experimental technique of the
Implicit Association Task (IAT) (Greenwald et al., 1998, 2003)
from psychology as we are interested in the immediate and
unmediated reactions to a speech stimulus and the social
information that a phonetic shape invokes. According to the
Social Connotation Hypothesis (van Bezooijen, 2002), hearers’
evaluations and reactions to language stimuli depend on social
attributes and inferences drawn based on the supposed values,
intentions, and attitudes that are associated with a speech variant.
The IAT paradigm allows for collecting reaction time data which
reveals how strongly a listener associates a specific variant with
a value judgment. Due to the structure of the task, participants
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should not be able to disguise which associations come closest
to their own, thus revealing their implicit, rather than their
explicit, associations.

There is much evidence that encountered language input
is stored in memory along with social information. These
remembered instances (“exemplars”) are stored in a multi-
dimensional space representing a cognitive map (Goldinger,
1998; Barlow and Kemmer, 2000). Watanabe et al. (2001)
stipulate that the human cognitive system is built in such a way
that learning in general and by extension perceptual learning
works with and without awareness through rapid adaptation
to the surrounding environment. This is also corroborated
by the work on sound acquisition and acquisition trajectories
(Foulkes and Docherty, 2006), and sound change (Harrington,
2006). Harrington et al. (2019) for example showed that during
the linguistic isolation of multi-dialectal English-speaking staff
during the winter months in Antarctica, their speech begins to
converge toward each other, averaging out differences in vowel
production (also see Eckert, 2019 on the spread of sound change).
Results like these imply that groups of speakers that have a sense
of belonging to the same social group and probably identifying
with it, may develop speech patterns that can eventually be
interpreted in meaningful ways by hearers. Applying this train
of thought to our study, we are interested in the associated
information that is stored with a phonetic variant in the context
of two distinct speaker groups and the way associated and
implied social information shapes the attitudes associated with
specific speech forms.

An example widely discussed in the literature (Campbell-
Kibler, 2011, 2012 and references therein) is the English verbal
suffix <-ing> which is realized as either [ɪŋ] with a velar nasal
in many standard varieties of English or as [ɪŋ] with an alveolar
nasal in non-standard varieties. It is argued that the choice of this
variant by a speaker in speech production has a communicative
intention (see Eckert, 2008; Campbell-Kibler, 2011; Eckert, 2012
and others). The work by Campbell-Kibler (2010; 2011; 2012)
shows that addressees derive social associations such as educated
or intelligent from speech variants, yet, these interpretations are
highly context-sensitive and dependent on a listener’s mood and
the social perception of the speaker (Campbell-Kibler, 2008).

Our own work (Jannedy and Weirich, 2014) on the [ç] – [ɕ]
alternation in the urban context of Berlin revealed an age-graded
listener bias in the categorization of stimuli taken from a 14-step
acoustic continuum ranging from /ç/ to / ʃ / (where [ɕ] is located
along the continuum) when co-presented with the name of a
Berlin neighborhood (Kreuzberg) known for its multi-ethnic and
multi-lingual population. In this classic categorical perception
task, older (mean age: 50.7) and middle (mean age: 30.2) aged
listeners were biased in their responses toward the non-canonical
pronunciation variant [ɕ] in the context of the prime Kreuzberg
(the multi-ethnic and multi-lingual Berlin district), whereas
younger (mean age: 22.7) listeners seemed to have been free of
or have undone this bias by selecting fewer [ɕ] tokens in this
condition compared to a control condition where no additional
information was presented.

These results suggest that listeners have conceptualized
representations or stereotypes of what people from certain

neighborhoods sound like, affectively reacting to perceptual
stereotypes and creating perceptual personas. Our results
corroborate findings on the social association of the -in/-ing
alternation in American English (Campbell-Kibler, 2010, 2011)
whereby the canonical -ing pronunciation was associated with
more intelligent/educated/articulate speaker types, while the -
in pronunciation was perceived to sound less formal and less
likely to be gay.

Results like these show that listeners tie pronunciation variants
to social attributes, a connection that is undoubtedly learned.
Studies show that listeners were not able to distinguish between
the standard- and non-standard varieties of languages that were
unknown to them (Giles et al., 1974, 1975; van Bezooijen, 1988)
in terms of the perceived pleasantness or status, showing that
there is no inherent value to one form over another. In other
words, one variant is not more sophisticated than another variant,
it is the implicit association of speech variants with assumed,
associated or stereotyped social traits of speaker groups that lets
members of a speech community form value judgments (cf. Social
Connotation Hypothesis, van Bezooijen, 2002).

To gain a better understanding of these deeply rooted
implicit associations that listeners have formed on variable
speech production patterns and linked to learned, assumed or
stereotyped social traits, we have used a method that measures
the relative strength of association between two dichotomous
concept categories. The IAT (Greenwald et al., 1998; Greenwald
et al., 2003; Nosek et al., 2005) investigates the immediate and
affective inferences that participants draw upon being prompted
with (a set of) stimuli. Classic IAT experiments were used to show
the closeness of implicit associations between concepts such as
male/female and science/humanities, black/white and good/bad,
or skinny/fat and good/bad. This experimental paradigm has
also proven to be quite valuable for testing the tight association
of phonetic forms with social meanings (see Campbell-Kibler,
2012). Campbell-Kibler (2012) has used the paradigm to show
that experiment participants had an awareness of the -ing/-in
variable when they were presented with it in writing, associating
these forms with either professions (white-collar/blue-collar) or
with regional accents (southern/northern states).

Pantos (2010) pioneered a multi-modal IAT-approach,
presenting auditory and visual stimuli and a combination thereof.
In follow-up work, Pantos and Perkins (2012) tested in an
United States-American context the implicit association between
pronunciation variants and positive and negative valence words
and found an implicit bias in favor of United States-accented
versus Korean-accented speech. Campbell-Kibler (2012) also
successfully deployed an auditory paradigm and was able to show
that the -ing/-in variables were implicitly associated with northern
vs. southern accented speech, respectively. Nilsson et al. (2019)
tested the differences in social meaning of Swedish /i/ in two
rural areas. In one of their two test-sites, their results revealed a
stronger implicit association of “damped” /i/ ([1]) with ruralness
and cardinal /i/ with urbanity.

In this work, we will test the implicit associations of words
ending in the German adjectival suffix <-ig> (produced with
the German palatal fricative [ç] varying in pronunciation
between non-canonical [ɕ] and canonical [ç]) and positive
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and negative valence words (as representatives of positive and
negative attitudes toward the variants and the speaker group
using this variant).

Our first hypothesis is, that listeners will associate non-
canonical pronunciations with negative values and canonical
pronunciations with positive values. The additional aim is to
exploit the similarity of the [ɕ] variant in the two distinct
varieties of German Kiezdeutsch and French Learners’ German.
In Berlin Kiezdeutsch, this pronunciation variant is rather salient
and prevalent in the speech of multi-ethnic youth and their peers
from several districts in Berlin. There are differences as to how
Kiezdeutsch is perceived in the urban population of Berlin: to
younger speakers, the multi-ethnic urban variant seems more of a
default pronunciation by now and is perceived as street (sociolect
independent of the ethnic background of the speakers) which
stands for young, hip and urban. In contrast, most of the older
population and more conservative views published in the press
view this sociolect as polarizing, uneducated and negative, and
it is shunned upon by mainstream speakers of Berlin German
(Heiser, 2014). However, a similar non-canonical like variant
also exists in the foreign accented speech of French learners of
German which is often seen as cute and endearing and used in
TV-advertisements and which generally seems to evoke more
positive associations (Giles and Niedzielski, 1998; Plewnia and
Rothe, 2009).

In our study we test the implicit attitudes of listener groups
varying in age and ethnicity toward identical speech items (a
non-canonical pronunciation variant) in the two varying socio-
culturally situated contexts of associating these speech forms
with multi-ethnic speakers from Kreuzberg and with learners of
German from France. Thus, our second hypothesis is, that the
implicit association between the non-canonical pronunciation
and the negative values is stronger in the Kiezdeutsch context
than in the French Learners’ German context. However, this
bias might vary between different listener groups. We assume
that social factors such as the age or ethnic background of
a listener affects his/her sensitivity to the priming conditions
and moreover, his/her attitudes toward the suggested speaker
groups. Thus, different biases can be explained in terms of in-
group and out-group behavior: the in-group (a cohort that a
speaker or listener associates with) is generally evaluated more
positively and carries covert prestige compared to the out-
group, that a speaker or listener feels socially distanced from
Tajfel and Turner (1986) unless the out-group carries high
social and cultural prestige. Therefore, the second hypothesis
is modified in such a manner that we predict to find our
listener groups to vary in the strength of the associations
between non-canonical pronunciations and negative values
across the priming conditions with regard to their age and ethnic
background. Listeners with a multi-ethnic background (similar
to the presumed speaker in the Kiezdeutsch context) should show
a stronger association between non-canonical pronunciations
and negative values in the French Learners German context
(out-group) than in the Kiezdeutsch context (in-group). Also,
through language experience within the context of urban Berlin,
younger (mono-lingual, mono-ethnic German) urban listeners
to some degree have overcome their bias toward multi-ethnic

and multi-lingual speakers using non-canonical phonetic forms
as they themselves perform street, resulting in a smaller bias
toward non-canonical pronunciations in general independent of
the speaker group.

Based on what we have learned from the literature, we
presume that hearers notice and recognize fine phonetic detail
and index, interpret and evaluate it differentially. We expect
our data on the attitudes associated with differentially produced
speech features to show that an identical speech variant (a)
indexes and receives different social meanings in dependence
to the presumed speaker group and (b) receives different social
meanings in dependence to the specific hearer group. The study
focusses on the saliency of variation in fine phonetic detail
in social interpretation and stigmatization of a speaker while
exploring the role of the implicit attitudes of different hearer
groups interpreting the signal. Thus, it is original and novel
insofar as it explores the variance in social meaning of fine
phonetic detail in the confines of an urban space in Germany,
exploring the role of differences in hearer characteristics (multi-
ethnic young; mono-ethnic German and young; mono-ethnic
German and older) as well as in- and out-group contextual
primes (Kreuzberg vs. French learner of German).

We set out to test that a phonetic variant is contextualized
as it is interpreted in line with usage- and experience-based
approaches to language processing (cf. Goldinger, 1998; Barlow
and Kemmer, 2000) and therefore, depending on an individual’s
experience with and attitude toward speech forms and speaker
groups, the same phonetic variant can convey differences
in social meaning.

MATERIALS AND METHODS

Acoustic Characteristics of Stimulus
Materials
Since the acoustic differences of the auditory stimuli are quite
minute yet very crucial, we will provide a short description of the
spectral features and acoustic characteristics differentiating the
German sibilants /ç/ and / ʃ / and the pronunciation variant [ɕ].
Although Standard German contrasts three voiceless sibilants
phonologically: the alveolar /s/, the postalveolar / ʃ/ and the
palatal /ç/, many speakers of the middle German dialects and
regiolects do not differentiate between /ç/ and / ʃ/ but use the
alveo-palatal pronunciation variant [ɕ] instead. The same holds
for multi-ethnic speakers of Kiezdeutsch and French learners of
German (Wottawa et al., 2016; Jannedy and Weirich, 2017).

Analyses of the acoustic characteristics of different fricatives
(Evers et al., 1998; Jongman et al., 2000; Gordon et al., 2002;
Nowak, 2006; Cheon and Anderson, 2008; Li et al., 2011), reveal
that the acoustic differentiation between / ʃ /, /ɕ/, and /ç/ is
rather difficult. For Polish, Czaplicki et al. (2016) found spectral
peak (the frequency with the highest amplitude of the spectrum)
and center of gravity (CoG, the mean central frequencies for
the entire spectrum) to be good predictors to separate a new
variant of an alveopalatal fricative from the standard Polish
counterparts. Bukmaier and Harrington (2016) investigated the
Polish retroflex, dental, and alveopalatal sibilants /ʂ ʃ ɕ/ and
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while these three fricatives are quite distinct articulatorily, they
are difficult to separate acoustically. For German, Jannedy and
Weirich (2017) investigated the acoustic difference between /ç/
and / ʃ/ in three speaker groups with varying contrast realizations
(one of them being Kiezdeutsch speakers from Berlin). While
perceptually and acoustically the contrast was lost in the speech
of many Kiezdeutsch speakers, listeners reliably differentiated
these two fricatives in minimal pairs produced by mono-ethnic
German speakers from Berlin.

For a visualization of the acoustic differences in this three-way
contrast, Figure 1 shows the spectral shape of [ç ɕ ʃ] produced by
a female speaker of Northern Standard German. The two sounds
[ç] and [ ʃ] correspond to the phonemic fricative categories of
Standard German, while [ɕ] is somewhat intermediate between
/ç/ and / ʃ/ sounds found in the multi-ethnic urban Berlin variety
Kiezdeutsch and in French learners’ German. The left plot of
Figure 1 visualizes the difference between [ç] (blue) and [ɕ] (red),
the right plot shows the difference between [ɕ] (red) and [ ʃ]
(black). The [ɕ] sound has more energy in the higher frequency
range above 5,000 Hz than [ç] and [ ʃ]. It also shows a broader
band of frequencies with high energy, while both [ç] and [ ʃ]
reveal clearer peaks but vary in the frequency of this peak: it is
higher for [ç] than for [ ʃ] which is due to a lengthening of the
vocal tract through labialization in [ ʃ]. For fricatives, in general,
the frequency range with the highest energy is influenced by
the place of articulation: the more back the sound is produced,
the lower is the CoG. Through the labialization of the alveo-
palatal sound / ʃ / the vocal tract between the lips and the place
of constriction is lengthened and thus CoG decreases with [ ʃ]
having the lowest values. Since the merged sound [ɕ] is produced
without lip rounding (in contrast to [ ʃ]) and further front than
[ç], its spectrum has more energy in higher frequencies and thus
has a higher CoG ([ç] = 4,494 Hz, [ɕ] = 5,566 Hz, [ ʃ] = 2,575 Hz).

In the experiments conducted in the present study
we used stimuli that varied between canonical and non-
canonical pronunciations of German, with the non-canonical
pronunciation referring to both the Kiezdeutsch variety and the
French learner variety of German. Therefore, the auditory stimuli
used consist of two pronunciation variants of the adjectival suffix
<-ig> in German, i.e., [ç] for the canonical realization, and [ɕ]
for the non-canonical realization.

Overview of the Study
With a first group of 40 participants, we conducted an online-
rating study on the auditory test items to explore if listeners (a)
rate the manipulated items to be naturalistic and (b) if and how
the pronunciation variations are associated with particular or
specific persona types in terms of age or education.

In the main experiment, the IAT, 131 participants were asked
to match the presented auditory test stimuli with either a positive
or negative valence word. In line with prior IAT results where
negative concepts were strongly associated with racial traits that
were deemed as less desirable, we hypothesize that non-canonical
pronunciations are more strongly associated with negatively
connotated words and canonical pronunciations with positive
valence words. In general, a non-canonical form is assumed to be
evaluated as flawed and bad since it is perceived as deviating from

the norm. Thus, overall, reaction times should be faster when the
common assumptions are met: when the (negatively connotated)
non-canonical pronunciation (categorized as either Kiezdeutsch
or French Accent) and the negative attribute category (i.e., Bad)
share a response key and when the canonical pronunciation and
the positive valence words are mapped to the same response
button. A pattern of this type is indicative of an implicit bias
of the respondent (Nosek et al., 2005). The robustness of such
a mapping is calculated in the form of a single D-score per
respondent (the greater the bias, the faster the reaction times and
the higher the score).

In addition, the particular associations evoked by a non-
canonical form are highly dependent on the interpreter, his/her
background, stereotypes and beliefs. Thus, the same non-
canonical form can be considered as more or less negatively or
even positively valenced depending on the attributed prestige
of the speaker group associated with the form. Therefore, we
hypothesize that the strength of the IAT effect in the two
priming conditions Kiezdeutsch (condition 1) and French Accent
(condition 2) is affected by the age and the ethnic background of
the listeners due to different biases toward these varieties.

Online Rating Study
Forty listeners living in Berlin (14 male, 26 female, different
from the IAT experiment) were asked in an online rating study
to evaluate the naturalness of the stimuli, the supposed level
of education and the inferred age of a speaker on a scale
from 1 to 7 based on hearing a single word. The experiment
was run using Percy (Draxler, 2011, 2014). The stimuli tested
included the ones used in the IAT experiments and the same
words produced by two additional female speakers (each word
in the two pronunciation variants). In addition, some filler
words were added which are not part of the analysis. The three
aspects (naturalness, education, and age) were rated separately
in three subsequent blocks and stimuli were randomized over
participants. Participants could listen to each stimulus maximally
three times. We also collected demographic data of the listeners
regarding their age, gender, language background, education, city
of birth and current residency as indicated by their postal code.

IAT Study
Participants
In total, 131 German speakers participated in this IAT study,
they were distributed into three groups (see Table 1). There were
two groups of younger speakers: one was comprised of German
born multi-ethnic participants of Turkish or Arab (Lebanese and
Palestinian) descent and the second group of younger speakers
was comprised of mono-ethnic and mono-lingual Germans. The
younger multi-ethnic German listeners (YMU) all were high-
school students from Wedding, a multi-ethnic district of Berlin,
and stated that they were German language dominant but also
often had rudimentary skills in a language other than German.
Their German showed several features of the Kiezdeutsch variety
such as the /ç/- / ʃ / alternation (Dirim and Auer, 2004; Jannedy
and Weirich, 2014), which is neither stigmatized nor recognized
amongst them. Younger mono-ethnic German listeners (YMO)
were beginning first semester students at Berlin universities
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FIGURE 1 | Spectral shapes of the three fricatives [ç ɕ ʃ ] produced by a female speaker of Northern German Standard. Different fricatives are marked by different
colors.

TABLE 1 | Number of participants separated by listener groups with information
on ethnic background, gender, and age.

Listener group No (m/f) Mean age in
years (SD)

YMU Younger MUlti-ethnic German 42 (12/30) 20.67 (4.65)

YMO Younger MOno-ethnic German 43 (10/33) 25.02 (4.67)

OMO Older MOno-ethnic German 46 (12/34) 51.78 (8.45)

who were either born and raised in Berlin or lived there for
a significant amount of time of their life. The third group
of participants were older mono-ethnic mono-lingual Germans
who were born in Berlin or had lived or worked there for over
25 years. We refrained from explicitly asking participants about
their familiarity with the concept of Kiezdeutsch, since we did
not want to prime listeners in any direction. However, in Berlin,
the concept of Kiezdeutsch is well-known and it can be assumed
that everyone living in Berlin for a certain amount of time as
our participants have, has at least heard about it in the news,
recognizes it when hearing speakers in the tram or even knows
someone using it. The same holds for the concept of French
accent since it is widely used in mainstream media, e.g., in
TV advertisement.

Given these three groups, we were able to compare differences
due to ethnic background (mono- vs. multiethnic) and age
(younger vs. older) (see Table 1). Participants were randomly
distributed into the two different conditions (Kiezdeutsch vs.
French Accent) of the IAT experiment.

Methodology and Explanation of Implicit Association
Tasks (IAT)
A computer-based IAT requires participants to match stimuli
such as orthographically or auditorily presented words with
attribute or concept categories by pressing a button on the
keyboard. In our case, words were rendered in the two
pronunciation variations canonical (=Standard German which
we refer to as Hochdeutsch) vs. non-canonical [=(1) Kiezdeutsch
(KD, condition 1) or (2) French Accent (FR, condition 2)]. It
should be noted that the label Hochdeutsch which we used in
the experiment does not contain the evaluative bias of the word
standard as in Standard German.

These had to be matched with the attribute categories having
a psychological valency of either good vs. bad. In other words,
pronunciation variants had to be matched to the two language
variants (canonical /non-canonical) and words with a positive or
negative valence had to be matched to attributes (good/bad).

The trials were divided into seven blocks (see Figure 2 and
Table 2): In the first block, participants learn that Hochdeutsch
pronunciations are mapped to a key (E) on the left of
the keyboard while non-canonical German pronunciations are
mapped to a key (O) on the right of the keyboard because the
concept category Hochdeutsch (cf. Figure 2) appears in the left
corner of the computer screen, effectively mapping to the left-
hand response key E, and Kiezdeutsch (or French Accent) appears
in the right corner, mapping the right-hand to the response key O.
In the second block participants learn that words with a positive
valence (good = “gut”, cf. Figure 2) like “wundervoll” (wonderful)
or “Freude (joy) displayed in the middle of a computer screen,
are mapped to the same button on the left side of the keyboard
while words with a negative (bad = “schlecht”) valence (like evil
or failure) are mapped to the button on the right side of the
keyboard. In the third block, participants are confronted with
either a written or an auditory stimulus while simultaneously
seeing the label for a concept category like Hochdeutsch and
an attribute category like good mapped to the left button of
the keyboard. The label for the concept category Kiezdeutsch
(or French Accent) were mapped to the right button just as
the attribute category bad. For each sorting operation, the
participant’s reaction time is logged. As mentioned above, the
hypothesis is that combinations like canonical variety + good
and non-canonical variety + bad are perceived as congruent and
thus generate faster and more immediate reactions in comparison
to cases where the implicit bias is violated and non-congruent
(Hochdeutsch + bad and non-canonical variety + good). In other
words, a faster reaction time indicates a stronger association
between the paired categories (cf. Nosek et al., 2005).

In the third and also in the fourth block, all four categories
appeared combined, pairing a concept category and an attribute
category with one response key each. These two blocks constitute
the congruent test cases (according to our hypothesis) and
contain one half of the experimental trials from which the final
IAT effect is calculated. The fifth block is a practice block for
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FIGURE 2 | Overview of the order of blocks showing the attribute categories Gut (good) and Schlecht (bad) in blue and the concept categories Hochdeutsch and
Kiezdeutsch in green in their respective corners. Written and audio stimuli were presented in the middle of the screen.

TABLE 2 | Overview and order of tasks in the IAT experiments for test order v1.

Block Trials Task Left key Right key

1 20 Practice: Audio stimuli only Concept category
Hochdeutsch (canonical /ç/)

Concept category Kiezdeutsch
(or Franz. Akzent)
(non-canonical /ɕ/)

2 20 Practice: Written stimuli only Positive valence word good Negative valence word bad

3 20 Test: Audio and written stimuli
combined

Hochdeutsch and good Kiezdeutsch (or Franz. Akzent)
and bad

4 40 Test: Audio and written stimuli
combined

Hochdeutsch and good Kiezdeutsch (or Franz. Akzent)
and bad

5 40 Practice reversed: Audio stimuli Kiezdeutsch (or Franz. Akzent) Hochdeutsch

6 20 Test reversed: Audio and
written stimuli combined

Kiezdeutsch (or Franz. Akzent)
and good

Hochdeutsch and bad

7 40 Test reversed: Audio and
written stimuli combined

Kiezdeutsch (or Franz. Akzent)
and good

Hochdeutsch and bad

For v2, the concept categories Kiezdeutsch/Franz. Akzent and Hochdeutsch switched keys resulting in incongruent test blocks first (3 and 4) and congruent test blocks
second (6 and 7).

audio stimuli again, which introduces a crucial manipulation:
while the attribute category mapping is kept constant throughout
the experiment, the concept category mapping learned in the
previous blocks is inverted by switching the position of the
concept category labels (e.g., Kiezdeutsch/French Accent now
maps to the left key and Hochdeutsch maps to the right
key), effectively leading to an incongruent (according to our
hypothesis) and therefore supposedly more difficult matching
task. The number of trials in the fifth block is increased (40
instead of 20 trials in the practice blocks 1 and 2 before) to
compensate for the learned mapping reinforced by all preceding
trials (Nosek et al., 2005).

Blocks 6 and 7 combined all four category labels again while
maintaining the incongruent category labels from block 5. These
final two blocks provide the other half of the experimental
trials needed for calculating the IAT effect size (called D-score).
For each participant in the study, a single D-score value

is calculated. D-scores are computed as the mean difference
between test blocks divided by the overall standard deviation
of latencies. A detailed account of the scoring algorithm can
be found in Greenwald et al. (2003). A D-score close to zero
means no IAT effect at all. A positive D-score reveals a closer
association between non-canonical pronunciations and “bad”
and canonical pronunciations and “good” (in line with our
hypothesis), while a negative D-score shows a closer association
between canonical pronunciations and “bad” and non-canonical
and “good” (opposed to our hypothesis).

In order to avoid block order effects, the starting position
of the concept category labels was counterbalanced across
participants. Thus, the order of test blocks – congruent
to our hypothesis (Hochdeutsch + good and non-canonical
German + bad) and incongruent with our hypothesis (non-
canonical German + good and Hochdeutsch + bad) – was varied
between participants. Half of the participants did the congruent
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test blocks first (as described above), the other half did the
incongruent test blocks first, leading to two versions of the
experiments (v1 and v2, cf. Table 2). Participants were randomly
assigned to the different experiment conditions (KD and FR) and
order versions (v1 and v2) resulting in 10–12 participants in each
of different listener groups (YMO, YMU, and OMO). Note that
for participants in the FR condition all instances of Kiezdeutsch
were replaced with French Accent.

The experiment was run on a Lenovo IdeaPad U330 laptop
with 1,366 × 768 screen resolution using PsychoPy2 v1.85.3
(Peirce and MacAskill, 2018). For presentation of the auditory
stimuli, Sennheiser HD590 headphones were used. The order
of presentation for auditory and visual stimuli was randomized
for each block across all participants. Overall, the experiment
took approximately 20–30 min per participant including a
questionnaire about some metadata of the participants.

Materials
The viability of using auditory stimuli in an IAT paradigm
was first shown by Vande Kamp (2002) and has since been
used in a variety of linguistic studies (Pantos, 2010; Campbell-
Kibler, 2012, 2013; Pantos and Perkins, 2012; Loudermilk, 2015;
Hilton et al., 2016; Leinonen, 2016; Llamas et al., 2016; Rosseel
et al., 2018). For the current study, a female native mono-ethnic
German speaker from Berlin (age 27) read 6 German adjectives
ending in the syllable <-ig>: einzig “solely,” fertig “ready,” mehlig
“floury,” nussig “nutty,” körnig “grainy,” bündig “concisely” in
two different versions with two different pronunciation variants:
Hochdeutsch and Kiezdeutsch (condition 1), doubling up as
French learners’ accent in German (condition 2). As described
above, in Hochdeutsch, the final sound is pronounced as a
voiceless palatal fricative [ç], while it is pronounced as [ɕ] in
Kiezdeutsch and in French learner varieties of German. These
12 recordings were used as the auditory stimuli for the IAT.
Recordings were made in a sound attenuated room with a
head-mounted Sennheiser MKH 50 P48 microphone at 44 KHz.
Recordings were downsampled to 22 KHz for use in the study.

Figure 3 (left plot) shows the spectral shape of the two
fricatives in /nʊ.sɪç/ (black) and /nʊ.sɪɕ/ (blue). The shift to
the higher frequencies for the non-canonical /ɕ/ pronunciation
(probably due to a more fronted articulation) can be seen and
mirrors the acoustic description of the different sibilants in
Section “Acoustic Characteristics of Stimulus Materials.” The
greater energy in the higher frequencies can be captured by CoG
values, shown in the right plot of Figure 3. The fricatives of
all word pairs are characterized by a difference in CoG, with
higher values for the alveo-palatal fricative /ɕ/ as realized in the
non-canonical variety.

To use the auditory stimuli in the IAT experiment, they were
temporally normalized. To do so, the stimuli were segmented
into three parts: stem + /I/ + /ç/. Each part was manipulated
to have a certain length (0.34, 0.14, and 0.19 s, respectively). This
was done, so that the [ɪç] part of each stimulus word had the
same duration across all stimuli and the duration of the stem
was kept constant. In addition, the stimuli were normalized in
amplitude (mean intensity of 70 dB) and fundamental frequency
(f0). The normalization of f0 was done in a pairwise fashion

by synthesizing the non-canonical rendition of a word pair
with the extracted f0 contour of the canonical stimulus of
the same word pair. This was done to control for differences
between Hochdeutsch vs. the two non-canonical conditions but
at the same time keeping the stimuli as natural as possible.
Mean f0 varied between the word pairs from 204 Hz for the
einzig-pair to 214 Hz for the bündig-pair. All manipulations
were carried out using Praat (Boersma and Weenink, 2018).
Figure 4 shows spectrogram and oscillogram of the einzig-
pair with temporally adjusted segments and normalized pitch
contour (above: canonical realization, below: non-canonical
realization). All test items were rated for their naturalness prior
to using them in the IAT experiment (see Result section “Online
Rating Study”).

Stimuli for the attribute categories consisted of 12 visually
presented lexical items with either a positive or a negative valency.
We selected these 12 words from a range of items suggested on
the German sample IAT site “Project Implicit” hosted by Harvard
University1. The words with a positive valency were: Freude
“joy,” Frieden “peace,” Lachen “laughter,” Liebe “love,” Vergnügen
“pleasure,” wundervoll “wonderful.” The negatively connotated
words were: böse “evil,” grausam “cruel,” Misserfolg “failure,” Qual
“agony,” Übel “evil,” verletzt “hurt.” These attributes were selected
because of their frequent and prior use in previous IAT studies.

We ran two versions of this experiment: in condition 1,
half of the participants saw the opposing concept categories
Hochdeutsch and Kiezdeutsch while in condition 2, the second
half of the participants saw the opposing categories Hochdeutsch
and French Accent. Both versions of the experiment differed
in the introductory text shown on the screen. In condition
1, called KD-experiment below, 68 participants (22 YMU, 20
YMO, and 26 OMO) were informed in the introduction that
the auditory stimuli were recordings obtained from students
at a school in the multi-ethnic district of Kreuzberg in Berlin.
Accordingly, the concept categories for sorting the auditory items
were labeled Hochdeutsch and Kiezdeutsch. In condition 2, called
FR-experiment below, 63 participants (20 YMU, 23 YMO, and
20 OMO) read in the introduction to the experiment that they
were listening to recordings of French students learning German.
The concept category labels were Hochdeutsch and Franz. Akzent
(French Accent). Both groups were told that the aim of the
experiment was to sort the presented stimuli (both auditory
and written) correctly into the given categories and that it was
important to do this as fast as possible.

Hypotheses
Since the stimuli were the same across both versions of
the experiment and for all participants, a difference in
judgments reveals whether the same phonetic alternation is
judged differently by each participant group depending on the
information received on the origin of the auditory stimuli. As
mentioned above the following hypotheses are tested:

(1) Canonical pronunciations are associated with positive
values, non-canonical pronunciations with negative
values (IAT-effect).

1https://implicit.harvard.edu/implicit/germany/
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FIGURE 3 | (Left plot) Spectral shape of the two fricatives in /nʊ.sɪç/ (black) and /nʊ.sɪɕ/ (blue). (Right plot) Distribution of CoG values separated by canonical
(black) and non- canonical (blue) stimuli.

FIGURE 4 | Spectrogram and oscillogram of the einzig-pair with temporally adjusted segments and normalized pitch contour (above: canonical realization ,
below: non-canonical realization ).

(2) The socially situated context (French Lerner German
vs. Kiezdeutsch) biases listeners to interpret the identical
acoustic stimuli differentially depending on the listeners’
age and ethnic background.

(a) Mono-ethnic German listeners show a stronger
IAT-effect in the KD experiment indicating a
stronger negative bias toward this variety than in
the FR experiment, while multi-ethnic listeners
show a reversed pattern with a stronger negative

bias toward the supposed French variety than
toward their own speech group.

(b) Younger mono-ethnic German listeners show a
smaller IAT-effect than older mono-ethnic German
listeners mirroring their smaller bias toward non-
canonical pronunciations.

Statistical Analysis
Statistical analyses were conducted in R (R Core Team, 2016).
We ran one-sample t-tests and linear (mixed) models using the
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packages lme4 (Bates et al., 2015) and lsmeans (Lenth, 2016).
Significance testing was done by model comparison (with and
without the factor or interaction in question). For the online
rating test, the fixed factors included were word, pronunciation
variety and speaker, while listener was added as random effect.
For the IAT analysis, just one D-score per participant (across
words) constitutes the dependent variable, thus, the calculated
linear models include listener group and test order (version)
as predictors, and additionally experiment condition in the
combined data set.

RESULTS

Online Rating Study
Figure 5 (right panel) shows the results of the online rating study
with 40 participants, that tested for the perceived naturalness
of the auditory IAT stimuli (named IAT_stim) in comparison
to non-manipulated items produced by two different female
speakers (sp1, 39 years and sp2, 53 years). In addition to the
perceived naturalness, we tested the perceived age and education
of the speakers, shown in the left and middle panel of the
figure. Ratings are separated by pronunciation variation (blue:
canonical = /ç/, red: non-canonical = /ɕ/).

Most importantly, the manipulation did not show an effect on
perceived naturalness: the manipulated stimuli used in the IAT
did not differ significantly from the other stimuli. However, the
LMM showed a main effect of word [χ2(5) = 18.42, p < 0.01],
with bündig and einzig being perceived as less natural. A possible
explanation is that these words are less frequent in their use
than the other adjectives, especially when used out of context.
More interestingly, we found an interaction of speaker and
pronunciation variation [χ2(2) = 12.01, p < 0.01]: ratings were
significantly less natural for the non-canonical pronunciations
than for the canonical pronunciations for two out of the three

speakers (sp2 and the IAT_stim, p < 0.001), but not for sp1.
This might reflect the fact that sp1 is a native speaker of a
central German dialect who produces the versions of the <-ig>
with a less salient perceptual contrast, whereas the other two
speakers differentiated more clearly between a canonical and a
non-canonical pronunciation.

For age, we also found an interaction of speaker and
pronunciation variation [χ2(3) = 43.32, p < 0.001]: Sp1 again
did not show a difference in perceived age between the
pronunciations. While sp2 sounded older in canonical than
non-canonical, the IAT speaker sounded younger in canonical
than non-canonical. This opposing effect of pronunciation on
perceived age in the two speakers is striking at first but might be
due to the difference in biological age between the two speakers.
For a young woman in her 20s a non-canonical pronunciation
increases the perceived age, while it decreases the perceived age
in a woman in her early 50s. For education, the interaction of
word, pronunciation variation and speaker turned out significant
[χ2(22) = 92.09, p < 0.001]. While there was variation in terms
of differences between speakers (in some words and a certain
pronunciation), for all speakers and all words the non-canonical
variation was perceived as less educated than the canonical
pronunciation (cf. Figure 5).

Error Rates and Reaction Times of the
IAT Studies
Error Rates
As a first step to the analysis of the data obtained in the
IAT experiment, we performed an error analysis to check
whether participants were able to discriminate between the two
pronunciation variants above chance level and to compare the
correctness scores to the ones for the written stimuli. Overall,
correctness scores were high, but as expected, they were higher
in the written stimuli than in the audio stimuli. In the practice

FIGURE 5 | Distribution of ratings regarding perceived age, education and naturalness separated by speaker (sp1, sp2, and IAT_stim) and variety (blue = /ç/,
red = /ɕ/).
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trials (Block 1: audio only, Block 2 written only), participants
identified the audio stimuli in 84% correctly, the written stimuli
in 98%. Table 3 shows the correctness scores for the identification
tasks separated by participant group and stimulus type (audio
vs. written) with all blocks included. Again, the numbers show
that the written stimuli were more easily correctly identified
by the participants than the auditory stimuli. There were no
obvious differences between the context conditions (FR vs. KD)
in correctness scores, however, there is a slight tendency for
the audio stimuli to be identified more reliably in the KD
condition compared to the FR condition. However, this is only
true for the monolingual groups YMO and OMO, but not
for the YMU listeners, who do not differ between conditions
and overall displayed the poorest performance in identifying
the audio stimuli.

Reaction Times
Here, a short description of participants’ absolute reaction times
(RT) is given. Without practice trials and independent of stimulus
type (audio/written) and experiment (KD/FR), RT was on average
1,144 ms (measured from the time when stimuli were displayed
on screen or played) and ranged between a lower and upper
quartile of 764 and 1,299 ms. Table 4 shows the reaction
times separated by experiment, stimulus type and shared key
conditions. Overall, participants in the KD experiment were
slightly slower than in the FR experiment across all subgroups.
Note though, that these overall differences between experiment
conditions do not affect the IAT effect (D-score), since this
measure is calculated for each participant separately and is
a comparative measure which takes the relation of the RTs
of the different blocks into account. Also, in general, written
stimuli were categorized faster than audio stimuli. However, it

TABLE 3 | Average correctness scores (in %) of audio and written stimuli
calculated over the whole experiment separated by participant group and context
condition (French Accent vs. Kiezdeutsch).

Participant group FR (audio/written) KD (audio/written)

YMU 80.2/92.1 79.8/95.4

YMO 88.4/95.9 93.1/95.8

OMO 86.7/96.1 91.9/96.3

TABLE 4 | Participants’ mean reaction times (RT) and standard deviations (SD)
separated by experiment condition (KD and FR), shared keys (congruent and
incongruent to our hypothesis) and stimulus type (audio and written).

Experiment Shared keys Mean RT in ms (SD)
audio stimuli/written

stimuli

KD Non-canonical and good 1475.9 (820.9)/1180.6
(758.0)

Canonical and good 1196.1 (710.4)/913.0
(562.2)

FR Non-canonical and good 1366.3 (677.4)/1063.9
(688.0)

Canonical and good 1124.7 (452.6)/833.6
(505.7)

should be kept in mind that the audio stimuli had a length
of 670 ms and differed only in the final sound, i.e., the
canonical or non-canonical fricative, and thus reducing the
time participants took to decide. Most interestingly, it took
participants less time to sort stimuli into categories when these
categories were placed congruent to our hypotheses (“canonical
form” and “good” sharing the same key) across both stimulus
types and experiments.

IAT Condition 1: KD-Experiment
Figure 6 shows the distribution of D-scores separated by listener
group (YMU, YMO, and OMO) and order of presentation
(v1 and v2). As mentioned above, in v1 participants did the
congruent pairing first (canonical – positive, non-canonical –
negative), in v2, participants started with the incongruent pairing
(non-canonical – positive, canonical – negative). Remember
that a D-score near zero indicates that there is no effect of
the experiment. A positive D-score, however, means analogous
to our hypothesis that the non-canonical /ɕ/-pronunciation
was associated with negative adjectives and the canonical /ç/-
pronunciation was associated with positive adjectives. The figure
shows a clear difference between the test orders (v1 vs. v2), it
matters which pairing was seen and learned first. Test version v1
seems to generally result in a stronger IAT effect (higher and more
positive D-scores) than version v2. Differences are also apparent
between the listener groups. The oldest group OMO reveals the
highest D-scores (most strongly associating the non-canonical
pronunciation with negative valence words) and group YMU the
lowest, while group YMO lies in between the two.

One-sample t-tests were carried out across v1 and v2 for each
listener group separately to see whether the D-scores deviate
from zero thereby indicating a positive IAT effect. Significant
effects were found for all listener groups corroborating hypothesis
1 [YMU: t(19) = 4.01, p-value < 0.001, YMO: t(19) = 3.935,
p-value < 0.001, OMO: t = 11.261 (21), p-value < 0.0001]. To
investigate more closely the size of the IAT effect depending
on the order of presentation and the listener group, a linear
model was calculated with the D-score as dependent variable
and the factors listener group (YMU, YMO, and OMO) and
order of presentation of the test items (v1 and v2) as the
predictors. Table 5 shows a summary of the results. As indicated
already in Figure 6, a significant ordering effect was found
independently of listener group (even though the effect seems
to be strongest for the YMO group – green in Figure 6 –
the interaction was not significant): the IAT effect was larger,
meaning there was a stronger association between the non-
canonical pronunciation /ɕ/ and the negative adjectives in
version 1 (v1) where experiment participants first practiced the
association of the /ɕ/ pronunciation with the negative adjectives.

More interestingly, a significant effect of listener group was
found with the older listeners (group OMO) differing from
both the younger multi-ethnic (YMU) and younger mono-ethnic
(YMO) listeners, while the difference between YMO and YMU
does not differ significantly. Thus, the IAT effect regarding the
association between negative adjectives and the non-canonical
/ɕ/-pronunciation was larger for the older listener group
compared to the younger groups corroborating hypothesis 2.
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TABLE 5 | Summary statistics of the linear model with D-score as dependent
variable and the influencing factors listener group and test order for
the KD-experiment.

Estimate Std. error t-value Pr(>| t|)

(Intercept) 0.25337 0.09059 2.797 0.006991**

Group YMO vs. YMU −0.09315 0.11140 −0.836 0.406512

Group YMO vs. OMO 0.30858 0.10884 2.835 0.006295**

Group YMU vs. OMO 0.40173 0.1088 3.691 0.000495***

Order v2 vs. v1 0.34662 0.08948 3.874 0.000275***

∗∗p < 0.01, ∗∗∗p < 0.001.

FIGURE 6 | Distributions of D-scores (pronunciation effect, y-axis) as a
function of listener group (YMU, YMO, and OMO) and order (test version v1,
v2) for the KD-experiment.

IAT Condition 2: FR-Experiment
Parallel to the analysis of the KD-experiment one sample t-tests
were made for each listener group to see whether D-scores differ
significantly from zero and thus indicate a positive IAT-effect.
As in the KD-experiment, significant IAT-effects were found
for all listener groups [YMU: t(19) = 8.5608, p-value < 0.0001,
YMO: t(22) = 4.1255, p-value < 0.0001, OMO: t(19) = 6.9851,
p-value < 0.0001].

Figure 7 shows the distribution of D-scores separated by
listener group and order of presentation. Similar to the KD-
experiment, variation between listener groups and versions
appear to be pointing to listener- and order-specific differences
in the size of the IAT-effect. However, in comparison to the
KD-experiment, the intra-group variability is much greater
when experiment participants believed to be listening to French
learners of German. This is reflected by the larger box sizes
comprising 50% of the data above and below the bold line
(median) in each bar. Also, here, group YMO shows the lowest
mean D-score whereas in the KD-experiment, YMU displayed
the lowest score.

To test for the significant differences between listener groups
and test orders, here too, a linear model was calculated. Again,
significant main effects of the two factors group and order were
found but no interaction thereof. Table 6 shows the summary
statistics of the model with a stronger IAT effect in version 1 than

FIGURE 7 | Distributions of D-scores (pronunciation effect, y-axis) as a
function of listener group (YMU, YMO, and OMO) and order (test version v1,
v2) for the FR-experiment.

TABLE 6 | Summary statistics of the linear model with D-score as dependent
variable and the influencing factors listener group and test order for
the FR-experiment.

Estimate Std. error t-value Pr(>|t|)

(Intercept) 0.26598 0.08788 3.027 0.00366**

Group YMO vs. YMU 0.14271 0.11157 1.279 0.20588

Group YMO vs. OMO 0.23088 0.11157 2.069 0.04290*

Group YMU vs. OMO 0.08818 0.11538 0.764 0.4478

Version 2 vs. 1 0.24347 0.09197 2.647 0.01039*

∗p < 0.05, ∗∗p < 0.01.

in version 2 and a stronger IAT effect in group OMO compared
to YMO. While the D-scores of group YMU lie in between the
other two groups, the differences fail to reach significance which
we assume is also affected by the large intra-group variation that
can be seen in Figure 7.

Comparing the Experiments KD and FR
We will now take a closer look at the similarities and differences
between the two test conditions (KD and FR) by combining
the data sets. Figure 8 gives a first impression, showing the
D-scores for both order versions separated by listener group
(YMU, YMO, and OMO) and experiment (FR and KD). Values
for the younger mono-ethnic hearers YMO (green in Figure 8)
are in between the two other groups, and more importantly,
there is no obvious difference between the two conditions FR
and KD. For the older listeners (red) and the younger multi-
lingual listeners (blue), the effects go in different directions: while
for group YMU the FR experiment reveals higher D-scores and
thus a stronger IAT effect, for group OMO the KD experiment
reveals slightly higher D-scores. The YMO group seems widely
unaffected by the different priming conditions, the D-scores are
above zero but rather low (with a large spread indicative of the
variance in the responses) for both the KD and FR condition.

A linear model was calculated over the combined data with
D-score as dependent variable and the factors order (v1 and
v2), listener group (YMU, YMO, and OMO) and condition (KD
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FIGURE 8 | Distributions of D-scores (pronunciation effect, y-axis) as a
function of listener group (YMU, YMO, and OMO) and experiment (KB and FR).

TABLE 7 | Summary statistics of the linear model with D-score as dependent
variable and the influencing factors listener group, test order and experiment
condition.

Estimate Std. error t-value Pr(>|t|)

(Intercept) 0.38310 0.08625 4.441 2.03e-05***

Condition KD vs. FR
(for YMU)

−0.1968 0.11325 −1.738 0.0847

Group OMO vs. YMO −0.1415 0.10951 −1.293 0.1985

Group OMO vs. YMU 0.08818 0.11325 0.779 0.4378

Version 2 vs. 1 0.29465 0.06408 4.59 1.08e-05***

Condition KD * Group
YMO

0.23474 0.15754 1.490 0.1389

Condition KD * Group
OMO

0.31356 0.15834 1.980 0.0500*

∗p < 0.05, ∗∗∗p < 0.001.

and FR) as potential influencing variables. Table 7 shows the
summary statistics of the model. This time, in addition to the
main effect of test order, a significant interaction between listener
group and condition was found as suggested by hypothesis 2.
As already indicated in Figure 8, the difference in the IAT-effect
between the experiment conditions varies between OMO and
YMU: While for the YMU-listeners there was a larger IAT-effect
in the FR condition, reflected by the median D-score in the
Figure and a negative estimate in Table 7 (line 2), for OMO-
listeners, the larger IAT-effect was found in the KD-condition
reflected in the significant interaction and a positive estimate in
Table 7 (last line).

This reveals that for older listeners the association between
the /ɕ/ pronunciation and negative valency words was stronger
when linked to the Kiezdeutsch variety, for the YMU group
the association between the non-canonical variant and negative
valency words was stronger when linked to a French learner
variety than to Kiezdeutsch – the variety that many of the
listeners themselves speak and are habituated to. YMO listeners
lie between the other groups with no obvious difference in bias
between the two cultural priming contexts.

SUMMARY AND DISCUSSION

Our results indicate that the experimental paradigm was
successfully deployed to show that the implicit attitudes of the
three different hearer groups not only differ but also, that the
two different contexts elicited differences in implicit associations.
There is a priming effect of the variant fricative forms that
carry social meanings and trigger implicit attitudes. Based on
the speed of reaction to the stimuli, we argue that the patterns
observed here are unmediated and indicative of implicit attitudes.
The method that we have chosen in our study has shown
repeatedly that individuals process information implicitly (i.e.,
automatically or unconsciously) (Greenwald and Banaji, 1995;
Bargh and Chartrand, 1999; Banaji, 2001; Greenwald et al., 2002,
2009; Fatfouta et al., 2014) as opposed to explicitly (controlled or
conscious). To be more precise, we argue that our results show
attitudes below the level of consciousness due to three different
aspects related to the IAT method.

First, the reaction times of the responses range between a
lower and upper quartile of 764 and 1,299 ms, which points
to a rather rapid overall response. As a reference, in neural
language processing EEG (electroencephalography) studies, a
negative deflection in the ERP (event related potentials) signal
at around 400–550 ms (N400) after stimulus onset indicates a
detection of semantic anomalies (see for example Van Berkum
et al., 2008). Given that these are very immediate and pre-motor
brain responses that do not require any decision making (left or
right button) or activation of motor patterns (such as lifting a
finger and pressing a button), the average RT in our IAT-study
seems relatively fast.

Second, participants are generally not aware of what is being
measured in an IAT experiment. They might of course notice
having more trouble when good and Kiezdeutsch are mapped to
the same response key. However, participants might not attribute
this directly to a bias they have. On the contrary, participants are
often negatively surprised by their results showing a bias against
a specific group of people as they are generally not aware of it (see
Banaji and Greenwald, 2013). So far, it is unclear if implicit biases
are based on, e.g., personal experiences, learned mainstream
attitudes based on frequent confrontation with stereotypes, or
internalized stereotypes against out-groups or even the own in-
group.

Third, even if participants are aware of the scoring algorithm,
they are unlikely able to consciously alter and adjust their
behavior with the purpose of influencing their final score. For
example, in case of trying to hide a bias against the Kiezdeutsch
variant, one would have to deliberately take longer in the blocks
congruent with our hypothesis (bad – Kiezdeutsch and good –
Hochdeutsch) while also trying to be faster in blocks incongruent
to our assumption (good – Kiezdeutsch and bad – Hochdeutsch).
Moreover, this strategy would have had to have been maintained
throughout the entire experiment which would have added to
the cognitive load and would inevitably have led to an overall
increase in RT. And as a last point, there is a systematic pattern of
variation within but not across the three listener groups, showing
that all of them have different implicit associations with the
stimuli presented.
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That is, we see that not all groups behave alike. Our
first hypothesis that non-canonical pronunciations are more
strongly associated with negatively valence words and canonical
pronunciations with positive valence words is borne out. This
finding is also corroborated by the results of the online rating
experiment where stimuli from all three speakers and all words
are rated less educated in the non-canonical pronunciation
variant than in the canonical pronunciation. In addition, the
distribution of absolute reaction times mirrors the results of
the IAT experiments: participants were faster in sorting the
audio and written stimuli into the corresponding categories
when these categories were placed according to our hypothesis
(canonical pronunciations and positive valence words, and non-
canonical pronunciations and negative valence words sharing the
same response keys).

Moreover, in accordance with our second hypothesis, we
could show that the IAT effect differs between listener groups:
it is stronger for the older age group compared to the younger
groups regardless of their language and ethnic background. In
addition, for the older listener group we find a greater effect
(a stronger association of non-canonical pronunciation and
negative valence words) when hearers believe to be listening to
a speaker from Kreuzberg and a lesser effect (indicating a less
negative attitude toward this speaker group and speech variant)
when hearers believe to be listening to a learner of German
from France. While the younger mono-ethnic German group
seems indifferent toward the priming conditions (FR vs. KD), the
younger multi-ethnic group links the variant pronunciation [ɕ]
more strongly with negative valence words in the French learner
condition compared to the Kiezdeutsch condition, showing a
preference for their in-group.

It therefore seems that non-canonical speech forms must
not necessarily evoke negative associations and are highly
dependent on the interpreter (covert prestige). This is a complex
and evolving process especially considering the ongoing
diversification of the urban Berlin population but also many
other urban spaces in Europe [e.g., Multicultural London
English, Kerswill et al., 2008; Straattaal (Netherlands), Nortier,
2001; Rinkeby-Svenska (Sweden), Kotsinas, 1998; Kobenhavnsk
Multietnolekt (Denmark), Quist, 2005; Multiethnolektales
Schweizerdeutsch (Switzerland), Schmid, 2020; Kebab Norsk
(Norway), Svendsen and Röyneland, 2008] where there are many
antagonistic but also collective forces that build a microcosmos
of their own and where world knowledge may be shared but
differently evaluated, categorized or interpreted. The concepts
of ethnolectal group membership (in-groups vs. out-groups,
cf. Tajfel and Turner, 1986) are categories that are somewhat
augmented by social affiliations with aspects of mainstream and
non-mainstream culture.

Berlin prides itself with being an open-minded, diverse,
friendly and multi-cultural European city with a truly
international flair due to the ethnic diversity of its inhabitants
and the many tourists. Especially younger people from Berlin
embrace this urban feel and the flair of the hip and diverse
neighborhoods. As such, there is some cultural capital (Bourdieu,
1986; Jannedy et al., 2019) associated with having international
affiliations, being of multi-ethnic decent and well versed in

street-culture. It is not that the speech features described for
Kiezdeutsch are intrinsically hip or cool – in fact, there is some
evidence that the mainstream is not fond of the linguistic
variation – it is the hipness of the concept of being part of the
underdog, bad-boy, street, and youth-culture, of being shunned
upon by more conservative forces and by integrating with those
who in the past were not well integrated by embracing aspects
of their culture, food, style, and speech. In other words, speech
features that were associated with one specific social group (i.e.,
multi-ethnic adolescents) and that are stigmatized especially by
conservative forces, were used by other parts of the younger
urban population through crossing (Dirim and Auer, 2004, pp.
204–224; Rampton, 2014), have gained covert prestige, and
were adopted as their own, indexing social orientation toward
multi-ethnicity, diversity, and urbanity.

In light of this, it is feasible that younger listeners in general
are more open to variation in fine phonetic detail as they are in a
better position to contextualize phonetic innovations and accept
these as potentially meaningful expressions of identity while older
populations are more strongly attached to a fictitious standard.
Our work on the /ç/ – / ʃ/ merger in Berlin (Jannedy and
Weirich, 2014) corroborates these assumptions as identification
patterns of older listeners showed more [ɕ] ratings when they
believed that the speaker was from a multi-ethnic district (i.e.,
Kreuzberg) compared to a mono-ethnic German district of
Berlin, while younger listeners were not receptive to the priming.
Especially for the older listeners, the data strongly indicates
that there is a lack of social status and prestige associated
with the pronunciation of /ç/ as [ɕ] when attributed to a
speaker group from Kreuzberg. The IAT results also corroborate
the finding that younger mono-ethnic listeners seem to have
less of a strong bias toward one variant over another with
D-scores only slightly above zero in both conditions. We
suspect this being due to hearing both versions in the ambient
environment and maybe even variably producing it in contexts
that situationally or functionally demand not using a canonical
version of this fricative.

The interesting effect of age reflected in the results indicates
that the oldest group of listeners (OMO) had the strongest
associations of the non-canonical variant [ɕ] with negative
valence words in both conditions, with a slightly stronger
tendency in the Kiezdeutsch condition. Thus, a phonetic variant
stemming from a French learner variety of German did (even
though only to some extent) evoke more positive associations
than the multi-ethnic variant associated with Kiezdeutsch. The
results for the oldest listener group and the younger multi-
ethnic listener group are diametrically opposed: listeners in
the YMU group had stronger negative associations with the
French variety compared to the Kiezdeutsch variety. Not only
is this evidence that the associative responses are learned but
also that in the case of the YMU group, the responses toward
the in-group variety Kiezdeutsch that many of the listeners
themselves speak and are habituated to were more positive
(cf. Tajfel and Turner, 1986). In addition, the analysis of the
error rates revealed that this group had the most problems
in differentiating the two pronunciation variants, probably
reflecting their own productions of the merged variant typical
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for this speech community and also, a lesser awareness of the
distinction in general.

For each experimental condition (KD/FR), we have tested a
different group of hearers to prevent having to draw attention
to the contrast between these conditions which would have
biased hearers in an uncontrollable manner. To prevent this
from happening and of course also due to time constraints and
participants fatigue we assigned participants randomly to two
groups differing in the experiment conditions. However, in order
to investigate the effect of priming condition (French accent
vs. Kiezdeutsch), we collapsed the data for these two different
conditions. The important point is that we found an interaction
between listener group and condition (for some groups the prime
Kiezdeutsch evokes stronger IAT effects, for others the prime
French Accent did so). We therefore assume that these results
are due to different associations drawn by the different listener
groups and not due to different participants taking part in the two
experimental conditions (because then we would have expected
a main effect of experiment, with an overall difference between
conditions irrespective of listener group).

In addition to the hypothesized effects of priming condition
and listener group, our results also show an effect of which
associations listeners rated first. IAT effects were generally
larger when the version with the hypothesis-congruent relations
were shown first (canonical pronunciation and positive value
sharing a response key) followed by the hypothesis-incongruent
relations (canonical pronunciation and negative value). These
order effects (i.e., associations appear stronger when they are
tested in blocks 3 and 4 rather than in blocks 6 and 7) have
been described earlier and a suggested improvement of IAT
experiments was to increase the number of trials in block 5 to
counteract these order effects (cf. Greenwald et al., 2003). In our
study however, order effects still appeared despite this change
in method. Greenwald et al. (2003, p. 209) suggest that order
effects in IATs might be related to a phenomenon called negative
transfer (Woodworth et al., 1954), “whereby practice at one
task interferes with performance at a second task that requires
giving different responses to the first task’s stimuli.” This negative
transfer is assumed to result in a strengthening of associations
between the hypothesis congruent categories (canonical-good)
when the task that uses this association (that uses the same
response keys to canonical pronunciations and positive words)
is tested initially.

With respect to our study it seems that the IAT effect is
somewhat leveled when listeners first “learn” the incongruent
association and must redo this learning with a new (but) better
fitting association (in terms of their implicit bias). When the
listeners first “learn” the congruent association according to
their implicit bias, the bias is strengthened and the redoing
of the learned (and fitting to their stereotypical) association is
even more difficult resulting in a stronger IAT effect. However,
this was the case in both priming conditions (French accent
and Kiezdeutsch) and no interaction of order (version) and
priming was found. Also, there was no significant difference
between the listener groups in terms of the order effect, even
though a tendency was apparent for the YMO group in the
KD experiment to show a larger difference between the versions

than the other listener groups (mainly due to a very small
D-score and thus a low IAT effect in version 2). Thus, the
YMO group shows the strongest effect of test order which
might point to a greater flexibility in their associations between
pronunciation variants (canonical/non-canonical) and positive
or negative connotations. Their bias toward an association
between canonical and positive is small and thus mostly affected
by the re-learning of an assumed incongruent association such
as non-canonical and positive and the process of “negative
transfer.”

Nevertheless, we are aware of some limitations of our study.
First, the group of hearers was not as homogenous as would
have been ideal in the sense that there were differences between
participants over which we had no control. Further research
might highlight additional factors interacting with differences
in IAT effects between individual listeners or listener groups.
For example, it would have been interesting to also assess the
listeners’ explicit attitudes toward French learners of German
and of adolescent speakers from Kreuzberg with whom the
tested variant is highly associated. Also, incorporating personality
constructs such as openness – one of the dimensions of the Five
Factor Model describing differences in personality (McCrae and
John, 1992) – or the proximity of a listener to ideologies such
as conservatism and liberalism (Kerlinger, 1984) – which reflect
a person’s attitudes toward changes (personal or political) –
might give insights into the reasons for differences in the
sensitivity to priming effects and IAT effects and toward linguistic
change in general.

Second, while we did look for an effect of lexical frequency of
the test items on the absolute RTs, our material was not designed
to investigate the effect of lexical frequency in a controlled
manner. With our limited selection of stimuli, we did not find
systematic variation. Nevertheless, it would be interesting to
explore more the effect of lexical frequency of the different test
items on the IAT-effect in the sense that more frequent words
facilitate, and less frequent words inhibit the implicit association
between concept categories and valence categories.

While we believe that there is a general lack of awareness that
one phonetic variant belongs to a specific social group, our results
strongly suggest that implicit associations are drawn between fine
phonetic detail and social groups. Moreover, these associations
are affected by listeners’ background, i.e., their attitudes, beliefs,
stereotypes, and shared world knowledge pointing to language
processing which needs to incorporate culturally and socially
situated contexts.
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One of the most important social cognitive skills in humans is the ability to “put
oneself in someone else’s shoes,” that is, to take another person’s perspective. In
socially situated communication, perspective taking enables the listener to arrive at
a meaningful interpretation of what is said (sentence meaning) and what is meant
(speaker’s meaning) by the speaker. To successfully decode the speaker’s meaning,
the listener has to take into account which information he/she and the speaker share
in their common ground (CG). We here further investigated competing accounts about
when and how CG information affects language comprehension by means of reaction
time (RT) measures, accuracy data, event-related potentials (ERPs), and eye-tracking.
Early integration accounts would predict that CG information is considered immediately
and would hence not expect to find costs of CG integration. Late integration accounts
would predict a rather late and effortful integration of CG information during the parsing
process that might be reflected in integration or updating costs. Other accounts predict
the simultaneous integration of privileged ground (PG) and CG perspectives. We used
a computerized version of the referential communication game with object triplets of
different sizes presented visually in CG or PG. In critical trials (i.e., conflict trials), CG
information had to be integrated while privileged information had to be suppressed.
Listeners mastered the integration of CG (response accuracy 99.8%). Yet, slower RTs,
and enhanced late positivities in the ERPs showed that CG integration had its costs.
Moreover, eye-tracking data indicated an early anticipation of referents in CG but an
inability to suppress looks to the privileged competitor, resulting in later and longer
looks to targets in those trials, in which CG information had to be considered. Our data
therefore support accounts that foresee an early anticipation of referents to be in CG
but a rather late and effortful integration if conflicting information has to be processed.
We show that both perspectives, PG and CG, contribute to socially situated language
processing and discuss the data with reference to theoretical accounts and recent
findings on the use of CG information for reference resolution.
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INTRODUCTION

One of the most important social cognitive skills in humans
is the ability to “put oneself in someone else’s shoes,” that
is, to take another person’s perspective. In communication,
perspective taking enables the listener to arrive at a meaningful
interpretation of what is said (sentence meaning) and what is
meant (speaker’s meaning) by the speaker (Grice, 1989). Beyond
linguistic information, visual and other contextual information
is taken into consideration incrementally (see, for instance, the
Coordinated Interplay Account by Knoeferle and Crocker, 2006;
see also Knoeferle and Crocker, 2007; Crocker et al., 2010;
Münster and Knoeferle, 2017). Especially in reference processing,
the listener may have to take the speaker’s perspective in order
to decode the speaker’s communicative intention. A referent
can be a person, an object, or a concept, to which the speaker
refers with a so-called referring expression. Speakers can choose
different forms of referring expressions (e.g., a full noun phrase,
a pronoun etc.) in discourse to optimize information transfer.
For instance, when a referent is first introduced in discourse,
the speaker commonly selects an indefinite noun phrase (e.g.,
a woman enters the bar). In subsequent discourse, the speaker
refers back to that referent with a definite noun phrase (e.g., the
woman), a pronoun (e.g., she), or another definite description
(e.g., the beautiful lady), which adds information to the referent
(Schumacher, 2018). Although experimental research confirmed
that the speaker mostly provides sufficient but no redundant
information when using referring expressions, over- and under-
informative utterances occur (e.g., Deutsch and Pechmann, 1982;
Engelhardt et al., 2006; Davies and Katsos, 2010; Morisseau
et al., 2013). In these cases, listeners may then face multiple
possible referents within the linguistic and/or non-linguistic
context. In order to understand which referent the speaker was
referring to, the listener has to take the speaker’s perspective.
This requires the calculation of mentally and/or perceptually
shared information by both interlocutors, which is often called
common ground (CG) information (e.g., Clark et al., 1983).
With the present study we intend to better understand, if, when,
and how information in privileged and CG is integrated during
utterance processing.

A body of research has been concerned with this question. For
a long time, existing parsing theories took two rather different,
apparently contradictory views. On the one side there were
theories that assume autonomous lexical and syntactic activation
with contextual and other pragmatic constraints, such as CG,
entering the parsing process only at a later stage at which the
different sources of information are integrated (e.g., Ferreira
and Clifton, 1986; Keysar et al., 2000; Epley et al., 2004b; Barr,
2008; Kronmüller et al., 2017). We will refer to these accounts
as “late integration” accounts. On the other side, constraint-
based theories assumed that all available information sources do
immediately interact during the parsing process and guide the
interpretation of a sentence (e.g., Altmann and Steedman, 1988;
Spivey-Knowlton and Sedivy, 1995; Trueswell et al., 1999; Nadig
and Sedivy, 2002; Hanna et al., 2003; Snedeker and Trueswell,
2003; Snedeker and Yuan, 2008). We will refer to these accounts
as “early integration” accounts.

Data supporting the assumption of a late integration of
pragmatic information during the parsing process stemmed from
Keysar et al. (2000). They used a version of the referential
communication game, also called director’s task (Glucksberg
et al., 1975; Krauss and Glucksberg, 1977). In this game, objects
are placed in a vertical array. A confederate (experimenter) sits on
one side of the array and instructs an addressee (participant) on
the other side of the array to manipulate the objects in a certain
manner. Crucially, some of the objects are hidden from the
experimenter’s view, giving the participant privileged access to
them. In order to follow the experimenter’s instruction correctly,
that is, to pick the correct referent, participants have to consider
which objects are shared for both interlocutors (i.e., are in CG). In
Keysar et al. (2000) the overt responses revealed that participants
based their decision on CG information in most of the cases
(around 80%), that is, they picked the objects in CG. However,
the eye fixation data showed that the participants initially fixated
the privileged object [i.e., the competitor that was exclusively
visible for the participant, that is, in privileged ground (PG)]
and only later turned their eyes to the object in CG (i.e., the
target). This interference effect produced by the privileged object
supports the view that CG does not immediately restrict the
search for referents. CG information is rather integrated late with
effort, after an initial egocentric interpretation might have even
led to egocentric errors, that is, picking an object that is not in
CG (Egocentrism Account). For the (limited) effects on cultural
backgrounds on egocentric errors see Wu and Keysar (2007)
and Wang et al. (2019).

Further evidence for late integration accounts was obtained by
Barr (2008). He used a slightly different method to instantiate
the CG vs. PG objects. Here, participants directed already
more fixations to the CG objects before any verbal instruction
was given to them. This indicated an anticipation that the
confederate would refer to CG objects. However, after the
verbal instruction (e.g., “click on the bucket”) the participants
needed longer time to orient their gaze to the target object
when an object with a label that constituted a phonological
competitor (i.e., competitor condition, e.g., bucket-buckle) was
present compared to a control condition without competitor.
This held true for all competitors, independent of whether
they were presented in CG or PG. Crucially, when comparing
the effect of interference of competitors in CG vs. PG, no
differences were revealed. This suggested that CG information
did not attenuate the interference of competitors, as constraint-
based theories would assume. These results were interpreted
in the framework of the Autonomous Activation Account. It
proposes that listeners initially actively attempt to take a speaker’s
perspective in anticipation of a linguistic expression (i.e., in the
phase before any verbal instruction is given). Then they fail to
fully integrate CG information, because the lexical information
given by the speaker autonomously activates the information in
PG (i.e., the competitor).

In contrast to these two accounts, that considered CG
integration as a rather late and effortful process in which
egocentric errors may occur (Keysar et al., 2000; Barr, 2008; Wang
et al., 2019), earlier and cognitively less demanding effects of
perspective taking on reference resolution had also been found.
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This was the case in similar tasks when linguistic markers, such
as color terms (e.g., red), (in)definite expressions (e.g., the/one of
the), or scalar adjectives (e.g., big/small) were available to narrow
down the relevant contrasts. For example, Hanna et al. (2003)
used a version of the referential communication game in which
a referring expression was either ambiguous with respect to two
objects in CG or in which one of these objects was privileged.
For instance, the confederate instructed listeners (participants)
to “put the blue circle above the red triangle”. In conditions with
two red triangles in CG, participants were equally likely to look at
either. When one object was privileged, participants were more
likely to look at the object in CG from the earliest moments and
were faster to choose it, hence supporting an early integration.
Also, Heller et al. (2008) presented displays which contained two
pairs of size contrasting objects, for instance, a big duck (target)
and a small duck (target-contrast), a big box (competitor) and a
small box (competitor-contrast). There were two conditions: In
the shared condition, all objects were in CG. In the privileged
condition, one of the items belonging to a competitor-contrast
(e.g., the small box) was in PG. Listeners received instructions
with scalar adjectives, for example, “pick up the big duck”. The
results showed that listeners immediately used the distinction
between CG and PG. They thus integrated CG early, challenging
a possible egocentric-first heuristic. This is consistent with other
studies that found an early effect of CG information (e.g., Nadig
and Sedivy, 2002; Hanna and Tanenhaus, 2004; Brown-Schmidt
et al., 2008; Brown-Schmidt, 2012; Ferguson and Breheny, 2012).
While the results of Heller et al. (2008) speak against an automatic
egocentric bias in interpreting perspective-sensitive language, the
authors do not claim a CG heuristic that directs attention only to
mutual information. Instead they suggest that listeners are aware
of the common or privileged status of information and use this
distinction early in real-time reference resolution.

Other research has shown that the use of CG information,
as well as a reduction of egocentric biases, is facilitated by
rich discourse contexts such as when conversational context
explicitly establishes what the confederate does and does not
know through the use of questions (e.g., “What’s above the cow?”)
(Brown-Schmidt et al., 2008). Similarly, active engagement in
a task leads to earlier inferences about others’ perspectives,
and boosts the immediate use of this information to anticipate
others’ actions compared to passive observers (Ferguson et al.,
2015). Finally, the motivation of participants plays a role:
when there is a high motivation or incentive for integrating
perspectives and when sufficient cognitive resources are available,
participants can activate perspective taking abilities early on
(Epley et al., 2004a; Cane et al., 2017). In sum, these findings
indicate that CG information can be immediately processed, even
involuntarily, and used early in the parsing process, contradicting
late integration accounts.

Recent approaches have considered neurobiological data to
disentangle early and late integration accounts of CG processing.
From a neurobiological perspective the human brain enables
rapid communication through a continually implemented
perception-action cycle. That is, sensory input is perceived
(e.g., the confederate’s speech), and generates a particular action
(e.g., one’s own verbal response), which in turn results in a

self-generated sensory input, and, again, in a certain response
(Bornkessel-Schlesewsky and Schumacher, 2016). Crucially for
the needs of CG integration, this perception-action cycle also
allows for predictive coding, and, in case of a mismatch
between prediction and input, instantiates an update and the
modification of the internal model (Bornkessel-Schlesewsky and
Schumacher, 2016). The neuronal implementations of these
mechanisms have been investigated in recent years with event-
related potentials (ERPs). A late positive ERP component
(starting around 400–500 ms and lasting around 1000 ms
post stimulus onset) was associated with reconceptualization or
repair mechanisms (Schumacher et al., 2018), and with reference
processing (Schumacher, 2009). In her neurocognitive model
of reference resolution, Schumacher (2009) suggested that a
late positive ERP component reflects additional processing costs
that arise whenever a prior discourse representation has to be
updated or modified (e.g., with the emergence of a new referent).
Other ERP studies investigating referential aspects of language
comprehension also revealed ERP effects such as the P600 (e.g.,
Osterhout and Mobley, 1995; van Berkum et al., 1999; Harris
et al., 2000). Hoeks and Brouwer (2014) refer to the internal
model during discourse comprehension as Mental Representation
of what is Communicated, MRC. In their view, the P600
reflects the construction or revision of an MRC. If establishing
reference turns out to be impossible, or leads to an implausible
interpretation, a P600 will ensue, reflecting the reorganization of
the MRC. A P600 may also appear in the absence of such serious
problems, when a discourse entity needs to be accommodated,
or when the referring expression needs some “pre-processing”
before the antecedent can be successfully identified.

In addition to the P600 ERP effects there is evidence of another
ERP component involved in referential processing. Referentially
ambiguous nouns (e.g., “the girl” in a two-girl context) or
pronouns (e.g., “David noticed John when he stood up.”) elicited
a frontally dominant and sustained negative shift, called Nref
effect (van Berkum et al., 1999; Nieuwland et al., 2007, for a
review see van Berkum et al., 2007). Nieuwland et al. (2007)
highlight that the frontal negative shift reflects genuine referential
ambiguity in the current model of the discourse. Hoeks and
Brouwer (2014) instead propose that each referring expression
elicits an Nref response as soon as the search for an antecedent
is instantiated.

Recently, Sikos et al. (2019) reported an Nref-effect as a marker
of referential ambiguity in a perspective taking task. In their
study, participants were asked to pick a referent from a display of
four animals (e.g., “Click on the brontosaurus with the boots”) by
a speaker who could only see three of the animals. A competitor
(e.g., a brontosaurus with a purse) was either mutually visible,
visible only to the listener, or absent from the display. Results
showed that the mutually visible competitor elicited a referential
ambiguity as reflected by an Nref-effect. Crucially, when listeners
had privileged access to the competitor, the ERPs did not show
evidence for a referential confusion–although participants were
slower when the privileged competitor was present. The authors
concluded that participants did not consider the competitor in
PG to be a candidate for reference. This interpretation is in line
with early integration accounts that allow a rapid integration of
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pragmatic information during online language comprehension
and hence speak against late integration accounts. However, the
finding is incompatible with “egocentric errors” in behavioral
studies (e.g., Keysar et al., 2000), in which participants apply
an egocentric interpretation strategy and choose the competitor
in PG as the target item–and hence obviously consider it as
a potential candidate for reference. Furthermore the finding is
incompatible with interference effects from objects in PG that
have been shown in a series of experiments by Barr (2008).
Note, however, that the discussed studies also differ in the actual
task design applied.

Barr (2016) called for the need to focus on the underlying
processes and the use of joint data analysis routines. In the
same year, Heller et al. (2016) aimed at solving the above
mentioned traditional contradictions of early and late integration
accounts by implementing the data of the original eye-tracking
studies of Keysar et al. (2000) and Heller et al. (2008) in a
Bayesian model of reference resolution. The model suggests that
referring expressions are not interpreted relative to the CG or to
one’s egocentric knowledge, but rather reflect the Simultaneous
Integration of the two perspectives. In their probabilistic model,
both the egocentric and the CG perspective are active in their
referential domains (the referential domain is a contextually
restricted set which is inferred and updated according to the
current situation; here an egocentric domain and a CG domain
is implemented). To gain information about the target referent,
listeners simultaneously weigh evidence from both perspectives
(Heller et al., 2016).

To disentangle the predictions of early and late integration
accounts we here further investigated how listeners integrate
egocentric and CG perspectives by adapting the well-established
referential communication game of Keysar et al. (2000) to
a computerized version. While we collected reaction time
(RT) and accuracy data, we applied eye-tracking as well as
electroencephalography (EEG) to study the timing and the
underlying mechanisms of CG integration. Both methods, eye-
tracking and EEG, offer a very high temporal resolution. They
are therefore especially suitable to explore the temporal dynamics
of the integration of CG information. Importantly, while eye
movements might be affected by attentional processes that are
unrelated to referent identification, EEG might be better suited
to gain knowledge about the functionally distinct processes that
underpin perspective taking. Our first study (ERP, Experiment
1) thus offers the opportunity to disentangle different aspects
of the comprehension of referential expressions. In addition,
EEG allows to draw inferences about the underlying neural
mechanisms of CG integration and can be directly compared to
the findings of Sikos et al. (2019). Our second study (eye-tracking,
Experiment 2) with a mostly identical design to the ERP-
Experiment allows for a descriptive alignment of eye-tracking
results with our ERP data and provides further insights into the
interaction of language comprehension and the perception of
the visual world (for a recent short methodological overview see
Rodriguez Ronderos et al., 2018). In addition to the ERP analysis,
we appended an exploratory time-frequency analysis (TFA) of the
EEG data in the Supplementary Material, which might provide
insights about the mechanisms underlying CG processing. At the

behavioral level, Experiment 2 can be taken as an attempt to
replicate Experiment 1.

The Simultaneous Integration Account would predict that
both the egocentric and the CG perspective are active when
engaged in referential communication. However, depending on
the evidence triggered by the specific task or the array, either
egocentric or CG behavior may be enforced (Heller et al.,
2016). Since our design was very similar to that of Keysar
et al. (2000), egocentric behavior may guide at least initially
the perspective taking behavior. This would lead to a rather
late, and effortful integration of CG information during the
parsing process. If participants first consider the object in
PG to be the target and then switch to the (correct) target
object in CG in a competitor (here: conflict) condition, some
kind of discourse updating or reconceptualization has to take
place. According to previous ERP studies in the field (see
above), this late and effortful integration of CG would elicit
a late positivity in the ERPs. This expectation is therefore in
contrast to the findings of Sikos et al. (2019) who argue that
the object in PG is not considered to be a potential referent
in the display and therefore would not elicit a specific ERP
response (in their case an Nref component). For the behavioral
and eye-tracking data, we expect to replicate the findings of
Keysar et al. (2000). That is, we expect more errors and/or
longer RTs in the conflict condition in which participants
probably have to suppress their egocentric bias. Accordingly, eye-
tracking should reveal earlier looks to the competitor in PG,
and later looks to the target in CG in the conflict condition
in comparison to a condition without conflict. On the other
hand, if the clear instruction, the integrated practice phase, and
the high repetition rate in our experimental design promotes
the CG perspective taking behavior, CG information would
be considered immediately. In this case we would not expect
discourse updating and thus no late positivity in the ERPs.
Rather, we would expect no effects in ERP signatures as a result
of CG integration.

MATERIALS AND METHODS

Experiment 1: EEG
Participants
Thirty-six students of the University of Potsdam (17 female,
M 24.6 years, age range 20–31 years) participated in the study.
All participants were native German speakers, reported normal
or corrected-to-normal vision, normal hearing, no neurological
problems, and were right-handed as assessed by a German
version of the Edinburgh Handedness Inventory (Oldfield, 1971).
Nine participants were excluded for further ERP analysis due
to technical problems during the recording (n = 2), or because
less than 50% artifact-free trials survived the artifact rejection
procedure in the critical conditions (n = 7). Thus, 27 participants
entered the final ERP analysis (12 female, M = 24.8 years,
age range 20–31 years). All participants gave written informed
consent according to the local Ethics Committee of the University
of Potsdam. Participants received course credits or financial
compensation for their participation.
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Materials and Design
Participants played a computerized version of the referential
communication game (see Keysar et al., 2000). In this game, a
virtual 4 × 4 grid was presented on a computer screen. Each
display of the grid contained two object triplets with three
differently sized objects (i.e., small, medium, big), two single
objects (distractors), and eight empty slots (see Figure 1). We
used two object triplets to prevent that participants would know,
after a few trials, from the beginning of the display, which objects
could potentially become the target. Thirty-two different objects
were used to build the object triplets, and 18 other objects were
used as single objects. All objects were black-and-white drawings
representing man-made concrete objects like clothes, furniture
or vehicles [e.g., Rock (skirt), Tisch (desk), or Zug (train)] or
natural entities like celestial bodies, fruits, or animals [e.g., Stern
(star), Apfel (apple), or Frosch (frog)]. The distribution of objects
in the 16 slots of the 4 × 4 grid was fully randomized and
changed across trials and participants. The virtual confederate
(henceforth termed avatar) was displayed behind the grid
and provided auditory instructions of the form: “[Move the]
[target size] [target object] [to the top]!” (e.g., “[Move the]
[big/small] [star/apple/frog/. . .] [to the top]!”; German: “[Bewege
den] [großen/kleinen] [Stern/Apfel/Frosch. . .] [nach oben]!”).
Notably, in German, both the determiner and the adjective are
marked for gender. Therefore all nouns used were masculine,
indicated by the gender-marked accusative direct determiner
“den” (the), and the adjective-suffix “–en”. Due to this, a possible
disambiguation before the onset of the noun was avoided. The
instructions were pre-recorded by a trained native German
female speaker and presented phrase by phrase with a fixed
timing (0 ms[Bewege den] 1000 ms[kleinen/großen] 1650 ms[target
object] 2950 ms[nach oben]) (0 ms[Move the] 1000 ms[small/big]
1650 ms[target object] 2950 ms[to the top]). Accordingly, the
critical noun phrase (i.e., the [target object]) always started
1650 ms after the beginning of the auditory onset of the sentence
(i.e., the [Bewege den]). The mean length of the nouns was
785 ms (±135 ms). Nevertheless, the overall sentences sounded
prosodically well-formed as the phrases were cut out of natural
recordings of the full sentences that were spoken in a relatively
slow speech rate by the trained speaker. Participants had to select

the target object via mouse click and had to drag and drop it on a
field above the virtual grid. Dragging and dropping of the target
objects were self-paced, meaning that participants were free to
click on the object as soon as they had made their decision.

The crucial feature of the referential communication game
is the manipulation of visual access to certain objects in the
grid from the perspectives of the avatar and the participant,
respectively. In three out of four conditions (conflict, no-conflict,
filler), four slots in the grid contained a backboard that occluded
their content from the avatar’s view. In the fourth condition, no-
hidden, all slots were in CG. The no-hidden condition served as
a control for effects of the mere presence of occluded slots in
the grid (i.e., if there would be no differences between the no-
hidden and the no-conflict condition, we could conclude, that
the mere presence of occluded slots in the grid did not induce
some unspecific computation of ground or did not affect general
attentional processes). Positions of the backboards randomly
changed from trial to trial. Three out of four of these occluded
slots contained objects: two contained one object of the two
object triplets, and one slot contained one of the two single
objects (distractor). One of the four slots was empty. Since the
participant had privileged access to the objects in these slots,
we term them privileged objects (PG objects). For all other
objects in the grid, both the avatar and the participants had
visual access. They were in CG, and are henceforth termed CG
objects. We created four different conditions: in conflict trials,
one of the privileged objects fit the avatar’s request best from
the perspective of the participant (e.g., the small star). In this
condition the smallest star was a privileged object. Participants
then had to consider which objects were visually shared, thus
in CG, to select the correct object (“target”; e.g., the medium-
sized star). In no-conflict trials, the object that fit the avatar’s
request best from the perspective of the participant was in
CG. In no-hidden trials, there were no occlusions at all and
therefore all objects were in CG (please see Figure 1 for a
detailed example of experimental displays). In filler trials, the
target object was one of the two single objects (distractors) that
was in CG (not at display in Figure 1). In all experimental
conditions, the onset of the noun (i.e., [target object]) marked the
point of disambiguation. In total, the EEG experiment consisted

FIGURE 1 | Examples of the experimental display for the conditions conflict, no-conflict, and no-hidden for the request “Move the small star to the top!”. The target
in each condition is indicated by the position of the hand cursor for visualization purposes only. In the conflict condition, the smallest star at display was privileged,
i.e., occluded from the avatar’s view. Therefore the medium-sized star, which was the smallest star in CG, formed the target. In the no-conflict condition, the object
that fit the avatar’s request best (i.e., the smallest star) was in CG, thus not occluded from the avatar’s view, therefore no conflict arose. In the no-hidden condition, all
objects were in CG. In the filler condition (not analyzed, not displayed), the avatar would ask for the CG single object (e.g., skirt in the display to the left).
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of 256 trials, 64 per condition (conflict, no-conflict, no-hidden,
filler). Filler trials were not further analyzed. The distribution of
conditions throughout the experiment was fully randomized and
changed across participants.

Procedure
Participants were seated approximately 70 cm in front of the
computer screen. A computer mouse was placed at a comfortable
distance on a desk in front of the screen. RTs and accuracy
measures were obtained via mouse click. All participants used
their dominant right hand to navigate the computer mouse. In
advance of the experimental phase, participants were instructed
to mind the avatar’s perspective, which was supported by rotating
the grid and showing the avatar’s view on the grid. This
demonstrated to the participants that the avatar was not able to
see the objects that were in slots with a wooden background.
In addition, participants underwent a practice phase with nine
practice trials during which they received corrective feedback
(two-step instruction similar to Wang et al., 2016). For instance,
participants received the instruction “[Move the] [small star]
[to the top]!”. If they then chose the privileged object that is
the smallest star at display in a conflict trial, the feedback they
received from the avatar was: “Oh, I didn’t see that star. I meant
the other small star!”.

Every trial started with a fixation cross, which was presented
in the center of the screen for 1000 ms. Then, the empty grid
with occlusions in four varying positions (with the exception of
the no-hidden condition) was filled with the objects for 750 ms.
Participants had time to view the grid for 500 ms. Then the
avatar gave the auditory instruction, which was provided via
headphones. Once the participants had made their choice, they
clicked on the target with the computer mouse and dragged the
object to a rectangle placed above the grid on the computer
screen. Then, the next trial started.

During the test phase, the EEG was recorded and RTs and
accuracy rates were measured. The RTs were measured for
the first click on the target object starting from noun onset.
The stimulus presentation and randomization was controlled by
Presentation R©software version 18.1 (Neurobehavioral Systems).
After the experiment participants were asked to fill out a debrief
form about their intuitions concerning the purpose of the study
and the strategies they used.

EEG Recordings
The EEG was recorded with a 32-channel active electrode system
(Brain Products R©, Gilching, Germany). 27 electrodes were placed
on the scalp within an elastic soft cap (EASY CAP R©, Inning,
Germany) according to the 10/20 system (American Clinical
Neurophysiology Society, 2006) at the following scalp positions:
F7/8, F5/6, F3/4, FC3/4, C5/6, C3/4, CP3/4, P3/4, P7/8, PO3/4,
AFz, Fz, FCz, Cz, CPz, Pz, and POz. The ground electrode
was placed at FP1. The electrooculogram (EOG) was recorded
with four additional electrodes. To detect blinks and vertical
eye movements (vertical EOG), one electrode was placed above
and one electrode below the participant’s right eye. To detect
horizontal eye movements (horizontal EOG), electrodes were
placed at the outer canthi of the left and the right eye. Impedances

were kept below 5 kOhm. The EEG data was recorded with a
sampling rate of 1000 Hz. The left mastoid served as the online
reference electrode, but the recording was re-referenced offline to
the averaged signal of the left and right mastoids.

Behavioral Data Analysis
The behavioral data comprised accuracy and RT measures. For
the accuracy data, correct and incorrect responses were counted
for each participant per condition (conflict, no-conflict, no-
hidden). The total number of correct responses per condition
was then transformed into percentage values to determine
the accuracy rate. The accuracy rate for each condition and
participant was then averaged across participants (n = 27). RTs
were measured in ms relative the onset of the critical noun.
Prior to the analysis, RTs with negative values (i.e., reactions
before the onset of the noun), wrong responses, and “double
clicks” on the target were removed using MS Excel R©(Version
2010). The remaining RTs were averaged for each condition
per participant and then averaged across participants. To detect
differences in behavior in relation to the three experimental
conditions, an ANOVA with Condition (three levels: conflict, no-
conflict, no-hidden) as within-subjects factor was run for both
accuracy and RT measures separately. Whenever the main effect
of condition reached significance (p < 0.05), post-hoc paired-
samples t-tests controlled for multiple comparisons (Bonferroni
corrected p = 0.017) were calculated. This was done to further
examine the differences between conditions. Descriptive statistics
as well as ANOVAs were carried out with the statistics software
IBM R© SPSS Statistics for Windows (Version 23.0).

ERP Data Analysis
For ERP data preprocessing, the Brain Vision Analyzer software
(version 2.0.2; Brain Products R©, Gilching, Germany) was used.
Raw data were filtered offline by applying a Butterworth zero-
phase filter (low cutoff: 0.3 Hz; high cutoff: 70 Hz; slope:
12 dB/oct) to exclude slow signal drifts and muscle artifacts. In
addition, a notch filter of 50 Hz was applied to remove line noise
induced by electrical devices during testing. Artifacts caused by
vertical and horizontal eye movements were corrected by the
algorithm of Gratton et al. (1983). An automatic artifact rejection
procedure was used to reject blinks, flat signals, and drifts in
the time window of −200 to 1500 ms relative to the onset of
the critical noun in the target sentence. The following criteria
were set to automatically mark channels as bad: Maximal allowed
voltage step: 20 µV/ms, maximal allowed difference of values:
75 µV per 150 ms time interval, minimal allowed amplitude:
−75 µV, and a maximal allowed amplitude: 75 µV, and lowest
allowed activity in intervals: 0.5 µV. Importantly, each trial was
additionally examined visually and any remaining eye-blinks or
eye movement artifacts were removed. Participants for whom less
than 50% of trials in the noun onset time window survived the
artifact rejection procedure were removed from further analysis
(n = 7). Moreover, only trials in which participants selected the
correct object (i.e., the target), entered the final analysis. In total,
23 trials (out of 6912 trials of the remaining 27 participants)
with an incorrect response were removed (conflict condition: two
trials, no-conflict condition: eight trials, no-hidden condition: 13
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trials). Overall, the artifact rejection procedure and the deletion
of incorrect trials resulted in a rejection of 21.55 ± 12.91% of
trials (conflict condition: 22.05 ± 11.94%, no-conflict condition
21.12 ± 13.42%, no-hidden condition: 21.47 ± 13.38%). The
amount of excluded trials did not differ across conditions
as revealed by a repeated measures ANOVA with the factor
condition as within subjects factor (F(3,78) = 1.23; p = 0.303,
np2 = 0.045).

For statistical analysis, we computed non-parametric cluster-
based permutation analyses. This test calculates a cluster
t-statistic that sums across temporally and spatially adjacent
point-wise t-values that exceed a predefined threshold. This
cluster t-statistic is then compared to a null-hypothesis
distribution of cluster t-values that are generated via a
Monte Carlo permutation approach. We used 1000 random
permutations to generate a distribution of the null hypothesis
with sufficient precision to control family wise error rate
to α < 0.05, as suggested in Maris and Oostenveld (2007).
The statistics was run two-tailed and within-subjects, with a
minimum number of two significant (α < 0.05) electrodes to
form a cluster. 50 ms running time windows were calculated,
and considered as significant when they were significant over
the entire time window. The cluster-based permutation
analysis was performed with the open source software
Fieldtrip for EEG/MEG analysis (Oostenveld et al., 2011) in
MATLAB R©(2015b, MathWorks, Natick, MA, United States).

In addition to the ERP analysis, an exploratory TFA was
performed on the EEG data. This was done since amplitude
increases and decreases in specific frequency bands may provide
further information about the underlying brain functions.
Details regarding the analysis and full results are provided as
Supplementary Materials.

Experiment 2: Eye-Tracking
Participants
Twenty-nine native speakers of German (15 female; mean age:
24.3, range: 18–34) participated in the experiment. All of them
gave written consent prior to the experiment, were naïve to the
purpose of the study, and did not participate in Experiment
1. The participants received either course credits or financial
compensation for their participation. All participants were right-
handed as assessed by a German version of the Edinburgh
Handedness Inventory (Oldfield, 1971), and had normal or
corrected-to-normal vision. Two participants were excluded
from the experimental cohort due to technical problems during
the recordings, which resulted in an experimental breakup. Thus,
27 participants (14 female, mean age: 24.2, range 18–34) entered
the final behavioral and eye-tracking analyses.

Materials and Design
Materials and design were almost identical to Experiment 1
(please refer to section “Materials and Design”). However, the
amount of trials was reduced from 256 to 112 trials, with 28 trials
per condition (conflict, no-conflict, no-hidden, filler). In addition,
the position of the target and the privileged object in the grid
was constrained so that these two objects could not appear in
horizontally, vertically, or diagonally neighboring slots of the

grid. This was done to minimize the misclassification of looks in
the dense 16-slot-grid during data analysis. As in Experiment 1,
filler trials were not further analyzed.

Procedure
The eye-tracking camera was attached at the middle of the lower
edge of the PC monitor. The background screen color was set
to dark gray. The participants were seated at a distance of 62–
67 cm from a 22 inch (1680 × 1050 pixel) TFT PC monitor. The
sitting position of the participants and the eye-tracking camera
were adjusted checking that the pupils were recognized by the
eye tracker in the center of a virtual box of the iViewRED-m
application (SensoMotoric Instruments R©, Teltow, Germany). The
system was calibrated to the participants’ right eyes with a nine-
point automatic calibration. For the calibration, a black dot was
presented at different positions on a light gray background. In
case of suboptimal calibration results, the procedure was repeated
until the spatial precision of the gaze was classified as adequate by
the system and by the experimenter.

Identical to Experiment 1, after calibration, a clear
introduction was given by the avatar. A practice phase followed
with a two-step corrective feedback (for details please see section
“Procedure”). Then the experimental phase started with the
presentation of four blocks á 28 trials. The task was the same as
in Experiment 1. Participants used their right hand to navigate
a computer mouse in order to click on the target and drag the
object to a rectangle placed above the grid on the computer
screen. After each block, a short, self-paced pause was inserted.
Since participants were allowed to minimally move during the
pause, the calibration procedure was repeated in advance of each
block. During the test phase, eye-gaze data was recorded and RTs
and accuracy rates were measured. The RTs were measured for
the first click on the target object starting from noun onset.

Eye-Tracking Recordings
Eye movements were recorded with an SMI RED-m Eye-
Tracker (SensoMotoric Instruments R©, Teltow, Germany). Only
the participants’ right eyes were tracked using SMI’s “smart
right binocular mode”. With this mode, the system tracks gaze
data every 8.33 ms (sampling frequency 120 Hz) and offers
a spatial accuracy of 0.5–1◦. The recovery time after track
loss lies at 250 ms.

Behavioral Data Analysis
The behavioral data of the eye-tracking cohort was analyzed
in the same way as the behavioral data of the EEG cohort.
Please refer to section “Behavioral Data Analysis” for details
of the analysis.

Eye-Tracking Data Analysis
The eye-tracking analysis (preprocessing, statistics) was
performed with the free statistics software R R©(R Core Team,
2015). Only trials with correct responses entered the final analysis
(M = 99.67 ± 0.44%). Data points for which the eye tracker could
not determine the gaze position were removed. The overall track
loss was on average 4.3%. Since the objects could appear in each
of the 16 slots of the vertical array, we created 16 equally sized
(170 × 170 pixels) spatial areas of interest (AoI) corresponding
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to the slots in the array. All gaze positions were automatically
classified as being in one of the 16 AoIs or not.

Next, we defined functional AoIs. The first functional AoI
formed the area in which the target appeared. We will call this
“target object”-AoI. For instance, given the instruction “Move
the small star to the top!” the target would be the medium-sized
star in the conflict condition and the small star in the no-conflict
condition (for an illustration please refer to Figure 2A). The
second functional AoI formed the area in which an object in
PG appeared. We will call this “privileged object”-AoI. As an
example, given the instruction “Move the small star to the top!”
the privileged object would be the small star in the conflict
condition and the big star in the no-conflict condition, both
of which were hidden from the avatar’s view. Please note that
only in the conflict condition, the object in PG provided a “real”
competitor to the target object, since it had the potential to
interfere with the target in CG (e.g., the medium sized star). In the
no-conflict condition, however, participants were not expected to
look at the object in PG (“the big star”). Still, it represents the
object of comparison in PG when comparing the conflict and
the no-conflict conditions (Figure 2A) (an alternative analysis of
looks to the medium-sized object is presented as Supplementary
Material). The third functional AoI incorporated all small or big
objects of the two presented object triplets of the conflict and no-
conflict condition trials (e.g., the small star and the small desk

when the adjective was “small”; the big star and the big desk when
the adjective was “big”; Figure 2B). Some of these objects were in
CG and some of them were in PG.

Crucially, we created the “object triplet”-AoI to investigate
early anticipatory looks to the objects in CG and PG, before
the conditions (i.e., conflict, no-conflict) became evident for
the participant. That is, the possibility to assign a sentence to
one of the conditions only started with the presentation of the
noun phrase, in dependency of the target item and the given
occlusions. After the presentation of the noun, only one of the
object triplets contained the target (e.g., the small star). However,
in the preceding adjective time window, on which we focused in
this analysis, participants could not know to which object triplet
the target item belonged (e.g., the small star OR the small desk).
We thus gave the third functional AoI the condition-neutral
term “object triplet”-AoI (Figure 2B). We analyzed the looking
behavior in the adjective time window comparing the looks to
the objects in CG and PG of both object triplets. Crucially, if
participants anticipated objects in CG to be the target, we should
see more looks to the objects in CG compared to objects in PG in
the adjective time window already.

The gaze data was first averaged across trials for each condition
within participants, and then across participants for the grand
average. Proportions of looks to the functional AoIs were
calculated (values between one and zero).

FIGURE 2 | Example displays illustrating the three functional AoIs. In panel (A), for the sentence “Move the small star. . .,” the target object-AoI for the conflict (red)
and no-conflict (black) conditions, and the privileged object-AoI for the conflict (orange) and no-conflict (gray) conditions are illustrated. The analyses were run for the
noun time window. In panel (B), for the sentence “Move the small. . .,” the object triplet-AoI is depicted. All small objects of the two object triplets (here: small star,
small desk) were assigned to the common ground (CG, light green) or the privileged ground (PG, dark green) condition according to their initial shared/privileged
status. The analyses for the object triplet-AoI were carried out for the adjective time window, before listeners had the possibility to focus their attention on one of the
triplets (e.g., the stars or the desks) or, in other words, before the trial could be assigned to a certain condition (i.e., conflict: left display, no-conflict: right display).
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Similar to the ERP analysis, we used the nonparametric
cluster-based permutation analysis in order to detect reliable
differences between conditions across time. Due to the strengths
of nonparametric cluster-based permutation analyses (i.e., better
control for multiple comparisons and the reduction of Type
I errors) these analyses have also become more common in
eye-tracking research (Holzen and Mani, 2012; Barr et al.,
2014). For preprocessing and the statistical analysis we used
the R package “eyetrackingR” (Dink and Ferguson, 2015). Non-
AoI looks were treated as missing data. Then, we defined
three time windows of interest: the adjective time window
(1000–1650 ms post auditory onset), the noun time window
(1650–2650 ms post auditory onset), and the post noun time
window (2650–3650 ms post auditory onset). In each of these
broader time windows, a time course based on 50 ms time
bins was created, and proportion of looking times within
each time-bin was summarized. Next, within the summarized
time-bin data, adjacent time bins that passed the test-statistic
threshold (α < 0.05, two-tailed t-test), were assigned into
groups (clusters). This output was taken for the cluster-based
permutation analysis (Maris and Oostenveld, 2007). This analysis
took a summed statistic for each cluster, and compared it to the
“null” distribution of sum statistics obtained by shuffling the data
and extracting the largest cluster from each resample. Parallel to
the ERP analysis, 1000 iterations were performed in the bootstrap
resampling procedure.

RESULTS

Experiment 1: EEG
Behavioral Findings
Accuracy was high for all participants (n = 27) across all
conditions (M = 99.67 ± 0.40% accuracy rate). Errors occurred
in all three conditions (accuracy conflict: M = 99.88 ± 0.42%;
accuracy no-conflict: M = 99.54 ± 0.85%; accuracy no-
hidden: M = 99.25 ± 1.40%). An ANOVA with Condition
(3 levels: conflict, no-conflict, no-hidden) as within-subjects
factor revealed no effect of condition (F(2,52) = 2.77; p = 0.09,
np2 = 0.096). However, perspective taking had its costs as
revealed by RT measures: RTs measured relative to the onset
of the critical noun (e.g., “star”) showed that participants
were on average 184.22 ms slower in the conflict condition
(M = 1469.07 ± 364.17 ms) compared to the means of
the no-conflict (M = 1289.38 ± 375.18 ms) and no-hidden
conditions (M = 1280.30 ± 367.80 ms). An ANOVA with
Condition (three levels: conflict, no-conflict, no-hidden) as
within-subjects factor revealed a significant effect of condition
(F(2,52) = 31.52; p < 0.001; np2 = 0.548). Post-hoc paired-
samples t-tests controlled for multiple comparisons (Bonferroni
corrected p = 0.017) revealed that RTs differed significantly
between the conflict vs. no-conflict condition (t(26) = 6.47,
p < 0.001), and between the conflict vs. no-hidden condition
(t(26) = 7.49, p < 0.001) with conflict trials being longer
than no-conflict and no-hidden trials. There was no significant
difference between the no-conflict and the no-hidden conditions
(t(26) = 0.33, p = 0.743).

ERP Results
The increased processing costs for the conflict condition as
evidenced in the RT data were also reflected in the ERPs through
modulations of a late positivity (see Figure 3). The cluster-
based permutation analysis (Maris and Oostenveld, 2007) of the
ERP data revealed two significant positive channel-time clusters
for the comparison of the conflict vs. no-conflict condition
over posterior brain areas 750–850 ms relative to noun onset
(cluster t-statistic = 4031, p = 0.022), and over anterior and
posterior brain areas 900–1250 ms relative to noun onset (cluster
t-statistic = 31666, p = 0.001) (see Figure 3). The comparison
of the conflict vs. no-hidden conditions (see Figure 4) showed
a positive channel-time cluster over anterior brain regions only,
1100–1200 ms relative to noun onset (cluster t-statistic = 3624,
p = 0.018). No significant channel-time clusters were revealed
for the comparison of the no-conflict vs. no-hidden conditions
(see Figure 5).

Experiment 2: Eye-Tracking
Behavioral Findings
As for Experiment 1, the accuracy results of the eye-tracking
cohort were high for all participants (n = 27) across all conditions
(M = 99.67 ± 0.44%; conflict condition: M = 99.60 ± 1.14%;
no-conflict: M = 99.21 ± 1.51%; no-hidden: M = 99.87 ± 0.69%
accuracy rate). The ANOVA with condition (three levels: conflict,
no-conflict, and no-hidden) as within-subjects factor revealed
no significant effect of condition (F(2,52) = 1.97; p = 0.158,
np2 = 0.070) with respect to the accuracy rates. Thus, even in the
conflict condition, participants mastered the integration of CG.

Similarly, the RTs relative to the onset of the critical
noun (e.g., “star”) replicated those of the EEG cohort, with
the ANOVA resulting in a significant effect of condition
(F(2,52) = 27.38; p < 0.001, np2 = 0.513). Participants
were on average 202.30 ms slower in the conflict condition
(M = 1570.20 ± 497.65 ms) compared to the means of the no-
conflict (M = 1351.58 ± 526.68 ms) and no-hidden conditions
(M = 1384.23 ± 489.60 ms). Paired-samples t-tests controlled
for multiple comparisons (Bonferroni corrected p = 0.017)
indicated that RTs differed significantly for the comparison of
the conflict vs. no-conflict condition (t(26) = 7.09, p < 0.001),
and for the conflict vs. no-hidden condition (t(26) = 5.41,
p < 0.001) with RTs in the conflict condition being longer
than in the other two conditions. There was no significant
difference between the no-conflict and the no-hidden condition
(t(26) = −1.08, p = 0.29).

Eye-Tracking Results
As neither the RTs, nor the accuracy, nor the ERP data show a
difference between the conditions no-conflict and no-hidden, we
restricted the analysis of the eye-tracking data to the comparison
of the conflict vs. no-conflict condition.

Looks to target object
In our experimental setup, the identification of the correct
referent (e.g., the small star) could happen only after the
processing of the critical noun (1650 ms after the onset of the
auditory request). In the noun time window (1650–2650 ms post
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FIGURE 3 | Grand averaged ERPs (n = 27) in response to the conflict (red) vs. no-conflict condition (black) relative to the onset of the critical noun (at 0 ms, dotted
vertical line). F3 and PO4 are highlighted as example electrodes for the anterior and posterior positivity. The dotted squares indicate significant time windows as
revealed by a cluster-based permutation test.

auditory onset, i.e., 0–1000 ms post noun onset), the cluster-
based permutation test revealed later and fewer looks to the
target in the conflict condition compared to the no-conflict
condition 1900–2400 ms after auditory onset (i.e., 250–750 ms
after noun onset; cluster t-statistic: −32.37, p < 0.001). In the
post noun time window, 2650–3650 ms post auditory onset
(1000–2000 ms post noun onset), the cluster-based permutation
test revealed longer looks to the target in the conflict condition
compared to the no-conflict condition 3100–3650 ms after
auditory onset (i.e., 1450–2000 ms after noun onset; cluster
t-statistic: 34.00, p = 0.002). Thus, the integration of CG in the
conflict condition delayed the looks to the target and let the
participants look longer at it.

Looks to privileged object
Since looks to the target occurred later and were longer in
the conflict condition, the most interesting question is, whether
looks to the privileged object caused the longer latencies in the
conflict condition. Cluster-based permutation analysis showed
that participants indeed looked more often to the privileged
object in the conflict condition as compared to the no-conflict

condition from 2100 to 2650 ms post auditory onset in the
noun time window (i.e., 450–1000 ms post noun onset; cluster
t-statistic: 60.01, p < 0.001) and from 2650 to 3200 ms post
auditory onset in the post noun time window (i.e., 1000–1550 ms
post noun onset; cluster t-statistic: 41.10, p < 0.001) (Figure 6).
In addition, in the Supplementary Materials we compared
the looks to the privileged object in the conflict-condition
to the medium sized object in the no-conflict condition (see
Supplementary Figure 4). Participants looked to the privileged
object in the conflict condition more often than to the medium
sized object in the no-conflict condition, but still the medium-
sized object might be affected by “carry-over effects” such that
it was looked at, although it never was the smallest or biggest
object at display.

Anticipatory looks to CG objects within the two object triplets
Our data showed that participants anticipated objects in CG
to be the referent even before the onset of the disambiguating
noun (see Figure 7). The comparison using the cluster-based
permutation revealed an anticipation of objects in CG in the
adjective time window (cluster t-statistic: −50.56, p < 0.001).
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FIGURE 4 | Grand averaged ERPs (n = 27) in response to the conflict (red) vs. no-hidden condition (blue) relative to the onset of the critical noun (at 0 ms, dotted
vertical line). F3 is highlighted as example electrode for the anterior positivity. The dotted squares indicate the significant time window as revealed by a cluster-based
permutation test.

That is, 1000–1650 ms post auditory onset (i.e., right after
adjective onset), participants were more likely to consider the
small or big object in CG when encountering the adjective than
the object in PG.

DISCUSSION

Our study aimed to verify different, partly conflicting accounts
about when CG information is integrated during reference
processing. Early integration accounts posit that CG information
immediately constrains the domain in which utterances are
typically processed (e.g., Nadig and Sedivy, 2002; Hanna et al.,
2003; Brown-Schmidt et al., 2008; Heller et al., 2008). In contrast,
late integration accounts suggest that CG information enter the
parsing process at a later stage, either due to strategic egocentric
processing strategies (Egocentrism Account, Keysar et al., 2000)
or because lexical information is activated autonomously
independent from perspective (Autonomous Activation Account,
Barr, 2008). Recent accounts try to integrate both accounts and
offer that perspective-taking is simultaneously affected by both

the egocentric and the CG perspective (Simultaneous Integration
Account, Heller et al., 2016).

We here combined a computerized version of the well-
established referential communication game (similar to Keysar
et al., 2000) with behavioral, EEG (Experiment 1), and eye-
tracking (Experiment 2) measures in order to better understand
the temporal dynamics and the cognitive processes underlying
the integration of CG information. We analyzed three conditions:
conflict, in which there was a conflict between the participant’s
privileged information and CG information, and no-conflict and
no-hidden, in which there was no such conflict. As neither
the RTs, nor the accuracy, nor the ERP data show a difference
between the conditions no-conflict and no-hidden, we can
conclude that the mere presence of occluded slots in the grid
did not lead to some unspecific computation of ground or did
not affect general attentional processes. Therefore, our discussion
will mainly focus on the comparison of the conflict vs. no-
conflict condition. In the conflict condition, the object that fits
the avatar’s request best (e.g., the small star) was in PG. Thus,
the consideration of CG information and the suppression of
PG information were necessary in order to pick the correct
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FIGURE 5 | Grand averaged ERPs (n = 27) in response to the no-conflict (black) vs. no-hidden condition (blue) relative to the onset of the critical noun (at 0 ms,
dotted vertical line). No significant time window was revealed by the cluster-based permutation testing.

referent in CG. In contrast, in the no-conflict condition, the
consideration of CG information was not necessary for reference
resolution, because there was no conflicting information in
PG to be resolved.

Comparing the conflict and the no-conflict conditions, RT
data, ERP, and eye-tracking results all point to the notion
that the integration of CG has its costs. This is the case even
though participants initially anticipated objects in CG (the
small/big item of the two object triplets, which was in CG)
to be the referent until encountering the critical noun phrase,
as revealed by the eye-tracking data. Then, 450–1550 ms after
noun onset, eye-tracking also showed that participants were
indeed distracted by privileged information in the conflict-
condition: They considered the competitor although it was in
PG. They also looked less to the target in the conflict vs. the
no-conflict condition 250–750 ms post noun onset. Slightly
later, that is 750–1250 ms post noun onset, ERPs revealed a
late positivity when comparing the conflict and the no-conflict
conditions. We propose that the late positivity resembled a
P600-like response. Similarly to the increase in theta-band
power, the P600 mirrors an increase in processing costs when

discourse representations have to be monitored, updated, and
modified (e.g., van Herten et al., 2005; Bornkessel-Schlesewsky
and Schlesewsky, 2008; Schumacher, 2009; Burmester et al.,
2014). This interpretation is also in line with the syntax-
discourse model (SDM) (Burkhardt, 2005), and its extension,
the multi-stream-model of discourse processing (e.g., Hung and
Schumacher, 2012; Wang and Schumacher, 2013). Later on in the
processing time line, in the post-noun-phase (1450–2000 ms post
noun onset), eye-tracking revealed later or longer looks to the
target in the conflict vs. the no-conflict condition. Finally, RTs
of both the EEG and the eye-tracking cohort were significantly
slower in the conflict (EEG: M = 1469.07 ± 364.17 ms; eye-
tracking: M = 1570.20 ± 497.65 ms) in comparison to the no-
conflict condition (EEG: M = 1289.38 ± 375.18 ms; eye-tracking:
M = 1351.58 ± 526.68 ms)1. Overall, the RT data confirmed

1It is not quite clear why participants responded around 100 ms slower in the eye-
tracking cohort than in the EEG cohort. One possibility might be that participants
were more aware of being monitored by the eye-tracker than the EEG and hence
showed a more careful responding behavior (click, drag-and-drop). In addition, as
outlined above, in Experiment 2 we prevented that the target and the privileged
object in the grid appeared in neighboring slots of the grid to minimize the
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FIGURE 6 | Proportion of looks to the target (red, black) in CG and to the
object in privileged ground (orange, gray) in the conflict and no-conflict
conditions, respectively (n = 27). Trials are aligned to the onset of the sentence
(S), e.g., “Move the small star to the top” at 0 ms. The onset of the sentence
(S, at 0 ms), the onset of the adjective (Adj, 1000 ms post onset of the
auditory request), and the onset of the noun (N, 1650 ms post onset of the
auditory request) are marked by dashed vertical lines in the Figure.
Cluster-based permutation analyses indicated statistically significant
differences between the red and the black line 1900–2400 ms and
3100–3650 ms after auditory onset and between the orange and the gray line
2100–3200 ms after auditory onset. Error bars represent the standard error
(SE). For alternative Figures see Supplementary Materials.

FIGURE 7 | Proportion of looks to the objects in common ground (CG, light
green), and privileged ground (PG, dark green), of the two object triplets in the
adjective time window 1000–1650 ms post sentence onset (S) (n = 27). The
onset of the sentence (S, at 0 ms), the onset of the adjective (Adj, 1000 ms
post onset of the auditory request) and the onset of the noun (N, 1650 ms
post onset of the auditory request) are marked by vertical dashed lines in the
Figure. Cluster-based permutations showed that participants were more likely
to look at the objects in common ground before encountering the noun (i.e.,
1000–1650 ms after auditory onset). Error bars represent the standard error
(SE).

previous findings that RTs are longer when another person’s
visual perspective is inconsistent with one’s own perspective than
when it is consistent (e.g., Qureshi et al., 2010; Samson et al., 2010;

misclassification of looks. This also might account for slightly longer reaction
times. However, the differences between the means of the conflict and the no-
conflict conditions were similar in both groups (ERPs: 179.69 ms, eye-tracking:
218.62 ms), and the statistical analyses pointed to the same direction.

McCleery et al., 2011; Wang et al., 2019) and are thus also in line
with late integration accounts.

Only the accuracy results did not reveal any differences for
the conflict vs. no-conflict condition. Accuracy was high for both
conditions in the EEG and the eye-tracking cohort. Even in the
conflict condition, participants rarely made any errors (EEG:
M = 0.12 ± 0.42%; eye-tracking: M = 0.40 ± 1.14%). Only 15% of
those few errors were egocentric errors. These arose in the conflict
condition when participants were not able to suppress privileged
information when choosing a referent. Since the accuracy data
does not give rise for a strong tendency to use an egocentric
strategy, the Egocentrism Account (Keysar et al., 2000) cannot
explain our data. Given that our design was most similar to
that of Keysar et al. (2000), we suppose that the clear two-step
instruction, the practice phase with corrective feedback (Wang
et al., 2016), and the high repetition rate eliminated possible
egocentric errors.

Our eye-tracking data therefore suggest that listeners initially
start with the expectation that the speaker refers to an object
that is shared (i.e., is in CG). This is in line with accounts that
assume early effects of CG (Nadig and Sedivy, 2002; Hanna et al.,
2003; Heller et al., 2008) or early attempts to take a speaker’s
perspective in anticipation of a referring expression (Barr, 2008).
However, with the presentation of the noun, they also consider
the mentioned objects, even if they are in PG. This information
seems to interfere with the earlier tendency to consider objects in
CG to be the referent. The interference of privileged information
happened 450–1550 ms after noun onset. There was an increase
in looks to the competitor in the conflict-condition, while looks to
the target were reduced (250–750 ms after noun onset). Finally,
longer looks to the target were registered in the conflict vs. no-
conflict condition in the later post-noun phase (1450–2000 ms
after noun onset). This interference of the privileged competitor
makes the late integration of CG information an effortful process,
since the current discourse model has to be updated and modified
(e.g., Hung and Schumacher, 2012).

Our ERP data support this view as they point to processing
differences between conditions as well. Late positivities were
identified that differentiated the neuronal responses to the
conflict and the no-conflict condition. First, around 750–850 ms
after the onset of the critical noun we found a positivity that
had a posterior distribution. Second, after around 1000 ms a
positivity was observed that had a more anterior distribution.
These late positivities were taken as indication for increased
processing costs due to the updating of discourse representations
and conflict resolution (Burkhardt, 2007; Schumacher, 2009).
Especially the earlier positivity may reflect a P600-like response
(for a review, see Swaab et al., 2012), since it occurred over
posterior brain regions, was not lateralized, and the positive
slow deflection started around 500 ms post noun onset (but
became significant in the statistical analysis only after 750 ms).
Although modulations of the P600 were initially attributed to
syntactic anomalies or ambiguities, its functional interpretation
has been extended considerably in the last decades (e.g., Brouwer
et al., 2012, 2017). The P600 seems to be evoked when some
kind of information needs to be integrated into the unfolding
interpretation of the sentence or a reanalysis has to be undertaken
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due to inconsistent streams of semantic, morphosyntactic,
and pragmatic information (e.g., Kuperberg et al., 2007). The
same holds for executive or cognitive control mechanisms in
error monitoring or information-reprocessing due to response
uncertainties during language comprehension (e.g., van Herten
et al., 2006). The SDM, that was first introduced for pronominal-
antecedent relations by Burkhardt (2005), and extended to
general discourse processing in a multi-stream-model (e.g.,
Hung and Schumacher, 2012; Wang and Schumacher, 2013),
interprets late positivities as being induced by discourse updating
and discourse modification. Finally, P600-as-P3-accounts (e.g.,
Sassenhagen et al., 2014; Sassenhagen and Fiebach, 2019)
question the language-specificity of the P600 but rather see
them as a (domain-general) component indexing the linkage
of saliency and response selection. Our data do not allow to
disentangle the underlying mechanisms, however, our results of
Experiment 1 indicate that participants integrate CG information
relatively late and in an effortful manner. RTs were slower for
the conflict than for the no-conflict and no-hidden conditions.
We interpret our ERP data as pointing to increased processing
demands when CG needs to be considered (conflict condition)
compared to when there is no conflict between CG and privileged
information (no-conflict and no-hidden condition). As the RT
data indicate that the conflict-resolution had its cost, we consider
the positivity as indexing this increased processing cost. This
interpretation would go in line with a domain-general view on
the ERP positivities as in the P600-as-P3-account, in which the
positivity is considered to index behaviorally relevant saliency
(Sassenhagen et al., 2014).

Taken all findings together, we found very little egocentric
errors, or other differences in response accuracy. Yet RTs, EEG,
and eye-tracking data showed that CG integration seems to be an
effortful, long-lasting, and rather late process. We saw evidence
for an early anticipation of CG objects, but privileged information
could not be fully neglected, resulting in a late integration of
CG information during the parsing process. Therefore, our data
can be explained by one of the late integration accounts, namely
the Autonomous Activation Account of Barr (2008). This account
suggests early anticipation without (or with late) integration of
CG information. The Simultaneous Integration Account of Heller
et al. (2016) posits that both egocentric and CG behavior are
simultaneously active during perspective taking. Crucially, the
specific design or context triggers, which behavior-egocentric or
CG-dominates the task performance. As a result, the integration
of CG information varies from task to task and from design
to design. In our study, the privileged object best matched the
referring expression, as it was the case in the Keysar et al. (2000)
study. Heller et al. (2008) argue that in such cases, the “goodness
of fit” to the speaker’s referring expression strongly enforces
attention to the privileged object. This makes the interference
with CG information more likely than in previous designs that
support early integration accounts (for a thorough discussion
please refer to Heller et al., 2008). Our findings thus do not
speak against the Simultaneous Integration Account of Heller et al.
(2016) but support the conclusions drawn from their work.

As outlined in the introduction, Sikos et al. (2019) used EEG
to study perspective-taking using a somewhat different design

than we did and interpreted their data in the framework of
early integration, constrained-based accounts. Their sentences
were locally ambiguous [e.g., “Click on the brontosaurus with
the boots” with two brontosauri in the display, both in CG
(Common Ground Competitor condition) or one in CG and
one in PG (Privileged Ground Competitor condition)]. The
disambiguating noun (e.g., “boots”) was always presented at the
end of the sentence in both competitor conditions. In addition,
there was a No-Competitor Control condition with just one
brontosaurus in CG and a perceptual control condition. The PG
Competitor condition in Sikos et al. (2019) is temporally (i.e.,
until the onset of the disambiguating noun) similar to our conflict
condition. The other conditions can’t be directly “translated”
to our design: both the No-Competitor Control condition and
the CG Competitor condition are similar to our no-conflict
condition; in the No-Competitor condition the utterance is
already disambiguated at the first noun (“brontosaurus”) while
in the CG Competitor condition, the disambiguation comes later
(“with the boots”). Similar to our study, Sikos et al. (2019) find
increased RTs in both competitor conditions (PG Competitor, CG
Competitor) as we find them in our conflict condition. However,
in the ERP data they find a late, widely distributed, negativity for
the CG Competitor condition. The authors interpret this as an
Nref component (van Berkum et al., 1999, 2003), indicating that
only the CG competitor is considered as a potential referential
candidate, but not the competitor in PG. Nieuwland et al. (2007)
take the frontal negative shift as reflecting genuine referential
ambiguity in the current model of the discourse in a deeper sense,
which is related to referential accessibility. Looking at the ERP
patterns in Figure 3 of Sikos et al. (2019), (page 281) it looks as
if the PG Competitor condition (i.e., the conflict condition in our
terminology) leads to a greater positivity than the CG Competitor
condition. In our data we interpret this as a late positivity for
the conflict condition indexing updating costs. However, in Sikos
et al. (2019) this difference seems not to be statistically significant
and not different from the No-Competitor condition. If we apply
the Nref-argument to our data and interpret our data as an Nref
component, the no-conflict condition would show the Nref effect
compared to the conflict condition (i.e., more negative in no-
conflict than in conflict trials). However, this seems unlikely,
in our opinion, as in our no-conflict condition there is clearly
only ONE potential referent (e.g., the small star) which is in CG.
This would contradict the assumption that the Nref indexes the
accessibility of MULTIPLE potential referents as in Sikos et al.
(2019). This interpretation would only apply, if the medium-
sized star is not considered as “medium” but as a second small or
second big star at the display leading to referential ambiguity. We
cannot completely exclude this possibility. An additional analysis
of looks to the medium-sized object reveals, that participants
also look at this object (see Supplementary Material). This
indicates that participants’ perspective regarding what constitutes
a “small” or “big” object might be shifted, and that considering
the medium-sized object as a good referent for “small” or “big”
is carried over to conditions where perspective-taking is not
necessary (i.e., the no-conflict condition). But, firstly, looks to the
target by far exceed looks to the medium-sized object. Secondly,
the supplementary analysis reveals that participants looked more
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often to the privileged object (i.e., the competitor that is either
the small or big object) in the conflict condition as compared to
medium-sized object in CG in the no-conflict condition. Thirdly,
accuracy shows that participants almost always choose the correct
object, which is the smallest or biggest star at the display in
the no-conflict and no-hidden condition. This indicates that
our participants indeed considered the medium-sized star as
medium, otherwise the potential referential ambiguity would not
have been disambiguated and a referential choice could not have
been made. Overall, while our study design differs from Sikos
et al. (2019), we find similar behavioral effects and ERP-patterns
which, superficially, look similar but which are interpreted
differently. Sikos et al. (2019) conclude that the competitor in
PG is not considered a potential referential candidate and that
the RT effects just reflect attentional distraction effects. The latter
effects are, however, not mirrored in their ERP data as Sikos
et al. found no difference between the PG Competitor and the
No-Competitor condition. Accuracy rates were very high in all
conditions in Sikos et al. (2019) which the authors interpret as
indicating that competitors in PG are not considered a potential
candidate. However, if this would be generalized to all kinds
of perspective taking tasks, “egocentric errors,” as have been
shown in Keysar et al. (2000), or the finding of interference
from information in PG (e.g., Barr, 2008) would be hard to
explain. Also, if we consider our own eye-tracking data, the
assumption, that PG information is not considered as a potential
referent, becomes implausible: The eye-tracking data show, that
the longer RTs in the conflict condition in comparison to the no-
conflict condition can be attributed to two interfering effects. The
first interfering effect resulted from a strong anticipation of an
object in CG to be the referent: when encountering the adjective,
participants showed higher proportions of looks to the object in
CG compared to the object in PG in both object triplets. Then,
the second interfering effect arose. When encountering the noun,
participants shifted their attention to the object of comparison
in PG in the conflict condition (i.e., they shifted their attention
to the “egocentric competitor”): 450–1550 ms after noun onset,
there was an increase in looks to the object of comparison in PG
in the conflict condition (i.e., to the competitor). Only later, 1450–
2000 ms after noun onset, looks to the competitor decreased while
looks to the target (in CG) were reaching their peak.

To conclude, our data speak in favor of the Autonomous
Activation Account (Barr, 2008), since our eye-tracking data
reveal an early anticipation (in the adjective time window) but
a late, effortful integration of CG information (in the noun time
window). The re-evaluation or integration seems to be a late and
effortful process reflected by increased processing costs (RTs),
later and longer looks to the target, and late positive and slow
brain responses. However, the data can also be aligned to the
Simultaneous Integration Account of Heller et al. (2016), since,
overall, listeners restrict their referential domain to information
in CG when appropriate, but the information in PG has the
potential to interfere. The Simultaneous Integration Account
elegantly combines the contrary findings of egocentric vs. CG
behavior and early vs. late integration of CG that can be found
in the literature. Further, it highlights the circumstances of
such performance differences. Yet, how fast CG information
affects reference processing seems to depend on a variety of

factors such as the current communicative and experimental
setting, the familiarity to the interlocutor (e.g., Münster and
Knoeferle, 2017), the complexity of task demands, or just the
readiness or motivation to take another person’s perspective.
The establishment of a model of socially situated language
processing, which incorporates all these factors, should be further
addressed in the future.
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According to conceptual metaphor theory, individuals are thought to understand or
express abstract concepts by using referents in the physical world—right and left
for moral and immoral, for example. In this research, we used a modified Stroop
paradigm to explore how abstract moral concepts are metaphorically translated onto
physical referents in Chinese culture using the Chinese language. We presented Chinese
characters related to moral and immoral abstract concepts in either non-distorted or
distorted positions (Study 1) or rotated to the right or to the left (Study 2). When
we asked participants to identify the Chinese characters, they more quickly and
accurately identified morally positive characters if they were oriented upright or turned
to the right and more quickly and accurately identified immoral characters when the
characters were distorted or rotated left. These results support the idea that physical
cues are used in metaphorically encoding social abstractions and moral norms and
provided cross-cultural validation for conceptual metaphor theory, which would predict
our results.

Keywords: moral concept, shape, rotation, Chinese culture, conceptual metaphor theory, morphological
metaphor

INTRODUCTION

Morality is a reflection of fundamental judgments about good and bad, right and wrong. It plays
an indispensable role in enhancing human well-being by accurately assessing the social desirability
of a behavior or belief (Haidt and Algoe, 2004). The moral concept is a very important abstract
concept in social life, and its understanding is also realized through a relatively concrete concept.
Conceptual metaphor theory (CMT) proposes that humans tend to rely on metaphors as an efficient
way to ground abstract concepts in a physical, relatable reality (Lakoff and Johnson, 1999, 2008).

Metaphors connect abstract concepts (which CMT calls the “target domain”) to more concrete
concepts (the “origin domain”) to make abstract concepts more understandable (Lakoff, 2008). In
CMT, an origin domain refers to the cognitive domain consisting of specific events we are familiar
with or that can be directly experienced. A target domain refers to the cognitive domain consisting
of abstract concepts hard to understand or perceive, which often rely on the vocabulary and imagery
of the origin domain to be expressed (Lakoff and Johnson, 2008).

Metaphor is a powerful cognitive tool for understanding abstract moral concepts (Landau
et al., 2010). Lakoff and Johnson (1999) proposed that that humans organize and construct
conceptual systems through a few specific basic concepts, including a set of spatial relationships
(such as up and down, left and right), a set of physical ontological concepts (such as
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entities, containers), and a set of behaviors (such as eating and
walking). All of these basic concepts are derived from human
sensorimotor experience. Through cross-domain mapping, we
construct and understand abstract concepts via projections and
consecutive applications of basic concrete concepts. Thus, the
conceptual metaphors of morality and immorality are clarified in
terms of some common contrastive categories from our bodily
experience in the physical environment. For example, in English,
“high-minded” or “on the up and up” is used to describe a moral
person, and “down and dirty,” “low-minded,” or “underhanded”
is used to describe an immoral person (Lakoff and Johnson,
1999). In addition to this spatial position metaphor, morality
is also represented in metaphors by concrete concepts, such as
brightness, colorfulness (Hill and Lapsley, 2009; Sherman and
Clore, 2009), and cleanness (Haidt and Joseph, 2004; Zhong
and Liljenquist, 2006; Schnall et al., 2008). In one study, when
the word “God” (morality) was presented in the center of the
screen, the attention of the individual would be diverted to
the above and right spatial field of vision, and the display
of “demon” related words (immorality) shifted the individual’s
visual attention to the below and left spatial field of vision,
presumably in accordance with the learned association of right
and left (“sinister” is the Latin word for “left”) (Chasteen
et al., 2010). To sum up, these studies involve color, light
spectrum contrasts, and directional and spatial metaphors to
help describe morality and its social concomitants. However,
the origin domain does not only include the dimensions as
mentioned earlier but also includes shape, location, and other
orienting properties. For instance, the English expression “an
upright position” has been used to describe a person with strong
morals and seems to come from the perspective of “morphology.”
The morphology refers to the appearance or image of objects
in existence or the form of expression under certain conditions.
Morphological metaphors are different from common spatial
metaphors; it has to do with its own properties. According to
the morphological characteristics of objects, we can divide it into
skewness, rotation, stand upside down, orientation, or its own
size. Further, morphological metaphor can be extended from
the perspectives of space metaphor, location metaphor, color
metaphor, etc., and expand the research scope of moral metaphor.

Research on the metaphorical characteristics of moral
cognition has focused mainly on the English language
(Camgöz et al., 2002; Meier et al., 2004). However, the
cultural background also plays an important role in the
study of moral concepts and their metaphors. Culture
influences not only the personal embodied metaphor (Gibbs
and Berg, 1999) but also the metaphorical representation of
thinking and language (Xinya and Zhongyi, 2015). It follows
that language may actually dictate how moral metaphors
are encoded and how concepts from the origin domains
are configured to express the target domains—inherently
creating differences in moral concepts across languages and
cultures. The Chinese perspective on the metaphor of moral
imagination deserves special attention, as it may indeed have
markedly different representations of moral concepts because
of its linguistic distinctiveness. Both from the structure of
Chinese characters and its extended meaning, it has special

morphological metaphor characteristics. In Chinese, “ ”
(zhèng yì, “justice”), “ ” (zhèng zhí, upright), “ ”
(zhèng dà guâng míng, “aboveboard”), and “ ” (gai
xié guî zhèng, “on the straight”) are often used to describe
a person’s moral integrity; all these words encompass the
character “ ” (zhèng), which means “standard, not deviating,
not bending, properly proportioned.” We also use “ ”
(wâi zhu yì, bad ideas), “ ” (wâi mén xié dào, crooked
ways), and “ ” (wâi fçng xié qì, evil winds) to describe
a person’s bad moral character; all these words contain the
character “ ” (wâi), which means “skew, distortion.” In
English, people often use “straight” and “upright” to describe
honest and reliable, whereas using "devious” and “oblique,”
which mean crooked, to describe something that is unjust
or immoral—for example, “achieve the goal by means of a
devious path” or “an oblique political maneuver.” Chinese also
regard immoral behaviors as the distortion of moral concepts;
hence, uprightness and distortion correspond, respectively, to
morality and immorality.

Does our cognitive architecture effectively connect
metaphorical representations of moral concepts with
morphology? If the CMT model is an accurate representation of
how we articulate and encode abstractions, we would expect that
the particular property of objects traditionally associated with
a certain concept (for example, “straight,” “up,” “right,” “clear”)
would cue faster recognition of those concepts (“morality,”
“honesty,” “valor,” etc.). We would also expect the CMT to predict
that the particular property of objects traditionally associated
with concepts with lower social desirability or negative valence
(“deceit,” “cruelty,” “betrayal,” “rage”) would also be more readily
recognizable in their stereotypical characteristics (“crooked,”
“left,” “down,” “distorted”). We would explore whether the
morphological characteristics of objects or words can also be
associated with positive moral or negative, immoral concepts.

Orientation is a vital task in the human cognitive system,
and many abstract concepts rely on spatial metaphors to be
construed clearly (Lakoff and Johnson, 2008). There are three
diametrically opposed, generally asymmetric mental axes in
the body: up and down, left and right, and front and back
(Tversky, 2008). The left and right directional indicators have
been mapped concurrently onto metaphorical representations
of moral concepts. Chinese traditional culture often refers to
“ ” (yi yòu wéi zûn, “take right side as honor”). The host
should take the initiative to stay on the left side and make the
right side free for guests, honoring their presence. Men take
the initiative to make their right side available for women when
standing together, out of respect. Juniors should give the right-
of-way and their right-side standing position up to their elders.
Many cultural phenomena further indicate that horizontal spatial
orientation has been related to moral concepts (“right” referring
to moral rectitude and “left" referring to immoral or aberrant
behavior). These perceptual cues or orientation of the objects can
also be redundantly mapped onto each other: right can also refer
to up, and left refers to down.

In Chinese, we often use the word “ ” (wú chû qí yòu,
“second to none”) to refer to one’s moral integrity, whereas
“ ” (páng mén zuo dào, “heterodoxy”) is commonly used
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to refer to impure or improper methods or ways. Even today,
the words such as “ ” (zuò yòu míng, motto) and “ ”
(yì jiàn xiâng zuo, “difference of opinion”) still indicate that
the right side is honored. The Chinese characters “ ” (zuo)
and “ ” (yòu) mean left and right, respectively. Not only in
the background of Chinese culture but also in the expression
of English, "right" often has a positive connotation, such as
intelligence (the Latin word for right-handed was “dexter,” from
which the word dexterous comes from). For example, “a right-
hand man,” “to right a wrong.” On the other hand, “left”
often express a negative meaning, such as clumsiness, socially
suboptimal, or socially undesirable conduct. For example, “two
left feet,” “out in left field,” and one from English, a “left-
handed compliment.” Chasteen et al. (2010) showed that when
people process the words related to their god or holy items,
they responded faster to the stimulus on the right than left.
Contrarily, when people processed the words related to the devil,
they responded faster to the stimulus on the left than right.
It is plausible to infer that left and right could be perceptual,
orientational signals that cue the moral concepts of right and
wrong, especially as they, like a number line, instruct a sort of
directionality and imply a visual contrast. Left and right might
be metaphorical representations of moral concepts in Chinese
culture, but then again, they might not.

In the present research, we used an experimental paradigm
borrowing the basic principle of the Stroop paradigm (Stroop,
1938). We manipulated the congruence words’ meanings
and their visual display and used response time to measure
facilitation or interference effects on word semantic classification
(moral vs. immoral). We applied this experimental paradigm
to test the possible facilitation of the proposed morphological
metaphor mapping for moral concepts present in Chinese
culture. Thus, we tested whether moral concepts are more
readily pairable with “upright” characters and immoral with
distorted characters in Study 1. In Study 2, we checked to
see if the left–right association also mapped onto immoral
and moral concepts, respectively. Detecting meaningful
associations along these lines would lend credibility to the
morphological metaphor mapping concept as a psychologically
generalized reality.

STUDY 1 THE MORPHOLOGICAL
METAPHOR OF MORAL CONCEPT:
FROM THE UPRIGHT AND SKEWED
PERSPECTIVE

The aim of study 1 was to investigate whether moral words are
easier to read when clear and immoral words are comparatively
easier to read when distorted, compared with the inverse
(moral words distorted vs. immoral words non-distorted). We
hypothesized participants would more quickly recognize non-
distorted moral words and distorted immoral words (congruent
condition) and that they would take more time to parse
non-distorted immoral words and distorted moral words
(incongruent condition).

MATERIALS AND METHODS

Participants
Thirty-four college students voluntarily participated in study
1 [14 males, 20 females; their mean age was 18.26 years,
and standard deviation (SD) was 0.89]. All were right-handed.
Participants were recruited through advertisements posted in
school social spaces. Participants contacted us and volunteered to
participate in the experiment. All participants had normal vision
or corrected vision. At the end of the experiment, participants
were paid according to their winnings and debriefed.

Stimulus Construction and Evaluation
Methodology
Moral and Immoral Words
To create stimuli, we took 20 two-character moral words from
the Chinese edition of modern Chinese frequency dictionary,
such as honesty, nobility, purity, etc., and 20 two-character words
describing immoral states of immoral concepts, such as betrayal,
dishonor, dirtiness, ridicule, punishment, etc., (see Table 1). For
example, the word frequency of (honest) was 0.00076 (the
0.00076 represents the word occurred 0.00076 times in a million).
There was no significant difference in the words’ frequency of
usage between moral words (M = 0.00086) and immoral words
(M = 0.00102), t(38) = −0.87, p = 0.390. Word frequency
information was obtained from “The Corpus System of Modern
Chinese Research” of Beijing Language and Culture University1.
There was no significant difference in the number of strokes

1http://corpus.zhonghuayuwen.org/index.aspx

TABLE 1 | List of moral words and immoral words.

Moral words Word
frequency

Immoral words Word
frequency

(White-handed) 0.00023 (Chaos) 0.00205

(Grace) 0.00023 (Scurviness) 0.00198

(Honest and kind) 0.00023 (Deception) 0.00183

(Courageous) 0.00038 (Rotten) 0.00167

(Spotless) 0.00038 (Shame) 0.00122

(Fortitudinous) 0.00046 (Punishment) 0.00114

(Trueness) 0.00046 (Detestable) 0.00114

(Faithful) 0.00046 (Utilitarian) 0.00107

(Respectful) 0.00053 (Corruption) 0.00107

(Plain) 0.00053 (Discomfiture) 0.00099

(Modest and moderate) 0.00068 (Sordid) 0.00053

(Honest) 0.00076 (Poison) 0.00099

(Fair) 0.00091 (Conceit) 0.00084

(Generous) 0.00099 (Trample) 0.00068

(Artlessness) 0.00053 (Sarcasm) 0.00061

(Modest) 0.00129 (Rude) 0.00061

(Noble) 0.00167 (Degenerate) 0.00053

(Aid) 0.00190 (Ridicule) 0.00053

(Pure) 0.00221 (Blackmail) 0.00053

(Grateful) 0.00237 (Ugliness) 0.00046
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making up the characters of our moral words (M = 17.74) and
immoral words (M = 18.50), t(38) = −0.71, p = 0.51.

Before the formal experiment, we assessed the adequacy (the
degree of validity and recognition) of the moral and immoral
words we chose during a pretest (Yang et al., 2017; Zhai et al.,
2018). We asked a different set of 30 participants, who were
not part of the formal experiment, to rate the moral valence of
these words on a nine-point scale, from 1 for “highly immoral”
to 9 for “highly moral.” We found that the mean score for
moral words (M ± SD = 7.33 ± 0.45) was significantly higher
than 5, the middle point of the nine-point morality rating
scale, t(19) = 23.18, p < 0.001. The mean score of immoral
words (M ± SD = 3.225 ± 0.71) was significantly lower than
5, t(19) = -11.164, p < 0.001. The chosen moral and immoral
words aligned with participants’ experience of them and met
the requirements of the experiment—specifically, our moral and
immoral language samples discretely and reliably represented
their intended corpora.

Distortions of Verbal Stimuli
We randomly selected five moral and five immoral words from
the experimental materials we had chosen and used Adobe
Photoshop’s built-in distortion function to morph each character,
twisting each character into 45◦ and 90◦ distortions to both
their left and right sides—as if the center of the character was a
whirlpool’s epicenter, bending the characters around its nexus.
We then assessed how our stimuli would feel in terms of their
degree of distortion and ease of recognition with a separate
pretest. Another 30 participants, neither part of the formal
experiment nor the prior pretest, rated the degree of distortion on
a seven-point scale from 1 for “no distortion at all” to 7 for “very
distorted.” They also rated the relative ease of recognition on a
seven-point scale from 1 for “it was hard to identify” to 7 for “it
was easy to identify.” Statistical analysis using a one-way analysis
of variance (ANOVA) showed that the main effect of the degree
of distortion was significant, and the mean score of 90◦ distortion
to the left (M ± SD = 5.47 ± 0.73) was significantly higher
than other distortions, F(3) = 102.02, p < 0.001, ηP

2 = 0.73.
The difference in the degree of recognition was not significant,
F(3) = 0.10, p = 0.964; words were generally as recognizable across
the 45◦ and 90◦ distortions. Therefore, we chose to distort the
words 90◦ to the left for our formal experimental materials.

Experimental Design and Procedure
We used 2 (word type: morality vs. immorality) × 2 (word
shape: distortion vs. no distortion) within-subjects design. The
dependent variables were participants’ (1) accuracy of identifying
the word’s moral category and (2) reaction time (RT). We based
our procedure and implementation of the experiment on that of
prior research (Yu et al., 2016; Yang et al., 2017).

We used the Stroop inhibitory strategy to probe the effects
of deforming the words on the time it took participants to
recognize them (Stroop, 1938; Federica and Tagini, 2017). Target
words in the experimental task were presented in the center of
the computer screen with the background set as 50% grayscale
(set the red green blue values of 50% grayscale as red = 128,
green = 128, and blue = 128). All words were in Song typeface,

with a font size of 48 pounds, and then every single word was
processed into an image of 550 × 300 pixels. The distorted words
in the experiment were generated by the “Distortion” function
in Adobe Photoshop. Every distorted word was distorted 90◦

to the left. No distorted words were presented in a familiar
or standard form. Unaltered words were presented simply in
the Song typeface without further processing. Each of the 20
moral words and the 20 immoral words was presented in both
“distortion” and “no distortion” states only once, for a total of 80
trials. Stimuli were presented in completely random order.

At the beginning of the experiment, participants were asked
to sit in front of the computer approximately 30 cm away from
the screen and place their left index finger on the key "F" of
the keyboard and their right index finger on the key "J." They
were told that during the experiment, they would have to make
accurate and rapid judgments about the inherent characteristics
of the words—“Does the word you see describe a Moral or
Immoral concept?”

The experimental procedure consisted of two parts: the
practice and the experimental trials. Before the formal
experiment, non-experimental stimuli (10 moral words and
10 immoral words) were used to help participants practice the
task—and the computer would automatically give feedback
(right or wrong category) about their responses. Participants
completed the 20 practice trials; after the practice, they saw a
screen reading, “Press any key to start the formal experiment.”
During the formal experiment, participants pressed buttons
according to the instructions, and the target words were
presented randomly—this time, without feedback as to whether
they sorted the word into the correct category or not. Participants
were instructed to press “F” for immoral words and press “J”
for moral words. The key assignments were counterbalanced
between participants, and the computer measured participants’
RT and accuracy for each trial.

Before each stimulus was presented, a red " + " fixation point
was displayed in the center of the computer screen for 800 ms.
Then the target word was presented, and participants were asked
to make corresponding keystrokes according to the category
(morality or immorality) the word belonged to. For example,
(chéng shi, meaning “honesty”) corresponds to morality. A blank
screen was presented for 500 ms during the intertrial interval (see
Figure 1).

RESULTS

The accuracy rate of all participants in Study 1 was above 97%.
We excluded trials with RT shorter than 300 ms and deleted 3 SDs
below and above the mean (approximately 2% of trials) and the
inaccurate trials. A repeated-measures ANOVA using a 2 (word
type: morality vs. immorality) × 2 (word shape: distortion vs. no
distortion) design was conducted on RT. A significant main effect
of word type was revealed [F(1, 33) = 4.81, p = 0.035, ηP

2 = 0.13].
Specifically, the RT for morality was faster than immorality (see
Table 2). The main effect of word shape was significant [F(1,
33) = 7.20, p = 0.011,ηP

2 = 0.18]. The RT for distortion was
slower than no distortion (see Table 2). Importantly, a significant
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FIGURE 1 | Experimental flow chart for Study 1. a1 represents a no distortion trial and a2 a distortion trial.

TABLE 2 | Means and standard deviations of RT and accuracy.

RT(ms)(M ± SD) Accuracy(M ± SD)

Word type Morality 718.69 ± 113.21 0.99 ± 0.02

Immorality 752.65 ± 124.95 0.96 ± 0.04

Word shape Distortion 746.69 ± 118.59 0.98 ± 0.03

No distortion 718.76 ± 115.91 0.97 ± 0.04

interaction between word type and word shape was observed
[F(1, 33) = 9.89, p = 0.004, ηP

2 = 0.23]. Post hoc comparisons
revealed that the RT for morality concepts under distortion
(M ± SD = 747.24 ± 117.83) was slower than it under no
distortion (M ± SD = 690.13 ± 118.66), p < 0.001; the RT showed
no difference between immorality concepts under distortion
(M ± SD = 746.13 ± 133.82) and immorality under no distortion
(M ± SD = 747.39 ± 132.63), p = 0.937. Furthermore, we also
found that the RT showed no difference between morality under
distortion and immorality under distortion, p = 0.940; but the
RT for immorality under No distortion was slower than morality
under no distortion, p = 0.002 (see Figure 2).

A repeated–measures ANOVANOVA using a 2 (word type:
morality vs. immorality) × 2 (word shape: distotortion vs. no
distotortion) design was conducted on accuracy. The main effect
of word type was significant [F(1, 33) = 17.92, p < 0.001,
ηP

2 = 0.35], the accuracy for morality was higher than immorality
(see Table 2). The main effect of word shape was not significant
[F(1, 33) = 0.42, p = 0.523]. A significant interaction between
word type and word shape was observed [F(1, 33) = 7.92,
p = 0.008, ηP

2 = 0.19]. Post hochoc comparisons revealed that the
accuracy for morality under distotortion (M ± SD = 0.98 ± 0.23)
was lower than it under no distotortion (M ± SD = 0.99 ± 0.12),
p = 0.044; the accuracy for immorality under distotortion
(M ± SD = 0.97 ± 0.17) was higher than it under no distotortion
(M ± SD = 0.95 ± 0.41), p = 0.050 (see Figure 2).

DISCUSSION

Using a modified Stroop paradigm, we asked participants to
make judgments about the underlying social quality (morality or
immorality) of words that we presented either in a non-distorted
or a distorted state. Results indicate that participants’ average
RT for morality words was significantly faster than immorality
words. Participants’ average RT for distortion was slower than
that of no distortion (“Upright”). Furthermore, their RT for
morality under distortion was slower than it was under no
distortion. Average RT did not differ between immorality words
under distortion and it under no distortion.

In terms of accuracy of identification, morality was higher
than immorality, and morality under distortion was lower than
it under no distortion. Accurately identifying immorality words
was more likely in the distortion condition than in the no
distortion condition. These findings support the conclusion that
word shape and presentation (non-distortion vs. distortion) may
have metaphorical representations consistent with abstract moral
concepts. To further scrutinize this phenomenon, in Study 2, we
explored whether Chinese moral concepts also evinced the same
sort of differential facilitation and hindrance effects along the
orientations of right vs. left.

STUDY 2 THE MORPHOLOGICAL
METAPHOR OF MORAL CONCEPT:
FROM THE PERSPECTIVE OF LEFT
ROTATION OR RIGHT ROTATION

Study 2 meant to investigate whether the morphological
metaphor mapping of moral concept might help us predict the
cognitive behavior of participants seeing moral and immoral
words presented rotated toward the right or the left, seemingly
triggering an association with right and wrong. We hypothesized
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FIGURE 2 | RT and accuracy of morality vs. immorality judgments under word shape conditions (distorted vs. non-distorted). Error bars = SEM.

participants would have a faster reaction time to moral words that
were rotated to the right and immoral words that were rotated
to the left (“congruent”) and a slower reaction time to immoral
words that were rotated to the right and moral words that were
rotated to the left (“incongruent”).

MATERIALS AND METHODS

Participants
Thirty-eight college students voluntarily participated in study 2
(16 males, 22 females; their mean age was 18.30 years, and SD was
0.86); all were right-handed. Participants were recruited in the
same way as Study 1. At the end of the experiment, participants
were paid according to their winnings and debriefed.

Experimental Material and Evaluation
Method
The corpus of moral and immoral words for Study 2 came from
Study 1. However, in Study 2, each experimental word was rotated
either 45◦ to the left or to the right in Adobe Photoshop. Prior
research shows that mental rotation with an angle of less than
60?can affect word recognition (Koriat and Norman, 1985). Some
researchers had also studied the recognition of Chinese characters
and found that the mental rotation of 45◦ had an impact on the
recognition of Chinese characters (Bolin et al., 1995), so we used
45 degrees of rotation for our experimental material.

Each of the 20 moral and immoral words was presented in
the states of both 45◦ rotation to the left and 45◦ rotation to the
right. Every single word was processed into an image of 550 by
350 pixels to ensure that the font could be fully displayed on the
screen after the rotation. Each word is presented twice (once tilted
to the right, once tilted to the left). There were a total of 80 trials,
and the presentation order was completely random.

Experimental Design and Procedure
We used a within-subjects experimental design of 2 (word type:
morality vs. immorality) × 2 (word rotation: left rotation vs. right

FIGURE 3 | Experimental flow chart for study 2. b1 represents a left rotation
trial and b2 a right rotation trial.

rotation) within-subjects design. The dependent variables were
the accuracy and RT.

The experimental procedure in Study 2 was essentially that of
Study 1, except that the independent variable of “word shape” in
Study 1 now became “word rotation” in Study 2 (see Figure 3).
Although we physically altered the shape of words in Study 1,
in Study 2, the words themselves were unchanged but merely
rotated 45◦. The participants were presented with two completely
different forms of vision (see Figure 3). We referred to previous
empirical studies that recommended the rotation factor of 45◦

(Ścigała and Indurkhya, 2016; Wang et al., 2016; Li and Cao, 2017;
Zhai et al., 2018; Schneider et al., 2020). For example, (ang
zang, means dirty) corresponding to immorality.

RESULTS

The accuracy rate of all participants of Study 1 was above 95%.
We excluded trials with RT shorter than 300 ms and deleted
3 SDs below and above the mean (approximately 3% of trials)
and the inaccurate trials. A repeated-measures ANOVA using
a 2 (word type: morality vs. immorality) × 2 (word rotation:
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TABLE 3 | Means and standard deviations of RT and accuracy.

RT(ms)(M ± SD) Accuracy(M ± SD)

Word type Morality 676.31 ± 55.01 0.960 ± 0.09

Immorality 701.66 ± 79.85 0.980 ± 0.02

Word rotation Left rotation 683.55 ± 69.94 0.963 ± 0.09

Right rotation 694.42 ± 67.87 0.976 ± 0.02
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FIGURE 4 | RT and accuracy of morality vs. immorality judgments under word
rotation conditions (left vs. right). Error bars = SEM.

left rotation vs. right rotation) design was conducted on RT.
A significant main effect of word type was revealed [F (1,
37) = 4.50, p = 0.041, ηP

2 = 0.11]; the RT for morality was
faster than immorality (see Table 3). The main effect of word
rotation was not significant [F(1, 37) = 0.79, p = 0.377]. However,
a significant interaction between word type and word rotation
was observed [F(1, 37) = 31.26, p < 0.001, ηP

2 = 0.46]. Post
hoc comparisons revealed that the RT for morality under left
rotation (M ± SD = 705.56 ± 84.20) was slower than it under
right rotation (M ± SD = 647.06 ± 66.58), p = 0.001; the RT for
immorality under left rotation (M ± SD = 661.55 ± 87.72) was
faster than it under right rotation (M ± SD = 741.78 ± 105.13),
p < 0.001 (see Figure 4).

Similar to the analysis of RT, to scrutinize accuracy of
participants’ judgments across conditions, we conducted a
repeated-measures ANOVA. The main effect of word type was
not revealed [F(1, 37) = 2.11, p = 0.155] (see Table 2). The
main effect of word rotation was not significant [F(1, 37) = 0.83,
p = 0.368]. However, a significant interaction between word type
and word rotation was observed [F(1, 37) = 6.64, p = 0.014,
ηP

2 = 0.15]. Post hoc comparisons revealed that the accuracy
for morality under left rotation (M ± SD = 0.93 ± 0.19) was
lower than it under right rotation (M ± SD = 0.99 ± 0.02),
p = 0.041; the accuracy for immorality under left rotation
(M ± SD = 0.99 ± 0.01) was higher than it under right rotation
(M ± SD = 0.96 ± 0.04), p < 0.001 (see Figure 4).

DISCUSSION

Study 2 used a modification of the Stroop paradigm to explore
the accessibility of moral and immoral concepts when presented
in the right or left rotations (considered the metaphorically
“congruent” condition) vs. left and right rotations (considered
“incongruent”). RT for morality was faster than immorality.

The interaction effect showed that the RT for morality words
was faster under the right rotation than when under left
rotation; immorality words under left rotation were identified
faster than when under the right rotation. For accuracy, only
the interaction effect was significant. Participants classified
morality concepts less accurately under the left rotation
than it under the right rotation. They identified immoral
concepts under left rotation was more accurately than under
the right rotation.

Word rotation, such as left–right rotation, may have
metaphorical representations consistent with abstract moral
concepts, supporting the domain-generalization of CMT. We also
found the scientific evidence for the concept of “ ” (take
right side as honor) in traditional Chinese culture.

GENERAL DISCUSSION

In the current research, we used a variation on the Stroop
paradigm to conduct two studies investigating the morphological
metaphor mapping of moral concepts against the backdrop of
Chinese cultural expression. Specifically, we looked at moral and
immoral concept vocabulary that were either presented with
a non-distortion or a distortion or rotated either right or left
to see if the CMT’s theoretical framework would accurately
predict human cognitive behavior when identifying these words.
Participants identified words that were distorted or on the
left faster if they were about immoral concepts, and they
identified words describing moral concepts more readily if
the words were non-distorted and rotated to the right. Moral
concepts were easier to classify than immoral concepts and
generally were identified faster. In “incongruent” conditions,
identifying the moral and immoral words took longer (moral
x distorted/left or immoral x non-distorted/right), even though
the words were basically controlled for by shape and number
of brushstrokes.

Accuracy of identifying the concepts also paralleled
the congruent or incongruent condition—it was easier for
participants to identify words if they were in a metaphorically
stereotyped posture or shape. These results suggest that word
shape and word rotation had metaphorical representations
that were consistent with abstract moral concepts. These
results further confirmed the morphological metaphor of moral
concepts had psychological reality.

In the study, there is an interaction between word type
and word shape, i.e., the RT for morality words was faster
under the right rotation than when under the left rotation;
immorality words under the left rotation were identified
faster than when under the right rotation. The traditional
Chinese etiquette usually takes the right as the top, for respect,
and the left as the bottom for inferiority. The right usually
represents high status, positive and positive, whereas the
left represents low status, negative and derogatory. Studies
have also shown that when there is a phenomenon, the right
side is good, and the left side is bad in Western culture.
Positive valence concepts such as intelligence and nobility
are usually associated with the right of the space, whereas
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negative valence concepts such as clumsiness and inferiority
are associated with the left of the space (Jewell and McCourt,
2000). Also, in popular belief, morality is always just, and
immorality is always oblique. In our other study, it was
still found the RT for morality under distortion was slower
than it was under no distortion. The result also further
supported the difference in the association between moral
and immoral words with different morphology. Language
is encoded in the body of knowledge and information
(Louwerse, 2008). The formation of conceptual meaning is
not determined by a single factor but involves a variety of
coded types of information, some with perceptual characteristics
(e.g., embodied, modal) and some with non-perceptual
characteristics (e.g., verbal symbols, modeless) (Dove, 2010).
In the perception of moral words, people often accept that
morality is positive and that distorted morality does not
correspond to reality.

According to the theory of experiential cognition and
perceptual simulation, perceptual representation is automatically
activated when the vocabulary is processed (Barsalou, 2011). In
our studies, people identified moral words faster than immoral
ones. Some theorize that identifying moral, socially desirable
behavior is primal and “direct” and hence inherently faster
(Chen et al., 2018). Moral words could be the metaphorical
prototypes of concepts that are deformed to create words
for immoral concepts. On the other hand, Hill and Lapsley
(2009) posit that individuals pay more attention to immoral
events to protect themselves from betrayal and injury, a
phenomenon called immorality bias. Under this model,
participants focus more on immoral words and do more
perceptual processing, resulting in a slower RT in our tasks.
Positively valenced words are usually processed faster than
negative words (Kauschke et al., 2019), which would suggest
that moral words are processed faster than words about
immoral abstractions.

The availability of concrete referents could also drive the
observed RT difference. Real-life referents are more easily
simulated or visualized by perception because they have realistic
counterparts grounded in perceptual experience, and they could
have just been the default association for moral concepts
(Holcomb et al., 1999; Binder et al., 2005; Wang et al., 2010;
Laszlo and Federmeier, 2011). Our research cannot decide which
of these views is correct.

Lakoff and Johnson (1999) argue that abstract concepts are
based on concrete sensory experience. People might consider
that the expression or representation of morality should hence
be positive or upright. This mapping of moral conceptual
metaphors could automatically activate the corresponding spatial
representations and subtly influence an individual’s cognition
through their coding of that spatial representation. Studies have
shown that concrete concepts were more easily simulated or
visualized by perception because they have realistic counterparts
to provide a perceptual experience (Holcomb et al., 1999;
Binder et al., 2005; Wang et al., 2010; Laszlo and Federmeier,
2011). In life, people might pay more attention to morality
than immorality and could be more sensitive to concepts
related to morality, whereas the immoral concepts had not

formed an obvious metaphorical representation in people’s
minds. Moral intuition is essentially a stable, innate moral
belief, knowledge, or ability (Sinnott-Armstrong et al., 2010).
Moreover, Chinese cultural iconography and language are
profoundly metaphorical. People generally use words such as
“ ” (yî shçn zhèng qì, upright) to describe moral people.
CMT’s predictions—that we use concrete features of the physical
world (the origin domain) to imbue a sense of physicality to
abstract moral and social concepts (the target domain)—bore
out using the Chinese language, providing new evidence of
CMT’s generalizability as a theory of human moral cognition
and communication (Williams et al., 2009; Landau et al., 2010;
Pecher et al., 2011).

From the perspective of vision, it has been found that
words related to “moral” can effectively activate the response
of people to “up,” whereas words related to “immoral” can
activate the response of individuals to “down,” namely “moral up,
immoral down” (Chasteen et al., 2010). Moreover, the concept of
“ ” (take the right side as honor) has existed in traditional
Chinese culture since ancient times. People associate the word
“ ” (right) with positive things. Metaphor and metonymy play
important roles in the representations of objects and events and
the constructions of mental images in terms of basic everyday
experiences (Landau et al., 2010).

Limitations of this study highlight the need for future
research. Firstly, our research only focused on word shape
and word rotation. Other sorts of deformations may help
clarify the facilitating effect of the physical reference point
as a metaphorical guide for identifying symbolic language.
Secondly, there may be some potential confounding effects
in the manipulation of the valence of moral and immoral
words. The positive valence is inherent to moral stimuli as
well as negative valence to immoral stimuli. The “right side”
metaphorical advantage for moral words could be because
they are positive valued words and the “right” advantage
works as well for other positive valued abstract concepts.
We should pay more attention to this effect and make a
clearer distinction between the potency and manipulation of
words in future studies. Thirdly, our experiments could be
tinged with error coming from individual’s highly variant
skills with written language. For future research, we could
adopt other experimental paradigms, such as the implicit
association test, using images and audiation paradigms to
see how effectively CMT predicts individual behavior across
the senses or in different cognitive frameworks. From the
perspective of experimental technology, advanced cognitive
neural technologies, for example, ERP and fMRI, could
also be used to shed new light on how the mapping
between moral concepts and morphological metaphors leads to
firm inferences.
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Many studies showed that comprehenders monitor changes in protagonists’ emotions
and actions. This article reports two experiments that explored how focusing
comprehenders’ attention on a particular property of the protagonist dimension (e.g.,
emotional or action state) affects the accessibility of information about target objects
mentioned in the sentence. Furthermore, the present research examined whether
participants’ attitudes toward the issues described in the sentence can modulate
comprehension processes. To this end, we asked participants to read sentences about
environmental issues that focused comprehenders’ attention on different mental and
physical attributes of the same entities (protagonists and objects) and then self-report
their own thoughts on the topic of environment by responding to the items assessing
their environmental awareness. Importantly, we manipulated the task requirements
across two experiments by administering a self-report task (Experiment 1), which
required the participants to rate the seriousness and the frequency of the problem
mentioned in a sentence; and administering a sentence-picture verification paradigm
(Experiment 2), which required the participants to merely indicate if the object depicted
in the picture (related to a certain environmental problem) was mentioned in the
preceding sentence. The results of these experiments suggest that the focus of a
sentence on the environmental problem (rather than the protagonist’s emotion and
action) enhances the accessibility of information about environmental issues (e.g.,
plastic garbage); that the comprehender’s level of environmental awareness influences
one’s attention during sentence processing; and that comprehender characteristics
significantly modulate comprehension processes only when the measures tap into
explicit (and not implicit) processes.

Keywords: situation model, protagonist dimension, comprehender characteristics, language comprehension,
environmental attitude

INTRODUCTION

Since the introduction of the construct of mental or situation model (Kintsch and van Dijk, 1978;
Johnson-Laird, 1983), the notion that language comprehension requires the construction of mental
representations of the agents, objects, locations, events, and actions described in a text has become
a mainstream position adopted by many researchers in the areas of linguistics, psychology, and
more generally, cognitive science. This perspective has generated many interesting lines of research
that allowed us to come closer to answering the question how comprehenders understand the
meaning of language. According to Zwaan et al.’s (1995a) event-indexing model, comprehenders
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monitor information described in a story at the event level,
whereby each event can be indexed on the following five
dimensions: time (Magliano and Schleich, 2000; Rinck et al.,
2003), space (Glenberg et al., 1987; Morrow et al., 1989; Rinck and
Bower, 2000), causation (Trabasso and Sperry, 1985; Trabasso
and Suh, 1993), motivation (Lutz and Radvansky, 1997; Rinck
and Bower, 2004), and protagonists and objects (Myers et al.,
1994; Cook et al., 1998). Thus, from a situation model perspective
comprehenders create a coherent representation of story events
by means of the immersive experience of the story world, which
is very similar to how people track and process events in real-life
(Zwaan, 2004; Mulcahy and Gouldthorp, 2016).

In their review of situation model research, Zwaan and
Radvansky (1998) argued that such entities as protagonists and
objects form the “meat” of situation model construction. These
entities, in turn, are defined by their corresponding properties
(e.g., physical and mental attributes) that are the most relevant
for meaning-making processes during language comprehension.
Many experiments confirmed compellingly this claim. With
regard to such properties as character traits, Albrecht and
O’Brien (1993) showed that participants’ reading times were
slower when they read about a vegetarian ordering a hamburger,
thus suggesting that comprehenders store the protagonists’ traits
in memory during reading. With regards to emotional states,
Gernsbacher et al. (1992) demonstrated that critical sentences
were read more slowly when they contained an emotion word
that is inconsistent with the emotional state implied by the story
(e.g., processing the word “pride” after reading how someone
was fired). Similarly, Komeda and Kusumi (2006) discovered
that discontinuities in the emotional dimension (e.g., worry–
relief vs. relief–relief ) lead to significant increases in reading
times, further implicating a constant situation model updating
during reading. With regards to goals, Long et al. (1992) tested
and confirmed a hypothesis that understanding a sentence like
“The dragon kidnapped the daughters” leads to the generation
of superordinate goal inferences (e.g., the dragon will eat the
daughters). Rinck and Bower (2004) found that objects relevant
to the current goal (e.g., a xerox machine when reading about
the action of printing) were more accessible for readers than
those that are irrelevant. Thus, altogether these results support
the claim that the protagonists, objects, and their properties are
the core around which situation models are created.

The above studies on the importance of entities and their
properties (e.g., emotional states, action) made significant
headway in assessing the influence of dimensional focus during
situation model construction. As reviewed above, one common
finding in this literature is that reading times increase when there
are some discontinuities along a particular single property, such
as, for instance, mismatching emotion or goal-irrelevant action
(see Therriault and Rinck, 2007, for discussion). This finding
is consistent with a processing load hypothesis of the Event-
indexing model (Zwaan et al., 1995a) and an Event Segmentation
theory (Zacks et al., 2007), which suggest that comprehenders
should find it more difficult to integrate the current event into
their situation model when there are few indices that are shared
between the past and present events. Therefore, increased reading
times reflect the fact that readers need to update a situation model

to be able to incorporate new information that mismatches, even
if partially, the situation described by the previous information.

Related to the idea of how readers guide their focus of
attention during language comprehension is the research on the
impact of situation models on memory retrieval. A series of
experiments (Radvansky and Zacks, 1991; Radvansky et al., 1993;
Sohn et al., 2004) used a so-called fan effect paradigm (Anderson,
1974) to demonstrate that response times are increased as a
function of the number of associations with a concept stored in
memory. Among the most popular of such experiments are those
in which participants have to memorize sentences that describe
objects in either a single-location condition or a multiple-location
condition. A fan effect (i.e., an increase in retrieval time) is usually
observed in a speeded-recognition test when a single object
is described as being in several locations (e.g., “The painting
is in the hotel,” “The painting is in the store,” “The painting
is in the store”) than when different objects are described as
being in the same location (e.g., “The painting is in the hotel,”
“The wardrobe is in the hotel,” “The bed is in the hotel”).
Such results line up with arguments that in a multiple-location
condition different situation models are activated that interfere
with a comprehender’s ability to retrieve the desired mental
representation (Radvansky et al., 1998).

Although the role of the aforementioned inhibitory processes
has been at the focus of research in cognitive psychology for
quite some time (see Radvansky, 1999, for discussion), significant
issues remain to be addressed. The first question concerns
the extent to which focusing comprehenders’ attention on a
particular property of the entity affects the accessibility of
objects mentioned in the sentence. As discussed before, previous
empirical research has mostly examined how the accessibility
of information is affected by the entity’s single property (e.g.,
emotion or action). While this research has deepened our
understanding of the specifics of each individual property, it is
somewhat unclear how multiple properties of the same entity
determine how facts are integrated into a situation model. For
example, if the sentences (1) “John noticed the garbage on the
beach,” (2) “John got upset with the garbage on the beach,” and
(3) “John picked up the garbage on the beach” are processed,
a comprehender is likely to represent these differently. This is
the case because all of these sentences share the same concept
(i.e., garbage on the beach) with one fundamental difference:
the sentence (1) – places emphasis on the environmental issue,
the sentence (2) – on the protagonist’s emotional state and
the sentence (3) – on the protagonist’s action. Therefore, the
critical research question is: will properties of the model that are
currently at focus receive high activation, so that information
about them will impair accessibility to the objects (i.e., garbage)
mentioned in the sentence? This is a fairly straightforward
extension of previously discussed research showing that readers
infer information related to emotion and action, thus making it
highly accessible in memory.

The second way in which we hope to advance our
understanding of the relation between situation model
construction and language processing is by examining whether
the participants’ attitudes and sensitivity toward the issues
described in the sentence can modulate comprehension
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processes. While previous research related to situation model
construction specified how events occur across space and time,
involve protagonists and objects, and have intentional and
causal structures, few empirical attempts have been made to
explore how language processing mechanisms interact with the
characteristics of the comprehender (see Knoeferle, 2019, for an
in-depth discussion). This is unfortunate as without integrating
this kind of information into a situation model there is no way
to know whether language processing can vary as a function of
comprehender characteristics. Consider, for example, a situation
in which environmental problems such as air pollution, water
pollution, and global warming are discussed. There is a robust
and well-established literature showing that people considerably
differ in their pro-environmental attitudes. For some people,
environmental awareness is important to the extent that they feel
a responsibility to act (Liu and Leiserowitz, 2009). For others,
in contrast, environmental awareness is less important, so that
they do not think there is a need to minimize the negative impact
of people’s actions on the surrounding environment (Kennedy
et al., 2009). Given this difference in attitudes, it is reasonable to
suggest that a comprehender may adopt a somewhat different
interpretation of a sentence depending on the level of his/her
environmental awareness. The experiments to be reported test
this hypothesis, specifically examining the influence of the
comprehender’s environmental awareness upon the accessibility
of environment-related information in different conditions of
attentional focus (i.e., object-focus vs. emotional state vs. action
state) during sentence comprehension.

Documenting the contributions of participants’ attitudes
in situation model construction could provide a more
comprehensive understanding of the language comprehension
processes. However, social cognition research suggests that
it could be useful to distinguish between tasks that tap into
unconscious automatic responses and tasks that tap into
conscious intentionally edited responses when assessing the
mediating role of attitudes (Fazio and Olson, 2003; Hofmann
et al., 2005). Meissner et al. (2019) argued that tests of implicit
measures of attitudes (i.e., tests that obscure the content of
measurement) like Implicit Association Test (Greenwald et al.,
1998) aim to measure evaluation (“liking”) instead of motivation
(“wanting”), thus suggesting that the superiority of these tests
over self-report measures is questionable. Similarly, Wilson et al.
(2000) suggested that explicit and implicit measures oftentimes
reflect different evaluations of the same object, given that implicit
tests measure highly stable, old representations and explicit
tests measure more recently acquired, new representations.
This suggests that previously formed representations may still
be accessible in memory when new contradicting information
about a concept is acquired. As noted by Gawronski and De
Houwer (2014), the consequence of this is that people may have
two distinct attitudes toward the same concept: the previously
acquired “implicit” attitude that gets activated automatically
upon encountering a relevant stimulus; and a more recently
acquired “explicit” attitude that requires some controlled
processes (conscious effort) to be successfully retrieved from
memory. The latter point is of particular interest because it is
possible that task demands may determine whether the effects

of comprehender characteristics and, more generally, of the
socially interpreted context are detected: if people consider
themselves to be pro-environmentally committed but still find
it hard to live up to their ideals, then there remains a possibility
that only direct measurement procedures (i.e., self-reports) may
capture people’s pro-environmental attitudes during language
comprehension. Thus, one of the aims of this research was to test
this possibility by using two different tasks: a sentence-picture
verification task (akin to “implicit” measure) and a self-report
(akin to “explicit” measure).

THE PRESENT RESEARCH

On the basis of considerations outlined in the previous section,
it seems plausible that comprehender characteristics may be a
modulatory factor in language comprehension depending on
whether the task taps into “explicit” or “implicit” attitudes.
Therefore, in the present research we assessed the impact of
attitudes on the accessibility of objects in different conditions
of attentional focus while participants were performing two
different tasks. In Experiment 1, we used a direct self-report
measurement procedure, where participants had to read a
sentence describing a certain environmental problem and then
rate the seriousness and the frequency of the problem mentioned
in the just-read sentence on a 10-point Likert scale. The focus of
participants’ attention in the critical sentences was manipulated
by the critical verb used to describe an event (e.g., “John noticed
the garbage on the beach,” “John got upset with the garbage
on the beach,” “John picked up the garbage on the beach”). In
Experiment 2, in contrast, we used an indirect measurement
procedure, where participants read the same sentences as in
Experiment 1, except that their task was to decide as quickly
as possibly whether or not the subsequently presented pictured
object (e.g., plastic garbage) was mentioned in the sentence.
The just-mentioned sentence-picture verification paradigm from
Experiment 2 should considerably reduce participants’ ability
to control their responses given social desirability, and hence
the impact of attitudes on participants’ responses may be
considered resource-independent and unconscious (Gawronski
and De Houwer, 2014). At the end of both Experiments 1 and
2, we assessed participants pro-environmental attitudes by asking
them to respond to a 30-item Environmental Attitudes Inventory
(Milfont and Duckitt, 2010), which was validated for Portuguese
population (Domingues and Gonçalves, 2018).

EXPERIMENT 1

In Experiment 1, we measured participants’ ratings of the
seriousness and frequency of the problem mentioned in the
sentence on 10-point Likert scale (1 = Not serious at all and
10 = Very serious). We predicted that the ratings will be higher
in the “object-focus” condition (e.g., “John noticed the garbage
on the beach”) than in the “emotion-focus” (“John got upset
with the garbage on the beach”) and “action-focus” (“John picked
up the garbage on the beach”) conditions. Such a prediction

Frontiers in Psychology | www.frontiersin.org 3 December 2020 | Volume 11 | Article 58381456

https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org/
https://www.frontiersin.org/journals/psychology#articles


fpsyg-11-583814 December 18, 2020 Time: 18:45 # 4

Horchak and Garrido The Focus of Attention During Sentence Processing

follows from previous studies showing that readers assign high
priority to the protagonist’s mental and physical states (see
Therriault and Rinck, 2007; Bower, 2008, for a discussion),
which, as a consequence, may interfere with the retrieval of
relevant information. Rinck and Bower (2004) proposed that
attentional focus during reading may be compared to a spotlight
shining into a dollhouse, where the situation model is an
inner stage that comprehenders construct in working memory.
By using this analogy, when a target object is in focus (i.e.,
environmental problem), it is as if the spotlight is shining on
it, thus increasing its availability in memory relative to when
a protagonist’s emotion or action are in focus. Consequently,
when information is at a higher level of availability (as is the
case in the “object-focus” condition), participants’ ratings of the
seriousness and the frequency of the problem mentioned in
the sentence should increase. Furthermore, if comprehenders’
attitudes mediate language comprehension processes, then we
would expect to see an interaction such that the ratings in
the “object-focus” condition should be higher only when taking
into account the scores of the participants who are more
environmentally concerned. Experiment 1 was designed to test
these predictions.

Method
Sample Size and Ethical Requirements
We conducted a Power analysis in G∗Power to determine the
necessary number of observations for both Experiments 1 and 2.
A power analysis was done using an effect size (d = 0.31, alpha
level of 0.05, and a power of 0.80) from the study of Zwaan
et al. (2002), which used the same sentence-picture verification
paradigm as that used in Experiment 2 of the present research.
According to Brysbaert and Stevens (2018), the typical effect size
in many psycholinguistic experiments is even smaller (d = 0.10 or
d = 0.20). Therefore, we determined our sample size by running
a power analysis on a repeated measures ANOVA, a power of
0.80, an alpha level of 0.05, and a small (η2

p = 0.02) effect size.
The results of this analysis suggested that we would need 99
participants to find an effect if it existed. Of note, this sample
size is comparable to the thematically related studies of Therriault
et al. (2006) and Bailey et al. (2017), which studied the influence
of dimensional focus during situation model construction using
different methods. To account for low accuracy, compliance with
the task requirements, or data saving errors, we always attempted
to collect data from at least 110 participants.

The study was carried out in accordance with the World
Medical Association’s Declaration of Helsinki. In line with the
ethical guidelines of the host institution, participants from
both Experiments 1 and 2 gave informed consent prior to
participation and were fully debriefed about the purpose of the
study upon completion.

Participants
One hundred and ten native Portuguese-speaking participants
(Mage = 27.90, SDage = 10.47; 49 males) were recruited via Prolific
Academic (Palan and Schitter, 2018) by using the following
prescreening criteria: Country of Birth = Portugal; Country of
Residence = Portugal, and First (Native) Language = Portuguese.

Participants were compensated at a rate of £5.05 (British
pounds) per hour.

Materials
Seventy-two sentences were created: 18 experimental sentence
triads and 18 filler sentences. The experimental sentence
triads “invited” participants to attend their attention to the
environmental issue (e.g., “John noticed the garbage on the
beach”); the protagonist’s emotional state (e.g., “John got upset
with the garbage on the beach”); and the protagonist’s action
(e.g., “John picked up the garbage on the beach”). Thus,
we varied the proximity of target objects to the focus of
attention by using verb information. Filler sentences were of
the same format as experimental sentences with a fundamental
difference: they described less environmentally serious events
(e.g., “John brushed his teeth with the bamboo toothbrush”),
positively laden events (e.g., “John liked his new bottle made of
recycled glass”), and emotionally neutral (“John examined his
bicycle”) events. The purpose of these filler sentences was to
discourage participants from selectively paying attention to more
serious environmental problems and, consequently, regulate their
responses in line with social desirability (Gawronski and De
Houwer, 2014). The list of critical sentences used in Experiments
1 and 2 is provided in Supplementary Appendix A.

A short 36-item version of the Environmental Attitudes
Inventory was used (Milfont and Duckitt, 2010) to calculate
a mean score of participants’ environmental awareness. This
set of 7-point scales assesses environmental attitudes that
underlie individual’s behavior toward the environment on such
dimensions as preservation and utilization. Domingues and
Gonçalves (2018) and Domingues et al. (2019) assessed the
structure of the Portuguese version of the Environmental
Attitudes Inventory of Milfont and Duckitt (2010) and found that
scales 5 (confidence in science and technology) and 12 (support
for population growth policies) did not reflect participants’
attitudes toward the environment in Portugal. Thus, we removed
these scales and calculated the mean score of environmental
awareness from the remaining 30 items (see Supplementary
Appendix B, for the list of all items used).

Design and Procedure
Three lists of stimuli were created to counterbalance items
and conditions, so that the same items that appeared in one
sentence condition for some participants were in the different
sentence conditions for other participants. Each participant was
randomly assigned to one of the lists. This produced a 3 (sentence
condition: object-focus, emotion-focus, action-focus) × 3 (list)
design, with sentences being a within-participants factor and
list a between-participants factor. As list was not something
that was actually manipulated, we did not include it as a factor
in the reporting of statistical analyses. Each participant was
exposed to 18 experimental sentences (i.e., six sentences for each
sentence condition) and 18 filler sentences, and then provided
their responses to the 30 items of the Portuguese version of the
Environmental Attitudes Inventory.

Stimulus presentation was controlled in Qualtrics Survey
Software. In the first part of the experiment, participants read
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sentences, which were presented in a random order, about some
environmental problem (one sentence at a time) and rated
the seriousness and the frequency of the problem mentioned
in the just-read sentence on a 10-point scale from 1 (Not
serious/frequent at all) to 10 (Very serious/frequent). In the
second part of the experiment, participants indicated their level
of agreement with statements from the Portuguese version of
the Environmental Attitudes Inventory on a 7-point scale from
1 (Completely disagree) to 7 (Absolutely agree).

Statistical Analysis
All statistical analyses were performed within the R programming
environment version 4.0.0 (R Core Team, 2020) and several R
packages. R Markdown files were used to generate code and
the analyses were “knit” into html files. We fitted an ordinal
mixed-effects model (cumulative link mixed model) with random
effects of participants and items using an “ordinal” R package
(Christensen, 2019). This model is optimal for Likert-type data
as it allows to predict an ordinal dependent variable given one or
more independent variables. Furthermore, this model permits to
simultaneously account for two random variables in our design
(participants and items), which is more powerful than separate
by-participants (usually denoted as F1) and by-items (usually
denoted as F2) analyses (Brysbaert and Stevens, 2018). The
full or “maximal” (Barr et al., 2013) model contained sentence
condition, environmental concern score, as well as the interaction
between the two as fixed effects; a by-participants random
slope for sentence condition; and an intercept for participants
and items. No varying slopes were considered for items or
environmental awareness as the test stimuli for these two factors
were never repeated (Barr et al., 2013). To make interpretation of
parameter estimates easier when testing an interaction between
a continuous variable (environmental concern score) and a
categorical variable (sentence type), environmental concern
scores were standardized by subtracting the mean and dividing
by the standard deviation for analysis. We used the default R
“treatment” coding scheme, where each level of the categorical
variable is contrasted to a specified reference level. In the present
research, the “object-focus” condition was set as a reference
category. Given that the interpretation of main effects is affected
by the presence of an interaction term when fitting models using
treatment contrasts (i.e., lower order terms reflect the effect
of one variable at the specific level of the other independent
variable; see Singmann and Kellen, 2020, for discussion), in
both Experiments 1 and 2 we approached the analysis of data
in the following way. First, we used a likelihood ratio test that
compared the likelihood of a model with the interaction term
to the likelihood of a model without it to determine whether
the overall interaction between variables was significant. If a
likelihood ratio test was significant, then we reported the results
of the model involving an interaction term, which contained two
fixed effects (i.e., sentence condition, environmental concern)
and two interaction terms comparing each of the non-referent
levels (“emotion-focus” condition, “action-focus” condition) to
the referent level (“object-focus” condition). If a likelihood ratio
test was not significant (i.e., the presence of an interaction was
not established), then we removed the non-significant interaction

term from the model (to facilitate the interpretation of lower-
order terms) and reran the analysis with fixed effects only
(i.e., sentence condition, environmental concern). Following the
guidelines of Meteyard and Davies (2020), detailed results of
the final models from Experiments 1 and 2 are provided in
Supplementary Appendices C and D, respectively.

RESULTS AND DISCUSSION

The data of major interest are provided in Figure 11. With
regards to the ratings of seriousness, a likelihood ratio test of
the “maximal” model with fixed effects of sentence condition,
environmental concern, as well as the interaction between
the two against the model with fixed effects of sentence
condition and environmental concern revealed a significant
difference between the models [χ2(2) = 9.10, p = 0.01], thus
suggesting that the interaction between sentence condition
and environmental concern was significant. The results of the
“maximal” model showed a significant effect of “action-focus”
condition (estimate = −0.79, SE = 0.11, z = −7.00, p < 0.001,
odds ratio = 0.45), reflecting the fact that ratings in this condition
were significantly lower (M = 5.49, SD = 3.38) than in the
“object-focus” condition (M = 6.65, SD = 3.15). There was no
significant effect of “emotion-focus” condition (estimate = −0.14,
SE = 0.12, z = −1.17, p = 0.244, odds ratio = 0.87) despite the
fact that ratings in this condition were also lower (M = 6.42,
SD = 3.24) than in the reference (i.e., “object-focus”) condition.
Furthermore, as expected, there was a significant effect of
participants’ environmental concern (estimate = 0.52, SE = 0.15,
z = 3.56, p < 0.001, odds ratio = 1.68), which reflects the
fact that participants with high environmental concern rated
environmental problems as more serious than those with low
environmental concern. Finally, as illustrated in Figure 1A, there
was a significant interaction between environmental concern and
“action-focus” condition (estimate = −0.24, SE = 0.11, z = −2.13,
p = 0.033, odds ratio = 0.79), but no significant interaction
between environmental concern and “emotion-focus” condition
(estimate = 0.09, SE = 0.12, z = 0.72, p = 0.470, odds ratio = 1.09).
This result suggests that action-focused sentences received lower
ratings of seriousness than object-focused sentences only from
participants with higher concern over environmental issues.

With regards to the rating of frequency, a likelihood ratio
test of the “maximal” model with fixed effects of sentence
condition, environmental concern, as well as the interaction
between the two against the model with fixed effects of sentence
condition and environmental concern showed no significant
difference between the models [χ2(2) = 1.44, p = 0.487],
thus suggesting that the interaction between sentence condition
and environmental concern was not significant. Therefore, the
“simplified” model without an interaction term was used in
the reporting of results. The results of the “simplified” model
revealed a significant effect of “action-focus” (estimate = −1.17,

1Ratings for one item (about organic farming) were removed from the analysis
as the average item rating was extremely low (2 out of 10). This indicates that
participants did not believe that the sentence described a serious environmental
problem.
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FIGURE 1 | Graphs (A,B) present regression lines or “lines of best fit” for rating of seriousness and frequency as a function of environmental awareness.

SE = 0.11, z = −10.39, p < 0.001, odds ratio = 0.31) and “emotion-
focus” (estimate = −0.23, SE = 0.10, z = −2.24, p = 0.025, odds
ratio = 0.80) conditions. That is, ratings in the “action-focus”
(M = 5.04, SD = 2.75) and “emotion-focus” (M = 6.15, SD = 2.62)
conditions were lower than in the referent “object-focus”
(M = 6.39, SD = 2.69) condition. There was also a significant
effect of participants’ environmental concern (estimate = 0.27,
SE = 0.12, z = 2.33, p = 0.020, odds ratio = 1.31), which suggests
that, as expected, more environmentally concerned participants
rated the problems described in the sentence as more frequent
than less environmentally concerned participants.

To summarize, the results from Experiment 1 suggest
that participants’ responses depended on two independent
variables: attentional focus and environmental concern. Ratings
of the seriousness and frequency of an environment issue
(e.g., plastic rubbish, raised water level, mud from rains)
were lower when sentences focused on the protagonist’s
emotion or action rather than the sentence object (environment
issue). Furthermore, participants with higher concern over
environmental issues (from a test of attitudes) gave higher
ratings. Thus, both protagonist and comprehender characteristics
affected the way participants focused their attention during
sentence comprehension. Contrary to our prediction, however,
ratings for object-focused sentences were not always higher for
participants with greater environmental concern. With regards to

ratings of seriousness, only half of our prediction was validated:
object-focused sentences produced higher ratings for those with
greater environmental concern when compared to the action-
focused sentences. However, this pattern was not repeated
when ratings for object-focused sentences were contrasted with
ratings for emotion-focused sentences. That is, the differences in
ratings between object-focused and emotion-focused sentences
were almost identical when taking into account the ratings of
participants with both lower and greater environmental concern
(Figure 1A). With regards to ratings of frequency, there was
very little evidence of one variable (environmental concern)
depending on the other (sentence condition): object-focused
sentences always produced the highest ratings, whereas action-
focused sentences produced the lowest ratings, with emotion-
focused sentences (almost always) falling roughly in between
(Figure 1B). Furthermore, in contrast to ratings of seriousness,
object-focused sentences did produce significantly higher ratings
when compared to emotion-focused sentences for the ratings of
frequency. When put alongside evidence for the causal role of
comprehenders’ characteristics for the rating of seriousness (as
evidenced by a significant interaction between action-focused
sentences as compared to the object-focused sentences), it
appears that unique comprehenders’ characteristics, such as
environmental attitudes, affect attentional focus to the extent
to which a self-report measure asks participants to explicitly
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evaluate their attitudes to the problem described in the sentence.
Presumably the effect of comprehenders’ attitudes and emotional
sensitivity to the topic of environmental issues is less evident for
the rating of frequency because this self-report measure obscures
the content of measurement (i.e., pro-environmental awareness)
to a much greater extent than the more explicit self-report
measure of seriousness.

EXPERIMENT 2

The goal of Experiment 2 was to determine whether a moderating
effect of environmental attitude found in Experiment 1 will
stand up to empirical scrutiny in an experimental task that
taps into automatic (rather than controlled) processes. To this
end, we used a sentence-picture verification task in which
participants read the same sentences as in Experiment 1,
but this time their task was to decide whether the object
shown in the subsequently presented picture was mentioned
in the sentence. If automatic components of attitudes also
affect language processing, then, similar to Experiment 1,
the comprehender’s environmental awareness should moderate
comprehension. Consequently, we should observe a significant
Sentence Condition × Environmental Awareness interaction
and/or a significant effect of Environmental Awareness.

Nonetheless, as discussed before, research on attitude
formation suggests that measures of “explicit” and “implicit”
attitudes often diverge in their results. Some studies found
effects only on explicit measures (Gregg et al., 2006) while
other studies found effects only on implicit measures (Olson
and Fazio, 2006). Still others found effects on both explicit and
implicit measures (Whitfield and Jordan, 2009). Such divergence
between implicit and explicit tests in attitude formation research
hints at the possibility that the results from a more “implicit”
sentence-picture verification paradigm may also diverge from
the results of a more “explicit” self-report questionnaire in the
context of language comprehension research. One of the goals of
Experiment 2 was thus to address this possibility.

Method
Participants
One hundred and thirty-five native Portuguese-speaking
university students took part in Experiment 2 in exchange
for course credit. Because of the coronavirus disease 2019
(COVID-19), students signed up for a study online through
the cloud-based Participant Management Software SONA.
Stimulus presentation was controlled by a web-based service
PsyToolkit, which was designed for setting up, running, and
analyzing online reaction-time (RT) experiments (Stoet, 2010,
2017). The responses of seven participants were discarded for
having accuracy <80% on the main task. Overall, the results
of Experiment 2 are based on data from 128 participants
(Mage = 24.47, SDage = 7.04), of whom 93 were females.

Materials and Design
The sentences and Environmental Attitudes Inventory were the
same as in Experiment 1. Thirty-six colorful pictures were created

to accompany the sentences. In order to ensure that the pictures
depicted the environmental problems we intended them to, prior
to experiment three independent raters determined whether the
shown pictures matched the environmental problems described
in the sentences. All raters stated that our pictures matched
the sentences, thus ensuring that the pictured stimuli we used
actually depicted the environmental problems/environmentally
related objects we wanted them to depict. All pictures were of
the same size (385 × 385 pixels) and depicted the environmental
problem described in the preceding sentence on a gray
background (see Figure 2)2.

Design and Procedure
The design was similar to Experiment 1, except that 36 pictures
were added. Each participant saw 18 experimental sentence-
picture pairs requiring “yes” responses and 18 filler sentence-
picture pairs requiring “no” responses. Both experimental and
filler sentences were identical in their format, thus making the
potential strategy of selectively paying attention only to certain
sentences suboptimal at best.

The procedure was similar to Experiment 1, except for the
following important differences. First, the experimental flow was
programmed in PsyToolkit web-based software (Stoet, 2010)
that “forced” full screen mode on participants’ computers.
Participants could not do the task using any kind of keyboardless
device (e.g., a smartphone, a tablet, etc.) and a Safari web
browser. Kim et al. (2019) experimentally tested the reliability
of this online service in comparison to a lab-based service
E-Prime 3.0 in a complex psycholinguistic task and found that
the results from both software programs were similar. Second,
the experiment began with six practice trials to ensure that
participants understood the instructions of the sentence-picture
verification paradigm. Each trial started with a fixation cross in
the middle of a screen for 1000 ms. Then a sentence appeared at
the center of the screen until participants pressed the Spacebar,
thus indicating that they finished reading the sentence. After a
spacebar press, the sentence was replaced by a fixation cross for
500 ms, immediately followed by a picture of an object that was
either mentioned or not in the preceding sentence. Participants
indicated their decision by pressing an “S” button for a “yes”
response and an “N” button for a “no” response. Third, in the
final part of the experiment participants indicated their level of
agreement with 30 statements from the Portuguese version of
the Environmental Attitudes Inventory on a 7-point scale from
1 (Completely disagree) to 7 (Absolutely agree).

2To allow for accurate comparison of results between Experiments 1 and 2, we
removed the same item (i.e., about organic farming) as in Experiment 1 from the
analysis.

FIGURE 2 | Samples of critical pictures used in Experiment 2.
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Data Treatment
Prior to analysis, incorrect responses, filler items, and the data
of participants with an overall accuracy <80% on the main
task were excluded. Second, response times (RTs) were checked
for normality using histograms with normal curve and Q-Q
plots. RTs were positively skewed, and thus log10 transformation
was applied to get normal distributions (Baayen, 2008). Finally,
responses exceeding ±3 median absolute deviations (MAD) from
the condition’s median were removed. ±3 MAD is a robust
method of outlier treatment that is not affected by extremely high
or extremely low values, and hence eliminates the need to define
“arbitrary” lower and upper cutoff points (see Leys et al., 2013, for
more information).

Statistical Analysis
All statistical analyses were performed in R by using the
lme4 package (Bates et al., 2015) and lmerTest package
(Kuznetsova et al., 2017) to obtain p-values. Mixed-effects logistic
regression and linear mixed-effects models with random effects
of participants and items were run on accuracy scores and RT
data, respectively. For both accuracy and response times analyses,
we first always fitted the full variance-covariance structure of
random effects (the so-called “maximal” model; Barr et al., 2013).
However, if the random effects structure was not supported by
the data, we removed the most complex part of the random
effects structure (see Matuschek et al., 2017, for a discussion of
“model selection criterion”). The “maximal” model (Barr et al.,
2013) for the present research contained sentence condition,
environmental awareness score, as well as the interaction between
the two as fixed effects; a by-participants random slope for
sentence condition; and an intercept for participants and items.
For the same reasons as in Experiment 1, no random slopes were
specified for items and environmental awareness scores. If the

“maximal” model failed to converge or produced a warning (e.g.,
a singular fit warning, which suggests that the model is overfitted)
regarding the random effects structure, we first checked whether
the model converges with a random effects structure for which no
slope-intercept correlation term is specified. If this did not help,
then we dropped a random slope in order not to (mistakenly)
attribute all variability to the slope per participant instead of to
the intercept (Brysbaert and Stevens, 2018). Finally, if one of
the random intercepts was still found to be a redundant factor,
then it was removed. With these considerations for random
effects in mind, in the present research the best converging model
for accuracy contained a random intercept for items and the
best converging model for response times contained a random
intercept for participants and items.

Results and Discussion
Accuracy
Participants’ mean accuracy was high (95.9%). A likelihood ratio
test of the best converging model (without warnings) with fixed
effects of sentence condition, environmental concern, as well as
the interaction between the two against the model with fixed
effects of sentence condition and environmental concern showed
no significant difference between the models [χ2(2) = 0.39,
p = 0.821], thus suggesting that there was no evidence for
the interaction between sentence condition and environmental
concern. Therefore, the “simplified” model without an interaction
term was used in the reporting of results. The results of the
“simplified” model (Figure 3, left graph) showed a significant
effect of “emotion-focus” (estimate = −0.58, SE = 0.28, z = −2.04,
p = 0.042, odds ratio = 0.56) condition and a trending effect
of “action-focus” (estimate = −0.52, SE = 0.29, z = −1.81,
p = 0.070, odds ratio = 0.60) condition, reflecting the fact
that accuracy in the “action-focus” (95%) and “emotion-focus”

FIGURE 3 | Mean accuracy and raw response times in Experiment 2.
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(95%) conditions was lower than in the referent “object-focus”
(97%) condition. Finally, there was no effect of participants’
environmental concern (estimate = 0.11, z = 1.19, p = 0.234,
odds ratio = 1.14), which suggests that more environmentally
concerned participants were not significantly more accurate in
their responses than less environmentally concerned participants.

Response Times (RTs)
Similar to accuracy scores, a likelihood ratio test showed no
significant difference between the models with the interaction
term and without the interaction term [χ2(2) = 2.39, p = 0.303],
thus suggesting that the interaction between sentence condition
and environmental concern was not significant. Thus, the
“simplified” model without the interaction term was used in the
reporting of results. The analyses demonstrated that participants’
response times were positively correlated with corresponding
effects in the accuracy scores, thus precluding speed-accuracy
tradeoffs. More specifically, as shown in Figure 3 (right graph),
there was a significant effect of “emotion-focus” (estimate = 0.02,
SE = 0.01, t = 2.81, p = 0.005) and “action-focus” (estimate = 0.02,
SE = 0.01, t = 2.80, p = 0.005) conditions, reflecting the fact
that RTs in the “action-focus” and “emotion-focus” conditions
were slower than in the referent “object-focus” condition (see
Figure 3). Finally, similar to accuracy analysis, there was no
effect of participants’ environmental concern (estimate = 0.01,
SE = 0.01, t = 0.84, p = 0.404) on RTs.

Thus, this pattern of results accords with the possibility
outlined earlier: environmental problems are kept highly
accessible in the “object-focus” condition (similar to results from
Experiment 1), but comprehenders’ implicit (as compared to
explicit) attitudes seem to have no significant effect on situation
model construction and language comprehension processes.

GENERAL DISCUSSION

The present research was motivated by three goals. The first goal
was to examine whether focusing readers’ attention differently
on the protagonist dimension would affect the accessibility of
environmental problems described in the sentence. The second
goal was to begin documenting the contributions of such unique
comprehender characteristics as pro-environmental attitudes to
interpretation of linguistic input. The third goal was to explore
in what task situations comprehenders’ pro-environmental
awareness may modulate language comprehension processes.
To this end, we asked participants to read sentences about
environmental issues that focused on different mental and
physical attributes (i.e., emotional state, action state, etc.) of
the same entities (protagonists and objects) and then self-report
their own thoughts, feelings, and behaviors on the topic of
environment by responding to the items from the Environmental
Attitudes Inventory. Importantly, we manipulated the task
requirements across two experiments by administering a self-
report task (Experiment 1), which required the participants to
rate the seriousness and the frequency of the problem mentioned
in a sentence; and administering a sentence-picture verification
paradigm (Experiment 2), which required the participants to

merely indicate if the object depicted in the picture (related to a
certain environmental problem) was mentioned in the preceding
sentence. The results of these experiments suggest that the focus
of a sentence on the environmental problem (i.e., “object-focus”
condition) rather than the protagonist’s state (i.e., “emotion-
focus” and “action-focus” conditions) enhances accessibility of
the information related to environmental issues (e.g., plastic
garbage); that the comprehender’s level of environmental
awareness influences one’s attention during language processing;
and that comprehender characteristics significantly modulate
comprehension processes only when the measure taps into
conscious representations.

The findings reported in this article add to the empirical
evidence that comprehenders track various dimensions
of situation models during language comprehension (e.g.,
Gernsbacher et al., 1992; Zwaan et al., 1995a,b; de Vega, 1996;
Rinck and Bower, 2000; Rinck et al., 2003; Therriault et al.,
2006; Kang et al., 2019); and that the comprehenders’ situational
models capture information about a character’s emotional
and actions states (e.g., de Vega, 1996; Borghi, 2004; Horchak
et al., 2016; Horchak and Garrido, 2020a). Whereas most
previous studies focused their efforts on understanding how
multiple dimensions of the situation model (e.g., protagonists,
intentionality, causation, etc.) are constructed and updated
during language processing (Magliano and Schleich, 2000;
Rich and Taylor, 2000; Rapp et al., 2001; Rinck and Weber,
2003), the present research assessed the extent to which
focusing participants’ attention on the entity’s physical and
mental attributes (i.e., a protagonist dimension) influences
situation model construction. Our results show that when a
sentence focused readers’ attention on protagonists’ emotional
and action states (compared to when the attention was on
the target environmental problem), then participants’ ratings
were lower (Experiment 1) and response times to the picture
probes (Experiment 2) were longer. These additive effects on
ratings and response times are exactly what one would expect
to observe in support of the hypothesis that readers direct
their focus of attention to those aspects of the event that they
consider to be in the spotlight for the current situation model.
Our explanation of these results assumes that participants
were building situation models organized around (1) a target
environmental problem in the “object-focus” condition, (2) a
protagonist’s mental state in the “emotion-focus” condition, and
(3) a protagonist’s physical state in the “action-focus” condition.
The experiments required from participants to either evaluate
the seriousness and the frequency of environmental problem or
verify if the environmentally related object (e.g., plastic bottle)
was mentioned in the sentence, and therefore the greater was
the number of “irrelevant” facts associated with a given problem,
the more difficult it was for participants to retrieve the relevant
fact. Thus, comprehenders “follow” not only the major character
and objects mentioned in the sentence, but also their mental and
physical attributes. The accessibility of the objects mentioned
in the critical sentence “fades” as the focus moves on to other
aspects of the described event.

The present research represents a significant departure from
traditional research on situation model construction as it also
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assessed the relevance of such comprehender characteristics
as pro-environmental attitudes for sentence processing.
Although some accounts of conceptual processing and language
comprehension addressed how visual and action contexts affect
language processing mechanisms (Zwaan, 2004; Knoeferle and
Crocker, 2006; Altmann and Kamide, 2007; Altmann and Ekves,
2019), they have not tended to focus on how social evaluation
may guide comprehension processes. Our findings fill this gap
by integrating the insights from social psychological research on
automatic and controlled components of attitudes with cognitive
psychology research on situation model construction. More
specifically, we asked in what task situations comprehenders’
environmental awareness may mediate attentional focus
during situation model construction. Our data suggest a more
complex relation between language processing mechanisms
and the characteristics of the comprehender than one could
have predicted with confidence. Interestingly, the influence of
comprehender characteristics on language processing seems to
depend more on whether the measure aims to capture automatic
or controlled components of attitudes than the measure
itself. Such a conclusion follows from the results showing
no moderating effect of comprehenders’ pro-environmental
attitudes on the ratings of frequency (“explicit” task in
Experiment 1) and response times to picture probes (“implicit”
task in Experiment 2). That is, while ratings of frequency and
response times to picture probes are radically different types
of tests, what both have in common is that they attempt to
measure pro-environmental attitudes in a more automatic
fashion, thus considerably reducing participants’ ability to
control their responses in line with social desirability. Indeed,
participants’ pro-environmental attitudes only moderated the
more explicit rating of seriousness (“explicit” task in Experiment
1): the information about the environmental problem was
equally accessible in all sentence conditions for participants
with low environmental awareness, but not for participants
with high environmental awareness. These findings thus
support a conclusion that the influence of comprehenders’
pro-environmental attitudes on language processing depends on
whether automatic or controlled factors affect social evaluation
and not the directness or indirectness of the test itself (see
Ranganath et al., 2008, for a related discussion).

Given the pattern of the results observed, the obvious question
is why automatic components of attitudes did not exhibit
moderating effects on language comprehension processes in our
research. This question is of great empirical and theoretical
importance as most psycholinguistic tasks do not require
introspection (i.e., the examination of one’s own conscious
thoughts and feelings) for the assessment of psychological
attributes. Indeed, at this point it is difficult to say with
any precision in what situations implicit attitudes moderate
comprehension processes, but what seems to have occurred in
the present research is that participants’ unconscious reaction
toward environmental issues was lagging behind their conscious
desire for environmental improvement, which is consistent with
a model of dual attitudes (Wilson et al., 2000). The central idea
underlying this model is that previously formed representations
cannot be easily erased from memory when people learn new

facts about something (e.g., environment is a really big problem)
and then integrate them with old inconsistent information (e.g.,
environment is as important as many other problems) that
reflects what they previously believed in. As nicely put by Gregg
et al. (2006), highly stable, old representations may be compared
to a credit card debt and excess calories that are difficult to
cast aside. When people are faced with a certain stimulus, their
conscious interpretation of it is supplemented by an automatic
reaction. However, once the attitude toward a stimulus is formed
through multiple direct experiences, attempts to subsequently
override this attitude with a newly formed one will be successful
to the extent to which the recently acquired knowledge is learned.

The present research has at least two limitations. The first
limitation is that we assessed only those attitudes that are related
to environmental awareness. It is thus unclear if the results
would change if we considered attitudes that are more strongly
related to socially sensitive topics (e.g., racial discrimination).
For example, a meta-analysis of Greenwald et al. (2009) revealed
that there is a considerable body of research showing an impact
of old and recent experiences on both explicit and implicit
measures, especially with regards to domains of stereotyping
and prejudice. Furthermore, the effects of such characteristics
of the comprehenders as age, education level, and knowledge
of foreign languages, were successfully detected in language
comprehension tasks using more implicit measurement methods,
such as eye tracking (Huettig et al., 2011; Mishra et al., 2012;
Carminati and Knoeferle, 2013, 2016; Ito et al., 2018). The
second limitation is that the paradigms used in the present
research do not provide a strong test between a propositional
network view (e.g., Bower and Rinck, 2001) and a situation
model view (e.g., Radvansky et al., 1998) that may explain
the nature of the mental representation used to perform the
tasks. For example, it was demonstrated that a sentence-picture
verification task reveals the contents of mental representations
that are activated as comprehenders read sentences, but does not
provide a strong test for the claim that sensorimotor processes
contribute functionally to language comprehension (e.g., Ostarek
et al., 2019; Horchak and Garrido, 2020b). Therefore, it is
not clear whether symbolic representations somehow interacted
with sensorimotor (embodied) representations when participants
were processing the test sentences in the current research
(see Horchak et al., 2014, for a review of literature on
contribution of symbolic and embodied representations to
language comprehension). Although the present studies were
not designed to address these issues, we believe that there are
good reasons to believe that the propositional information was,
at the very least, complemented with situational information
beyond that provided by the sentence. Why would the focus on
protagonists’ mental attributes, for instance, make a difference
relative to the focus on the target object in a sentence? Recall that
emotion-focused sentences received similar ratings of seriousness
when compared to the object-focused sentences. Perhaps it is
because participants processed not only an explicitly mentioned
emotional state of the protagonist (e.g., “John got upset with the
garbage on the beach”), but also a few other automatic inferences,
such as “Environment is important for John,” “John must be sad
right now,” “John must not like people polluting the beach,” etc.
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These kinds of inferences likely caused mental attributes of the
protagonist (on the one hand) and the environmentally related
target object (on the other hand) compete for status as the
concept by which the situation model is organized.

An important qualification of the present research is that it
does not constitute direct evidence for the claim that mental
representations of comprehenders were always organized in
terms of real-world situations while they were reading the test
sentences. It could be argued, for example, that a target word’s
meaning was simply represented in more detail when it was
focused in a sentence’s information structure (see Birch and
Rayner, 1997; Sturt et al., 2004; Spalek et al., 2014; Gotzner
et al., 2016; and Yang et al., 2019, for empirical evidence on
linguistic focus hypothesis). Indeed, all our sentences were of the
structure “Subject–Verb–Object” and participants’ assessments
of an environment issue (e.g., plastic rubbish, raised water
level, mud from rains) could merely depend on whether the
subject (i.e., a protagonist that experienced a particular action
or emotion) or the object (i.e., an environmental issue) was
in the focus of the sentence as defined by verb information.
That is, focused information could have a privileged memory
representation as a result of the governance of linguistic
constructions. Although this scenario is consistent with the
results of Experiment 2, our data from Experiment 1 have also
shown that participants did not consider this as the only way
to organize the information. If linguistic factor was the only
one to guide attention to different aspects of the referential
situation, then we should not have observed the following results:
(1) participants with higher concern over environmental issues
(from a test of attitudes) gave overall higher ratings; (2) object-
focused sentences received similar ratings of seriousness when
compared to the emotion-focused sentences; and (3) action-
focused sentences received lower ratings of seriousness than
object-focused sentences only with regards to the participants
with higher concern over environmental issues. Given the
above evidence, our findings constitute evidence that situation-
based representations, at the very least, had to complement gist
representations for adequate comprehension.

The remaining discussion will be focused on the following
two aspects. First, we will discuss how the “Dynamic Text
Comprehension (DTC)” framework of Rapp and van den Broek
(2005) relates to the theoretical position advocated by this paper,
namely that comprehenders’ attention to events can be driven
by task instructions and comprehenders’ goals. Second, based
on this discussion, we will provide a putative explanation of
how comprehenders’ could organize their representations around
situation principles while reading the test sentences used in the
present research.

According to the DTH framework, comprehending a text is
tantamount to the construction of a situation model, whereby
readers are able to not just understand the exact content
of the text, but also infer implicit information (i.e., that
was not directly stated in the text). Importantly, however,
DTH proposes that successful comprehension arises from the
interactive contributions of three factors: a text (e.g., text
difficulty, genre, etc.), a reader (e.g., prior knowledge, cognitive
abilities, etc.), and a task (e.g., instructions, task difficulty, etc.).

To demonstrate this, Rapp and Kendeou (2007) explored
how particular methodologies used in “online” and “offline”
comprehension tasks differentially modulate readers’ attention.
More specifically, participants were asked to read short stories
implying a character’s potential traits (e.g., “Albert’s room is
messy” I Albert is sloppy) that ended with (1) a simple
refutation of that trait (e.g., “Albert cared about the condition
of his room” I Albert is organized); (2) a more explanatory
refutation explaining why an inferred trait might be wrong
(e.g., “Albert cared about the condition of his room, but had
only moved in to the house yesterday” I Albert is organized);
or (3) further support for that trait (e.g., “Albert’s room is
messy. He has some dirty laundry” I Albert is sloppy). The
researchers administered two types of tasks. In the “online”
comprehension task participants read each sentence, one at
a time, with reading times recorded for the outcome of the
story (i.e., a part that either supported or refuted the initially
described character trait). In the “offline” comprehension task
participants were asked to explicitly indicate whether they
agreed or disagreed with the outcome of the story. A key
research question was whether comprehenders would update
a character trait as a function of the information provided
by the refutation. Rapp and Kendeou (2007) found that
for simple refutations participants took longer to read trait-
inconsistent than consistent outcomes, but for explanatory
refutations participants took longer to read trait-consistent
than inconsistent outcomes. They interpreted this finding as
providing support for the claim that readers no longer expected
characters to behave in trait-consistent ways when sufficient
information (i.e., a condition of explanatory refutation) for
that trait was provided. Perhaps even more interestingly, the
results from “offline” task showed that the updating of trait
information was observed for both types of refutations (i.e.,
participants always agreed that a previously encoded trait was
incorrect), thus suggesting that “online” and “offline” tasks
may encourage participants to focus on different aspects of a
scene as a function of methodologies. In support of this is
also other empirical evidence showing, for instance, that recall
tasks encourage comprehenders to focus on the task at hand
while ignoring prior knowledge, but judgments tasks encourage
careful examination of the accuracy of information based on
both what was read and what was previously experienced (e.g.,
Egidi and Gerrig, 2006).

The aforementioned theoretical and empirical evidence
suggests that language comprehension arises not only from
what a text contains, but also from task instructions and
a comprehender’s interest in a topic (as defined by world
knowledge or beliefs). If we accept that the interaction of
these factors may indeed encourage different profiles of a
comprehender’s attention, then it is reasonable to assume that the
assumptions from DTH framework can also be extrapolated to
the present research. More precisely, for the current experiments
we may consider focus condition as a major sentence factor;
the methodology as a major task factor; and a comprehender’s
level of environmental concern as a major reader factor. On this
account, differences in methodologies between a questionnaire
and a sentence-picture verification paradigm, either explicitly
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or implicitly, could encourage readers to process information
presented in a sentence differently. By using a self-report
measure (a questionnaire) of seriousness, participants were
explicitly asked to evaluate whether a sentence described a
serious situation related to environment. It should come as
no surprise then that the more the sentence aligned with
participants’ beliefs, the more predisposed they were to consider
the sentence information carefully. Indeed, comprehenders
particularly sensitive to environmental issues could focus not
only on what was within linguistic focus (e.g., environmental
issues), but also on what was within the focus of their
own feelings or beliefs, such as the feeling that they should
be doing more to help the environment, thus lingering on
content such as “cried about” or “hated.” Perhaps, then, it was
precisely because of this why emotion-focused sentences received
similar ratings of seriousness when compared to the object-
focused sentences.

By using a self-report measure of frequency, in contrast,
the true intent of a question (i.e., participants’ real level of
environmental concern) was obfuscated. Yet participants had
enough time to carefully evaluate their level of agreement or
disagreement with the information in the sentence. Notably, a
self-report measure of frequency was effective at discouraging
responses in line with social desirability because participants’
evaluations of the environmental problems were now consistent
with our predictions: ratings were lower when sentences focused
on protagonist emotion or action, rather than the sentence object.
But it is worth noting that the evidence of comprehenders’
concern over environmental issues (i.e., higher concern = higher
ratings; lower concern = lower ratings) was clearly observed for
both ratings of seriousness and frequency.

Finally, by using a sentence-picture verification paradigm,
participants were almost entirely discouraged from consciously
evaluating the information in any particular way (e.g., if it
matches their beliefs), and hence could easily adopt a strategy to
focus on the most important information in a sentence, precisely
because it was more relevant for completing the task (see Rapp
and Mensink, 2011, for further discussion). As such task did
not foster careful evaluation, it remains possible that participants
primarily relied on the governance of linguistic constructions,
which maintained focus on either the protagonist or sentence
object (i.e., environmental problem). Whenever linguistic focus
was on the environmental problem in a sentence (i.e., sentence
object), participants’ verification times of environment-related
objects were faster.

Admittedly, our explanation of the observed pattern of results
requires additional empirical support to further scrutinize how
unique comprehenders’ characteristics and task requirements
influence sentence processing. It is our hope that our research will
contribute to an agenda of items that merit discussion and future
investigation to help us further develop theoretical accounts
that assess the role of speaker and comprehender characteristics
for situated language comprehension (e.g., Social Coordinated
Interplay Account; Münster and Knoeferle, 2018).

According to our present analysis, unique comprehenders’
characteristics such as attitudes help predict the variability of
context effects during sentence processing. However, it is unlikely

that such characteristics may affects all kinds of information.
The present research supports this claim in light of the results
showing that the action-focused sentences were not so heavily
moderated by attitudes. At this point in time it is hard to say with
any precision why this happened. Findings from the literature
on the action-attitude gap in environmental psychology provide
some clues in this regard. More specifically, they suggest that
the lack of a significant effect may be explained by constraints
of behavioral control (Koger and Winter, 2010). According to
this framework, while people report having sustainable behaviors
toward the environment, their behavioral intention to actually
act “ecologically” may lag behind the belief that this would only
have a minimal impact on the environment. Thus, whereas it may
be intuitive that the seriousness of the described environmental
problem should be accessible in all sentence conditions (albeit
to varying degrees), the focus of a sentence on the action might
lead to questioning the validity of the facts (e.g., cleaning garbage
on the beach is a waste of time as environmentally irresponsible
behaviors outweigh sustainable behaviors). It remains to be seen,
however, whether these predictions hold true in the task used to
study language comprehension processes.

To conclude, the present research suggests that
comprehenders’ attitudes may alter how they focus on the
major character and track his/her physical and mental attributes
during sentence comprehension. Comprehenders’ implicit
attitudes (as compared to explicit ones) may create a stumbling
block for investigating the role of comprehender characteristics
during language comprehension, and hence the use of varied
measurement procedures is warranted. Future research can
explore to a much greater extent how attitudes related to
more sensitive topics (e.g., prejudice and discrimination) affect
language comprehension processes over the course of processing
the sentence (e.g., eye tracking or word-by-word sentence design)
to be able to better understand the functional mechanisms behind
the obtained results.
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Parent and preschool teacher ratings of the 10 noun categories of MacArthur-Bates
Communication Development Inventory (CDI) were used to study expressive language
in 2–4-year-old children with autism spectrum disorder (ASD) (N = 58) across the home
and preschool context. There was no significant difference in the total number of words
the children said in the two contexts, but the children said significantly more words in
the noun categories “Furniture and rooms” and “People” at home. Only one third of the
words the children said were said both at home and in the preschool, while the other two
thirds were said only at home or only in preschool. This suggests that what words the
children use across contexts differ substantially and that their vocabulary is larger than it
seems when measured only in one context. This novel study highlights the importance
of assessing the language in children with ASD in multiple contexts in order to better
measure their vocabulary and to design appropriate language interventions.

Keywords: autism spectrum disorder, expressive language, context, home, preschool

INTRODUCTION

There is growing evidence that development of expressive language in children with autism
spectrum disorder (ASD) follows a qualitatively similar, but delayed pattern compared to children
with typical development (TD) (Charman et al., 2003; Luyster et al., 2007; Weismer et al., 2010).
Still, little is known about factors influencing early language in children with ASD. In typical
development, variables such as the socioeconomic status of the main caregiver (e.g., Hoff, 2003;
Rowe, 2012; Schwab and Lew-Williams, 2016) influence the early language of the child. Also,
caregiver’s child-directed speech (e.g., Huttenlocher et al., 2010) and their diverse use of semantic
categories (Jones and Rowland, 2017) show a strong impact on early language development. Tamis-
LeMonda et al. (2019) observed how objects associated with what the child was doing during
different home routines determined the semantic content of the child-directed speech of the
mothers. They found that mothers were more likely to use words for toys during play with their
child, words for food and utensils while feeding them, and words for body parts while grooming
them. Even though decontextualized language emerges in typically developing children around
2 years of age (Uccelli et al., 2019), this might be delayed in children with ASD because these
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children often show delays in their general language development
(e.g., Tager-Flusberg et al., 2005) and also have difficulties in
generalizing from one context to another (Plaisted, 2015).

Most children with ASD attend preschool, and they will
encounter many similar, but also some different objects, persons,
and places across the home and preschool context. This object
variation will influence what words parents and teachers use
during their interaction with the child, which may subsequently
affect the words used by young children with ASD. The aim of this
study was to examine how expressive language of children with
ASD might be different in various contexts. First, we compared
the amount of words said by children with ASD at home and
in preschool across 10 categories listing various types of objects,
places, animals and persons that we assumed to be typical for
one or the other context. Second, we investigated the degree of
overlap between the words reported to be used by the children at
home and in preschool. The results of this research may provide
valuable insight into the role of context in the development of
expressive language in young children with ASD.

METHOD

Participants
Fifty-eight 2–4 year old children (M = 48.8 months, SD = 8),
47 (81%) boys, with a confirmed ICD-10 diagnosis of childhood
autism and their parents and preschool teachers participated
in this study (Table 1). Children’s cognitive and language
skills were assessed with the Mullen Scales of Early Learning
(MSEL, Mullen, 1995) and the Norwegian translation of
Reynell Developmental Language Scales (RDLS, Hagtvet and
Lillestøen, 1985). The children had a mean mental age of
27.9 months (SD = 11.4), a mean receptive language age of
23.2 months (SD = 11.1), and a mean expressive language age
of 21.1 months (SD = 11.9). Demographic data and information
about the preschools was collected with questionnaires to
parents and preschool teachers. Almost half of the mothers
(26/46%) and fathers (23/44%) had a higher education degree.
Forty-one (72%) were exclusively Norwegian-speaking homes,
five (9%)were non-Norwegian-speaking homes and 11 (19%)
spoke Norwegian and another language at home. The majority
of children were Caucasian (40/69%), while the others had
other backgrounds (8/14% Asian, 5/9% other/mixed, and 3/5%
African). Most of the children (51/88%) attended a public
mainstream preschool, while three (5%) attended a public
preschool for children with ASD and four (7%) attended a
unit for children with ASD in a public mainstream preschool.
Their mean attendance in preschool was 37.3 h per week
(SD = 5.1). The data used in the present study was a subset
of the data collected for the baseline assessment in a previous
study (Kaale et al., 2012). The Norwegian National Committee
for Research Ethics approved the study. Participants provided
written informed consent.

Measures
The Communicative Development Inventories “Words and
Gestures” form (CDI-WG; Fenson et al., 1994), completed by

TABLE 1 | Sample characteristics.

Mean/No. (%) SD Range

Children

Chronological age, overall 48, 8 8, 0 30–60

Mental age1,2, overall 27, 9 11, 4 9–59

2-year-olds (n = 6) 14, 2 4, 4 10–21

3-year-olds (n = 14) 26, 1 6, 7 18–43

4-year-olds (n = 37) 29, 5 12, 2 9–59

Receptive language age3, overall 23, 2 11, 1 6–60

2-year-olds (n = 6) 11, 2 7, 3 9–24

3-year-olds (n = 14) 22, 8 7, 7 9–36

4-year-olds (n = 38) 24, 2 11, 9 6–60

Expressive language age3, overall 21, 1 11, 9 3–60

2-year-olds (n = 6) 12, 6 6, 5 8–24

3-year-olds (n = 14) 19, 4 5, 8 10–30

4-year-olds (n = 38) 22, 3 13, 1 3–60

Gender

Female 11 (19%)

Male 47 (81%)

Hours in preschool per week4 37, 3 5, 1 20–45

Parents

Mother’s educational level5

Primary education 8 (14%)

Secondary education 22 (40%)

University/College 26 (46%)

Father’s educational level6

Primary education 5 (9%)

Secondary education 24 (45%)

University/College 23 (44%)

Language spoken at home7

Norwegian only 41 (72%)

Norwegian and another 11 (19%)

Other than Norwegian 5 (9%)

1Mullen Scale of Early Learning (MSLE).
2Missing data from one child.
3Reynell Developmental Language Scale (RDLS); for scores <4 stanine for
1.5 years language age was based on MSLE.
4Missing data from two children.
5Missing data from two mothers.
6Missing data from six fathers.
7Missing data from five fathers and one mother.

parents and preschool teachers, were used to measure the words
the children said at home and in the preschool. The CDI forms
were sent separately to parents and preschool teachers, along
with instructions on how to fill them in, and they were collected
upon arrival the day of cognitive and language assessments.
CDI includes a checklist with 396 vocabulary items across 19
different semantic categories including nouns, verbs, adjectives,
pronouns, prepositions and quantifiers. In the present study,
only the 10 categories containing exclusively nouns were used
(e.g., “Toys,” “Clothes,” “Rooms and Furniture,” and “Small things
in the household”). Objects, persons and places listed in most
of the categories are equally typical for home and preschool,
but some of the noun categories are more typical for one
context than the other. Words from the categories “People” (e.g.,
aunt and babysitter), “Rooms and furniture” (e.g., bedroom and
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living room) and “Small things in the household” (e.g., towel,
vacuum cleaner) are more typical for the home context. The
amount of words varied from eight to 36 in the noun categories,
and across the 10 noun categories there were a total of 228
words. Based on the CDI data from parents and preschool
teachers we calculated the number of words said by the child
at home and in the preschool across the 10 noun categories
and for each category. We also calculated “matching” variables
defined as the number of words the children said both at
home and in the preschool in each of the 10 noun categories.
In addition, we calculated the number of “unique words” the
children said across the two contexts. This was computed based
on the number of words reported by parents plus the number
of words reported by preschool teachers minus the number
of words reported by both of them (the “matching”). Last,
we computed the percentage for the “matching” variables (i.e.,
number of words reported by parents plus preschool teachers
divided by the number of “unique words” multiplied by 100).
The CDI has previously shown high concurrent validity with
direct assessments (Nordahl-Hansen et al., 2014) and high inter-
rater reliability (Nordahl-Hansen et al., 2013) when used with
children with ASD.

Statistical Analyses
Along with descriptive statistics, paired sample t-tests were
performed to compare the differences in the number of
words the children were reported to say at home and in
the preschool both overall and across the 10 noun categories.
In addition, two paired sample t-tests were conducted to
compare the number of words reported to be said at home
and in preschool combined with the number of words reported
to be said only by parents and only by preschool teachers,
respectively. We also ran descriptive analyses on the “matching”
variable (i.e., mean percentages). The software IBM SPSS
version 25 and Microsoft Excel 2016 were used to analyze
the data.

RESULTS

There was no significant difference in the overall number
of words the children said at home and in the preschool
(Mhome = 78.1, SD = 78.4; Mpreschool = 70.5, SD = 75.9, and
p = 0.07) (Table 2). The same was true for most of the 10
noun categories, except for “Furniture and rooms” (Mhome = 7.4,
SD = 8.8; Mpreschool = 5.4, SD = 7.4, and p = 0.00) and
“People” (Mhome = 6.0, SD = 5.5; Mpreschool = 5.0, SD = 5.8,
and p = 0.04), which were significantly different. Parents and
preschool teachers reported that the children said one third
of the 228 words listed in the 10 noun categories at home
(Mhome = 34%, SD = 34%) and in the preschool (Mpreschool = 31%,
SD = 33%).The highest percentages of listed words reported
to be said by both parents and preschool teachers were in the
noun categories “Vehicles (real or toy),” “Food and drinks,”
and “Toys.”

After analyzing the “matching” variables, we found that
among the words parents and preschool teachers reported that
the children said, 38% was said both at home and in the preschool
(ranging from 26 to 47% across the 10 categories/Figure 1). The
match was lowest for “Furniture and rooms” (26%) and “Small
things in the household” (27%), and highest for “Vehicles (real
or toy)” (47%) and “Food and drinks” (44%). For example, the
children were reported to say on average 12.2 and 11.1 words in
the category “Food and drinks” at home and in the preschool,
respectively, but only 44% (5.2) of these words were reported to
be said in both contexts. This suggests that the children said 7.0
“Food and drinks” words at home that they did not say in the
preschool and 5.9 words in preschool that they did not say at
home. This means that the actual number of “Food and drinks”
words the children said was closer to 18 (5.2 words said both
at home and in preschool + 7.0 words said only at home + 5.9
words said only in preschool = 18.1 words). This pattern was true
for all 10 noun categories. In fact, the children said a total of 91, 7
words (SD = 86, 8) if adding together words said in both contexts,
words said only at home and words said only in preschool.

TABLE 2 | Number of words parents and preschool teachers report that the children (N = 58) say at home and in preschool across all 10 noun categories and for
each category.

Children Development Inventory (CDI) categories Home mean (SD)/%2 Preschool mean (SD)/% Mean diff. (SD)/% t(df), p

Across all the 10 noun categories (228)1 78.1 (78.4)/34 70.5 (75.9)/31 7.6 (31.5)/3 1.8 (57), p = 0.07

Animals (real or toy) (36) 11.6 (12.3)/32 11.5 (12.3)/32 0.1 (6.4)/0 0.3 (57), p = 0.87

Vehicles (real or toy) (9) 4.4 (3.6)/49 4.1 (3.8)/46 0.3 (1.6)/3 1.5 (57), p = 0.15

Toys (8) 3.2 (3.2)/40 3.3 (3.2)/41 −0.1 (1.4)/−1 −0.5 (57), p = 0.65

Food and drinks (30) 12.2 (11.4)/41 11.1 (10.8)/37 1.1 (4.6)/4 1.8 (57), p = 0.09

Clothes (19) 6.3 (6.9)/33 6.0 (6.8)/31 0.3 (3.5)/2 0.6 (57), p = 0.53

Body parts (20) 7.7 (8.0)/38 7.2 (8.1)/36 0.4 (3.9)/2 0.9 (57), p = 0.40

Furniture and rooms (24) 7.4 (8.8)/31 5.4 (7.4)/23 2.0 (4.7)/8 3.2 (57), p = 0.00

Small things in the household (36) 11.4 (12.7)/32 9.7 (12.0)/27 1.6 (6.3)/5 2.0 (57), p = 0.06

Outside things and places to go (26) 8.1 (9.0)/30 7.2 (8.7)/27 0.9 (4.4)/3 1.5 (57), p = 0.15

People (20) 6.0 (5.5)/30 5.0 (5.8)/25 1.0 (3.8)/5 2.1 (57), p = 0.04

1Number in brackets in this column indicates total amount of words in that semantic category.
2Percentage of total possible words the parents/preschool teachers report that the child say (i.e., number of words reported × 100/total number of words in the category).
The values in bold represent statistical significance.
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FIGURE 1 | Percentages of words said both at home and in the preschool (match) across all 10 noun categories and for each category.

There was a significant difference between the total number of
words reported at home and preschool combined and both the
number of words reported only by parents [Mdifference = 13.5,
SD = 16.5, t(57) = 6.23, and p < 0.000] and the number of words
reported only by preschool teachers [Mdifference = 21.1, SD = 27.4,
t(57) = 5.89, and p < 0.000]. Thus, the children’s vocabulary was
larger than what was captured by relying on reports only from
parents or preschool teachers.

DISCUSSION

This study aimed to investigate how expressive language of
young children with ASD might be different in various contexts
using CDI completed by parent and preschool teachers. We
found that the overall number of words said at home and in
the preschool was quite similar. Both parents and preschool
teachers reported that the children said most words in the
categories “Toys,” “Vehicles (real or toy),” and “Food and drinks.”
This could be explained by the fact that play and food are
two important areas in the first years of life, and objects, and
therefore words related to these areas, are probably of high
frequency in the learning contexts of these children. We also
found that the children used more words from the “Furniture
and Rooms” and “People” categories at home compared to
preschool. This finding is in line with our expectations as we
assumed that objects belonging to these two categories are more
prevalent at home, and thus will affect the caregiver’s child-
directed speech, which next supports the children’s use of these
words (Huttenlocher et al., 2010). Interestingly, we found that
only one third of the words the children said were used both

at home and in the preschool and two thirds only in one
or the other context. This suggests that language during the
first 4 years of life in children with ASD is context-dependent,
which is similar to what is found in younger children with
typical development (Uccelli et al., 2019). This interpretation is
further supported by the fact that the highest proportions of
words said across both contexts were in the categories “Toys,”
“Food and Drinks,” and “Vehicles (real or toy),” which are
essential objects both at home and in the preschool. This supports
Hills et al. (2009) notion of “preferential acquisition” as the
working principle behind language development: words that
are better interconnected in the learning context, rather than
in the child’s internal semantic network, are learned earlier in
development. When adding together all the words the children
were reported to say both at home and in preschool, only
at home and only in preschool, we found that the children
vocabulary was significantly larger compared to measuring their
vocabulary only at home or only in preschool. This suggests
that the vocabulary of young children with ASD may be larger
than what is revealed by investigating only one context, which
is currently the most common way to collect information
about everyday language of children with ASF. In a previous
study, we reported high interrater reliability between parent
and preschool teacher reports (Nordahl-Hansen et al., 2013),
but the reliability was then calculated using total amount of
words reported by parents and teachers, not the actual words
the children say across the home and preschool contexts. The
finding of the present study suggests that a cumulative CDI
score from multiple sources such as parents and preschool
teachers combined will give a better picture of children’s
language abilities.

Frontiers in Psychology | www.frontiersin.org 4 December 2020 | Volume 11 | Article 56392572

https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org/
https://www.frontiersin.org/journals/psychology#articles


fpsyg-11-563925 December 17, 2020 Time: 18:6 # 5

Sánchez Pérez et al. Language Context in ASD

Limitations
The expressive language of children with ASD has previously
been studied with the CDI (e.g., Charman et al., 2003), but this
is the first study to use this instrument to measure expressive
language across contexts by comparing data from two sources
for each child. Still, the study has some limitations. First, we
did not include a comparison group of children with typical
development or children with developmental language disorder.
Therefore we do not know if the findings are unique to children
with ASD, although based on previous research (Charman et al.,
2003; Luyster et al., 2007; Luyster and Arunachalam, 2018) we
expect that the same pattern will be evident in younger children
with TD. Second, it might be that parents and preschool teachers
are more prone to report that children say words related to objects
in their environment, and that the findings do not reflect the
words the children say, but a recall bias in parents and teachers.
A more narrow age range among the study participants (e.g.,
only 4-year-olds versus 2–4-year-olds as in the present study)
might have helped making the results more precise. However, as
children with ASD are known to be very heterogeneous regarding
their language development recruiting only 4-year-olds would
pose some of the same challenges compared to TD samples. Also,
although the CDI has shown high concurrent validity compared
to both direct structured tests and language samples (Dale, 1991;
Nordahl-Hansen et al., 2014), observational data of factual word
use in both contexts would have strengthened the findings. Last,
the findings are based on parents and teachers reports of the
words the children produce only at one time point so we do not
know how stable the results are.

Future Directions
Future research should include a comparison group of children
with typical development who are matched both on chronological
and mental age. Other interesting aspects would be to investigate
which specific words within the 10 categories are typically used
in one of these two contexts but not in the other (there might be
even a pattern), the influence of the language spoken at home and
the use of words across the two contexts in subgroups of children
with ASD (e.g., those who are just starting to speak and those with
a more developed vocabulary).
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Eye gaze is a ubiquitous cue in child–caregiver interactions, and infants are highly

attentive to eye gaze from very early on. However, the question of why infants show

gaze-sensitive behavior, and what role this sensitivity to gaze plays in their language

development, is not yet well-understood. To gain a better understanding of the role

of eye gaze in infants’ language learning, we conducted a broad systematic review

of the developmental literature for all studies that investigate the role of eye gaze

in infants’ language development. Across 77 peer-reviewed articles containing data

from typically developing human infants (0–24 months) in the domain of language

development, we identified two broad themes. The first tracked the effect of eye gaze

on four developmental domains: (1) vocabulary development, (2) word–object mapping,

(3) object processing, and (4) speech processing. Overall, there is considerable evidence

that infants learn more about objects and are more likely to form word–object mappings

in the presence of eye gaze cues, both of which are necessary for learning words.

In addition, there is good evidence for longitudinal relationships between infants’ gaze

following abilities and later receptive and expressive vocabulary. However, many domains

(e.g., speech processing) are understudied; further work is needed to decide whether

gaze effects are specific to tasks, such as word–object mapping or whether they reflect a

general learning enhancement mechanism. The second theme explored the reasons why

eye gaze might be facilitative for learning, addressing the question of whether eye gaze is

treated by infants as a specialized socio-cognitive cue. We concluded that the balance

of evidence supports the idea that eye gaze facilitates infants’ learning by enhancing

their arousal, memory, and attentional capacities to a greater extent than other low-level

attentional cues. However, as yet, there are too few studies that directly compare the

effect of eye gaze cues and non-social, attentional cues for strong conclusions to be

drawn. We also suggest that there might be a developmental effect, with eye gaze, over

the course of the first 2 years of life, developing into a truly ostensive cue that enhances

language learning across the board.

Keywords: eye contact, gaze following, language development, word acquisition, object processing
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INTRODUCTION

Social interaction plays a critical role in language acquisition.
Children typically learn language through face-to-face
interactions with their caregivers in social contexts, and
face-to-face communication is inherently multimodal. The
communicating social partners exchange a variety of information
beyond the verbal domain, using facial expressions, gestures, and
most pertinently for the present paper, eye gaze.

Eye gaze is, in fact, a central element in human
communication. Gaze cues during a communicative interaction
can indicate social engagement, reflect a desire to communicate,
reveal the speaker, and the listener’s goals and feelings, and can
direct the attention of the listener to objects in the environment
(Kleinke, 1986). Eye gaze can act as an ostensive cue to a speakers’
intent, by specifying the addressee of the communication and
signaling that the accompanying actions are communicative
and meaningful rather than random acts (Csibra, 2010). This
last function is especially crucial for human infants, since their
limited knowledge of language means that they cannot rely
on the semantic context of the speech signal to understand
that communication is directed toward them. Rather, they
can infer that the social partner (i.e., the adult) is addressing
them by social signals in communication, such as eye gaze,
infant-directed speech, and calling the infant’s name (Csibra and
Gergely, 2009). The current review focuses specifically on the
role of eye gaze in infant language development, over and above
other social cues.

Not only do adults often use such social cues when
communicating with infants, but infants also show a sensitivity
to, and preference for, these signals from early on. Infants display
a sensitivity to eye gaze in at least two distinct ways. First,
they engage in mutual eye contact with their social partner.
Newborns look longer at faces with open eyes than faces with
closed eyes (Batki et al., 2000). They also prefer faces with direct
gaze with which they can engage in mutual eye contact, as
evidenced by their preference for direct gaze only for upright
and not for inverted faces (Farroni et al., 2002, 2004). This
ability to detect and engage in mutual eye contact in live socially
interactive settings develops further over the first 4 months
of life (Vecera and Johnson, 1995). Second, infants learn to
follow an interlocutor’s gaze. Infants begin developing gaze-
following abilities between 2 and 4 months, which become fairly
stable by 6–8 months (D’Entremont et al., 1997; Gredeback
et al., 2010). Orienting to gaze cues becomes almost automatic,
with adult’s gaze direction causing fast visual attention shifts
even in infants as young as 3 months of age (Hood et al.,
1998).

However, it is not yet clear to what extent infants’ sensitivity to
social eye gaze has a function beyond basic perception/attention.

In particular, it is not yet clear whether, and in what ways,
it also facilitates infants’ learning in cognitive domains, such
as language. There are (at least) two reasons to expect that a

sensitivity to eye gaze might facilitate language development.

Acting as an ostensive cue, mutual eye gaze (i.e., eye contact)
can convey the communicative intent of the caregiver and
can put infants in a highly receptive state for accompanying

or upcoming information (Csibra and Gergely, 2009). This is
the role of eye gaze according to natural pedagogy theory
(Csibra and Gergely, 2009), which holds that ostensive cues,
such as eye gaze have a special status in human ontogeny.
On this theory, human communication creates opportunities
for a transfer of knowledge between a sender and a receiver
(caregiver and infant, in this case), and these opportunities
are marked by an abundance of ostensive cues, such as eye
gaze. Human infants are argued to be innately specified to
be sensitive to such cues, such that the presence of those
cues puts them in a highly receptive state for upcoming or
accompanying stimuli.

Yet, eye gaze could also act as a more basic, simple, attentional
cue. In particular, sensitivity to eye gaze could allow infants to
optimize the use of limited attentional resources, by directing
attention to only those parts of the environment in which the
other partner is interested (Niedzwiecka et al., 2018). This could
be in the form of mutual gaze or gaze following. Mutual gaze
draws infants’ attention to the social partner and presumably
to the speech signal provided by them. Gaze following directs
their attention to a target location in the environment, which
facilitates the learning of object properties and their names
(Wu et al., 2014). On this view, eye gaze has no special
social status but is simply an attentional cue. It may not be
different than other low-level cues, such as movement, which
equally attract infants’ attention. Eye gaze provides learning
opportunities for infants through attention modulation rather
than serving a special communicative purpose (Szufnarowska
et al., 2014).

A related issue concerns the types of language learning tasks
that are facilitated by eye gaze. Most studies to date have focused
on the role of gaze following in learning about objects in the
environment, studies in which children follow the gaze of an
interlocutor toward an object and which then test whether gaze
following facilitates the encoding of object properties or object–
wordmappings. However, it is possible that eye gaze might have a
more general learning enhancement function, as specified by the
natural pedagogy theory. In this case, we might expect eye gaze to
have a facilitatory effect on other language tasks (e.g., learning to
process speech).

The goal of this study was thus to systematically review the
literature on the role of eye gaze in early language learning in the
first 2 years of life (infancy). Given the focus on infancy, the scope
of the review is mainly restricted to vocabulary development
(eye gaze may play a role in other areas, such as grammar
and pragmatics, but these develop later in childhood). The
literature searching process identified relevant work not only on
vocabulary development itself but also in three subdomains that
are crucial for the development of vocabulary: word–referent
mapping (labeling), object processing, and speech processing.We
summarize work in all four domains below, before turning to
the question of why eye gaze may facilitate language learning.
In particular, we discuss whether there is evidence that eye gaze
is a highly specialized socio-cognitive cue that puts infants in
a highly charged receptive learning state, as specified by the
natural pedagogy theory, or whether it is simply a highly effective
attentional cue.
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METHOD

We searched the PsycInfo, PubMed, Scopus, and Web of Science
databases from the beginning of database records until January
2019. In order to capture the existing literature, we used broad
search terms, infan∗ AND (eye contact OR gaze) AND (attention
OR learning), within the title or the abstract. We focused
on “attention” and “learning,” rather than narrowing down
to language, because we wanted to include, at this first step,
papers that assessed the role of eye gaze in aspects of cognitive
development that were relevant to language learning, such as the
ability to learn to identify objects in the environment, crucial for
object labeling. This search yielded 2,061 papers in total, which
was reduced to 1,405 entries after duplicate removal.

We then narrowed the search to the following inclusion
criteria: (1) peer-reviewed articles written in English, which
(2) study typically developing human infants between 0 and
24 months of age, and (3) present data for a group of
participants (that meet the second inclusion criteria) in the
domain of cognitive development/learning. We excluded papers
that simply documented the development of infant eye gaze
behavior without addressing the effect of such abilities on
learning, papers that investigated the role of eye gaze in socio-
emotional development (e.g., understanding of facial emotional
expression) andmotor development, and papers that investigated
the role of different types of cue on infant sensitivity to eye
gaze (e.g., infant temperament, maternal depression) where
such studies did not also include an element of learning or
processing. We also excluded papers investigating eye gaze
behaviors in children with autism or other developmental
disabilities, as these focused on different questions (e.g.,
how to characterize the socio-cognitive abilities of children
with autism).

We first screened the 1,405 entries based on their titles
and abstracts with regards to the inclusion criteria. We
identified 91 papers as eligible for full-text review. An
additional seven papers were identified through hand
searching the reference lists of the retained articles and
were added to the review, resulting in 98 papers. In the
second stage, we retrieved the full text of each paper and
reviewed them for inclusion, which resulted in 77 papers
included in the final review. Figure 1 illustrates the literature
search process.

RESULTS

The papers identified in the review can be broadly divided into
two main themes. The first set of papers documented the effect
of eye gaze on four developmental domains: the effect on (1)
vocabulary development in general, and then, its effect in three
subdomains that are crucial for the development of vocabulary;
(2) word–referent mapping (labeling); (3) object processing; and
(4) speech processing. The second set discussed theories that aim
to explain why eye gaze might be facilitative for learning. We
discuss each here in turn. Supplementary Table 1 summarizes
the main information of all studies included.

Effects of Eye Gaze on Infant Learning
Vocabulary Development: Do Infants With Better

Joint Attention Skills Later Develop Better

Vocabulary?
Joint attention refers to the caregiver–infant dyads’ shared
attention to an object or an event while maintaining their
attention to each other. It encompasses a set of socio-cognitive
skills that develop in the first year of life, such as pointing,
referencing, and gaze following. Gaze following is of utmost
importance in studying joint attention in the context of
language development, as most of the studies that investigated
links between joint attention and vocabulary development use
children’s gaze direction and following as a measure of the
understanding of the shared (joint) attentional focus (Akhtar and
Gernsbacher, 2007). Joint attention involves establishing mutual
eye contact with the social partner and then alternating gaze
between the partner and the object (either in the presence or
absence of other cues, such as pointing or verbal referencing).

Gaze following is an important social skill that develops in
the first year of life. Following the gaze of an interactional
partner enables infants to engage in joint attentional periods with
that partner, and this provides potential learning opportunities
for the young language learner. By engaging in joint attention
with the adult and following their gaze, infants can selectively
attend to a single source (e.g., an object). Hereby, they can
direct their attentional resources (which are otherwise naturally
limited) to the properties of that object, allowing them to
disambiguate the speaker’s likely referent. Thus, the ability to
follow a partner’s gaze, and engage in joint attention, is likely to
promote vocabulary development.

Our review identified 17 studies that link gaze following and
vocabulary development. In most of these studies, children’s
understanding of the shared (joint) attentional focus was
measured by testing whether the child followed the adult gaze
to a target location or object when the adult turned toward
the target and then whether they alternated their gaze between
the adult and the target. To do this, many studies used
standardized measures, such as the Early Social Communication
Scales (Mundy et al., 2003a) that assess children’s non-verbal
communication skills, including initiating and responding to
joint attention. Subsequent vocabulary growth was assessed by
parental reports using standardized language tests (such as the
MacArthur-Bates Communicative Developmental Inventories;
Fenson et al., 2007) at later ages, with the respective subtests
for comprehensive and productive vocabulary, and in some
studies, complemented with laboratory observation data using
standardized language measures. As far as possible, we discuss
relations with receptive and expressive vocabulary separately, but
there is some overlap here, as the reviewed papers often test both
and do not always distinguish between them.

Most of the studies reviewed identified positive links between
joint attentional periods between infants and parents and infants’
later vocabulary development (Carpenter et al., 1998; Morales
et al., 1998; Brooks and Meltzoff, 2005, 2015; Beuker et al.,
2013). In terms of receptive vocabulary, individual differences in
responding to joint attention, indexed by infants’ gaze following
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FIGURE 1 | Preferred Reporting Items for Systematic Reviews and Meta-analyses (PRISMA) flowchart of the literature search, following Moher et al. (2009).

scores, were found to be meaningful at as early as 6 months
and contributed to differences in receptive vocabulary scores
at 12 months (Morales et al., 2000b). Gaze-following behavior
at 10–11 months predicted receptive vocabulary at both 14
and 18 months (Brooks and Meltzoff, 2005). Further, full-term
infants’ responsiveness to gaze alternations in triadic interactions
at 9 months and initiating triadic interactions at 14 months
were positively correlated with later language, such that infants
with more responsivity to gaze shifts had better receptive and
expressive language scores at 30 months (De Schuymer et al.,
2011). One study, however, did not find a link between infants’

responding to joint attention skills at 12 months and their
receptive vocabulary at 12 and 18 months, although it did report
correlations with expressive vocabulary at 18, 21, and 24 months
(Markus et al., 2000).

Many studies also found infants’ joint attentional skills to be
predictive of expressive vocabulary when tested at later ages.
Studies have reported that (1) individual differences in infants’
gaze following abilities at 6 months were positively linked to their
receptive vocabulary at 12 months and subsequent expressive
vocabulary at 18, 21, and 24 months (Morales et al., 1998);
(2) infants’ responding to joint attention at 6, 8, 10, 12, and
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18 months was positively correlated with expressive vocabulary
size at 30 months (although individual differences at 21 and
24 months did not predict language development; Morales
et al., 2000a); (3) individual differences in responding to joint
attention at 9 and 12 months and initiating joint attention at
18 months predicted 24-months expressive language (Mundy
et al., 2007); (4) responding to joint attention at 14 months
predicted 24-months expressive language, when controlling for
general cognitive development (Mundy et al., 2003b); and that
(5) responding to joint attention at 16 months was related to
receptive language at the time of test and both later receptive
and expressive vocabulary (Mundy and Gomes, 1998). Brooks
and Meltzoff reported that infants with higher gaze-following
scores at 10.5 months were able to produce more mental-state
words at 2.5 years, reflecting an effect both on their vocabulary
and theory of mind capacities (Brooks and Meltzoff, 2015). One
study did not report a significant link: Morales et al. (2000b) did
not find links between gaze-following scores at 6 months and
expressive vocabulary at 12 months, but note that this is perhaps
not surprising since there is very little variation in expressive
vocabulary at 12 months. Overall, then, we conclude that the
literature overwhelmingly supports the idea of a meaningful
relationship between joint attentional abilities and receptive and
expressive vocabulary development in infancy.

Interestingly, the findings of one study (Tenenbaum et al.,
2015) suggest that eye gaze cues might enhance learning by
focusing infants’ attention to linguistically relevant information
as well as to their referents in the environment. This study tested
12-months-old infants’ gaze following to an object at the point
at which the adult was describing the object, as well as their
looking toward the speaker’s mouth, rather than simply testing
gaze following ability per se. Infants’ gaze performance in this task
predicted later expressive vocabulary at 18 and 24 months. These
findings are in line with the literature suggesting a developmental
shift in infants’ attention from the speaker’s eyes to their mouth
between 4 and 8 months, with a shift back to eyes starting to
emerge around 12 months (Lewkowicz and Hansen-Tift, 2012).

On a related note, some studies suggest that later language
development is better predicted when we consider multiple
pre-linguistic communicative behaviors together, rather than
focusing only on gaze following. Brooks and Meltzoff (2008),
using growth curve modeling, reported that, together, pointing,
gaze following, and looking time (duration of looks at the
target object) at 10–11 months predicted more of the variance
in the speed of vocabulary growth at 2 years than the
individual predictors alone. Importantly, infants’ pointing and
gaze-following scores did not correlate significantly with each
other, suggesting that they are tapping different abilities (but
also see Carpenter et al., 1998). This finding suggests that
different pre-linguistic abilities may serve different functions; for
example, while pointing helps infants initiate triadic attention
with the parent, following the parent’s gaze may enable infants
to understand the referent of words. In a similar vein, D’Odorico
et al. (1997) reported that the coordinated development of two
communicative behaviors between 12 and 20 months, gaze and
vocalizations, was a sign of conversational competence, which
then predicted language production at 20 months. Although

care must be taken when interpreting this result as the sample
size was small (N = 13), the findings are supported by recent
studies that suggest a key role of infant vocalizations in the
pre-linguistic period (McGillion et al., 2017; Donnellan et al.,
2020). Interestingly, coordinated gaze-vocalization behavior at 11
months, which may signal infants’ communicative intent, was
the strongest predictor of expressive vocabulary at multiple time
points up to 24 months (Donnellan et al., 2020).

However, while many studies reported positive relationships
between gaze following or gaze alternation skills and language
development, some have suggested that these effects are mediated
by other factors. For instance, a recent study measuring both
parent–infant joint attention and infant sustained attention in
naturalistic interactions found that both joint attention and
infant sustained attention at 9 months predicted language
development at 12 and 15 months, but joint attention by itself
was not a strong predictor (Yu et al., 2019). Joint attention
periods that did not coincide with sustained infant attention to
the target object did not predict later vocabulary scores, while
infant sustained attention to the object did, regardless of the
joint attentional state at the time of the naming event (Yu et al.,
2019). Further, one study did not find any links between joint
attention abilities, indexed by gaze alternation between the adult
and object, at 20 months and later language, although it reported
associations with theory of mind abilities (note though that the
sample size was low: 13 infants; Charman et al., 2000).

In summary, with a few exceptions, the results generally
support a positive association between joint attention skills and
vocabulary development. However, it is not possible to directly
establish cause and effect from such studies, since they are
observational, and in the main, correlational. In the next three
sections, we review the evidence from three subdomains linked
to vocabulary acquisition that might help explain why there is
such a positive association: evidence that eye gaze (a) facilitates
the learning of word–object mappings, (b) facilitates the learning
of object properties, and (c) facilitates speech processing.

Word–Object Mapping
In joint attentional contexts, adult and infant attend to the
same object while maintaining shared attention with each other,
established by mutual gaze (Carpenter et al., 1998). In such
instances, eye gaze can direct infants’ attention to a specific
object in their environment, thereby creating an ideal window for
them to learn more about properties of that object, including the
label used to refer to it. Hence, gaze following can be a reliable
strategy for infants to map words onto objects. In this section, we
review evidence for the role of gaze (following) in forming these
word–object mappings, based on the 12 papers identified by our
systematic review.

As early as 6–8 months of age, the frequency of infants’ gaze
switches between their mother and an object that occur just at
the point at which the mother names an object can affect word
learning; two studies reported that infants who switched their
gaze frequently were more likely to learn word–object mappings
in naturalistic interactions (Gogate et al., 2006; Matatyaho and
Gogate, 2008). However, evidence for a sophisticated ability to
use gaze cues to form word–object associations does not seem to
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appear until the second year of life. In particular, the evidence
suggests that it is only toward the end of the second year
that infants can use gaze cues to map labels onto the object
in situations where perceptual salience cues conflict with social
(eye gaze) cues (Moore et al., 1999). For instance, Moore et al.
(1999) demonstrated that, when presented with a novel label, 24-
months-old, but not 18-months-old, picked the toy to which the
adult had directed their gaze during familiarization. This was true
even when the saliency of the other object was higher (salience
was manipulated by illuminating and rotating one of the two
possible referents of the label). Eighteen-months-old infants only
correctly matched the object to its label when both referential
and salience cues reference the same object (Moore et al., 1999).
Similarly, Hollich et al. (2000) reported that 24-months-old
infants chose to follow adult’s gaze direction to map words to
objects, rather than using other salient but non-referential cues.

It is possible that younger children can use eye gaze cues
to learn word–object associations but only in certain situations.
In one study, infants aged between 12 and 18 months followed
the gaze of a stranger as well as that of their caregiver but only
formed word–object associations when following the caregiver’s
gaze (Barry-Anwar et al., 2017), although note that in other
studies, infants of this age did learn from a stranger (e.g.,
Moore et al., 1999; Hirotani et al., 2009). The “social” nature
of the agent also seems to be important for younger children
to establish word–object mappings; 18-months-old learned the
names of novel objects when the labels were provided by a
human, but not a robot, although they did follow the robot’s gaze
(O’Connell et al., 2009). Even older infants’ ability to learn from
eye gaze cues can be derailed. For example, Graham et al. (2010)
reported that 24-months-old infants’ learning from gaze cues was
also affected by “default” biases, such as mutual exclusivity (the
assumption that a single object has only one label), with infants
relying on mutual exclusivity when gaze cues offered conflicting
information. Optimal learning only occurred when eye gaze and
mutual exclusivity provided coinciding information (Graham
et al., 2010).

There also seems to be some evidence that infants only treat
gaze cues as referential cues (i.e., cues to object labels rather than
simply low-level attentional cues) from about 24 months of age.
Graham et al. (2011) tested 24-months-old infants’ word learning
both when the experimenter’s gaze cued the location of the object
andwhen the gaze cued the object itself. In the location condition,
the experimenter looked at the target location, provided the
label, and then placed the object in that location. In the object
condition, the object was presented in the target location before
the label was given. The results showed that, although infants
followed gaze equally well in both conditions, they formed word–
object mappings only when the experimenter’s gaze cued the
object already in the location (the object condition). The authors
argued that this was because the infants treated gaze as a signal
of referential intent; they expected to find an object to which the
word can be mapped in the cued-at location and only learned
the label in the condition in which this expectation was satisfied.
Interestingly, one study suggests that even infants’ preferred
social cue preferences may change with age: Paulus and Fikkert
(2014) reported that young infants (14-months-old) relied more

on eye gaze cues when learning word–objectmappings, but adults
and older infants (24-months-old) relied more on pointing cues.

In summary, it seems that eye gaze influences infants’ learning
of word–object pairings. There exists a clear developmental
trend in increasing sophistication over the first 2 years of
life, supported by infants’ developing attention, memory, and
information processing capacities (Yurovsky and Frank, 2017).
However, it is not always clear from such studies whether it is
eye gaze per se that is driving the effect because it is usually
difficult to disentangle eye gaze and other joint attentional
cues. For instance, Hirotani et al. (2009) used an event-related
potential (ERP) paradigm to investigate the effects of joint
attention on infants’ word learning at 18–21 months. Infants
were taught novel word–object combinations in either a joint
attention context (eye contact, positive tone of voice) or non-joint
attention context (eye contact averted, neutral tone of voice). For
words learned in the joint attention context, incongruent object–
word pairs resulted in a late negativity, similar to a N400 effect,
reflecting a failure in semantic integration. However, as both eye
gaze and other social cues, such as the speaker’s tone of voice were
jointly manipulated, it is difficult to conclude which cue drove
the effect.

There is one study, however, that provides evidence
that infants can use eye gaze cues under more tightly
controlled experimental settings. Houston-Price et al. (2006)
used prerecorded videos of an experimenter turning her head
(with gaze following) to one of the two objects placed on her right
and left, while a label was provided over the loudspeaker. The
use of a prerecorded video allowed the authors to control for the
presence of other (covert) joint attentional cues. Fifteen-months-
old successfully learned the word–object pairings in this context.
Although this is only one study that needs to be replicated,
such findings in controlled settings suggest that learning can
indeed be driven by the presence of the intended social cue (gaze
direction) and is not a result of additional, covert social cues that
might occur when infants are interacting with a live experimenter
(Houston-Price et al., 2006).

Object Processing
Another explanation for why infants’ sensitivity to gaze cues
might affect vocabulary development concerns the role of gaze
cues in object processing. Given that a necessary precursor to
learning to map words onto objects is learning to identify objects
themselves, it may be that eye gaze facilitates object processing
directly, which then indirectly facilitates word learning. By 4
months, infants start to follow an adult’s gaze to a location and
use this cue to switch their attention to that location. It has
been suggested that this facilitates processing of the properties
of the target object rather than other competing stimuli in the
environment (Reid and Striano, 2005). In other words, infants
not only are more likely to pay attention to a specific object as a
result of the adult’s gaze direction but also will be more likely to
process that object and thus learn more about it. This facilitatory
effect is likely to contribute to infant’s ability to form word–
object mappings by enhancing successful encoding of object
properties, to which words are then mapped, and thus language
development. In fact, object processing has been found to be a
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mediator of the relationship between gaze following and later
vocabulary development (Okumura et al., 2017).

Our systematic review identified a large number of studies
(n = 28) demonstrating a role for eye gaze cueing in infants’
object processing. Many of these (n = 14) used variations on
the behavioral novelty preference paradigm. In this paradigm,
infants are first familiarized with novel objects using simple,
prerecorded images or videos that either depict a person looking
toward (cued) or away from the object (uncued) or that depict a
person first establishing eye contact and then turning their head
and gaze to one of two objects placed on either side of the face.
In a subsequent test phase, the object(s) are presented without
the face, and infant looking times to the object(s) are measured.
Differences in infants’ novelty preference in the test phase is taken
to reflect differential processing of cued and uncued objects in the
familiarization phase, possibly due to more attention to the cued
object. The assumption here is that the previously uncued object
will be perceived as more novel, thus resulting in longer looking
times due to infants’ novelty preference. In general, such studies
have reported the expected novelty preference for the uncued
object (see, e.g., Reid and Striano, 2005, who found this effect with
4-months-old). Similarly, social cues, such as the face and eyes
turning toward the target object have been shown to enable 9-
months-old infants in making inferences about object properties,
even when distracting cues are present (Wu et al., 2011).

In an experimental setting using live joint attention
interactions, joint attention has been shown to facilitate
object processing for 9-months-old, but not 4-months-old,
compared to a non-joint attentional condition in which the
experimenter alternated gaze between object and the ceiling
(Cleveland and Striano, 2007). A similar study found effects for
7-months-old but not 5-months-old (Cleveland et al., 2007).
These results point at a developmental shift during the first year
in how infants understand and make use of eye gaze cues in joint
attentional settings to learn about objects. This shift occurs at
about the same time as, or slightly earlier than the time that,
children are starting to learn to understand, and perhaps even
produce, their first word. Although 4–5-months-old infants
might not be able to process the triadic interaction facilitated by
eye gaze in complex interactional settings, it looks like there is a
gradual shift toward more sophisticated understanding of joint
attentional cueing, starting at 5 months (Cleveland et al., 2007).

However, infants’ reliance on joint attention in object-
processing tasks may be affected quite substantially by the nature,
and in particular complexity, of the task. For example, Striano
et al. (2006a) compared infant looking times in two conditions:
(a) one in which the experimenter alternated their gaze between
a toy and the infant while speaking about the toy during
familiarization and (b) one in which the experimenter switched
their gaze between a spot on the ceiling and the toy, without
looking at the infant during familiarization. In the test phase,
when the familiar and a novel toy were presented together, 12-
months-old infants looked equally at the novel toy irrespective of
the presentation condition, whereas 9-months-old looked at the
novel toy only after the joint attention condition. This suggests
perhaps that the reliance of infants on social cues depends on
how challenging the task is at the developmental stage they are

in. Object processing may be a challenging task for 9-months-old
infants, who may thus rely on the presence of joint attentional
cues that simplify the task by directing their attention to a
specific location. By 12 months, infants may be able to parse
more of their environment more easily and thus may no longer
depend on such cues for simple tasks, such as processing basic
properties of a single object. However, they may still heavily
make use of joint attentional cues in more complex, cognitively
demanding settings, such as in the presence of multiple objects,
more challenging object properties, or multimodal input.

That said, infants seem to clearly understand the referential
nature of the gaze following action by 12 months. Twelve-
and 18-months-old infants can follow an experimenter’s gaze
behind barriers where an object is hidden (Moll and Tomasello,
2004). Similarly, 8- and 12-months-old show surprise reactions
when objects are not at the expected location when the barrier
is removed (as indicated by longer looking times; Csibra
and Volein, 2008). This suggests that they expect gaze to
convey information about the object’s location (i.e., referential
information). Further evidence that infants expect human eye
gaze to convey referential information comes from studies
comparing infants’ reactions to human and robot gaze. In a study
comparing infants’ gaze following behavior of a human and a
robot agent, 12-months-old infants reliably followed both human
and robot gaze, but they demonstrated reliable prediction of an
object at the target location only when it was cued by human gaze
(Okumura et al., 2013b). Moreover, their learning about objects
seemed to be affected by the humanness of their interlocutor, as
they only showed enhanced processing of the object when it was
gazed at by a human agent (Okumura et al., 2013a). Interestingly,
children only 2 months younger, at 10th month of age, failed to
predict the appearance of the object when cued by a robot or
a human agent (Okumura et al., 2013b; note that although this
findingmay seem to contradict previous studies showing learning
of object properties after gaze following in younger infants, in
fact the task in this study was more challenging, as the infants
had to anticipate the location of the object in order to show
successful learning).

The literature reviewed above suggests a role for eye gaze
cueing in facilitating infants’ object processing that develops
during the first year of life; infant’s novelty preference for uncued
objects in the test phase is taken to reflect enhanced processing of
cued objects during familiarization. However, this might not have
long-term learning effects. For example, in one study, although
12-months-old infants followed the experimenter’s gaze to the
cued object, they only displayed a novelty preference for the
uncued item during the first test trial, and not during later trials
(Theuring et al., 2007). This raises the possibility that gaze cueing
may have only short-term effects on 12-months-old infants’
processing of objects (Reid and Striano, 2005).

It is also important to note that infants might learn from
non-social cues as well. Barry et al. (2015) reported that 9-
months-old successfully used both social (a person’s eye gaze)
and non-social (a rectangle) cues to learn about statistical
object regularities. However, recent electroencephalogram (EEG)
studies with 4-months-old infants comparing the effect of social
and non-social cues in learning object properties provided
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contrasting evidence, suggesting that infants’ object processing
was facilitated specifically by social cues (Wahl et al., 2013, 2019;
Michel et al., 2019).

Another intriguing finding is that the presence of mutual
gaze, possibly signaling communicative intent, might affect what
infants learn about an object. Yoon et al. (2008) showed 9-
months-old infants videos of an adult that either (a) pointed
at an object while making eye contact with the infants and
greeting them in an infant-directed manner (communicative
context) or (b) reached for an object, without making eye
contact or addressing the infants (non-communicative context).
Infants retained information about the object identity, but not
its location, when objects were presented in a communicative
social context, and retained location but not identity information
in the non-communicative setting. The authors suggested
that ostensive cues in communication, such as eye contact,
pointing, and infant-directed speech, may bias infants to encode
generalizable features that support learning about object kinds.
Variable information, such as the spatiotemporal features of an
object, is deemed non-generalizable and thus is not retained.
Note that a conceptual replication study by Okumura et al. (2016)
only partially replicated the results. The authors reported an
object identity bias in the communicative context but no location
bias in the non-communicative context. Thus, the hypothesis that
eye gaze might modulate what infants learn from interactions
remains an important issue for future research.

In summary, a large number of studies report a facilitative role
for eye gaze in infants’ object processing. However, it is important
to note that most, if not all, of the studies described above provide
only indirect evidence that infants detect differences between
cued and uncued objects because they are reliant on interpreting
novelty preferences (they interpret novelty preference to uncued
objects as indicating greater stimulus encoding or processing
of the object presented in a prior cued phase). Neuroimaging
studies, however, can provide more unambiguous evidence for
differential processing in eye gaze cue vs. other conditions.
Our review identified a number of studies (n = 14) that use
neuroimaging paradigms to address these issues. The focus of
these studies is mainly on identifying the neural mechanisms that
underlie infants’ enhanced processing and learning to understand
why infants learn better in the presence of eye gaze cues, which
we will review in detail inWhyDoes Eye Gaze Facilitate Learning?
below. However, it is worth noting that a number of these
studies provide direct evidence for the role of eye gaze during
object processing, as they show that infants’ neural responses
to objects differ as a function of eye gaze during the object
familiarization or test period (Reid et al., 2004; Reid and Striano,
2005; Striano et al., 2006b; Hoehl et al., 2008b, 2012; Parise
et al., 2008; Kopp and Lindenberger, 2011, 2012; Wahl et al.,
2013, 2019; Hutman et al., 2016; Michel et al., 2019). Thus, we
conclude that the balance of evidence suggests that infants can
reliably use adults’ gaze to facilitate attention to a location by
4–5 months of age. Gaze cues also seem to lead to enhanced
object processing in infants as young as 4 months. However,
again, care must be taken in interpreting the overall results, as
many studies may conflate eye gaze with other ostensive, joint
attentional cues.

Speech Processing
The review identified a small number of studies (n = 3)
showing that the direction of eye gaze, signaling whether the
infant is addressed as the receiver of the communication, also
modulated infants’ neural responses to speech. In one study,
mutual gaze (direct vs. averted) as well as object-directed gaze
(referential vs. averted) influenced the ERP response to forward
compared to backward speech in 4–5-months-old infants, both
at early stages of processing (the Nc, for mutual gaze only) and
at later latencies (slow wave, for both mutual and referential
gaze; Parise et al., 2011). Similarly, a functional near-infrared
spectroscopy (fNIRS) study by Lloyd-Fox et al. (2015) that
used a naturalistic interaction design revealed that 6-months-
old infants’ cortical responses to infant-directed speech (and
gestures) were enhanced in inferior frontal, anterior temporal,
and temporoparietal regions when speech was presented with
direct eye contact. These regions were found to be involved
in the processing of communicative cues in previous studies
(Grossmann et al., 2008). Interestingly, in this study, the
facilitatory effect of eye gaze was only observed in combination
with infant-directed speech, which is not surprising since this
is the register caregivers generally use when talking to their
infants (and which also may be processed as an ostensive cue).
Besides these two studies reporting gaze effects on the neural
processing of speech, one study also reported gaze effects on the
discrimination of phonemic boundaries from speech. Conboy
et al. (2015) examined 9.5–10.5-months-old English infants’
joint attention with Spanish-speaking interlocutors in a live
interactive setting in which the interlocutor described objects to
the infants and read picture books to them. They found that
infants’ gaze shifts between the objects and the interlocutor,
an index of their joint attention, predicted their perception of
Spanish phonemes when tested at 11 months, such that infants
with greater gaze shifts showed better neural discrimination of
Spanish phoneme contrasts.

These findings suggest that eye gaze cues provided by
the social partner, as well as the degree to which infants
make use of them, might influence how infants process
and learn from speech. In particular, gaze shifts may reflect
infants’ information processing abilities and signal attention
to the information provided by the social partner, thereby
increasing the opportunities for learning. However, as these
conclusions come from only three studies, further work is
needed to understand what drives this learning effect and the
mechanisms that support a connection between social behavior
and speech perception.

Why Does Eye Gaze Facilitate Learning?
In the previous sections, we presented evidence showing that
infants tend to learn more in the presence of gaze cues compared
to the absence of such cues. However, the discussion so far has not
provided an answer to why infants learn better in the presence of
gaze cues. Our systematic review process identified 32 studies that
either directly addressed this question or that present evidence
that speaks to this question. In this section, we first discuss the
neurocognitive mechanisms by which eye gaze might have a
facilitatory effect in infant’s language learning. Then, we present
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the evidence for the different theories that aim to specify the
status of eye gaze in infants’ learning: do infants learn better
simply because gaze is an attention-grabbing cue or does gaze
hold special meaning for infants, signaling the referential and
communicative intent of the adult?

Neurocognitive mechanisms of the facilitatory role of eye gaze
A number of the studies identified in our review demonstrated an
early specialization of the cortical regions that are involved in the
processing of face-to-face communication cues, such as eye gaze
perception, showing that even very young infants (at 4 months)
show adult-like responses to eye gaze and facial communication
cues (Grossmann et al., 2007, 2008) and display similar behavior
even when presented with schematic gaze cues (Farroni et al.,
2006). For example, in a neuroimaging study with 4-months-
old infants, infants’ gamma oscillatory activity was different for
direct compared to averted gaze, in right frontotemporal regions,
similar to adults (Grossmann et al., 2007). Furthermore, mutual
gaze and eyebrow raise together with a smile (when mutual
gaze was established) elicited similar neural activations, and the
eyebrow raise with a smile led to this activation only when it was
preceded by mutual gaze, so only when the infant was directly
addressed. Possibly, this activation was only elicited when the cue
was interpreted as ostensive (and communicative; Grossmann
et al., 2008).

Eye gaze may function by facilitating infants’ general attention
and arousal, thereby increasing their receptivity in social
interactions that foster learning. Extensive neuroimaging work
has pointed at multiple neural correlates that differ as a
function of eye gaze cues and which index attentional processes.
For instance, Reid et al. (2004) showed that 4-months-old
infants had enhanced positive slow wave (PSW) responses in
their ERP signals to objects that were previously not cued
with the experimenter’s gaze, compared to cued objects. The
PSW component is related to memory processes and stimulus
encoding and has been found to be larger for novel objects
and faces compared to already processed items (de Haan and
Nelson, 1999). The authors, thus, argued that the infants needed
to perform additional memory updating for the uncued objects,
giving rise to the enhanced PSW. This effect was further
modulated by the nature of the social cue (Michel et al., 2019)
and familiarity of the adult, since in one study with 4-months-
old infants, an enhanced PSW was only observed for uncued
objects after objects were presented by the caregiver (Hoehl et al.,
2012). This finding suggests that cues used by the caregiver might
result in enhanced learning, possibly because of an additional
increase in processing capacity and/or an increase in attention
when interacting with a familiar adult. It should also be noted that
older infants might benefit from caregivers’ and strangers’ eye
gaze cues to a similar extent, since it has also been demonstrated
that infants between 4 and 6 months show a stranger preference
when following gaze (Gredeback et al., 2010).

Further, the negative central (Nc) component, which is taken
to reflect attentional arousal and attentional orienting to salient
stimuli (Richards et al., 2010), was found to be enhanced in
response to objects that were previously cued by the adult’s
eye gaze and when joint attention was established by mutual

gaze before directing gaze to the object. For example, Parise
et al. (2008) reported that 5-months-old had significantly larger
Nc components in the left frontocentral regions in response
to objects that were presented with joint attention (alternating
gaze between infant and object after sharing mutual gaze with
the infant) compared to the non-joint attention condition (no
mutual gaze, looking at object only) during the familiarization
phase (Parise et al., 2008). Hoehl et al. (2008b) presented similar
results with 3-months-old, showing increased Nc for objects
presented with direct gaze and a fearful expression. Findings of
Wu et al. (2014) suggest that 8-months-old did learn more about
the location of multimodal objects when ostensive cues, such
as a video showing a person with direct eye gaze (while also
verbally addressing the infant) preceded non-social attentional
cues (flashing squares) in the training phase, even when the face
did not turn toward the cued location. Similarly, a small sample
EEG study suggested that “joint engagement,” which presumably
entails more than gaze cues (e.g., gestures and facial expression),
led to a larger frontal positive component for objects presented
with joint engagement and a larger Nc for objects presented
without, indicating more familiarity for objects presented with
joint engagement (Hutman et al., 2016). However, establishing a
causal role for eye gaze in this observed enhancement effect is
not possible in these studies due to coinciding ostensive cues (eye
gaze presented together with verbal cues or gestures).

The studies we identified demonstrated that infants show
differential brain states during object processing and social
interaction with or without joint attention, involving direct
eye contact, with an adult (Senju et al., 2006; Hoehl et al.,
2014a,b; Michel et al., 2015; Urakawa et al., 2015). For
example, Striano et al. (2006b) demonstrated that eye contact
established before joint attentional periods during object viewing
led to enhanced Nc in 9-months-old, reflecting attentional
orienting or attentional arousal. This can then lead to more
successful information encoding due to the channeling of limited
attentional resources to the relevant aspects of information.
Similarly, enhanced Ncs for objects not previously cued with
adult’s eye gaze shift or head direction were observed in 4-
months-old (Hoehl et al., 2014b). Further, 9-months-old infants
showed desynchronization of alpha oscillatory activity when
viewing objects with an adult, only when the adult engaged
in direct eye contact with the infant prior to orienting to
the object (Hoehl et al., 2014a), similar to findings of joint
attention studies with adults (Lachat et al., 2012). Similar
results were observed for 4- and 9-months-old oscillatory
activity for object-directed gaze (Michel et al., 2015), which
was interpreted as a reflection of infants’ developing executive
attention control networks. The desynchronization of alpha-
band activity, in the context of joint attention, is taken to
reflect cortical excitation, attentional suppression of external
input in order to focus on relevant information (Ward, 2003),
and interestingly, an activation of a generic semantic knowledge
system in adults (Klimesch, 2012). Thus, Michel et al. (2015)
tentatively concluded that this desynchronization effect could
reflect infants’ enhanced receptive state of semantic knowledge
transmission, which was activated by the use of ostensive gaze
cues, thereby offering an interpretation of the attentional arousal
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effect in terms of natural pedagogy. This proposal requires
further investigation.

The difference in neural responses to objects could also arise
from infants’ differential neural processing of the adult’s gaze
in relation to the object. Infants processed the experimenter’s
gaze differentially when her gaze was directed to an object
compared to when gaze was averted from an object (Hoehl
et al., 2008a). Object-directed gaze led to an enhanced positive
slow wave (PSW), while object-averted gaze elicited a more
enhancedNc, with its peak occurring significantly later compared
to object-directed gaze (Hoehl et al., 2008a; Wahl et al.,
2019). These results suggest that object-directed gaze might
be encoded faster and require less attentional resources as
reflected by the latency and amplitude of the Nc and may
promote better memory encoding as reflected by the enhanced
PSW. These could create opportunities for better processing of
consequent environmental stimuli. Gaze cues in the context of
joint attention (as in Striano et al., 2006b) might also affect the
long-term retention of information about objects. Nine-months-
old positive components (Pb; positive deflection between 200 and
400ms, possibly reflecting contextual processing and expectation
of an event) differed as a function of whether infants were
familiarized with objects in joint attention or non-joint attention
contexts. Similar effects were observed in another study both
immediately and 1 week after familiarization (Kopp and
Lindenberger, 2011), although in this study, two ostensive cues,
direct eye contact and infant-directed speech, were conflated in
the joint attention context.

Eye gaze in infants’ learning: special or “just” attention?
Overall, studies testing infants’ processing of eye gaze cues,
mostly in relation to objects, suggest that eye gaze cues might
facilitate learning by enhancing attention and memory encoding.
However, while these studies provide a basis for interpreting
eye gaze as a highly salient and advantageous social cue in
infants’ social communication and learning, they cannot provide
a concrete answer to whether such ostensive cues have a special
state for infants (i.e., whether they convey meaning over and
above other attentional cues). This is because these studies do not
directly compare eye gaze to other non-ostensive attentional cues.
Our search procedure identified only a small number of studies
that directly investigated whether it is the enhanced processing
elicited by the social nature of such cues or their (low-level)
attention-grabbing features, such as movement, that contribute
to learning (Farroni et al., 2000). The results of these studies
are, overall, inconsistent. Some report results that support the
natural pedagogy theory (i.e., that there is enhanced processing
associated with the ostensive nature of eye gaze cues), but others
conclude that eye gaze is notmore facilitative than other low-level
attentional cues.

In support of the natural pedagogy theory, Senju and Csibra
(2008) reported differences in how infants responded to the
ostensive and non-ostensive cues that preceded an adult’s head-
turn/gaze switch toward an object. They demonstrated that 6-
months-old infants followed an adult’s gaze when the gaze switch
was preceded by an ostensive cue, such as direct eye contact
or infant-directed speech. The 6-months-old infants, however,

did not reliably follow gaze when the gaze switch followed a
non-ostensive, attention-grabbing cue. Similarly, 8-months-old
infants performed more successfully in learning the location of
cues in multimodal events when ostensive cues (a face addressing
the infants with direct eye contact, accompanied by infant-
directed speech) preceded non-social attentional cues (flashing
squares). This was true even when the ostensive cue itself did not
orient toward the cued location. These results suggest that the
ostensive cue helped infants learn from other non-ostensive cues
(Wu et al., 2014).

There is also evidence that, during object processing, 4-
months-old infants showed sensitivity to eye gaze cues but not to
non-social attentional cues, as shown by their enhanced positive
slow wave ERP responses to uncued objects (Michel et al.,
2019). Further evidence is provided by Parise and Csibra (2013)
who illustrated that 5-months-old infants’ had overlapping
electrophysiological responses to infant-directed speech and
direct eye gaze in (pre)frontal regions, similar to adults. As
direct eye gaze and infant-directed speech occur in different
modalities, they do not have any common low-level physical
properties; the overlapping brain activity must thus be due to
another mechanism than the perception of low-level stimulus
features. The authors hypothesized that if the observed activity in
these regions was driven by increased attention, the combination
of the two signals should produce a greater activity; however, the
two signals gave rise to the same activity, with an early latency,
as either signal in isolation. The authors took this obligatory
response with an early latency as indicating infants’ “fast and
rudimentary interpretation” of the stimuli as ostensive, rather
than resulting from the stimuli’s low-level attention-grabbing
features (Parise and Csibra, 2013). Interestingly, the combination
of one ostensive and one non-ostensive signal, such as infant-
directed speech (IDS) and averted gaze, did not cancel out the
effects, but this might be due to the fact that the infants were too
young to inhibit the early response to one ostensive signal, even if
the accompanying cue in the other modality did not corroborate
its ostensive nature.

Consistent with these results, 4-months-old infants’ object
processing was influenced by social cues (Wahl et al., 2013). Here,
the effects were compared of directionally cueing objects with
either an inanimate object (e.g., a car) or a human face. When
the human face provided the cues, infants showed increased
attention to, and processing of, uncued objects compared to
the cued ones., This was indicated by increased looking times
and enhanced Nc amplitudes for the uncued object, suggesting
that the cued object was processed more efficiently (Wahl et al.,
2013). When the cues were provided by the car, there were no
looking time differences and only marginally significant ERP
effects. However, in a later study, the authors raised concerns
about the perceptual similarities between cars and human faces
(features of the car stimuli that could be interpreted as face-like
features by infants, such as side mirrors) and infants’ possible
familiarity with cars. Instead, they used a box with either a
checkerboard pattern or with eyes as the central cue (Michel et al.,
2019). Their results revealed a more robust enhanced PSW in
response to uncued objects when cued with eyes (although the Nc
component did not differ between conditions). This suggests that
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social cues (even schematic patterns thereof) might play a specific
role in infants’ learning about objects, over and above other
attention-grabbing, dynamic cues. Interestingly, another study
found increased looking times and an enhanced Nc in response
to objects that were previously not cued by isolated eyes gazing
at the object (without a face). An enhanced slow-wave positivity
was found in response to the object-directed (vs. averted) isolated
eyes cue, suggesting that eyes only might be sufficient to facilitate
object encoding (Wahl et al., 2019). This might also depend on
the contrast polarity of the schematic images (black circles on
white background vs. white circles on black background; Michel
et al., 2017 also see Jessen and Grossmann, 2014).

The studies summarized above have been interpreted as
support for natural pedagogy theory by many, since they seem
to show differential (and sometimes enhanced) reactions or
learning in the presence of ostensive cues. These reactions or
learning, accordingly, do not result from the presence of low-
level attentional, non-ostensive cues only (Csibra and Gergely,
2011). However, there are also studies that report no difference
in differential gaze following or learning preceded by ostensive
and non-ostensive conditions. These usually conclude that eye
gaze is simply an attentional cue, which is highly salient for
the infants from an early age on as evident by their automatic-
like orientation toward its direction. On this view, eye gaze acts
as a powerful attention modulator because it highlights to the
infant where to attend in the noisy environment and which
relevant information pieces are available in the environment
to learn. On this view, eye contact may enhance infants’
overall social attention to the environment and communication
partner. This facilitates learning (Szufnarowska et al., 2014),
but it does not necessarily hold a unique (ostensive) meaning
for the infant to the extent that they treat it differently from
other non-social attentional cues. Moreover, gaze following does
not necessarily signal that infants understand the interlocutor’s
communicative intent.

Our review identified a number of studies (n = 5) showing
that ostensive cues (such as eye contact but also infant-directed
speech) do not necessarily need to be present for infants to
follow an adult’s gaze to a particular part of the environment.
For instance, de Bordes et al. (2013) showed that 20-months-
old infants followed the adult’s gaze equally well after eye contact
was established as when adult’s eyes were made salient by placing
colorful moving dots over them but no direct eye contact was
present (although note that the adult’s gaze was still directed
at the infant, even when it was covered by the blinking dots,
so infants might still have interpreted this condition as direct
eye contact). In addition, these infants were substantially older,
and thus capable of more sophisticated gaze cuing, than the
children in many other studies). Similarly, it has been suggested
that 6-months-old infants follow gaze in different ostensive
and non-ostensive contexts, when the adult’s action preceding
the gaze orienting head turn was attention grabbing for the
infant, irrespective of whether this action was ostensive or not
(Szufnarowska et al., 2014; Gredebäeck et al., 2018). Moreover,
recent evidence has shown that infants between 11 and 24months
and their parents can coordinate visual attention without gaze
following, by relying on the coordination of eyes and hands

in naturalistic, complex settings (Yu and Smith, 2017). These
results suggest that it might be domain-general attention-based
mechanisms, rather than the special status of the eyes, that
explains why infants follow, and learn from, adults’ gaze. Such
domain-general accounts are also used to explain infants’ ability
at 9 months to learn from non-social cues, such as shapes, as
well as from social cues when learning about object statistics
(Barry et al., 2015). Other related theories have also proposed
that infants acquire sensitivity to eye gaze through reinforcement
learning by 9 months, without assigning a privileged status to eye
gaze (Moore et al., 1997). Finally, one study found that 9-months-
old infants learned object sequences equally well from social and
non-social cues (Barry et al., 2015).

In sum, taken together, there exists a considerable body of
literature suggesting that gaze is a highly attention-grabbing cue,
to which infants show early sensitivity. The literature reviewed
in the first part of this section presents quite convincing indirect
evidence for differential processing and learning as a result of eye
gaze cues compared to non-social attentional cues. However, the
studies presented in the second half, which directly compared
infants’ tendency to follow the adult’s gaze in ostensive and
non-ostensive conditions, provided mixed evidence about the
question of whether eye gaze is more than simply a high
attention-grabbing cue. Thus, we only tentatively conclude that
learning is especially enhanced when infants are addressed
by ostensive signals, which may support the hypothesis that
gaze cues facilitate infants’ attention, arousal, and memory
mechanisms in a way that other attentional cues do not.

GENERAL DISCUSSION

Summary of Results
Our review identified studies assessing the role of eye gaze
in infants’ language learning in four different domains: (1)
vocabulary development, (2) word–object mappings, (3) object
processing, and (4) speech processing. We then discussed
the mechanisms by which eye gaze might play a role in
infants’ learning in these domains. With regards to vocabulary
development, it appears that there is a strong association between
infants’ pre-linguistic communicative skills, such as following an
adult’s gaze direction, and their later receptive and expressive
vocabulary. We suggest that this could be a cumulative result of
enhanced processing due to eye gaze in the other domains we
discussed, namely, word–object mappings, object processing, and
speech processing. Eye gaze seems to facilitate the formation and
retention of word-object mappings, as shown by both behavioral
and neuroimaging studies, although the presence of other social
cues coinciding with eye gaze in many of the studies makes it
difficult to interpret whether the facilitation is indeed due to eye
gaze. Similarly, object processing was found to be enhanced by
eye gaze cues, although caution must be applied as, here too,
some studies did not manipulate eye gaze in isolation. Finally,
the limited evidence with regards to infants’ speech processing
suggests that infants might process speech sounds differently
when accompanied by ostensive cues, such as eye gaze and that
infants who shifted gaze learned more from the speech stream, as
indexed by their phonemic discrimination. In general, therefore,
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it seems that eye gaze can act as a powerful social cue in guiding
infants’ learning in different cognitive domains that are linked to
language development.

There are two types of eye gaze cues in communication.
The first is gaze alternation (the speaker alternates their gaze
between the listener and the object being referred to), which
invites the social partner to gaze follow. The second is simply
establishing mutual eye contact with the partner. Many of the
studies identified by our review focused on the first of these—
gaze following. Such studies treat eye gaze as a spatiotemporal
referential cue that signals the listener where to attend in
the environment, so that referent–label associations may be
formed. In that sense, the observed effects may be limited
to certain domains or tasks that require a spatial referent in
the environment, such as word–object mapping. However, it is
also possible that the observed facilitatory effects of eye gaze
reflect a general learning enhancement mechanism that is not
confined to spatiotemporal mapping driven by gaze following
but might follow the establishment of mutual eye contact. Our
review provided support for a general enhancement mechanism.
First, eye gaze in the form of gaze following seems to have a
facilitatory role only when it is preceded by mutual eye contact.
For instance, infants processed objects differently in live joint
attentional contexts with an adult as a function of whether the
adult provided eye contact or not, such that they had greater
attentional mechanisms involved in object processing when the
adult offered eye contact (Parise et al., 2008; Hoehl et al., 2014a).
Moreover, the facilitatory effects are observed in domains that do
not necessarily require spatial cues in the environment, such as
speech processing, which was enhanced when the adult spoke to
the infant in an infant-directed manner while providing mutual
eye contact (Parise et al., 2011). Taken together, we suggest that
eye gaze may have a general learning enhancing function in
infants’ (language) learning, such that the enhanced attentional
and arousal mechanisms are observed when gaze following is
accompanied by eye contact (which happens most frequently
in natural interactions), and across domains. However, as few
studies investigated the effects of eye gaze in domains other than
object processing and word–object associations, the evidence to
support our interpretation is limited.

Here, a related point that arose from our review is whether
eye gaze holds a special status in infants’ learning as a highly
specialized socio-cognitive cue that is different from other
attentional cues. Only a few studies directly assessed this
question. However, once again, taking the evidence in all domains
into consideration, the balance of evidence suggests that eye gaze
may be a special attentional cue in that it facilitates learning to an
extent that other low-level attentional cues cannot. Yet, we would
argue, a developmental approach is necessary to fully understand
the mechanisms by which children use eye gaze in learning. Our
reading of the evidence to date is that children do not start out by
treating eye gaze as an ostensive and referential cue but gradually
learn to treat it as such throughout the first 2 years of life. Young
infants have a preference for direct gaze, and for upright faces
(Farroni et al., 2002), show early specialization of cortical regions
involved in the processing of gaze cues and show mature neural
responses to such cues. However, this does not mean that eye gaze

has a special status in human ontogeny from the start. Eye gaze
could act as an attention-grabbing, albeit highly salient, cue early
in development but not yet be treated as ostensive or referential.
The development of an ostensive, referential understanding of
eye gaze, instead, seems to develop between 9 and 12 months,
as demonstrated by studies showing that infants follow gaze in
conditions that signal referential, object-directed information by
this age (Butler et al., 2000; Brooks and Meltzoff, 2002; Caron
et al., 2002; Woodward, 2003; D’Entremont and Morgan, 2006;
Johnson et al., 2007), and by neuroimaging studies showing that
infants process referential information in an adult-like way by 9
months (Senju et al., 2006). Their ability to use eye gaze for object
labeling, in an adultlike way, however, seems to come even later,
at about 24 months of age.

This interpretation is also consistent with research showing
that 8-months-old infants learned from social cues, whereas 4-
months-old learned from non-social attention-grabbing cues,
suggesting that “learning to learn” from social cues might be a
skill that develops during infancy (Wu and Kirkham, 2010), and
their sensitivity to social cues may develop gradually through
the development of attention control, memory, and information
processing networks (Yurovsky and Frank, 2017). Note, though,
that a developmental explanation would not necessarily predict
a linear developmental pattern. Multiple factors are likely to
contribute to when and how infants make use of information
provided by eye gaze cues, including the nature of the task and/or
interaction they are engaged in. For example, it may be that older
infants do not need to use eye gaze cues to solve simple object
processing tasks (Striano et al., 2006a) but might still benefit from
them in more complex settings, such as naturalistic interaction.

In fact, eye gaze as a social cue, in the form of mutual eye
contact or gaze direction, rarely occurs in isolation in natural
social–communicative contexts. Infant–adult social interactions
are rich in a number of social signals that help infants in
learning from others, and eye gaze often co-occurs with other
ostensive cues, such as infant-directed speech and pointing.
While this poses a problem for studying the role of eye gaze
in isolation in infant learning, it also provides an important
area for further research: to identify which kinds of rich
communicative settings are optimal for learning. If we also
consider recent evidence showing that infants show enhanced
sustained attentional states during joint attention episodes (Yu
et al., 2019), it will also be important to consider the role of
the infants’ endogenous attentional states within the context of
parent–infant interactions.

In sum, eye gaze, both in the form of eye contact and
gaze following, may direct and help infants in sustaining their
attention and thus learn about relevant information in the
environment. The involvement of attentional processes further
corroborates the possibility that the use of eye gaze cues might
serve infants’ learning by highlighting the information to be
attended and channeling their attentional resources. Further,
eye gaze may, over the course of the first 2 years of life,
develop into a truly ostensive, referential cue that enhances
language learning across the board. However, further work
is needed to fully understand the mechanisms behind the
observed effects.
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Limitations
In this review, we assessed the available experimental
evidence on the effects of eye gaze on infants’ learning and
attention. Therefore, a number of other domains, such as
face processing and emotion understanding were excluded
from our analyses. Although this was intentionally done, it
is important to acknowledge that infants’ emerging social
skills, such as face processing and understanding of others’
emotions and intentions have effects on their cognitive
abilities and language development, such as theory of mind
development and mental state vocabulary. Separate reviews of
these literature may throw additional light onto some of the
issues discussed here.

Furthermore, as our review focuses on eye gaze, we narrowed
our key search terms to include eye gaze or eye contact, rather
than searching for literature on joint attention and learning.
This allows us to focus on the role of gaze as intended but
means we exclude literature using composite scores that include
gaze as one of the components [e.g., studies that use the Early
Social Communication Scales (ESCS) composite scores rather
the result for the individual gaze questions]. A future review,
building on the present one, and collating information from a
range of joint attentional tasks, would be a useful addition to
the literature.

Another point is to note that the age at which infants
were tested differed substantially across different learning
domains. For example, in most of the studies on word–
referent mapping (Word–Object Mapping), infants are older
than in the studies on object processing (Object Processing).
This is not unexpected, as children are rarely tested on
their abilities to form word–object associations before 12
months and have difficulties to form these associations before
13 months (Woodward et al., 1994; Werker et al., 1998).
However, the developmental differences make it difficult to
compare the evidence across different domains, thus limiting
our ability to draw concrete conclusions about the timescale
of development.

Another important limitation is that some of the findings we
report have not yet been replicated. Relatedly, we also observed
that, for many studies, attrition posed a major challenge to the
interpretation of the findings. For instance, Parise et al. (2008)
tested 69 5-month-olds but were able to include data from
only 15 infants. Fifty-two of those infants were excluded due to
fussiness or for failing to reach a certain threshold that allowed
for an adequate averaging of the ERP data. While the authors
acknowledged this high dropout rate and argued that it was due
to the relatively high task demands of their study, such high
dropout rates are not unusual in the reviewed literature. This is a
concern for the neuroimaging evidence in particular (e.g., Senju
et al., 2006, who retained only 10/33 infants tested in the final
dataset) but also for the behavioral studies. For behavioral studies,
the dropout rates seem to differ with the numbers of participants
recruited for the study and the task requirements (e.g., compare
Cleveland et al., 2007 who retained 16/22 of the infants tested, to
Gredebäeck et al., 2018 where 94/95 of the infants were included
in the final dataset). Thus, there are questions of generalizability

to be answered; for instance, is this evidence reflective only of
a selected group of infants who seem to have better attentional
spans as well as possibly better perceptual capacities?

Future Directions
Some additional themes that emerged from our search were not
discussed in depth above because the literature was too sparse
to draw reliable conclusions. For instance, in Speech Processing,
we discussed the literature on speech processing, but the section
is small because the literature is thin, leaving many unanswered
questions.We needmore of such work, which has the potential to
address, directly, the question of whether gaze cues yield a general
processing enhancement effect.

Another issue concerns the effect of live social interaction
on language learning. Kuhl (2007) has suggested that social
interaction is crucial for language learning, such that infants
only learn to discriminate non-native phonemes in the context
of live communication, not from videotaped interactions. This
could be due to increased attention and arousal during live
interactions compared to videotaped tutoring or to live situations
being richer in social referential cues (such as eye gaze) that
promote learning (although note that these two explanations are
not mutually exclusive, since social cues might lead to enhanced
attention). While many of the studies reported here tested
language learning from audio or audiovisual stimuli presented
in laboratory settings, it is possible that learning more complex
linguistic information requires the presence of a live speaker who
can convey the referential nature of the communication.

It is not currently possible to systematically compare the
results of the studies that had a live interaction paradigm
to those using prerecorded stimuli, since such studies had
many methodological differences other than these variables,
such as age and number of infants tested. Further research is
needed to compare live interaction and classical lab studies that
can assess the importance of natural interaction in different
aspects of language learning. There has recently been a move
toward studying social interaction in a more ecologically valid
context and to consider how interpersonal communication
affects information transfer, taking bidirectional influences
between the partners into account. Recent dual-imaging work
showed that eye gaze enhanced interpersonal brain synchrony
between adult–infant pairs, in both live interaction and in
a prerecorded condition (Leong et al., 2017). This provides
possible explanations of mechanisms of how gaze functions to
create learning opportunities for young infants during social
interactions, perhaps by facilitating interpersonal synchrony
through phase-resetting oscillatory activity and thereby putting

children in a receptive state. Studying interpersonal neural
dynamics in the context of infant learning is a fruitful area for
further work.

Finally, to fully understand the socio-cognitive mechanisms

that underlie the effects of eye gaze, we need more work
directly testing whether eye gaze is interpreted as special, and
ostensive, by infants or is treated as simply another attentional
cue. Such studies must take account of the fact that there may
be developmental- and task-specific differences in how children
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react to eye gaze cues. It is probable that eye gaze serves
different purposes at different ages for infants, starting as a salient
attentional cue, and perhaps gaining a special status as infants
develop. Further developmental work is required to establish the
viability of these hypotheses.
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We investigate how mood inductions impact the neural processing of emotional
adjectives in one’s first language (L1) and a formally acquired second language (L2).
Twenty-three student participants took part in an EEG experiment with two separate
sessions. Happy or sad mood inductions were followed by series of individually
presented positive, negative, or neutral adjectives in L1 (German) or L2 (English) and
evaluative decisions had to be performed. Visual event-related potentials elicited during
word processing were analyzed during N1 (125–200 ms), Early Posterior Negativities
(EPN, 200–300 ms and 300–400 ms), N400 (350–450 ms), and the Late Positive
Potential (LPP, 500–700 ms). Mood induction differentially impacted word processing
already on the N1, with stronger left lateralization following happy than sad mood
induction in L1, but not in L2. Moreover, regardless of language, early valence
modulation was found following happy but not sad mood induction. Over occipital
areas, happy mood elicited larger amplitudes of the mood-congruent positive words,
whereas over temporal areas mood-incongruent negative words had higher amplitudes.
In the EPN-windows, effects of mood and valence largely persisted, albeit with no
difference between L1 and L2. N400 amplitude was larger for L2 than for L1. On
the LPP, mood-incongruent adjectives elicited larger amplitudes than mood-congruent
ones. Results reveal a remarkably early valence-general effect of mood induction on
cortical processing, in line with previous reports of N1 as a first marker of contextual
integration. Interestingly, this effect differed between L1 and L2. Moreover, mood-
congruent effects were found in perceptual processing and mood-incongruent ERP
amplification in higher-order evaluative stages.

Keywords: mood, emotion, language, bilingualism, word processing, context

INTRODUCTION

Bilinguals use two language systems to communicate and comprehend emotional meanings.
Previous research has pointed to both differences and similarities in sensitivity to emotional
content in bilinguals when they operate in their L1 and L2 (e.g., Pavlenko, 2012; Caldwell-
Harris, 2015). It has indicated that linguistic systems acquired at different stages in life and with
different proficiency, may vary also in the degree and depth of affective integration. Importantly,
words people use to share meanings come coupled with contextual embeddings. Situational,
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social and/or emotional contexts may endow single words’
meanings with personal relevance, or communicative salience,
and thus modify their processing. Transient feelings—moods,
constitute one such communicative embedding: an emotional
context against which words meanings are comprehended and
interpreted. Here, we investigate whether and how moods modify
the neurophysiological dynamics of word processing in the two
linguistic systems of German-English bilinguals: German (L1)
and English (L2).

Research on neural correlates of emotional word processing
in L1 shows that valenced words, i.e., positive and negative ones,
are processed more rapidly and evoke larger responses than
neutral words (for reviews see, Kissler et al., 2006; Citron, 2012;
Hinojosa et al., 2019). Event-related potentials (ERPs) research
has shown that emotional features of words influence brain
signatures at temporally distinct ERP components (e.g., Kissler
and Herbert, 2013). Emotion effects for words have been most
consistently reported at the early posterior negativity (EPN),
peaking at around 200–300 ms post-stimulus, demonstrating
higher amplitudes for emotional rather than neutral words (e.g.,
Kissler et al., 2007, 2009; Herbert et al., 2008; Palazova et al.,
2011, 2013; Citron et al., 2013). N400 amplitudes, peaking around
400 ms, and showing smaller amplitudes for emotional than for
valence-free words are also often reported (e.g., Sass et al., 2010;
Palazova et al., 2013; Zhang et al., 2014). At later, integration
stages emotional words typically elicit enhanced late positive
potential (LPP) amplitudes peaking between 400 and 800 ms (e.g.,
Herbert et al., 2006, 2008; Hofmann et al., 2009; Schacht and
Sommer, 2009a; Kissler and Herbert, 2013). By contrast, emotion
effects at very early temporal stages are more sporadically
observed (cf., Citron, 2012). Studies that detected such early
effects, report amplified amplitudes on P1, peaking between 80
and 120 ms (e.g., Hofmann et al., 2009; Scott et al., 2009; Bayer
et al., 2012; Schindler et al., 2019b), and/or on N1 between 100
and 200 ms post stimulus. They are typically valence-specific
and often more pronounced for negative words (e.g., Scott et al.,
2009; Kissler and Herbert, 2013; Yao et al., 2016; Schindler et al.,
2019b), but have also been reported selectively for positive, e.g.,
happiness-related words (Briesemeister et al., 2014).

The visual N1 has been suggested as a first neural marker of
context effects in word processing (Sereno and Rayner, 2003).
Sereno et al. (1998) demonstrated the N1 to be sensitive to
word-frequency effects in lexical decision. Moreover, this group
also revealed that N1 amplitudes elicited by homonyms are
modulated by meaning-biasing sentence context. For instance,
N1 amplitude elicited by “bank” varied depending on whether
the context contained “river” or “money” (Sereno et al., 2003).
Scott et al. (2009) further showed an interaction of emotion with
word frequency on the N1 in that the N1 was larger for high- than
low-frequency negative words, whereas neutral words showed
the opposite frequency modulation. Addressing neural effects
of attributed social contexts, Schindler et al. (2019b) recently
observed that valence effects on early brain potentials such as
the N1 were elicited only when emotional trait adjectives were
embedded in personally relevant communicative context—as a
feedback personally targeted at the participant. When devoid of
social embedding, the same emotional words elicited only late

ERP amplifications (LPP). Together, the above findings highlight
the role of the N1 as an early marker of context integration
in word processing, in line with cascaded interactive processing
models (see also Hauk et al., 2006). Whilst, at least in L1, the N1
has been shown to be sensitive to the emotional content of words
in reading as well as to some semantic and social contexts, it is
presently unknown whether it responds to mood contexts.

Some ERP studies have compared the processing of
emotional words in L1 and L2. A common assumption in
the bilingualism literature is that bilinguals are less sensitive to
the emotional aspects in L2 (e.g., Pavlenko, 2012). Yet, extant
electrophysiological studies point to similarities, especially in
proficient bilinguals. For instance, Opitz and Degner (2012)
testing late, but highly proficient bilinguals, report similar, if
latency-shifted, results in both groups of bilinguals tested—
German-French and French-German. Enhanced processing of
emotional compared to neutral words was reflected in a larger
EPN measured between 280 and 430 ms after word onset. While
the EPN effect itself did not differ in amplitude between L1
and L2, it was delayed for L2. This suggests that emotional
word content in L2 is processed in a less immediate way due to
delayed lexical access. Similarly, in a lexical decision study with
late German-Spanish and Spanish-German bilinguals, Conrad
et al. (2011) reported morphologically highly similar ERPs
across L1 and L2: Larger EPN and LPP for emotional words
compared to neutral words in both languages. Again, particularly
EPN latencies were delayed in L2. However, specifically the
patterns for negative content in L2 differed between more
and less proficient participants. While in the more proficient
bilinguals they observed enhanced EPN and LPP for both
positive and negative words in L2, in the less proficient ones, ERP
modulations were restricted to positive words. This indicates
that negative, but not positive emotional words may be treated in
an unemotional manner in the L2, which is in line with a recent
study showing that there is a learning effect for negative words in
general, such that negative emotional words tend to be acquired
later than positive words (Ponari et al., 2017).

Indeed, a growing body of studies reports flattened behavioral
and/or electrophysiological responses particularly to negative
word valence in participants’ L2. Several of these studies
investigated the N400 ERP component (e.g., Wu and Thierry,
2012; Jończyk et al., 2016) which is a well-established marker of
integration of words into their semantic context, particularly in
sentence processing (e.g., Van Berkum et al., 1999).

Summing up, the second language research shows that, at
least in proficient users, L2 should not be understood as totally
unemotional, or driven by entirely different mechanisms than
L1. Instead, the available evidence indicates weaker and delayed
effects in L2 relative to L1, perhaps particularly regarding
negative valence.

Recent interactional models of communication (e.g., Van
Berkum, 2018, 2019) as well as embodiment theories (e.g.,
Matheson and Barsalou, 2018) emphasize that to gain insight
into how individuals process and experience the affective content
of words in communication, more attention should be paid to
interactions between their respective linguistic systems and the
accompanying contexts. One such context is mood, which has

Frontiers in Psychology | www.frontiersin.org 2 January 2021 | Volume 11 | Article 58890292

https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org/
https://www.frontiersin.org/journals/psychology#articles


fpsyg-11-588902 December 30, 2020 Time: 19:1 # 3

Kissler and Bromberek-Dyzman Mood in Bilingual Word Processing

recently been conceptualized as an “overarching state of mind”
with pervasive influence on all aspects of cognition (Herz et al.,
2020). Arguably, in communicative interactions people draw
on contextual information including their somatic states: how
they feel when interacting (e.g., Zajonc, 1980; Higgins, 1998)
to constrain cognition and guide their actions. Accordingly,
recent models of affective language comprehension (e.g., Van
Berkum, 2018, 2019) posit that in order to make sense of verbal
content, people rely on their moods as sources of information (cf.
Clore and Huntsinger, 2009). Still, studies on word processing
in bilinguals have hardly explored to what extent mood-states
modify the processing of semantic and affective word content.

A recent functional magnetic resonance imaging (fmri) study
showed mood effects on language lateralization in general,
revealing left lateralization of word fluency in anterior insula
during happiness, and right hemisphere dominance during
sadness (Costanzo et al., 2015). Bilingualism research has
also found lateralization differences between L1 and L2 (e.g.,
D’Anselmo et al., 2013; Román et al., 2015), the combined
findings suggesting that moods might differently impact neural
processing of L1 and L2. So far, research targeting mood-effects
in bilinguals boils down to one study testing mood and creativity
(Kharkhurin and Altarriba, 2016), showing that positive mood
enhanced creativity in participants’ dominant language, while
negative mood boosted creativity in the non-dominant language.

Overall, it stands to reason that mood effects in either L1 or
L2 should be most pronounced when emotional contents are
processed, in line with the general ideas of mood-congruent
processing (Bower, 1981) or affective priming (Klauer and
Musch, 2003). Focusing on L1, several older behavioral studies
have found mood-congruence effects for specific categories of
words, but not for mood-valence agreement more broadly.
That is, when happy or sad mood induction preceded lexical
decisions on happiness- or sadness-related words, mood-
congruent acceleration of reaction times was found (Niedenthal
et al., 1994, 1997; Olafson and Ferraro, 2001; Ferraro et al., 2003),
but the effect did not extend to positive or negative words in
general (Niedenthal et al., 1994, 1997). Using a more extensive
and more tightly controlled stimuli set than initial studies did,
Sereno et al. (2015) recently observed faster reaction times in both
a positive and a negative mood group compared to the control
group (no mood induction). Moreover, whereas in positive mood
reaction times were faster for both positive and negative words
than for the neutral ones, in negative mood reaction times were
fastest specifically for positive words, similar to what was found
in the group without mood induction. This pattern was explained
in terms of a general arousal-driven response acceleration in
positive mood, in line with a motivated attention account that
posits privileged processing of emotional content regardless of
its valence (see also Kuperman, 2015). By contrast, automatic
vigilance (Pratto and John, 1991) was suggested to operate in
negative mood. Automatic vigilance refers to more pronounced
attention capture, and delayed attentional disengagement from
negative stimuli, therefore yielding faster reaction times for
positive relative to negative words.

Kiefer et al. (2007) studied ERP correlates of mood effects
on encoding of positive and negative adjectives. They specifically

hypothesized that good, but not bad mood would facilitate mood-
congruent processing (Fiedler, 2001). Empirically, they observed
valence differentiation only in good mood, but not necessarily
always reflecting a mood-congruent pattern: Early (200–350 ms)
valence-dependent ERP differences over left central scalp regions
occurred only in good mood, with negative words eliciting more
negativity than positive words, reflecting mood incongruence.
Between 350 and 500 ms, also in good mood only, an N400-
like ERP was less negative-going for positive than for negative
words, suggesting facilitated processing of positive words in
good mood. In the LPP-window (500–650 ms), again, valence
modulated ERPs only in good mood: Negative words elicited
a more positive potential than positive words, specifically over
frontal sites and originating in frontal and temporal regions.
Thus, valence differentiation and recruitment of language-related
brain regions were stronger for good relative to bad mood,
but not necessarily in a consistent mood-congruent manner.
Herring et al. (2011), investigating ERP correlates of affective
word priming also found slower reaction times to affectively
incongruent than congruent targets, and a larger LPP to these
affectively incongruent targets, whereas N400 was insensitive to
evaluative prime-target congruency in that study.

Prior research has indicated that words with emotional
meaning need not always evoke representations of emotional
content/feelings (e.g., Niedenthal et al., 1994). It might therefore
be instrumental to use a task that taps directly into emotional
aspects of word meanings. Therefore, similar to Herring et al.
(2011), we employed an evaluative decision task, which directs
participants’ attention to the emotional representation of the
word meaning. Unlike tasks that call for lexical access solely,
an emotion evaluation task should direct participants’ attention
to the emotional content, thereby potentially also enhancing
somatic representations of words’ meanings, which might
amplify brain responses to words’ emotional content and even
facilitate mood congruence across broad valence categories.

In sum, here, we investigate whether and how happy and
sad moods will impact evaluative word processing in bilinguals.
Given previous evidence from lexical decisions (Sereno et al.,
2015), we expect faster responses and larger amplitudes for
both positive and negative-neutral words in happy mood in
L1. This pattern would be in line with predictions based on
motivated attention (Kuperman, 2015). In sad mood, automatic
vigilance may operate, which should be reflected in delayed
responses to negative words (see also Sereno et al., 2015). On
the neurophysiological level, stronger valence differentiation is
expected in happy relative to sad mood (Kiefer et al., 2007).
We analyze N1, EPN, N400, and LPP brain potentials regarding
their modulations by mood and valence in L1 compared with
L2. The full sequence of ERPs is assessed to determine the
theoretically important temporal stages of potential interactions
between mood, language, and word valence. Previous research
has pointed to N1 as the first locus of integration between
content and context, suggesting it as the first time-window of
interactions between mood, word valence, and language status.
EPN has consistently shown higher amplitudes to emotional
than to neutral words, with its peak delayed in L2. N400 is
a general marker of semantic integration whose amplitude is
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commonly larger for L2 (e.g., Ardal et al., 1990). N400 has
also been found to be sensitive to emotional content (Herbert
et al., 2008; De Pascalis et al., 2009; Holt et al., 2009; Moreno
and Vázquez, 2011), its emotion modulation sometimes differing
between L1 and L2 (Wu and Thierry, 2012; Martin et al., 2013;
Jończyk et al., 2016). Mood-specific valence effects have also
been reported on the N400 (Kiefer et al., 2007). Therefore,
N400 could be another locus of integration of mood context
with emotional content, which could further differ between
L1 and L2. Finally, the LPP has been shown to be emotion-
sensitive, including sensitivity to evaluative incongruence in
priming (Herring et al., 2011) and mood sensitivity (Kiefer
et al., 2007), but any differences between L1 and L2 remain
to be explored. In order to specifically compare arousal- and
valence-driven effects on the aforementioned components, we
follow-up on any significant interactions with emotional content
with pairs of linear and quadratic contrast. This allows us
to distinguish between u-shaped (quadratic) effects that apply
to both positive and negative content and are indicative of
arousal-driven motivated attention effects, and valence-specific
linear contrasts that differentiate between positive and negative
contents, in line with predictions of automatic vigilance models.
This strategy is commonly used in the emotion literature (e.g.,
Lang et al., 1993; Schindler et al., 2019a).

MATERIALS AND METHODS

Participants
Twenty-seven student participants were recruited at Bielefeld
University. They provided written informed consent according
to the Declaration of Helsinki and participated either in partial
fulfillment of a course requirement or were independently
recruited via flyers and received 20 Euros for taking part
in an experiment consisting of two experimental sessions
on separate days. Of the 27 participants four had to be
excluded. Two did not return for the second experimental
session, one of the course participants was not a German
native speaker and one participant indicated a current attention
deficit hyperactivity disorder (ADHD) diagnosis on medical
history screening and had markedly increased depression
scores on the Beck Depression Inventory (BDI, Beck et al.,
2001). Thus, data from 23 participants were included in the
analysis. All participants spoke German as their (L1). They
reported using both German and English on an everyday
basis, in both formal and informal contexts, yet with L1 being
their dominant language (see Tables 1, 2). Our participants
were late learners of English as their L2, which they learnt
in formal school settings in Germany. Their proficiency
level in English was assessed via an on-line LexTALE test
(Lemhöfer and Broersma, 2012), whose mean result indicated
B2 proficiency level according to the Common European
Framework of Reference for Languages (B2 cut-off > 60).
In line with De Groot (2011), demographic information,
and proficiency ratings, our participants are classified as
upper intermediate/advanced, unbalanced, late English-German
bilinguals. Due to experimenter error, LexTale scores are missing
for two participants. All included participants were right-handed

and free from acute psychiatric or neurological disorder as
indicated by self-report. None of the included participants
exhibited elevated anxiety and depressions scores as reflected
on the State-Trait Anxiety Inventory (STAI, Spielberger et al.,
1999) and the BDI. For full demographic information (see
Table 1). Self-reported language history and communication
skills according to the Language History Questionnaire (Li et al.,
2014) are detailed in Table 2.

Stimuli
Word Material
Thirty six positive, negative, and neutral German adjectives were
selected from the Berlin Affective Word List—Reloaded (BAWL-
R, Võ et al., 2009). Adjectives appropriately differed in valence
and arousal and were matched regarding concreteness, word
length, word frequency, orthographic neighborhood density, and
bigram frequency (see Table 3).

To create a corresponding English stimulus set, these words
were translated into English. Corresponding values for English
are given in Table 4.

Mood Induction
For mood induction, six different short movie excerpts with
an average duration of 60 s were used. Three of these were
happy and three were sad. The excerpts had been previously
validated to generate the expected significantly different happy
and sad moods states.

The happy clips were: “The Lion King: Final Scene (01:22:36–
01:23:23; 47 s),” “The Lottery Ticket: Winning the Lottery”
(00:23:53–00:25:07; 01:14 min), and “An Officer and Gentleman:
Carried Away” (001:55:42–01:56:53; 01:11 min). The sad clips
were: “The Lion King: Mufasa’s Death” (00:36:37–00:37:48;
01:11 min), “The Green Mile: John Coffee’s Death” (02:47:55–
02:49:11; 01:16 min), and “The Champ: Final Scene” (01:53:08–
01:54:05; 00:57 min). According to Gross and Levenson (1995),
the final scene from “The Champ” is the most effective clip for
inducing sad mood in their set. The clips were taken from the
German and English versions of the movies, respectively.

Procedure
The experiment was divided into two sessions, taking place on
two separate days. On the first day, upon arrival at the laboratory,
participants were introduced to the EEG set-up and the aim of
the study was explained to them in general terms as a study on

TABLE 1 | Demographic information for the participants.

Variable (N = 23)

Gender female/male 18/5

Age 24.9 (19–39, 4.3)

BDI Score 5 (0–12, 3.9)

STAI trait 35.61 (24–51, 8.3)

STAI state session 1 32.7 (23–46, 5.75)

STAI state session 2 31.8 (24–40, 4.9)

LexTale score 69.5 (9.15, 48–87)

BDI, Beck Depression Inventory; STAI, State-Trait Anxiety Inventory. LexTale:
Language Proficiency.
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TABLE 2 | Linguistic information for the participants (Language History Questionnaire—LHQ; Li et al., 2014): self-reported information on the Age of acquisition of
communicative competencies in English; Self-reported proficiency (1–7 scale), and daily time (in hours) spent using English.

Age of acquisition of English Self-reported proficiency in English Daily use of English (hours/day)

Speaking 9.33 (1.77) Speaking 5.19 (0.93) Watching TV 0.8 (1.0)

Reading 9.52 (1.47) Reading 5.57 (0.84) Reading for fun 0.5 (0.5)

Writing 9.76 (1.27) Writing 5.43 (0.87) Interacting via the Internet 0.7 (0.6)

Listening 5.38 (0.86) Speaking with friends 0.5 (0.7)

emotion in language processing in their L1 and L2. While the
electrodes were being attached, participants completed several
questionnaires: On the first appointment, a demographic and
health questionnaire, the BDI, and the STAI state questionnaire
were administered. On the second appointment the STAI state
and trait questionnaires as well as the LHQ and the LexTale
test were given.

After electrode placement, the study was explained in more
detail: Participants were told that they would see short video
clips that they should watch attentively. Thereafter, they would
be presented with words that they should categorize via button-
press (left arrow, up-arrow or right arrow) as positive, negative,
or neutral. This procedure would repeat several times after which
the words would switch to a different language in a separate
language block (English or German, respectively).

Words were presented in three blocks, each preceded by a
short movie clip. The valence of the mood induction remained
constant for three blocks in a row. Word blocks consisted of
36 items each, 12 positive, 12 negative, and 12 neutral. Word
order was randomized within each block separately. Words were
presented in white font (Arial, 40 pts) on a black screen, each for
616 ms, followed by a white fixation cross prompting participants
to respond. The fixation cross was presented for a randomly
varying inter-stimulus interval (ISI) of 1.9–2.3 s.

After block 1 and 2, participants were given a short self-paced
break to allow them to relax briefly. After the third block of
each session, participants were asked to assess their emotional
state, i.e., rating subjectively felt valence and arousal on a nine-
point Self-Assessment Manikin scale (Bradley and Lang, 1994)
as well as their level of current happiness or sadness, on a seven
point Likert scale.

Then, participants were allowed a longer break and the
experimental language and mood induction were switched. The
above described procedure was repeated with mood inductions
and words presented in the other language. The experiment was
controlled via Presentation software1.

At the end of the first experimental session, another
appointment was made for a second, analogously structured,
experimental session. Experimental conditions were
counterbalanced with the restriction that participants always
underwent two different mood blocks and two different
languages per session.

Analyses of Behavioral Data
Behavioral data were analyzed according to their match with
predefined word categories. Number of word assignments

1www.neurobehavioralsystems.com

per category (positive, neutral, and negative) as well as
reaction times were analyzed within a response window of
1,500 ms following stimulus onset. Reaction times were corrected
for outliers, excluding responses that exceeded ± 2 SD of
the individual mean and recalculating the reaction time.
Statistical analyses were performed using repeated measures
ANOVA with the factors Mood (Happy, Sad), Language
(L1: German, L2: English), and Word Content (positive,
neutral, negative).

TABLE 3 | Means for the set of German word attributes are given with standard
deviations in parentheses; valence and arousal values are derived from the Berlin
Affective Word List revised (BAWL-R; Võ et al., 2009) BAWL-R values range from
−3.5 to + 3.5; lexicographic values come from dlex (Heister et al., 2011); means
sharing the same superscript do not differ statistically.

Adjectives Positive Neutral Negative

Valence 2.0 (0.06)a 0.04 (0.07)b −2.0 (0.04)c

Arousal 2.9 (0.07)a 2.3 (0.08)b 3.1 (0.11)a

Concreteness 3.2 (0.14)a 3.1 (0.18)a 3.4 (0.15)a

Word length 6.6 (0.21)a 6.9 (0.19)a 7.1 (0.16)a

Word frequency (dLex) 31.4 (13.74)a 21.8 (7.17)a 20.0 (9.19)a

Orthographic
neighborhood

0.7 (0.22)a 0.8 (0.18)a 0.6 (0.20)a

Bigram frequency 167086.6
(20480.01)a

175062.9
(19243.04)a

181801.1
(22722.29)a

Means not sharing superscripts differ. Comparisons are based on Fisher’s LSD test
post-hoc comparisons.

TABLE 4 | Means for the word attributes for the set of English words.

Adjectives Positive Neutral Negative

Valence 6.9 (0.7)a 5.4 (0.9)b 3.1 (0.8)b

Arousal 4.8 (0.9)a 3.6 (0.6)b 4.6 (1.0)a

Concreteness 2.3 (0.5)a 2.5 (0.8)a 2.4 (0.5)a

Word length 6.8 (1.7)a 6.8 (1.8)a 6.7 (1.9)a

Word frequency (zipf) 3.9 (0.6)a 3.4 (0.8)a 3.6 (0.9)a

Orthographic neighborhood 6.8 (1.7)a 3.7 (4.1)a1 6.4 (9.0)a

Standard deviations in parentheses; means sharing the same superscript do not
differ statistically. Means not sharing superscripts differ. Evaluations of the English
word set for valence, arousal come from Warriner et al. (2013); scales range 1–9;
zipf frequencies from SUBTLEX_US (van Heuven et al., 2014); concreteness values
from Brysbaert et al. (2014); scales range: 1–5 (abstract-concrete); Orthographic
Neighborhood based on CLEARPOND (Marian et al., 2012).
1Unfortunately a number of neutral words was missing from the CLEARPOND set,
hence the larger standard deviation relative to positive and negative word valence.
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EEG Recording and Analyses
EEG was recorded from 32 BioSemi active electrodes2 sampled
at 1,024 Hz. Two separate electrodes were used as ground
electrodes, a Common Mode Sense active electrode (CMS) and
a Driven Right Leg passive electrode (DLR), which formed a
feedback loop that enabled measuring the average potential close
to the reference in the A/D-box3. Four additional electrodes
(EOG) placed near the outer canthi and below the eyes measured
horizontal and vertical eye movement.

Pre-processing and statistical analyses were performed using
BESA4 and EMEGS (Peyk et al., 2011). Offline, data was re-
referenced to an average reference and a forward 0.16 Hz high-
pass and a zero-phase 30 Hz low-pass filter were applied. Filtered
data were segmented from 100 ms before word onset until
1,000 ms after stimulus presentation. The 100 ms before stimulus
onset were used for baseline correction. Eye-movements were
corrected using the automatic eye-artifact correction method
implemented in BESA (Ille et al., 2002). ERP data were
statistically analyzed with EMEGS (Peyk et al., 2011).

ERPs were averaged according to predefined word categories
matched for other lexical variables (see section “Materials and
Methods”) and analyzed in 5 different time windows and
components, namely the N1 (125–200 ms), EPN1 (200–300 ms),
EPN2 (300–400 ms), N400 (350–450 ms), and LPP (500–700 ms).
Time-windows largely correspond to those in previous studies
(see e.g., Herbert et al., 2008; Scott et al., 2009). We divided
EPN into two time windows in order to be able to assess any
processing delay for emotional content in L2 as suggested by
previous research (Conrad et al., 2011; Opitz and Degner, 2012).
Analyses were performed at two symmetrical occipital (O1, PO3,
P3, P7 and O2, PO4, P4, P8) and temporal (CP5, T7, FC5, F7
and CP6, T8, FC6, F8) electrode groups for N1, EPN1, and
EPN2 components. For N400 a fronto-central group consisting
of Cz, Fz, FC1, and FC2 and for LPP a centro-parietal group
comprising P3, CP1, Pz, P4, and CP2 were employed. Number
and location of the grouped electrodes largely corresponded to
the one presented by Scott et al. (2009) who also used four
electrodes per cluster. As in Dehaene (1995) and according to the
observed scalp topographies, we analyzed early negativities (N1
and EPN) at temporal as well as occipital sites.

Statistical analyses were conducted in EMEGS and SPSS
25. Analyses of variance (ANOVAs) were performed with the
repeated measurement factors Mood Induction (happy, sad),
Language (L1: German, L2: English), Word Valence (positive,
neutral, negative) for behavioral data and N400 and LPP
components. For the N1 and EPN components, laterality of
Channel Group (left, right) was added to assess expected
hemispheric asymmetries in language and mood processing.
Significant higher-level ANOVAs were broken down into follow-
up ANOVAs and the shapes of any valence-dependent (positive,
neutral, negative) differences were determined with pairs of
polynomial trend tests, comparing linear and quadratic trends,
significant linear trends indicating valence-dependent effects and

2www.biosemi.com
3www.biosemi.com/faq/cms&drl.htm
4www.besa.de

significant quadratic trends indicating arousal-driven effects (see
also Lang et al., 1993; Schindler et al., 2019a). If the sphericity
assumption was violated, degrees of freedom and p-values were
corrected according to the Huynh-Feldt procedure. In line with
the literature, we report uncorrected degrees of freedom and
corrected p-values for better readability. Partial eta-squared (ηp

2)
was estimated to describe effect sizes (Cohen, 1988).

RESULTS

Behavior
Manipulation Check
Participants rated their moods as significantly more positive [F(1,
22) = 30.43, p < 0.001, ηp

2 = 0.58] after the happy than after
the sad mood induction. Mood valence did not differ between
L1 and L2 [F(1, 22) = 0.4, p = 0.53, ηp

2 = 0.02] and the effect of
mood induction did not interact with language [F(1, 22) = 1.3,
p = 0.27, ηp

2 = 0.06]. By contrast, mood induction did not
impact self-rated arousal [F(1, 22) = 0.0, p = 1, ηp

2 = 0.0] in
either language [F(1, 22) = 0.27, p = 0.61, ηp

2 = 0.01] and the
interaction was likewise insignificant [F(1, 22) = 0.24, p = 0.63,
ηp

2 = 0.01]. Self-rated sadness was higher following sad than
happy mood induction [F(1, 21) = 27.34, p < 0.001, ηp

2 = 0.57],
with no difference between the languages [F(1, 21) = 2.25,
p = 0.15, ηp

2 = 0.1] and no interaction [F(1, 21) = 0.96, p = 0.34,
ηp

2 = 0.04]. One participant failed to complete the sadness rating.

Word Evaluations
An analysis of evaluations according to predefined valence
categories revealed that in L1 considerably more words were
evaluated as expected than in L2 [F(1, 22) = 48.74, p < 0.001,
ηp

2 = 0.69]. Overall, more words were evaluated as either positive
or negative than as neutral [F(2, 44) = 15.87, p < 0.001, ηp

2 = 0.42;
quadratic: F(1, 22) = 19.08, p < 0.001, ηp

2 = 0.46, linear:
F(1, 22) = 0.84, p = 0.37, ηp

2 = 0.04], but a highly significant
interaction of valence and language [F(2, 44) = 21.0, p < 0.001,
ηp

2 = 0.49] reflected that this was considerably more pronounced
in L1 [quadratic: F(1, 22) = 42.24, p < 0.001, ηp

2 = 0.65; linear:
F(1, 22) = 1.36, p < 0.25, ηp

2 = 0.06] than in L2 [quadratic:
F(1, 22) = 4.64, p < 0.05, ηp

2 = 0.17], linear: F(1, 22) = 6.21,
p < 0.05, ηp

2 = 0.22]. In particular, whereas in L1 considerably
more words were assigned to both the positive [t(22) = 5.3,
p < 0.001] and the negative [t(22) = 7.32, p < 0.001] than to
the neutral category, in L2 assignment to positive differed from
neutral [t(22) = 2.58, p < 0.05] whereas negative and neutral
did not differ [t(22) = 1.48, p = 0.15]. Figure 1 shows how
word evaluations were distributed across the valence categories
in the two languages.

Reaction Times
As shown in Figure 2, words were evaluated faster in L1
(German) than in L2 (English) [F(1, 22) = 8.07, p < 0.01,
ηp

2 = 0.27] and emotional words were evaluated faster than
neutral ones [F(2, 44) = 41.1, p < 0.001, ηp

2 = 0.65]. A trend-
level interaction indicated that participants took a little longer
when they evaluated negative L2 words than negative L1 words
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FIGURE 1 | Assignment of words to the positive (pos), neutral (ntr), and
negative (neg) valence categories in L1 (German) and L2 (English). Shown are
means and standard errors.

FIGURE 2 | Reaction times (RT) for evaluation of positive (pos), neutral (ntr),
and negative (neg) words in L1 (German) and L2 (English). Shown are means
and standard errors.

TABLE 5 | Reaction times for evaluative decisions.

Mood Language Valence Mean SD

Happy L1 pos 884.89 123.52

ntr 1046.67 126.22

neg 913.79 129.39

L2 pos 926.34 119.39

ntr 1072.42 148.30

neg 989.23 142.21

Sad L1 pos 916.39 125.72

ntr 1056.96 123.47

neg 949.56 113.18

L2 pos 930.12 126.15

ntr 1076.91 111.74

neg 994.41 152.74

[F(2, 44) = 2.74, p < 0.1, ηp
2 = 0.11], reaction times for the other

two categories not differing. Reaction times for the individual
experimental conditions are detailed in Table 5.

ERP data
Occipital N1
Left-lateralization of the occipital N1 in word processing was
reflected in a main effect of channel group [F(1, 22) = 5.9,
p < 0.05, ηp

2 = 0.21].
Moreover, as shown in Figure 3, valence differentiation was

found following happy but nod sad mood induction, as evident
in an interaction of Mood with Valence [F(2, 44) = 4.62;
p = 0.02; ηp

2 = 0.17]. In detail, in happy mood an effect of
valence was found [F(2, 44) = 9.65; p < 0.01, ηp

2 = 0.30] in
that N1 was largest for positive words, negative and neutral
not differing [linear: F(1, 22) = 12.87, p < 0.01, ηp

2 = 0.37;
quadratic: F(1, 22) = 6.82, p < 0.05, ηp

2 = 0.24]. By contrast,
no valence effect was seen following sad mood induction
[F(2, 44) = 0.25, p = 0.8, ηp

2 = 0.01]. Figure 3 illustrates
the interaction of mood and valence, showing the valence
effect in happy but not in sad mood. Figure 3 also suggests
valence differentiation in the occipital N1 to be primarily
driven by the right hemisphere, but the interaction was not
significant [Valence × Channel Group, F(2, 44) = 2.92, p = 0.06;
ηp

2 = 0.12, see also Figure 3]. Finally, a three-way interaction
of language with mood and channel group was found [F(1,
22) = 5.54, p < 0.05, ηp

2 = 0.2] in that mood affected N1
lateralization differently in the two languages. This effect was
mainly driven by temporal rather than occipital activity (see
detailed analysis below). No other main effects or interactions
were significant.

Lateral N1
Over lateral parts of the N1, mood induction interacted with
valence [F(2, 44) = 6.96, p < 0.01, ηp

2 = 0.22, see Figure 4].
Following happy mood induction, the valence effect [F(2,
44) = 5.66, p < 0.01, ηp

2 = 0.21] occurred because ERPs
elicited by negative words were more negative-going than ERPs
elicited by positive words, neutral words falling in between
[linear: F(1, 22) = 15.1, p < 0.01, ηp

2 = 0.4; quadratic: F(1,
22) = 0.15, p = 0.7, ηp

2 = 0.007]. This was not the case
following sad mood induction [F(2, 44) = 1.64, p > 0.1,
ηp

2 = 0.07].
As a main finding in this time-window, mood induction

impacted the lateralization of word processing differently in
L1 and L2 [Mood × Language × Channel Group: F(2,
44) = 11.045, p < 0.005, ηp

2 = 0.33]. As shown in Figure 5,
in L1 (German), mood induction had a highly significant effect
on the lateralization of word processing [F(1, 22) = 11.35,
p < 0.005, ηp

2 = 0.34]. N1 was more negative over the
left than over the right channel group following happy
mood induction [F(1, 22) = 4.8, p < 0.05, ηp

2 = 0.18]
with no lateralization following sad mood induction [F(1,
22) = 1.05, p < 0.32, ηp

2 = 0.01]. An interaction of mood
and channel group was also present in L2 [F(1, 22) =6.67,
p < 0.05, ηp

2 = 0.230.23] and its pattern seemed reversed (see
Figure 5, bottom row). However, in L2 follow-up tests were
not significant.

There was also a three-way interaction of language with
valence and channel group [F(2, 44) = 3.352, p = 0.044,
ηp

2 = 0.13], but follow up ANOVAs were all insignificant.
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FIGURE 3 | Difference topographies illustrating mean N1 activation (125–200 ms) during processing of emotional (positive and negative) minus neutral adjectives in
happy (top left) and sad (top right) mood. Representative sensor P8 illustrates the ERP time course for the different conditions (solid: happy mood; dashed: sad
mood; word valence: blue—positive, black—neutral, red—negative. Bar plots show posterior N1 activity averaged across both occipital sensor groups and the entire
N1 interval (125–200 ms). Error bars are standard errors.

Furthermore, a complex four-way interaction of mood with
language, valence, and channel group [F(2, 44) = 4.722, p = 0.014;
ηp

2 = 0.17] occurred. However, none of the follow-up tests
was significant.

Occipital EPN1
In the early occipital part of the EPN, valence interacted with
channel group [F(2, 44) = 3.57, p < 0.05, ηp

2 = 0.14] reflecting
linear valence discrimination, with more negative-going ERPs
for positive than negative words over the left occipital cortex
[linear: F(1, 22) = 5.67, p < 0.05, ηp

2 = 0.20; quadratic: F(1,
22) = 0.1, p = 0.76, ηp

2 = 0.76], whereas over right occipital
cortex valence discrimination was insignificant [F(1, 44) = 1.11,
p > 0.05, ηp

2 = 0.05]. Figure 6 illustrates this pattern.

Lateral EPN1
Over lateral sensors, an interaction of mood with valence
occurred [F(2, 44) = 5.33, p < 0.01, ηp

2 = 0.19]. Its pattern
was descriptively similar to the N1 (see Figure 4), but follow-up
test were not significant (ps > 0.07). An interaction of valence
and channel group was also found [F(2, 44) = 4.096, p = 0.023,
ηp

2 = 0.16], but follow-up tests could not resolve it (all ps > 0.1).
No other effects approached significance (p > 0.11).

Occipital EPN2
For the later part of the EPN, the interaction of valence with
channel group persisted [F(2, 44) = 3.51, p < 0.05, ηp

2 = 0.14].
The valence effect over the left channel group [F(2, 44) = 4.54,
p < 0.05, ηp

2 = 0.17] was due to linearly more negative-
going potentials for positive than negative words [linear: F(1,
22) = 13.42, p < 0.36, ηp

2 = 0.38; quadratic: F(1, 22) = 0.084,
p = 0.77, ηp

2 = 0.004], whereas the descriptively inversely
u-shaped valence differentiation over the right hemisphere was
insignificant [F(2, 44) = 1.03, p > 0.1, ηp

2 = 0.05]. Figure 6
illustrates EPN modulation by emotional words for both analyzed
time-windows. No other effects were significant (p > 0.07).

Lateral EPN2
Over lateral temporal sensors, an effect of language occurred [F(1,
22) = 4.34, P < 0.05] in that ERPs were more negative-going
for L1 (German) than L2 (English). An interaction of mood and
word valence [F(2, 44) = 6.57, p < 0.01, ηp

2 = 0.23] resembled the
pattern found for the N1 and can be seen in the sensor tracings
in Figure 4. It was due to a valence effect following happy mood
induction [F(2, 44) = 4.89, p < 0.01, ηp

2 = 0.18] such that negative
words were most negative going [linear: F(2, 22) = 6.57, p < 0.05,
ηp

2 = 0.23; quadratic: F(2, 44) = 3.26, p = 0.08, ηp
2 = 0.13],

whereas the valence effect in sad mood was not significant [F(2,
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FIGURE 4 | Differential processing of negative versus positive words over temporal cortices following happy but not sad mood induction. Left panel: Difference
topographies of average activity in the N1 time window (125–200 ms). Right panel: Representative sensor FC5 (top) and bar plot showing mean activity averaged
across both temporal sensor groups. Error bars are standard errors.

FIGURE 5 | Difference topography of word processing following happy minus sad mood induction in L1 (top left) and L2 (bottom left) in the N1 time window
(125–200 ms). Middle panel: ERP at representative sensors T7 (top row) and T8 (bottom row), revealing stronger mood-dependent lateralization in happy mood
in L1 than L2. Right panel shows the pattern as bar charts separately for the left and right temporal sensor groups and L1 (German) on the left and L2 (English). Error
bars are standard errors.

44) = 2.5, p = 0.09, ηp
2 = 0.1]. In particular, negativity elicited

by negative words was more pronounced following happy than
following sad mood induction [t(22) = −2.79, p < 0.05]. An

interaction of valence with channel group [F(2, 44) = 3.361,
p < 0.05, ηp

2 = 0.13] was also present, but none of the follow-up
tests was significant.
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FIGURE 6 | Top left shows difference topographies for positive minus negative, positive minus neutral and negative minus neutral words averaged across a time
window of 200–400 ms (EPN1 and EPN2). Bottom left: ERP time course for positive (blue), neutral (black), and negative (red) words at representative sensors PO3
(left) and PO4 (right). Right panel: Bar charts of average activity in left and right occipital sensor groups elicited by the different word valences from 200 to 300 ms
(top) and 300 to 400 ms (bottom). Error bars are standard errors.

N400
On the N400, a main effect of language [F(1, 22) = 5.061;
p = 0.035, ηp

2 = 0.19] emerged, reflecting a larger N400 in L2.
No other main effects or interactions occurred (ps > 0.2).

LPP
On the LPP, a main effect of word valence [F(2, 44) = 5.925,
p = 0.005, ηp

2 = 0.21], reflecting higher LPP amplitudes for both
positive and negative rather than for neutral words [linear: F(1,
22) = 0.63, p < 0.43, ηp

2 = 0.03], quadratic: [F(1, 22) = 10.61,
p <0.005, ηp

2 = 0.47], and an interaction of mood and
word valence [F(2, 44) = 8.815; p = 0.001, ηp

2 = 0.29] were
found. Figure 7 illustrates that the interaction reflected cortical
accentuation of mood-incongruent content. The valence effect
following positive mood induction [F(2, 44) = 9.37, p < 0.001,
ηp

2 = 0.30] arose, because here negative words elicited highest
amplitudes and amplitudes for positive words fell between
negative and neutral [linear: F(1, 22) = 5.46, p < 0.05, ηp

2 = 0.20],
quadratic: [F(1, 22) = 12.35, p < 0.005, ηp

2 = 0.36]. By contrast,
for the valence effect following negative mood induction [F(2,
44) = 5.65, p < 0.01, ηp

2 = 0.20], positive words elicited highest
amplitudes, with little difference between negative and neutral
words [linear: F(1, 22) = 7.23, p < 0.05, ηp

2 = 0.25], quadratic:
[F(1, 22) = 4.24, p = 0.05, ηp

2 = 0.16]. No other effects approached
significance (p > 0.13).

DISCUSSION

In the present study, we investigated how the processing of
emotional word content is modulated by moods. We specifically

compared how happy and sad moods affect the processing
timeline of emotional adjectives when participants responded
to them in L1 (German) and L2 (English), respectively. In
two mood induction conditions, the same sets of positive,
neutral and negative trait adjectives were presented either in
participants’ L1 or L2 while they evaluated the emotional content
of the presented adjectives. Based on previous literature, we
considered predictions from mood-congruence (Bower, 1981;
Niedenthal et al., 1994), motivated attention (Kuperman, 2015),
automatic vigilance (Pratto and John, 1991) and more emotion
differentiation in good mood (Fiedler, 2001; Kiefer et al., 2007).
Against these backgrounds, we aimed to establish empirically
the timeline of mood and word valence interactions, examining
specifically whether these effects would be observed already at the
early (N1, EPN) ERPs and whether the brain potentials evoked in
L1 and L2 would differ in amplitude and latency.

Behavioral data showed that participants differed in their
responses to emotional word content in their L1 and L2.
Their evaluations were faster in L1, their functionally dominant
language, than in L2. They were also faster on both positive
and negative emotional words than on neutral words, which is
theoretically in line with the pattern expected by the motivated
attention model (see Kuperman, 2015). However, reaction times
for negative L2 words, while being considerably faster than
for neutral ones, were slower than for positive L2 words
which provides further evidence for attenuated processing of
negative contents in L2 as suggested by some previous research
(Wu and Thierry, 2012; Sheikh and Titone, 2016; Baumeister
et al., 2017; Jończyk et al., 2019). Also, in L1, relative to L2,
considerably more words were evaluated according to predefined
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FIGURE 7 | LPP difference topographies depicting word processing in happy mood (left panel, top row) and sad mood (left panel, bottom row). Top of right
panel shows ERPs at sensor Pz, where solid lines represent happy mood and dashed lined sad mood. Blue is positive, red negative, and black neutral word valence.
A bar chart (bottom right) depicting mean activity from the centro-parietal sensor group across the LPP time interval (500–700 ms) illustrates the interaction.
Particularly mood-incongruent words elicited higher LPP amplitudes. Error bars are standard errors.

word valence. This finding, indicating greater emotional distance
in L2 relative to emotional words in L1, is consistent with
a range of studies exploring a phenomenon referred to as a
foreign language effect, which posits that when functioning in L2,
people adopt a more utilitarian thinking style, which leads to
different decision patterns as compared to when they operate in
their L1 (Keysar et al., 2012; Costa and Sebastián-Gallés, 2014;
Hayakawa et al., 2017).

Evaluation and reaction time data showed no effect of mood
induction in either language, although in both languages self-
rated mood questionnaires showed an expected difference on
subjective valence and sadness ratings. One reason for this might
be that the evaluative decision task, while making the affective
dimension more salient than lexical decision does, also results
in longer and more variable reaction times. Moreover, unlike
anticipated, explicit emotion evaluation may override any more
subtle implicit processes that mood might have on overt behavior.
At any rate, present behavioral data provide no evidence in
favor of mood-congruent processing suggested by older lexical
decision studies (Niedenthal and Setterlund, 1994; Niedenthal
et al., 1997) or any other of the above models, although a more
recent study (Sereno et al., 2015) revealed mood effects on lexical
decisions. However, mood clearly impacted the neurophysiology
of word processing.

Neural Effects of Mood Induction
N1
Cortical differentiation of word valence for happy, but not for
sad mood, already occurred on the N1. This was observed over
occipital as well as temporal areas, although the pattern differed
in that over occipital regions enhancement of N1 to positive

words was mood-congruent, whereas over temporal areas mood-
incongruent negative words induced more negativity. More
pronounced valence differentiation in happy than sad mood,
as seen in several time windows, is in agreement with findings
by Kiefer et al. (2007) who hypothesized that specifically in
positive moods, contents would be encoded in an assimilative
manner, favoring mood-congruent processing (Fiedler, 2001).
Whereas we found stronger valence differentiation in word-
evoked ERPs in happy mood across all early components, the
pattern was not always mood-congruent, which was previously
observed by Kiefer et al. (2007).

Strikingly, regardless of word valence, mood induction
affected the lateralization of word-evoked N1 over temporal
sites, the pattern differing between the two languages. In L1,
the N1 component was strongly left-lateralized following happy
mood induction, which was not the case following sad mood
induction. This pattern was absent in L2. In line with previous
research, both the early interaction of mood and valence and
the interaction of mood and language status confirm the N1
time-window as an important, and possibly the first, window
of integration of word meaning with its presentation context
(Sereno et al., 2003; Schindler et al., 2019a). Our data extend
this notion from meaning-biasing sentence context (Sereno et al.,
2003) and putative social contexts (Schindler et al., 2019a) to
mood as an emotional context of word processing. Crucially,
results demonstrate that lateralization of word processing is
malleable by mood-induction and that these effects further differ
between L1 and L2. This novel finding was valence-general and
resonates with the results of a recent fmri study that likewise
indicated that mood-states affect language lateralization, with
stronger left-lateralization in insular cortex in positive mood
(Costanzo et al., 2015). Given the topography of the lateral N1,
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we observed, the insula might well be one source of this
effect. Costanzo et al. (2015) also showed that mood affected
language lateralization differently in atypically lateralized people.
Given the evidence that L2 often exhibits a different, more
rightward lateralization than L1, particularly in related languages
(D’Anselmo et al., 2013) as are German and English, the
apparently inverted mood effect in L2 is in general agreement
with Costanzo et al.’s findings. A differential pattern of right
hemisphere (RH) activation in L2 would be consistent with the
more widespread neural activation in the RH (e.g., Román et al.,
2015; Połczyńska et al., 2017) found especially in the second
language of less highly functional bilinguals (as is the case with
our L1 dominant participants). Going beyond the language-
general effects, additional higher-order interactions suggested
that some of the early mood induction effects on neural correlates
of word processing in L1 versus L2 may be valence specific,
but since follow-up testing could not clearly identify their
origin, further research with more participants will be needed to
clarify this issue.

EPN
We divided the subsequent EPN in two time-windows, one
from 200 to 300 ms and one from 300 to 400 ms to address
the possibility of delayed valence processing in L2 (Conrad
et al., 2011; Opitz and Degner, 2012). In line with ample
previous research (for review see e.g., Citron, 2012), the time-
window between 200 and 300 ms, presently scored as early
EPN, was emotion sensitive, albeit not reflecting the more
often observed u-shaped, arousal-driven pattern, but linear
valence discrimination with more negativity elicited by positive
than negative words, at least over left occipital areas. Over
left hemisphere sites, mood also impacted word processing
in a valence-specific manner. Cortical valence differentiation
was primarily present after happy mood induction, again in
line with the findings by Kiefer et al. (2007). In general, the
observed early cortical processing of emotional words was
valence-specific, differentiating between positive and negative,
which would neither be expected by a motivated attention
account (Kuperman, 2015), nor fully in line with automatic
vigilance (Pratto and John, 1991), since the early visual attention-
sensitive ERPs responded selectively to positive rather than
negative words. Previous research on emotional word processing
typically revealed arousal-driven ERP modulations (Fischler and
Bradley, 2006), at least during free-viewing (e.g., Kissler et al.,
2007) or lexical decision (Schacht and Sommer, 2009b). Present
results suggest that explicit evaluation accentuates valence-
specific perceptual processing, apparently particularly in positive
mood as already suggested by Kiefer et al. (2007). Surprisingly,
however, the pattern was reversed over temporal regions, and
apparently generally in higher-level processing (see below). This
theoretically unexpected finding was observed in several time-
windows, lending it conceptual credibility. It may reflect the
need for alerting by an unexpected input, similar to what is
sometimes seen as processing interrupt in the startle literature
(Herbert and Kissler, 2010; Blumenthal, 2015). Mood effects over
perceptual brain areas, by contrast, exhibited a mood-congruence
pattern with larger amplitudes for the mood-congruent words.

The latter portion of the EPN, between 300 and 400 ms,
conceptually replicated what was seen in the early EPN as well
N1. We found no evidence for delayed valence processing in
L2 which would have been evident in an interaction of word
valence with language in either of the EPN windows, which
might be due to the relatedness of the two languages used.
Instead, between 300 and 400 after word onset, over temporal
areas, ERPs were generally more negative-going in L1 than
in L2, probably reflecting a polarity reversal of the fronto-
central N400.

N400
On the N400, a main effect of language was prominent. In
line with the ERP literature pointing to N400 as an index of
more wide-spread search in language networks (e.g., Kutas and
Hillyard, 1980; Kutas and Federmeier, 2000, 2011), we found
more negative N400 amplitudes in L2 relative to L1. Larger
N400 in L2 than in L1 has been previously observed in word
and sentence processing tasks (e.g., Ardal et al., 1990; Moreno
and Kutas, 2005; Martin et al., 2013). For instance, in visual
processing of words and sentences, bigger N400 amplitudes
for L2 stimuli typically have been interpreted as indices of
cognitive effort increase, i.e., more extensive lexical search for
the L2 word meaning, or more difficulty in integrating L2
word meaning with the representation of the ongoing context
(e.g., Moreno and Kutas, 2005; Thierry and Wu, 2007; Martin
et al., 2013). Therefore, more negative amplitudes evoked in L2
relative to L1, as we observed here, should indicate of more
extensive lexical search in L2 irrespective of mood. German-
English bilinguals were employing more cognitive resources to
perform the evaluation task in English (L2) than in German
(L1). This finding contributes to the body of literature already
showing that the N400 amplifications might be qualitatively
different in the two languages of bilingual individuals, with
factors such as language proficiency, or age of L2 acquisition most
likely modulating N400 amplitude. However, unlike shown in
previous sentence level (e.g., Federmeier et al., 2001; Pinheiro
et al., 2013) or word level (Kiefer et al., 2007) research, no
mood effects were present on the N400. This might be due to a
combination of word level processing and the evaluative decision
task that might have shifted neural mood and content effects
in time, perhaps pushing them into earlier negativity or later
positivity windows. No effects of word valence were found on
this component either, which across emotional word processing
studies is not unusual as only some studies report emotion effects
on this component (e.g., Sass et al., 2010; Palazova et al., 2013;
Zhang et al., 2014).

LPP
LPP amplitude responded to emotional content, being larger
for both positive and negative than for neutral words. This
accords with a large body of literature on emotional word
processing (see e.g., Citron, 2012 for an overview), and is seen
particularly during active tasks, requiring attentive processing of
emotional content (Schindler and Kissler, 2016). The u-shaped,
arousal-driven effect of emotional content is in line with the
motivated attention account which is generally influential in
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the emotional stimulus perception literature (Lang et al., 1997)
and also described by Kuperman (2015) for word processing.
Crucially, emotional LPP modulation further varied with mood
induction in that LPP amplitude was particularly pronounced
for the mood-incongruent word valence. This pattern is similar
to what was observed for the lateral N1 and EPN effects and
may be in line with the above mentioned alerting by interrupt
account. Herring et al. (2011) investigating evaluative affective
priming also found that the LPP, but not the N400, responded to
the priming manipulation, with the response pattern indicating
incongruity-sensitivity on the LPP. The present data extend
this pattern from picture and word priming to the effect of
experimentally induced moods across blocks of stimuli. Although
we have not found language effects in the LPP, a recent EEG
study (Kao and Zhang, 2020) points out differences in emotional
speech processing between L1 and L2 exactly in the late ERP
components—N400 and LPP in the auditory modality. This
shows that that language effects for emotional meaning are
also modality-related, and future studies need to account not
only for mood but also for modality effects when examining
how bilinguals process emotional language in their respective
linguistic systems.

Limitations and Open Questions
The present study provides evidence for very early effects
of mood on lateralization of language processing in L1, as
well as of mood on emotion word processing in general.
It also replicates several established effects, providing good
conceptual credibility for the present findings. Since several
observed effects were found in consecutive time-windows,
there is also good internal consistency in the data. However,
our aim of characterizing the full processing timeline across
several time-windows necessitated numerous statistical tests.
Therefore, the present findings should be replicated in the
future and, if possible, larger groups should be studied. In
fact, some early interactions also suggested that early mood
effects on L1 versus L2 processing might be valence-specific
as we had originally hypothesized. With more experimental
power, it should be possible to further specify the nature of
these effects. Using different, possibly less related languages may
provide a further means of replication, but also help reveal
specific effects. Finally, directly contrasting word and sentence-
level effects in the same participants would allow us to test
whether temporal shifts occur depending on processing load.
Early mood effects might be specific to word-level processing
and later ones (e.g., in the N400 window) might be found in
sentence-level studies.

SUMMARY

Overall, we found that moods started modifying emotional
word content processing very early, already at N1. This early
influence was stronger for happy mood, bigger for L1, relative
to L2, and clearly lateralized: left-lateralized for L1 and right-
sided, in tendency, for L2, demonstrating language-specific mood
effects in the bilingual brain that call for further characterization.
Importantly, we found mood-congruent effects in perceptual
processes and mood-incongruent ERP amplification during
higher order evaluative processing, indicating that the effect
of mood on the neurophysiology of language is stage-specific,
rather than general. This needs to be taken into account
by future models incorporating mood as a context factor in
language processing.
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How do people learn to talk about the causal and temporal relations between events,
and the motivation behind why people do what they do? The narrative practice
hypothesis of Hutto and Gallagher holds that children are exposed to narratives that
provide training for understanding and expressing reasons for why people behave as
they do. In this context, we have recently developed a model of narrative processing
where a structured model of the developing situation (the situation model) is built up
from experienced events, and enriched by sentences in a narrative that describe event
meanings. The main interest is to develop a proof of concept for how narrative can
be used to structure, organize and describe experience. Narrative sentences describe
events, and they also define temporal and causal relations between events. These
relations are specified by a class of narrative function words, including “because,
before, after, first, finally.” The current research develops a proof of concept that by
observing how people describe social events, a developmental robotic system can
begin to acquire early knowledge of how to explain the reasons for events. We collect
data from naïve subjects who use narrative function words to describe simple scenes
of human-robot interaction, and then employ algorithms for extracting the statistical
structure of how narrative function words link events in the situation model. By using
these statistical regularities, the robot can thus learn from human experience about how
to properly employ in question-answering dialogues with the human, and in generating
canonical narratives for new experiences. The behavior of the system is demonstrated
over several behavioral interactions, and associated narrative interaction sessions, while
a more formal extended evaluation and user study will be the subject of future research.
Clearly this is far removed from the power of the full blown narrative practice capability,
but it provides a first step in the development of an experimental infrastructure for the
study of socially situated narrative practice in human-robot interaction.

Keywords: narrative, situation model, discourse marker, reservoir computing, narrative practice

INTRODUCTION

Meaning is grounded in social and cultural conventions expressed in the forms of words (Waxman
and Markow, 1995), grammatical constructions (Goldberg, 2003; Tomasello, 2003), and narrative
patterns (Bruner, 1991; Hutto, 2007) that are elaborated through shared experience. Theories of
narrative practice hold that through normal exposure to narratives about human social interaction,
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the child will come to learn how to interpret, react to and
respond to social contexts as provided by a theory of mind
or folk psychology (Hutto, 2007; Gallagher and Hutto, 2008;
Nelson, 2009). This narrative practice theory holds that in
human interaction, people regularly generate folk psychological
narratives that explain why a person acted on a particular
occasion, and that through exposure to these narratives children
acquire the skills to understand and themselves produce such
narratives (Hutto, 2007). This provides an answer to questions
of socially situated language learning - To what extent do
representations gleaned from the social and cultural context
influence language processing and learning? What mechanisms
contribute to socially-situated language processing and learning?
The current research provides a theory of how exposure to
situations and language describing those situations can be used to
establish norms about how language should be used to describe
and answer questions about these situations. One method to
demonstrate the feasibility of such a theory is in the context of
social interaction between humans and robots. The objective of
the research described in this paper is to spell out a framework for
implementing the theory, and to establish its feasibility in a proof
of concept demonstration, leaving more formal and extended
user studies for the future.

Spoken language has historically played an important role in
interactive robot-human communication (Crangle and Suppes,
1994; Lauria et al., 2002; Dominey et al., 2009; Kollar et al., 2010;
Matuszek et al., 2013). In the most direct usage, language allows
the robot to describe events that have just occurred (Dominey
and Boucher, 2005), and allows the human to command
actions that the robot should perform (Dominey et al., 2007a,b,
2009). Extending the usage of language in time, we have used
spoken language to allow the human to explain a coordinated,
cooperative shared plan to the robot, and then to help explain and
show the robot how to perform the different actions in the shared
plan (Petit et al., 2013; Sorce et al., 2015) as illustrated in Figure 1.

Ideally, however, language allows a much more extended
access to events and relations between events and the mental
states of the agents involved, as those events occur in extended
time. This more extended use of language brings us to something
approaching narrative. In her characterization how the child
begins to go beyond purely canonical representations of its
life events, Nelson states that “Narrative is the vehicle of
communicating representations of events between people by
verbal means.” [(Nelson, 2003), p. 32]. Nelson specifies that
narrative processing requires a grammatical processing capability
sufficient to handle the complexity of the sentences used in the
narrative, a form of working memory that allows the construction
of a representation of the unfolding story, and appropriate
experiential memory for encoding and interpreting the situations
that the story refers to Nelson (2009).

That is, language is about something, and this something is
the shared experience of the participants. In this context, we have
made a significant effort to develop an autobiographical memory
(ABM) system that allows the iCub humanoid robot to store
its experience with humans, and to organize this experience in
pertinent manner, thus allowing the iCub to learn and perform
shared plans for joint action (Petit et al., 2013; Pointeau et al.,

2014; Moulin-Frier et al., 2017), as illustrated in Figure 1. This
ABM system thus contributes in part to Nelson’s requirement for
experiential memory. The requirement for grammar processing
can be met with our work in dynamic construction grammar
(DCG) (Hinaut and Dominey, 2013; Hinaut et al., 2014, 2015;
Dominey et al., 2017). These ABM and DCG capabilities have
been integrated in a model of narrative processing (Mealier et al.,
2017), illustrated in Figure 2.

Further responding to Nelson’s requirements, we have
developed a system where a situation model (Zwaan and
Radvansky, 1998; Zwaan and Madden, 2004) is assembled from
events coded in the ABM, and is then enriched by linking event
representations with causal and temporal relations that are coded
by narrative function words. This extends our work on dynamic
construction grammar (DCG) using recurrent reservoir networks
for sentence processing (Hinaut and Dominey, 2013; Hinaut
et al., 2014, 2015). These models are called Dynamic Construction
Grammar because of the internal dynamics of the recurrent
reservoir network that produces on-line dynamic responses to
model inputs, as required for simulating ERP responses (Hinaut
and Dominey, 2013). These reservoir computing models learn the
relation between the structure of sentences, and meaning, as the
mapping of semantic words in the sentences (nouns and verbs)
onto their semantic roles of predicate, agent, object and recipient
(PAOR). This corresponds to the elements in the Narrative Cx
Model in Figure 2.

This model of narrative processing will form the core
infrastructure for our study of narrative practice. In the following
we outline the extension from grammar to narrative, the
elaboration of the situation model, and the use of narrative
function words to express relations between event components
within the situation model. Then we demonstrate the proof of
concept for the learning of how to use narrative function words
in responding to questions and in the generation of canonical
narrative patterns.

From Grammatical Construction to
Narrative Construction
The extension from the original grammatical construction
models is based on the introduction of narrative function words
in the sentences, and corresponding narrative relations in the
meaning. Whereas grammatical function words (e.g., to, by, was)
specify relations between open class words and their semantic
roles within a sentence – e.g., who did what to whom - narrative
function words specify relations between events in multiple
sentences, and their constituent elements at the level of the
situation model – e.g., why someone did something to someone.

The original DCG models allowed the learning of the mapping
between event meaning and sentences. We then introduce the
notion of narrative relations into the meaning. So the sentence
“I gave you the toy because you wanted it” corresponds to
the meaning with two events gave (I, you, toy) and want
(you, toy), linked by the causal relation because. This new
component of the meaning is labeled “Narrative Relations”
in Figure 2. Thus, the recurrent neural network and readout
learns to extract the predicate (agent, object, recipient) (PAOR)
representations of events, and the narrative relations. This
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FIGURE 1 | Human-robot social interaction -joint execution of a shared plan that is learned from experience and coded in the autobiographical memory (ABM).
Different steps of the iCub during the execution of a shared plan for the music game are illustrated. (a) Initial configuration of 3 elements. Robot places object 1
north. (b) Human takes this object and places it west. (c) Robot places object 2 North, for the human, who then puts it East (not shown). (d) Robot places final
object north. (e) Human takes object and places it South. (f) Final internal representation of objects on ReacTable to produce the song as the joint goal of the shared
plan. From Pointeau et al. (2014a).

is the content that can now be constructed into a coherent
representation of the narrative, the situation model, based on the
narrative construction.

The narrative construction is compositional, built up from
multiple sentences that are linked by relations along these
dimensions. The nature of such relations and their representation
has been identified in various discourse models, such as
Centering Theory (Grosz and Sidner, 1986; Grosz et al., 1995),
rhetorical structure theory (Mann and Thompson, 1988), SDRT
(Lascarides and Asher, 1993), or coherence and structure of
discourse (Hobbs, 1985). Taking the analogy from grammatical
constructions, these relations are coded by the order of the

sentences and by narrative function words (e.g., but, since, then,
so, now, because, etc.). The crucial notion is that narrative
structure provides a higher level of organization upon the events
that it describes. New links—causal, intentional, temporal, etc.,
and aspects of meaning about people and events that may breach
the canonical structure—are superimposed on the events by the
narrative discourse, and this structuring results in the creation
of meaning referred to by Bruner (1990, 1991, 2009). It is likely
that there is a constructive interaction between pre-linguistic
representations of such links, and language that labels and
highlights these links as the child becomes increasingly proficient
(Bruner, 2009).
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FIGURE 2 | Narrative processing model. Original reservoir computing models for comprehension and production updated with narrative relations in the meaning
component to yield Narrative Construction (Cx) Model. Human-robot social interaction generates events (0): coded in the autobiographical memory (ABM), and (1)
transcribed into the situation model. Narrative input maps and meaning representations form a (sentence, meaning) corpus (2) that is used to train the
comprehension and production models. Once trained, narrative input is processed by the comprehension model which allows enrichment of the SM via narrative
relations (like “because”) that are coded by narrative function words. The system can take contents of the situation model extract the events and narrative relations
and use these to generate narrative output (4).

We have developed methods for representing and expressing
meaning about physical events in grammatical constructions
(Dominey and Boucher, 2005; Hinaut et al., 2014). The
constructions are learned in a manner similar to how
humans communicate such meaning in sentences. Paired
<sentence, meaning> corpora are created, and used to train
the comprehension and production models. This form-meaning
learning can be extended to narrative constructions, which allow
humans to communicate meaning about a group of events that
occurred in a coherent behavioral context, and importantly to
express relations between events that may not be visible. Where
the grammatical construction uses word order and grammatical
functions words to map open class elements onto their thematic
roles, the narrative construction uses sentence order and
narrative function words to map multiple sentences onto events
and relations between them. The form pole of the narrative
construction is thus composed of a sequence of sentences that are
linked via narrative function words—much like the grammatical
function words (closed class words) that provide the grammatical
structure at the sentence level (Mealier et al., 2017). Narrative
function words have been characterized as discourse connectives
which provide discourse structure (Grosz and Sidner, 1986;
Knott, 1996; Knott and Sanders, 1998; Fraser, 1999; Webber
et al., 2001), much like grammatical function words (closed
class words) provide grammatical structure at the sentence level.
Norrick (2001) shows how discourse markers “well” and “but”
can take on special narrative functions distinct from their lexical
meanings and usual discourse marker functions, supporting the
psychological validity of the notion of narrative function word.

Narrative constructions are thus learned as conventions
(Hutto, 2007), in the same way that grammatical constructions
are learned as conventions. As with the grammatical
construction model, the system must be furnished with matched

sentence-meaning pairs. The novelty is that these sentences will
include narrative function words, whose role will also be reflected
in the meaning representation. That is, they will be intrinsically
present in the sequential structure of sentences and in the
meaning representations in training corpora, and learned by the
system. Crucially, however, as mentioned above, there may be
components of the narrative structure that are not visible in the
physical events, e.g., causal and logical relations. These relations
will be introduced by the narrator in the narrative examples. This
is part of how narrative is used to make meaning (Bruner, 1990,
1991), including the construction of the situation model.

The Situation Model
A narrative construction maps multiple sentences onto a
situation model, specified as a network of these PAORs
(predicate, agent, object, recipient frames), linked by relations
along the five dimensions of Zwaan and Radvansky (1998):
time, space, causation, motivation, and protagonist. Inspired
by psycholinguistics (Zwaan and Radvansky, 1998; Zwaan and
Madden, 2004), our situation model codes events, organized
around an event structure with Initial state, Goal, Action,
Result and Final state – IGARF. These events are linked with
narrative relations (causal, temporal, intentional) from successive
sentences in the narrative. Recalling from above, this involves
an extension of the notion of grammatical construction to
narrative construction which in turn involves the introduction
of the notion of narrative function words. In analogy to the
way in which grammatical function words operate on relations
between open class words in a sentence, narrative function
words operate on relations between events in a situation
model (Dominey et al., 2017; Mealier et al., 2017). Narrative
function words including “because, since, then, so, before,
after” allow the construction of relations between events in
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order to construct and enrich a situation model representation
of meaning. A detailed situation model in IGARF format is
illustrated in Figure 3.

The situation model addresses a major issue we had to resolve
which concerned how the DCG model could accommodate
multiple sentences that are linked by their narrative structure
and contribute to the construction of a coherent meaning
representation. The solution was to extend the meaning pole of

the DCG model. As illustrated in Figure 2, the DCG models have
the meaning pole that continues to contain a representation of
the events described in the sentence. In addition to coding the
predicate-argument representation of the events, the meaning
component is supplemented with an optional representation of
the narrative context as coded by a narrative function word.
This is indicated as narrative Relations in Figure 2. For example,
in the sentence “I gave you the toy because you wanted it,”

FIGURE 3 | Elaborated Situation model corresponding to the narrative: “I wanted to take the croco but I failed the take. So I said give me the croco please. You gave
me the croco because I wanted it. Now I have the croco.” The SM is organized in an IGARF structure (Initial state, Goal, Action, Result Final state). The tree-like
structure of the SM in Figure 2 is represented here by indentation. This SM was created automatically by the model in Figure 2. From Mealier et al. (2017).
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the meaning component is the standard predicate-agent-object-
recipient (PAOR) of the two events gave (I, you, toy); want
(you, toy), and the narrative relations component indicates the
narrative function word that is now linked to these events.
This link is then added to the situation model, as illustrated
by the dotted line in Figure 2, and in the more detailed SM
representation in Figure 3.

An important aspect of the situation model is that it
provides a form of convergence zone between non-linguistic
event representations - which can be internal representations of
one’s own actions – and linguistic representations of those same
actions. Figure 3 provides details of a situation model where the
initial content was generated from a human-robot interaction,
and the SM was then completed by human narration.

Integrated Function
In usage, the human and robot [here the iCub (Metta et al.,
2008)] interact based on a complication and resolution scenario,
where the human helps the robot to achieve its goal. For
example, the robot wants a toy. It tries to grasp the toy,
and fails. It then reasons on other actions that could be
used to achieve the goal, and asks the human for help. The
human gives the toy to the robot. These events, as generated
by the robot, are coded in its Autobiographical Memory,
and automatically converted into the SM representation. This
yields an initial SM. The human then narrates what happened,
which enriches the representation that has been initiated in
the SM. Each sentence in the narrative is matched to the
event that it describes. The resulting sentence-meaning pairs are
assembled into a corpus that is then used to train the narrative
construction (NCx) comprehension and production models.
After the comprehension and production models are trained on
the resulting corpus, the trained comprehension model can be

used to extract the meaning from the narrative. This extracts the
events, which are assembled into a situation model (or used to
enrich the existing SM), and narrative relations, that are used
to create links between events (illustrated as the dotted link
“because” between the give and the want actions in Figure 2, and
the narrative links illustrated in Figure 3). Narrative relations
are identified as those semantic elements that do not have a
direct reference in the meaning component (e.g., there is no
representation of “because” in any of the events).

Said in a different way, when learning from a narration of
an experienced event, events in the sentences are matched with
referenced events in the situation model. Those elements that
don’t match must then be narrative function words (NFWs).
These will used to create links, labeled with the NFW, between
events mentioned in the same sentence. For “I gave you the
toy because you wanted it,” gave and wanted in the sentence
match with the gave and want events coded in the SM. Because
cannot be found in the SM, and so must be considered an NFW.
These events and the narrative relation make up the meaning
that is paired with the sentence to constitute (with other pairs)
the training corpus used to train the reservoir construction
models. When this sentence is then presented to the trained
model, the model generates the meaning as the events, and the
narrative relation, because, which is used to create a labeled
link between the want and gave events, as illustrated in the
SM in Figure 3.

Learning to Produce Narrative Using
Narrative Function Words From Narrative
Practice
Given this infrastructure we can see how the SM can be generated
from narrative. In order to generate narrative from the SM, we
should just go in the opposite direction: the contents of the

FIGURE 4 | Still images extracted from three of the six videos that were presented to subjects. (A) Partner hands an object to the robot. (B) Partner removes a box
that blocked the robots access to the toy. (C) Partner 1 removes the box that obstructs access to the toy, and (D) partner 2 then hands the toy to the robot.
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FIGURE 5 | Response panel from user interface for specifying use of NFWs.

situation model are used to generate meanings, with the two
components – events and narrative relations, and this feeds into
the narrative production model. The problem is that for a given
situation model there a multiple different forms of sentences
that can potentially be generated. Even more difficult, for new
situations observed by the robot, the events will be encoded,
but not the narrative relations, since they cannot be seen. Like
the child, our system has to learn how events in the situation
model are linked by causal and temporal relations, which can
then be expressed in narrative. This is the problem we address
here. This problem is of interest to researchers in developmental
psychology, and developmental robotics.

Developmental studies of the acquisition of narrative function
words indicate that there is a progression of complexity that
typically starts with the use of “and” as an additive marker,
then followed by markers for temporal, casual epistemic,

object specification, adversative, notice and other complement
relations (Bloom et al., 1980). This emergence of discourse
connectives is influenced by multiple factors including the
conceptual complexity of the relations to be expressed, syntactic
complexity of the forms used to express the relations, and
the frequency of use in parental input (Evers-Vermeul and
Sanders, 2009). Indeed, we should recall the importance of the
parental/caregiver influence in the social context of interaction
(Dominey and Dodane, 2004).

In this interactive context the child will learn how to
express temporal and causal relations in the domain of human
motivations for behavior. This problem has been approached by
Hutto (2007) and Gallagher and Hutto (2008) in the context
of the Narrative Practice Hypothesis. They argue that children
engage in story-telling practices with others, and that through this
narrative practice they are exposed to –and learn from- examples
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FIGURE 6 | Schematic view of the functioning of NFW-Analysis (Narrative Function Word Analysis). The system calculates statistics on how narrative function words
(NFWs) link events in sentence with the corresponding events in the Situation Model of the narrative. Here with the example for the NFW “because”, we see that in
the Correlation plot, “because” typically justifies the action of the first mentioned IGARF (Initial state, Goal, Action, Result, Final state - event representation) with any
one of the IGARF components of the second event. The timing histogram indicates that the second mentioned event tends to come soon before the first.

of how narrative patterns are used to express reasons why people
behave as they do. Like the child, our system will learn how to
appropriately use narrative function words, based on experience.
This experience takes the form of data characterizing how people
talk about actions, and what kind of narrative function words
they use to establish causal and temporal links between successive
actions in a coherent scenario. These data can then be used to
teach the system. To respond to this need, we gathered data from
naïve human subjects who observe a human-robot interaction,
and are then prompted to describe what they have seen. Their use
of language then provides data for the learning system. This is
described in section II.

Once we have data on how people use narrative function
words to link events in narrative, we must render this data usable
for the system. For this, we benefit from previous experience with
a learning system that collects statistics on how pronouns are
used, and generalizes so that the system learns to correctly use
pronouns (Pointeau et al., 2014a). Here, we extended this system
so that it accumulates statistics on how narrative function words
like “because, first, so, then” specifically link different elements in
a situation model, in order to talk about action in a meaningful
way. This is described in section III.

Once the system has been trained on data from naïve human
subjects, the system can then use this knowledge to discuss what
happened with the human in a pertinent manner. These results
are presented in Sections IV and V.

Ethics Statement
Written informed consent was obtained from the [individual(s)
AND/OR minor(s)” legal guardian/next of kin] for the
publication of any potentially identifiable images or data included
in this article.”

TABLE 1 | Pseudo-code explaining how narrative function words are learned.

NarrativeFunctionWordLearning(Situation_Model, Narrative)

For each SENTENCE in Narrative

{

MEANING = NarrativeReservoirComprehension(SENTENCE)

// extract meaning with narrative reservoir model

Locate MEANING in Situation_Model

// MEANING may have 1 or 2 events

Establish NFW link with the EVENT(s) in the Situation_Model

//e.g. “because” links Event 1 (Result of IGARF N) with

Event 2 (Action of IGARF M)

Update Correlation_Plot statistics linking IGARF

//e.g. “because” links Event 1 (Result of IGARF N) with

Event 2 (Action of IGARF M)

Update Timing Histogram statistics

// e.g. in this example Event 1 is before Event 2

}

COLLECTING DATA ON HOW PEOPLE
USE NARRATIVE FUNCTION WORDS

Certain dimensions of language structure can be learned through
the extraction of statistical structure during exposure to language
stimuli (Pelucchi et al., 2009). However, there are dimensions of
language learning which require more direct social situation as
in learning how to related other’s behavior to unseen goals and
motivations. This is where Hutto’s narrative practice is pertinent,
as it provides a framework to explain how children learn narrative
patterns that explain behavior. Here we set out to initiate a simple
modeling of these phenomena of socially situated learning.
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FIGURE 7 | Illustration of correlation plots for IGARF elements of events referred to by the NFW for the first event (horizontal axis) and second event (vertical axis) in
data from nine naive subjects. Correlation of the NFW linking the two event elements coded blue (0) to red (100%). Interesting behavior is observed for because and
before. With because we see that the action of the IGARF for the first event can be causally linked to all components of a second event, as in the sentence “iCub
take the croco because iCub want the croco.” In contrast, the use of “before” can link any element of the first event with the action of the second event.

TABLE 2 | Pseudo-code explaining how narrative function words are used in
responding.

Use Narrative Function Word (pseudo-code)

UseNarrativeFunctionWord (Situation_Model, NFW, input_event(optional))

If input_event <> null

Find input_event in Situation_Model

For each EVENT in Situation_Model

// calculate statistics on most probably use of events

// in SM with this NFW

{

Correlation = score(EVENT(i), input_event, Correlation_Plot(NFW))

Timing = score(EVENT(i), input_event, Timing_Histogram(NFW))

Update score_vector(i)(EVENT, Correlation_score, Timing_score)

}

Response = select_best_event(score_vector)

Sentence = NarrativeGenerationModel(Response)

Say(Sentence)

In order to determine how people use narrative function
words, we invited naïve subjects to watch a series of interactions
that involved different levels of “complication” and “resolution,”
involving a robot attempting to reach for a toy crocodile and a
human helping the robot to achieve the goal. Still images from
some of the videos are presented in Figure 4. These scenarios
were designed to allow naive subjects to be able to use narrative
function words in order to describe when and why the partners
and the robot performed as they did. By naïve, we mean that the
subjects did not know anything about the algorithms being used
to process their responses.

A set of six interactions that involved the human-robot
interaction were filmed and put on YouTube, and via Qualtrics
we allowed people to access these videos and then describe
what they saw. Qualtrics is a tool that allows the creation of
experimental protocols that can then be used in web applications
such as Amazon Mechanical Turk.

- In Scenario 1, the robot tries to grasp the toy croco, but it
is out of reach, so he asks for help, but gets the mouse instead of
the croco, and so asks again and this time gets it. - In Scenario 2,
the robot tries to grasp the croco that is covered by the box, asks
Larry to remove the box, and Robert to give him the croco. - In
Scenario 3, the robot tries to grasp the croco, but it is covered by
a box, so he asks the human to remove the box, and then grasps
the croco. - In scenario 4, the robot successfully grasps the croco.
- In Scenario 5, the robot tries to grasp the croco that is out of
reach, and then asks for the croco. - In Scenario 6, the robot tries
to grasp the croco but it is covered by the box, so he asks Larry
to remove the box, then he tries and fails to grasp the croco, and
then asks Robert to give him the croco.

In a first data collection we asked people to describe what
happened in the videos, using narrative functions words. In these
unrestricted cases, the language produced was like this:

(1) The robot seems to fail to pick up the crocodile because he
is too far away

(2) So he asks the person because that is easier than moving
(3) The robots takes the time to thank the person, because that

is what one should do
(4) The robot finally got the toy
(5) The robot asked the human to give the toy, and finally he

could play with it
(6) Although the robot first couldn’t grasp the toy, it finally got

it after asking for help
(7) The robot needs help picking the toy because it cannot

reach it
(8) It cannot reach it because the toy is far away the user helps

the robot because it cannot do it by itself

The NFW system requires that the meaning expressed in the
sentences can be associated with meaning in the Situation Model.
In some of these example sentences the mapping can be made
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FIGURE 8 | Use_NFW procedure that takes an NFW and an event, and a SM as input, uses the NFW statistics to find an event in the SM that has the NFW link with
the input event, and then uses the language model to generate the corresponding sentence.

TABLE 3 | In order to generate event and NFW inputs for narrative to be generated
by the system, we developed a simple mapping between questions that the user
can pose, and the corresponding query that will be made to the situation model.

Question Characteristics of returned events

What happened <first, then,
finally>

Return events that respect the statistical
(correlation and temporal) characteristics of the
identified NFW

What happened <because,
after, before> EVENT 1

Return events that respect the statistical
(correlation and temporal) characteristics of the
identified NFW and the cited event

Why did EVENT Return events that respect the statistical
(correlation and temporal) characteristics of the
NFW “because” and the cited event

What else CONTINUE with the same search

Why is that Return events with a “because” link to the
previously returned event

Do you remember when <first,
then, finally> EVENT or EVENT
<first, then, finally>

Search for a SM that contains the specified
EVENT

(e.g., 1, 4, 6), while in others, the sentence refers to meaning
components that are not in the SM (e.g., 2, 3). The sentences
could be pre-processed, but what we were most interested in
was how people used the NFWs to coordinate the main events
in the scenarios.

In a second data collection using Qualtrics and Amazon
Mechanical Turk, we tested nine subjects in a more structured
way where they were given a narrative function word and could
select a first event, and a second event, in order to make a sentence
that described one of the scenarios. These sentences constructed
in this more constrained situation allowed a more direct mapping
onto the events in the SM for the discovery of how different
NFWs are used to link these events. Here, we used a set of 12
NFW: “and, after, because, before, but, first, finally, however, so,
then, therefore, while.” The data collection experiment that was
performed by our subjects can be seen on this link:

https://survey.eu.qualtrics.com/jfe5/form/SV_6SF6NuZZdm
TCr7D.

Here is an example of naïve subjects use of the narrative
function words after, because and before.

The robot ask for the croco to the human after the robot fails
to take the croco.

Human gives the croco to the robot because the robot asks the
human for the robot.

The robot ask for the croco to the human before the human
give the croco to the robot.

A screenshot of the interface for the choice of how to use a
NFW is illustrated in Figure 5. This data collection campaign
generated 432 distinct uses of the NFWs that could then be used
for training the system.

LEARNING TO USE NARRATIVE
FUNCTION WORDS

The situation model represents events and mental (goal) states,
and different types of relations between them, expressed with
narrative function words. In order to properly generate sentences
that express these relations, we took a socially situated usage
based approach (Tomasello, 2003) where the knowledge of
how to use these narrative function words like “because”
comes through narrative practice (Gallagher and Hutto, 2008;
Hutto, 2009). We consider this as approximating learning
contexts where people provide narrative about what happened,
in the same way that caretakers would talk about events with a
developing child, who learns by example.

Narrative function words express relations between events,
and human knowledge about how these relations are expressed is
encoded in the data we obtained from human subjects. Through
a process of pattern matching statistical learning, the system
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extracts regularities about how NFWs are used, and then re-
employs these statistical patterns when generating narrative. In
our algorithm, as illustrated in Figure 6, semantic words in
sentences are matched with semantic words representing events
in the situation model, in order to identify the referred events.
A NFW in a sentence with two events will correspond to a
link between these two events in the SM, and this link will be
accounted for in the accumulating statistics, represented as the
correlation plot in Figure 6. We learn based on two statistical
analyses: Correlations between the Initial state, Goal, Action,
Result and Final state (IGARF) elements referred to by the NFW,
and relative Timing of the elements referred to by the NFW
(e.g., does one of the events occur before or after the other).

Table 1 presents the pseudo-code algorithm for extracting this
statistical structure. Sentences are analyzed to determine how the
narrative function word, and its relation between the event(s) in
the sentence, are to be represented in the situation model. For
example, we showed that the system can observe that in sentences
of the type “event-a because event-b,” there is a relation between
the event component (initial state, goal, action, result, final state –
IGARF) of the first and second event, and also a relation between
the relative timing of event-a and event-b. Statistics on these
relations can be accumulated, extending our work in this area for
learning how to use pronouns (Pointeau et al., 2014b).

Figure 7 illustrates the results of this correlation analysis
for two NFWs, because and before. We see the typical pattern
of usage of these two words, reflected in these statistics. In
our data, because is most often used to explain why an action
occurred, corresponding to the vertical bar along the Action
element of event 1. The reason can be related to an initial state,
another action, result or final state (e.g., “Anne-Laure removes
the box because the box cover the mug”). This corresponds to the
distribution of probability along the different IGARF elements in
the vertical band. For before, a different profile is observed. Before
is used to explain what happened prior to a particular action
(e.g., “the box cover the mug before Anne-Laure removes the
box.”). What happened before can be any of the IGARF elements,
and what happened after is an action. This corresponds to the
horizontal band aligned along the Action dimension for before.

TABLE 4 | Example dialogue excerpt from an interaction with the iCub.

H: What happened first?

R: First I want the brain

H: What else?

R: First Greg have the brain

H: What else

R: First I take the brain

H: What happened then?

R: Then I said: “Give me the brain please” to Greg

H: What else?

R: Then Greg give the brain to me

H: Why did Greg give the brain to you?

R: Greg give the brain to me because I say: “Give me the brain please” to Greg

H: What happened after Greg gave the brain to you?

R: After Greg give the brain to me, I have the brain

EXPLOITING NARRATIVE FUNCTION
WORDS

The point of learning how NFWs are used is to then be able to
use them in this conventional way – to talk about action the way
that one has learned that others talk about action. So in answer
to a question like “what happened first?” one can respond in the
same way that one has heard others talking and using the word
“first”. Likewise when asked why did an event occur, one would
respond by using the word “because” in the same way that one
has seen others do it.

Use_NFW is a procedure (described in Table 2 and Figure 8)
for extracting event representations in the form of IGARFs from
the SM based on narrative links encoded in the statistics in the
correlation plot and timing histogram learned from experience.
The Correlation Plot encodes the source and target events
typically referred to by a narrative function word (e.g., “because”
often refers to the Action of the source and the multiple possible
IGARF elements of the target). The Timing Histogram describes
the temporal precedence for source and target.

The function Use_NFW exploits the statistics learned in
the correlation plot and the timing histograms in order to
determine what elements of the situation model should be
extracted and used to generate a meaning representation for the
narrative construction production reservoir model. Use_NFW
takes as input [NFW, optional event [PAOR], optional order).
The optional event is because some NFWs do not take an event
(like first, or finally), whereas others do (like before event, or
after event). The optional order corresponds to the place of the
given [PAOR] in the desired sentence: “What happened after I
gave you the toy?” (Result: “After you gave me the toy, I have
the toy.”) versus “I gave you the toy after what?” (Result: “You
gave me the toy after I asked for it”). The function Use_NFW
will thus return a set of events with a corresponding score
(based on the distribution of the histogram and correlation
plot), that will be sent to Narrative Construction Model to be
generated as a sentence.

Narrative function words can also be used to search for a
particular situation model. That is, a relation expressed by an

TABLE 5 | This dialogue example illustrates how the human can start at the end of
the interaction and ask questions proceeding from end to beginning.

H: What happened finally?

R: Finally I have the brain

H: Why do you have the brain?

R: I have the brain because Greg give the brain to me

H: Why did Greg give the brain to you?

R: Greg give the brain to me because I say ‘give me the brain please” to Greg

H: Why did this happen?

R: I said “give me the brain please” to Greg because I failed the take

H: What else?

R: I said “give me the brain please” to Greg because I reasoned

H: Why did your reason?

R: I reasoned because I failed the take

H: Why did you take the brain?

R: I take the brain because I want the brain
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TABLE 6 | Narrative generated from a novel situation, by applying a stored set of
NFWs (marked in bold) from a set of questions posed by the human to yield a
narrative template.

First Anne-Laure have the mouse.

Then I said: Give me the croco please, to Anne-Laure.

Then Anne-Laure give the mouse to me.

Finally I have the croco.

I have the croco because I have the mouse.*

I have the croco because I said: Give me the croco, to partner

NFW and one or more IGARFs can be used as a pattern that will
be searched for in a set of SMs. This allows a form of interrogation
of the system as: “Do you remember when . . .?”

HUMAN-ROBOT INTERACTION

Once the system has been trained as described above, it
is almost ready to use the acquired knowledge in order to
communicate about actions. The final element is another form
of socially situated knowledge about conventions for how to
answer questions. We believe that these conventions (specified
in Table 3) can also be learned by narrative practice, but in the
current demonstration they are pre-specified as described below.

Here we illustrate the ability of the system to use narrative
function words in order to respond to questions in an interactive
dialogue with the human. In the examples we present, an
interaction first takes place, where the iCub wants to grasp a toy
brain (see Figure 9). It attempts the grasp and fails. It then uses
reasoning to determine if there is another method to get the brain,
and determines that it can ask Greg. It does so, and Greg gives the
iCub the toy brain.

The remarkable point here is that there has been no specific
training for this scenario. That is, Greg and the iCub experienced

a shared cooperative activity where Greg helped the robot, but
there was no specific language training about this interaction.
Rather, based on several previous interactions, and narrative
provided by people, the system was able to learn (as just
described) how people use narrative function words like first,
then, because, and finally – with respect to the ordering and
relation between events in a situation model – when talking
about events. So, the system learns that when using the word first
one talks about things that occurred near the beginning of the
scenario. When using the word because and an event, one talks
about events that preceded the event in question.

In order to allow dialogic interaction a simple turn taking
setup and a set of questions were developed. The questions and
the selection of events that are used to generate the responses
with the narrative reservoirs are depicted in Table 3. For an
example of the functioning of the system identified in Table 3,
consider the sentence “Why did Greg give the brain to you?”
This is interpreted as “Why did EVENT” in Table 3. The
interpreter thus calls the function Use_NFW to identify events
that have a “because” link with the event Give (Greg, brain,
iCub) in order to generate a sentence “Greg gave the brain
to me because EVENT.” The system will look for events that
precede the target event, and that correspond to an Initial state,
Action, or Result.

The two dialogues illustrated in Tables 4, 5 were generated
in on-line question answering with the system (see video)1. We
can observe that by the open-ended possibility of questions, the
human is allowed to explore the past experience from different
approaches. In the example illustrated in Table 4, the human
starts at the beginning, by asking “What happened first?” and
then moves forward from there. In the second example, Table 5,
the human starts at the result by asking “What happened finally?”
and works back through the causal chain.

1https://youtu.be/Lhs2aQ7zLK4

FIGURE 9 | New scenario - trying to take the brain. (A) iCub wants the brain and tries to take it. (B) After failing, and reasoning, iCub asks Gregoire to give him the
brain. (C) Gregoire gives the brain to iCub. (D) iCub acknowledges that it has the brain.
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In both of these examples, the system did not receive specific
training in the scenario that was described in the dialogue. Rather,
it was trained on data generated by naïve subjects in different
scenarios. This training allowed the extraction of statistical rules
about how NFWs are used, which could then be applied to
this new situation.

GENERALIZATION OF A CANONICAL
STORY TEMPLATE TO NEW SITUATIONS

This capacity to extract the rules of use of narrative function
words, based on experience encoded in narrative that the
robot has heard, allows the system an unprecedented level
of generalization that we did not see with the grammatical
constructions. In the narrative constructions, narrative function
words like “because” specify relations between event components
within a situation model. The system learns how because,
and other NFWs, are used. An example is illustrated in
Table 6, where a new situation is encountered and used to
construct a situation model, then the system applies a learned
sequence of NFWs to this situation model to generate a new
simple narrative.

In contrast, in the grammatical constructions, grammatical
function words like “by” specify relations between open class
elements in the sentence, but rather than learning these relations
as statistical rules associated with each grammatical function
word (GFW), we learn an entire mapping from the whole
sentence, with the global pattern of GFWs, onto the predicate-
argument representation of the meaning. Thus, it is impossible
for the system to learn the functions of individual GFWs.
Interestingly, however, when the DCG model is exposed to
sufficiently large corpora, it is able to generalize to new
grammatical constructions that it was not trained on Hinaut and
Dominey (2013). Thus, functionally, it learns how to interpret
grammatical function words in a general manner. Still, the
generalization on NFWs in the narrative model is much more
powerful, and based on the compositionality of representations
in the SM (Dominey, 2003).

However, the generalization is not entirely immune to error.
We see with the sentence marked with “∗” that the iCub says “I
have the croco because I have the mouse.” This is not entirely
wrong – prior to getting the croco the iCub did have the
mouse. Part of the definition of the because relation is that the
causal event does precede the caused event, and so from the
temporal perspective this error can be understood. Interestingly,
this kind of anomalous use of “because” is observed in situations
where children (3 year, 6 month–9 year) narrate their personal
experience. In the kinds of errors that these children can make,
one event follows another, but the first event does not cause or
enable the second, or vice versa: e.g., “I fell and just hurted my
neck. Because I had to go to the doctor’s to get the shot for
my mumps” (McCabe and Peterson, 1985). While it is highly
probable that these observations in children reflect cognitive
processes we do not model here, still, for children and our system,
there is an observation of using because to preserve temporal
order where causation is not directly present.

DISCUSSION

In its ecological form language is highly socially situated and
is indeed a vehicle for social situation. Human interactions and
events form the social matrix that is observed and must be
explained and justified to others. Yet at the same time, the manner
in which this communication is to be achieved is itself a social
norm that is socially situated in its acquisition. Interestingly, such
social conventions apply at the lexical, grammatical and narrative
levels, in the service of meaning.

Actions typically do not take place in isolation, and when
we talk about actions and events, we don’t simply state dully
the action that took place, but instead we talk about the event
in an interesting, pertinent way in the ongoing dialogical or
narrative context in a way that has meaning (Bruner, 1990). We
stress the notion of meaning, because meaning is derived not just
from the action itself, but from the situated social and narrative
context in which it is embedded: why did you do it, who did
it, and when! This meaning is characterized by how an action
is integrated into an intentional network of interrelated actions.
These relations are described by a category of words that we refer
to as narrative function words.

Crucially, the manner in which these words are used to express
the organization of events and the relations that interconnect
them are not arbitrary, nor are they innate. Rather, they
are cultural artifacts that are transferred to the young new
member of the culture (Tomasello, 1999), through narrative
practice (Hutto, 2007; Gallagher and Hutto, 2008; Nelson, 2009;
Hutto and Kirchhoff, 2015).

We emphasized how narrative practice could allow children to
construct relations between events. A complementary account is
that these relations (e.g., causal relations) are already perceived
by the infant, and narrative practice allows the infant to
learn how to appropriately label and refer to such relations.
Our model is consistent with both accounts, and in human
development it is likely that there is an interaction between
them. Indeed, Bruner suggests that children may initially be
limited in this causal paradigmatic thinking, and that adult
discourse has a role in guiding children toward the right
causal analyses, so that ultimately the child can perform
these causal analyses autonomously (Bruner, 2009). Similarly,
Lagerwerf (1998) considers that the use of the causal connective
“because” presupposes an understanding of the relation between
the causing and caused. Further supporting this position
(Knott, 1996), considers that coherence relations like causality
describe cognitive constructs that we use to represent the
world, independent from linguistic processing. Thus, narrative
would serve to label and make explicit cognitive constructs
like causality that have already been perceived by the child.
In Section II we sought to characterize how people use NFWs
in the context of the scenarios that we study. This involved
data collection in which naïve subjects narrated human-robot
interactions, using narrative function words. We found that
in fully unconstrained conditions, the sentences generated by
subjects did not sufficiently map onto the events that were
represented in the situation models, and so we modified our data
collection so that subjects were more constrained to generate
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sentences that refer to events in the situations models and
the relations between them, thus providing more concrete
demonstrations of how to use the narrative function words.

We then presented algorithms for learning how NFWs are
used to express narrative relations about actions in section III,
and for using this knowledge to allow the system to then use this
knowledge in section IV, with demonstration in section V. At this
point we made a remarkable observation about generalization
and narrative function words: by learning how specific NFWs are
used, the system is able to generalize to new situation models.
That is, the learned narrative ability can be applied to contexts
different from those used for learning.

In section V we thus demonstrate this ability for the system to
communicate about action. The iCub is able to answer questions
about diverse scenarios (illustrated here with one), based on
the NFW processing.

The system is able to talk about actions in a rather advanced
way. Rather than talking about actions in an isolated manner,
with each action being independent, instead the system is able
to situate actions in time, and with respect to other actions.
Likewise, the human can approach the scenario in question
from different perspectives – starting at the beginning and
working forward, at the end and working backward, etc. This
extends our work on perspective and construing an event in
different ways (Mealier et al., 2016). This work on learning to
use narrative functions words represents an advanced level of
human-robot communication about actions. Future work will
examine structural relations between situation models, and use of
narrative function words in the context of specific (vs. statistical)
use in these situation models.

One of the major limitations of the current research is
illustrated in Table 3, which provides the form of responses to
be used for different types of questions. The limitation is that
this type of correspondence is exactly the kind of knowledge that
can be acquired through narrative practice. That is, the child or
learning system can observe what are the types of responses that
are the social conventions for different types of questions. In the
current research, this is a limitation in terms of what was actually
done, but not in terms of what is theoretically possible.

This raises the point of the final remark in terms of limitations.
This research demonstrates a form of feasibility or proof of
concept for the ability to learn to use narrative function words

in order to organize and communicate experience. As stated at
the outset, the behavior of the system is demonstrated as a set of
illustrative behavioral interactions, and this proof of concept lays
the foundation for a more extensive user study that will be the
subject of future research.
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We examined whether the N400 Event-Related Potential (ERP) component would 

be modulated by dispositional affect during sentence processing. In this study, 33 
participants read sentences manipulated by direct object type (congruent vs. incongruent) 
and object determiner type (definite vs. demonstrative). We were particularly interested 
in sentences of the form: (i) The connoisseur tasted the wine on the tour vs. (ii) The 
connoisseur tasted the #roof… We expected that processing incongruent direct objects 
(#roof) vs. congruent objects (wine) would elicit N400 effects. Previous ERP language 
experiments have shown that participants in (induced) positive and negative moods were 
differentially sensitive to semantic anomaly, resulting in different N400 effects. Presently, 
we ask whether individual dispositional affect scores (as measured by the Positive and 
Negative Affect Schedule; PANAS) would modulate N400 effects as shown previously. 
Namely, previous results showed larger N400 effects associated with happy moods and 
attenuated amplitudes associated with sad moods. Results revealed significant N400 
effects, driven by the #roof vs. the wine, where larger amplitude differences were found 
for individuals showing smaller negative affect (NA) scores, thus partially replicating 
previous findings. We discuss our results in terms of theories of local (lexical) inhibition, 
such that low NA promotes stronger lexico-semantic links in sentences. Finally, our results 
support accounts of language processing that include social and biological characteristics 
of individuals during real-time sentence comprehension.

Keywords: N400, dispositional affect, conceptual semantics, sentence comprehension, mood/emotion, 
global-local

INTRODUCTION

It is well established that individuals differ in their responses to identical stimuli. Whereas 
one individual perceives, and interprets a glass filled at the 50% mark as half-full, another 
perceives, and interprets it as half-empty. A common-sense explanation for these differences 
is that the personality and/or mood of the perceiver plays a role in the above-mentioned 
interpretive possibilities.

The idea that the emotional mood of the perceiver may influence interpretation is supported 
by research in cognitive psychology (see, inter alia, Ashby et  al., 1999; Gasper and Clore, 2002; 
Fredrickson and Branigan, 2005; Dale and Arnell, 2010). For example, it has been claimed 
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that positive moods are associated with greater global processing, 
such that individuals are more sensitive to top-down contextual 
knowledge. In contrast, negative moods tend to be  associated 
with cognitive styles characterized by item specific processing, 
where attention is more focused on details (Kimchi and Palmer, 
1982; Schwarz, 2002; Rowe et al., 2007). With respect to mood 
effects on language processing, Chwilla et  al. (2011) conducted 
a series of studies using Event-Related Potential (ERP) methods 
(Vissers et  al., 2010, 2013; see also Federmeier et  al., 2001; 
van Berkum et al., 2013). They used a paradigm where participants 
were induced into happy or sad emotional moods by watching 
either happy or sad movies (e.g., short clips of either Happy 
Feet or Sophie’s Choice). Their studies showed that participants 
in happy moods exhibited modulation of the language-related 
ERP effects of interest, whereas sad moods attenuated ERP 
responses. Relevant to our current study, Chwilla et  al. (2011) 
focused on the N400 component, a negative-going waveform 
that peaks approximately 400  ms after a word, which does 
not match previous sentential context in terms of lexico-semantic 
fit (Kutas and Hillyard, 1980, 1984). In that work, they examined 
sentences of the form “The pillows are stuffed with feathers…. 
vs. “The pillows are stuffed with books…” and showed that 
the latter sentence with the low-cloze fragment showed larger 
N400 effects for happy vs. sad participants. They interpreted 
their findings as consistent with literature on mood and cognition 
(see above, as well as Schwarz and Clore, 2007), where happy 
individuals were more sensitive to global features of stimuli. 
That is, global features of sentence interpretation are associated 
with stereotypical event knowledge, also called script or schemata 
(cf. Schank and Abelson, 1977; St. George et  al., 1994; Chwilla 
and Kolk, 2005). Finally, they concluded that their ERP results 
supported the recent shift in cognitive neuroscience that views 
cognition as “hot” (i.e., not independent of mood) vs. “cold.”

In the present work, we  build on the findings above, as 
well as recent work in our own lab (Selvanayagam et al., 2019) 
and ask whether the related construct of dispositional affect 
would modulate sentence interpretation as measured via the 
N400 component.

In contrast to mood, which can fluctuate according to 
situation, dispositional affect reflects the stability across time 
and situation of individuals to view their world with approach-
oriented positive affect (PA), or avoidance-oriented negative 
affect (NA). That is, it is a personality trait, reflective of 
individual differences (Watson and Clark, 1984; Staw and 
Ross, 1985; Levin and Stokes, 1989).

As such, we  can consider dispositional affect of an 
individual as a socially relevant and arguably biological 
characteristic of an individual during language comprehension. 
The Positive and Negative Affect Schedule (PANAS; Watson 
et al., 1988) indexes trait and state features of affect and mood. 
Given that it has been shown that there are individual 
differences in temperaments that can be  more or less 
susceptible to mood induction (Larsen and Ketelaar, 1989, 
1991; Brief et  al., 1995), we ask whether dispositional affect, 
as measured by the PANAS, modulated N400 responses to 
sentences. In a preliminary investigation in our lab 
(Selvanayagam et  al., 2019), we  showed that the P300 effect 

was indeed influenced by affect. Results were consistent with 
the view that less positive individuals, measured via the PANAS, 
were less sensitive to global heuristic cues of meaning.

In the current experiment, we  focus on the N400 ERP 
component. We  examined neural responses to words that 
were either congruent or incongruent with sentential context. 
That is, we  contrasted sentences of the form The connoisseur 
tasted the wine during the tour vs. The connoisseur tasted 
the #roof1 during the tour. The direct object in the latter 
sentence clearly violates our real-world expectations of what 
possible objects of tasting might be. As such, the critical 
word roof should elicit an N400 effect vs. its control wine. 
Our predictions regarding dispositional affect, prima facie, 
would be  to replicate the findings of the induced mood 
participants in Chwilla et  al. (2011). That is, N400 effects 
would be  larger for individuals exhibiting higher PA scores, 
given findings of larger N400 effects for happy participants. 
Furthermore, N400 effects would be  smaller for individuals 
with higher NA scores, mirroring previous findings of attenuated 
N400 effects for sad participants. These findings are expected 
on the cognitive view that positive participants should be more 
sensitive to lexico-semantic cues regarding global sentence 
meaning (also called heuristics, Townsend and Bever, 2001; 
Ferreira, 2003; Dwivedi, 2013) vs. negative participants, who 
are not. When a word does not match its lexico-semantic 
context, the greater sensitivity of positive (vs. negative) 
participants to this mismatch should therefore elicit larger 
N400 effects.

As such, correlational analyses will be  conducted between 
N400 amplitudes and positive and negative affect scores. 
We  predict (i) a significant positive correlation between N400 
amplitude and positive affect scores as well as (ii) a significant 
negative correlation between the size of the N400 effect and 
negative affect scores of our participants.

Next, we  note here that a separate condition was included 
in this experiment to ask a question independent of dispositional 
affect and is discussed in detail elsewhere (Dwivedi and 
Selvanayagam, 2020a,b). Briefly, we  wanted to know whether 
neural responses to lexico-semantic incongruency differed from 
those elicited via discourse semantic violations. We  did so by 
examining “double violations” (Hagoort, 2003). As such, the 
other independent variable we  examined was determiner type 
at object position, such as The connoisseur tasted *that2 # roof… 
(without previous context, use of that results in presuppositional 
violation). In terms of our present study, the double violation 
condition might show the largest N400 effect, and if so, it 
too would correlate with positive and negative affect scores 
as above. See Table  1 for list of conditions.

1 Note that the ‘#’ symbol (borrowed from semantic theory, cf., Roberts, 1989) 
indicates that the word does not match its context.
2 The * symbol is borrowed from syntactic theory, indicating ungrammaticality, 
as in *He likes Sarah, where the pronoun he lacks an antecedent. We  note 
that using a pronoun or referential noun phrase (e.g., that wine) without an 
explicit antecedent consists of a violation of presupposition and could be  thus 
be  equally characterized as a semantic anomaly (as in #). However, for ease 
of exposition, we  use a separate symbol, * for this condition.

123

https://www.frontiersin.org/journals/psychology
www.frontiersin.org
https://www.frontiersin.org/journals/psychology#articles


Dwivedi and Selvanayagam Dispositional Affect and the N400

Frontiers in Psychology | www.frontiersin.org 3 March 2021 | Volume 12 | Article 566894

METHODS

Participants
Thirty seven Brock University undergraduates were recruited 
and either paid for their participation or received partial course 
credit. All participants were native, monolingual speakers of 
English, had normal or corrected-to-normal vision and were 
right-handed, as assessed by the Handedness Inventory. No 
participants reported any neurological impairment, history of 
neurological trauma, or use of neuroleptics.

Four participants with comprehension question accuracy for 
filler items (discussed below) at less than 85% were excluded 
from analysis leaving 33 eligible participants (25 females; mean 
age  =  19.6; ranging from 18 to 25).

This study received ethics approval from the Brock University 
Bioscience Research Ethics Board (BREB) prior to the 
commencement of the experiment (REB 13-282). Written, 
informed consent was received from all participants prior to 
their participation in the experiment.

Materials
160 critical items (adapted from Dwivedi and Gibson, 2017) 
were presented in four conditions (see Table 1) counterbalanced 
across four lists. All sentences in this experiment were simple 
active sentences, using SUBJECT VERB OBJECT word order, 
followed by a prepositional phrase. Sentences varied according 
to two factors: object type (congruent vs. incongruent object) 
and determiner type (definite vs. demonstrative). All subjects 
were animate (e.g., connoisseur, kid) and preceded by the definite 
determiner the. An active, past-tense verb followed the subject 
(e.g., tasted, climbed). All direct objects were inanimate (e.g., 
wine, roof) and were either congruent with sentence context 
in the control conditions (e.g., connoisseur – tasted – wine, 
kid – climbed – tree) or incongruent with sentential context 
(e.g., connoisseur – tasted – roof, kid – climbed – jade). Direct 
objects were not repeated and were matched for word length 
item by item (e.g., wine vs. #roof). Next, word frequency for 
direct objects in congruent vs. incongruent conditions was 
controlled for, where log word frequencies (SUBTLEX-US 
database; see Brysbaert and New, 2009) indicated no significant 
difference, t(159)  =  0.63, p  =  0.533. Also, the direct object 
was never the final word in the sentence. Sentences ended 
with prepositional phrases that (crucially) did not alter the 
interpretation of the direct object. Instead, these phrases served 
to modify the event by referring to time (e.g., in the morning), 

manner (e.g., with difficulty), and instrument (e.g., with a pen). 
Comprehension questions did not follow presentation of critical 
trials (stimuli available upon request).

To reduce predictability, 170 filler sentences were included, 
of varying syntactic and semantic structure.3 These sentences 
were 6–10 words in length and a subset of these (125 items, 
38% of all trials) were followed by superficial Yes/No or True/
False comprehension questions.

Offline Plausibility Ratings
We evaluated the plausibility of our critical materials by 
conducting a norming study using Qualtrics software, Version 
(March 2020) of the Qualtrics Research Suite (Qualtrics, 
2020). Critical and filler sentences were rated in this web-based 
study according to plausibility on a scale from 0 (very 
implausible) to 5 (neutral) to 10 (very plausible), in steps 
of 0.1. The 160 critical items were presented in eight 
pseudorandomized, counterbalanced lists such that half of 
the critical items were presented in each list and each 
participant only saw each item once. 80 filler items were 
presented in all lists, for a total 160 items in each list. 34 
participants completed the study, of which 30 met the 
eligibility criteria described above (as outlined in Section 
“Participants”). 10 participants were excluded for having a 
mean plausibility rating lower than seven on filler items 
(all of which were perfectly plausible). Data from the remaining 
20 participants (20 females; mean age = 18.65; ranging from 
18 to 25) were used to calculate plausibility ratings. A few 
trials had to be  excluded due to software error (<0.3% of 
trials). Mean plausibility ratings for the critical conditions 
were: congruent definite (the wine; M  =  8.43, SD  =  0.85), 
congruent demonstrative (that wine; M  =  7.99, SD  =  0.99), 
incongruent definite (the roof; M  =  2.25, SD  =  2.10); 
incongruent demonstrative (that roof; M  =  2.05, SD  =  2.07). 
An ANOVA was conducted on the mean plausibility ratings 
with the independent variables of object type (congruent 
vs. incongruent), determiner type (definite vs. demonstrative). 
Significant main effects of object type, F(1, 19)  =  220.7, 
MSE  =  3.33, p  <  0.001, ƞp

2  =  0.920, and determiner type, 
F(1, 19)  =  6.00, MSE  =  0.34, p  =  0.024, ƞp

2  =  0.240 were 
observed. However, no significant interaction of object and 
determiner type was observed, F(1, 19)  =  1.60, MSE  =  0.17, 
p  =  0.221, ƞp

2  =  0.078. Overall, these results confirm the 
intended readings regarding congruent vs. 
incongruent sentences.

Electrophysiological Measures
Electroencephalographic (EEG) recordings were made using 
a 64-channel Active Two BioSemi system (BioSemi, Amsterdam). 
Data were sampled at a rate of 512  Hz and digitized with 

3 20 sentences began with a prepositional phrase (e.g., After thirty minutes…). 
60 sentences began with a quantifier: (e.g., Many, Most). 20 sentences had 
direct objects as irregular plural nouns, half of which were plural (e.g., teeth, 
women) and half were singular, (e.g., fireman, mouse). The remaining 70 sentences 
were not controlled for any specific sentence construction. These filler items 
were used in other experiments in our lab.

TABLE 1 | Critical conditions with example stimuli.

Object type

Congruent Incongruent

Object 
Determiner

Definite
𝑇ℎ𝑒 𝑐𝑜𝑛𝑛𝑜𝑖𝑠𝑠𝑒 𝑢𝑟 
𝑡𝑎𝑠𝑡𝑒 𝑑 the 𝒘𝒊𝒏𝒆 
𝑑 𝑢𝑟 𝑖𝑛𝑔 𝑡ℎ𝑒 𝑡𝑜𝑢𝑟 .

𝑇ℎ𝑒 𝑐𝑜𝑛𝑛𝑜𝑖𝑠𝑠𝑒 𝑢𝑟 
𝑡𝑎𝑠𝑡𝑒 𝑑  the 𝒓𝒐𝒐𝒇 
𝑑 𝑢𝑟 𝑖𝑛𝑔 𝑡ℎ𝑒 𝑡𝑜𝑢𝑟 .

Demonstrative
𝑇ℎ𝑒 𝑐𝑜𝑛𝑛𝑜𝑖𝑠𝑠𝑒 𝑢𝑟 
𝑡𝑎𝑠𝑡𝑒 𝑑 that 𝒘𝒊𝒏𝒆 
𝑑 𝑢𝑟 𝑖𝑛𝑔 𝑡ℎ𝑒 𝑡𝑜𝑢𝑟 .

𝑇ℎ𝑒 𝑐𝑜𝑛𝑛𝑜𝑖𝑠𝑠𝑒 𝑢𝑟 
𝑡𝑎𝑠𝑡𝑒 𝑑 that 𝒓𝒐𝒐𝒇 
𝑑 𝑢𝑟 𝑖𝑛𝑔 𝑡ℎ𝑒 𝑡𝑜𝑢𝑟 .
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a 24-bit analog-to-digital converter. EEG data were preprocessed 
offline using EMSE v5.5.1 software (Cortech Solutions, 2013). 
Two infinite impulse response filters were applied at 12 db/
octave: a bandpass filter from 0.1 to 100  Hz used to remove 
high and low frequency noise and a bandstop filter from 59 
to 61  Hz used to remove 60  Hz noise. All electrodes were 
re-referenced to the averaged mastoids for analysis. Prior to 
segmentation, eye movements artifacts and blinks were filtered 
from the data using a spatial ocular artifact correction algorithm 
(Pflieger, 2001). Due to equipment malfunction, data from 
electrode Fp1 was lost in some participants. A spatial 
interpolation filter (Cortech Solutions, 2013) was applied for 
this electrode, for all participants. Manual artifact rejection 
was applied. Epochs were created from an interval 200  ms 
prior to stimulus onset to 1,200  ms after stimulus onset.

Procedure
Participants were tested individually in one session of 
approximately 3  h. In each session, participants completed a 
short questionnaire regarding reading habits, a handedness 
inventory (Briggs and Nebes, 1975), and the PANAS (Watson 
et  al., 1988) before the application of the electrodes. PANAS 
consists of 20 items (10 positive items, e.g., interested, excited, 
and 10 negative items, e.g., distressed, upset) for which the 
participants provided a response on a five-point Likert scale 
indicating the extent to which they felt this way (1  =  “Very 
slightly or not at all,” 5  =  “Extremely”; see Watson et  al., 1988 
for further details). Following a practice session of eight trials, 
each participant completed the experimental trials in six blocks 
of 55 trials, with rest periods between each block. Each 
participant saw one of four pseudorandomized, counterbalanced 
lists consisting of 330 items. The pseudorandomized lists were 
created using the Mix utility (van Casteren and Davis, 2006) 
such that the first three items and last two items of each 
block were always filler sentences; no more than two critical 
items were presented sequentially and items from the same 
condition were never presented sequentially. Using E-Prime 
2.0 software (Psychology Software Tools, Pittsburgh, PA), 
sentences were presented in the center of the computer monitor 
(screen size 50.8  cm) in light gray, 18-point Courier New font 
on a black background at a viewing distance of approximately 
70  cm. See Figure  1 for a sample trial procedure (Psychology 
Software Tools, Inc. [E-Prime 2.0], 2012).

Each trial sentence began with the participant being 
prompted to press a button on the response pad, then the 
word “Blink” was presented for 1,000  ms, followed by a 
fixation cross (+) for 500  ms. After a variable inter-trial 
interval lasting between 200 and 400  ms, sentences were 
presented word-by-word in serial visual presentation mode 
with a stimulus onset asynchrony (SOA) of 600  ms and an 
inter-stimulus interval (ISI) of 200  ms. 125 filler items were 
followed by comprehension questions after the last word of 
the sentence, to which participants were asked to press a 
“1” or “2” key corresponding to answers on the screen using 
the response pad. Response time and accuracy was recorded 
for each response. The next trial began following another 
inter-trial interval lasting between 500 and 1,000  ms.

RESULTS

Behavioral Analyses
Filler Comprehension Questions
Comprehension rates for questions at filler conditions were at 
95.20% (SD  =  2.75%), indicating that participants were indeed 
paying attention to sentence materials.

Electrophysiological Analyses
Figure  2 shows a topographic map for 33 participants, in the 
typical N400 time range (300–500  ms) after critical word 
(wine/#roof) onset. It shows a large, broadly distributed N400 
effect with slight right lateralization in the definite condition, 
and a smaller N400 effect, constrained to centroparietal sites, 
also with slight right lateralization, in the demonstrative condition. 
Given this broad (and typical, see Federmeier and Kutas, 1999) 
distribution, we  focus analyses at midline sites (see grand 
average ERPs, Figure  3).

N400 at the Critical Word
A repeated measures ANOVA was conducted for midline 
electrode sites (Fz, FCz, Cz, CPz, and Pz) at the critical word 
(wine vs. #roof) on mean voltage in the traditional N400 time 
window (300–500  ms) using SPSS (IBM Corp, 2018) statistical 
software (see Table  2). We  employed the Greenhouse-Geisser 
(Greenhouse and Geisser, 1959) non-sphericity correction for 
effects with more than one degree of freedom in the numerator. 
Following convention, unadjusted degrees of freedom are 
reported, along with the Greenhouse-Geisser epsilon value (ε) 
and adjusted p value. Mean square error values reported are 
those corresponding to the Greenhouse-Geisser correction. 
Partial eta squared (ηp

2) is reported as a measure of effect 
size and post hoc comparisons are Bonferroni corrected.

Here, we observed the incongruent condition was significantly 
more negative than its control in the definite condition at all 
midline electrode sites (the wine/#roof; Δ  =  1.76–2.65  μV, all 
values of p  <  0.001; see Figure  3A), whereas the incongruent 
condition was significantly more negative than its control in 
the demonstrative condition only at electrode site CPz (that 
wine/#roof; Δ = 1.42 μV, p = 0.006; all other values of p > 0.05; 
see Figure  3B). Thus, a large, broadly distributed N400 effect 
was observed for a semantic anomaly preceded by the definite 
determiner the, whereas a heavily attenuated N400 effect restricted 
to one site was observed for a semantic anomaly preceded by 
the demonstrative determiner that.

Correlational Analyses
To investigate the relationship between N400 amplitude and 
dispositional affect, we computed difference scores by subtracting 
the mean amplitude at incongruent conditions from congruent 
conditions in the definite condition, which had elicited a robust 
N400 effect (e.g., the wine – the #roof). Based on visual inspection 
of the N400 effect (see Figure 2), we chose a region of interest 
(ROI) consisting of right lateralized centroparietal electrode 
sites (Cz, C2, CPz, and CP2) where the effect was maximal, 
a region consistent with and typical of N400 scalp topography 

125

https://www.frontiersin.org/journals/psychology
www.frontiersin.org
https://www.frontiersin.org/journals/psychology#articles


Dwivedi and Selvanayagam Dispositional Affect and the N400

Frontiers in Psychology | www.frontiersin.org 5 March 2021 | Volume 12 | Article 566894

(Federmeier and Kutas, 1999; Kutas and Federmeier, 2011). 
We  computed the difference in the mean amplitude at the 
average of these electrode sites at 300–500 ms following stimulus 
onset. These difference scores were correlated with PA 
(M  =  27.61; SD  =  6.89; ranging from 14 to 35) and Negative 
Affect (NA; M = 15.73; SD = 4.71; ranging from 10 to 28) scores.

We did not observe a significant correlation between PA 
scores and N400 amplitudes (see Figure  4A), r(31)  =  −0.15, 
p = 0.419.4 We observed a moderate negative correlation between 
NA scores and N400 amplitude (see Figure 4B), r(31) = −0.36, 
p  =  0.041. That is, participants with larger NA scores had 

4 While the N400 effect was attenuated in the demonstrative condition, as it 
was still present at electrode CPz, we  conducted the correlational analyses 
here using same ROI. No significant correlations were observed here for either 
PA, r(31) = −0.02, p = 0.905, or NA, r(31) = −0.01, p = 0.967.

smaller N400 amplitudes (conversely, participants with smaller 
NA scores had larger N400 amplitudes).

DISCUSSION

In the present study, we  examined whether N400 responses 
to incongruent objects in sentences would be  modulated by 
dispositional affect scores. Based on previous work on mood 
and language processing, we  predicted (i) a significant positive 
correlation between N400 amplitude and positive affect scores, 
in addition to (ii) a negative correlation for this ERP component 
and negative affect scores. Our second prediction was borne 
out in this study. That is, N400 effects at incongruent #the 
roof vs. the wine, were modulated, such that more negative 
participants had smaller N400 amplitudes, whereas no correlation 

FIGURE 1 | Condensed sample trial for the current paradigm. Time values above the screen represent the duration of stimulus presentation on screen whereas 
time values below the screen represent the inter-stimulus interval (ISI). The “Ready?” slide requires participant input to proceed and is sometimes preceded by a 
comprehension question.

FIGURE 2 | Topographic plots of mean amplitude (μV) 300–500 ms after stimulus onset at CW for definite (top) and demonstrative (bottom) conditions. Black dots 
indicate scalp position of electrodes. Bolded black dots indicate midline electrode positions, used for ANOVA (see Section “N400 at the critical word”); white circles 
indicate the region of interest (ROI) used in correlational analyses (see Section “Correlational analyses”).
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was found with positive affect. In a separate question, we  also 
examined how neural responses to sentences containing “double 
violations,” as in *that #roof might differ from those with single 
violations. Results revealed an attenuated N400 response. This 
question and results are addressed in separate work (Dwivedi 
and Selvanayagam, 2020a,b) and we  do not further discuss 
that question, to not detract from the issue at hand.

Below, we  address the cognitive significance of our findings 
regarding dispositional affect and sentence perception. Specifically, 
we  do so relying on previous work in emotion literature 
(Schwarz and Clore, 2007), which indicated that positive affect 
promotes global processing (focusing on the forest vs. the trees) 
vs. negative affect, which promoted more local processing 
(focusing on the trees vs. the forest).

Definite Demonstrative

The connoisseur tasted the wine...
The connoisseur tasted the #roof...

The connoisseur tasted *that wine...
The connoisseur tasted *that #roof...

Vo
lta

ge
 (µ

V)

Time (ms)

A B

FIGURE 3 | Grand average event-related potential (ERP) waveforms for object type condition: congruent (black) and incongruent (red) separately for definite 
(A) and demonstrative (B) conditions at five midline electrodes (Fz, FCz, Cz, CPz, and Pz) time-locked to the onset of the critical word (wine/#roof). Asterisks * 
indicate significant amplitude differences (see Section “N400 at the critical word”).
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Dispositional Affect and Conceptual Event 
Semantic Processing
To reiterate, we  found no correlation with positive affect and 
N400 amplitude, in contrast to a significant negative correlation 
with negative affect. Previously, Chwilla et  al. (2011) found 
that participants induced into happy moods produced large 
N400 effects, whereas those in sad moods produced attenuated 
effects. A corollary of the latter finding is that low negative 
affect individuals produce larger N400 effects – exactly what 
we  found. We  interpret the cognitive significance of our result 
to mean that low negative affect can facilitate contextual or 
heuristic processing, which we  discuss in further detail below.

Real-time sentence comprehension necessarily involves global 
context/event knowledge for interpretation (Barton and Sanford, 
1993; Zwaan and Radvansky, 1998; Ferretti et al., 2007; Dwivedi 
et  al., 2018). We  claim that low negative affect promotes local 
associations between words in sentences and in this way facilitates 
sensitivity to contextual knowledge (Chwilla et  al., 1998). Here, 
we  draw on work by Huntsinger et  al. (2010, p.  725) who 
indicate that “a global focus should result either from having 
an accessible global orientation empowered by positive affect, 
or a local orientation inhibited by negative affect.” We  draw on 
this logic and reason that if negative affect inhibits a local 

orientation, then lower negative affect would lessen that inhibition. 
Less inhibition between words would allow for more spreading 
activation and build stronger lexical expectations between words 
during sentence comprehension (Kamide et  al., 2003; Madden 
and Zwaan, 2003; McRae et  al., 2005). A natural outcome of 
this increased spreading activation between words would 
be  stronger lexical expectations during sentence comprehension 
(Collins and Loftus, 1975; Metusalem et  al., 2012). In this way, 
larger N400 amplitudes are elicited for low negative affect 
individuals when lexical expectations are violated. In contrast, 
a high negative affect individual would strongly inhibit local 
lexical meaning, yielding weaker links between words in a 
sentence and therefore exhibit less sensitivity to incongruent 
meaning – thereby producing attenuated N400 effects.

We speculate here that the account above could explain the 
lack of an effect found with positive affect in our experiment, 
vs. what was found previously in Chwilla et al. (2011). We claim 
that differences in experimental stimuli design between our work 
and Chwilla et al. (2011) resulted in different processing strategies, 
which would be  differentially sensitive to affect. Recall that 
sentence stimuli of Chwilla et  al. (2011) consisted of high-cloze 
vs. low-cloze word manipulations (e.g., stuffing pillows with 
feathers vs. stuffing pillows with #books). This manipulation 
meant that sentences with high-cloze words yielded meanings 
that were (by definition) consistent with event knowledge, that 
is, these were stereotypical events. In contrast, sentences 
inconsistent with real-world experience, (i.e., those with low-cloze 
words) yielded improbable or unlikely events. As such, conceptual 
event semantics was an important cue to access and attend to 
in order to compute meaning coherence.5 In contrast, meanings 
associated with our sentence stimuli with incongruent words 
consisted of impossible, not improbable events (to paraphrase 
above example, e.g., stuffing pillows with #clouds). As a result, 

5 Accessibility of this cue was further strengthened since half of all trials contained 
pseudo-homophones, yielding sentences with no propositional meaning.

TABLE 2 | F-values for midline analyses of Object and Determiner type at critical 
word for time window 300–500 ms.

Effect (df) F p MSE ηp
2

O (1, 32) 30.982 <0.001* 13.727 0.492
D (1, 32) 1.362 0.252 18.283 0.041
E (4, 128) 5.580 0.004* 5.655 0.148
O * D (1, 32) 5.047 0.032* 15.920 0.136
O * E (4, 128) 1.270 0.290 2.038 0.038
D * E (4, 128) 3.346 0.026* 1.843 0.095
O * D * E (4, 128) 3.221 0.047* 1.764 0.091

O, object type; D, determiner type; and E, electrode site. *< 0.05.

A B

FIGURE 4 | Scatterplot of mean N400 amplitude difference in the definite condition (the wine – the #roof) with (A) Positive Affect (PA) and (B) Negative Affect (NA) 
at the right lateralized centroparietal ROI (Cz, C2, CPz, and CP2).
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participants did not need to access top-down information regarding 
stereotypical events in the same way – word by word association 
and integration was enough to construct a coherent mental 
representation. As such, the design of our materials did not 
necessitate a processing strategy associated with accessing global 
event knowledge – a strategy linked with positive affect (Ashby 
et  al., 1999; Isen and Reeve, 2005; Talarico et  al., 2009; Gable 
and Harmon-Jones, 2010; Selvanayagam et  al., 2019). In fact, 
preliminary evidence suggests that we  are on the right track. 
Given that sentence plausibility is a good measure of conceptual 
event-based expectations (Matsuki et  al., 2011), we  note that 
the off-line plausibility ratings reported above show comparable 
correlations with negative (r  =  −0.438) and positive (r  =  0.069) 
affect. This result supports our preliminary explanation.

CONCLUSION

Our work showed a significant N400 effect for sentences such 
as The connoisseur tasted the wine/#roof on the tour, which was 
modulated by dispositional negative affect. This is the first study 
to show that dispositional affect can modulate N400 magnitude, 
furthering our understanding of individual differences associated 
with this component (Tanner et  al., 2013; Grey et  al., 2017). 
Furthermore, the findings are consistent with studies in affect 
and other domains of cognition that suggest a link between 
global and local perception of stimuli and positive and negative 
affect. Finally, our work supports views espoused by Münster 
and Knoeferle (2018), and others that relevant “contextual cues” 
regarding real-time language processing includes characteristics 
of the very human being perceiving sentences in context.
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Reading About Us and Them: Moral
but no Minimal Group Effects on
Language-Induced Emotion
Björn ’t Hart1, Marijn Struiksma1, Anton van Boxtel 2 and Jos J. A. van Berkum1*

1Utrecht Institute of Linguistics OTS, Utrecht University, Utrecht, Netherlands, 2Cognitive Neuropsychology, Social and
Behavioral Sciences, Tilburg University, Tilburg, Netherlands

Many of our everyday emotional responses are triggered by language, and a full
understanding of how people use language therefore also requires an analysis of how
words elicit emotion as they are heard or read. We report a facial electromyography
experiment in which we recorded corrugator supercilii, or “frowning muscle”, activity to
assess how readers processed emotion-describing language in moral and minimal in/
outgroup contexts. Participants read sentence-initial phrases like “Mark is angry” or “Mark
is happy” after descriptions that defined the character at hand as a good person, a bad
person, a member of a minimal ingroup, or a member of a minimal outgroup (realizing the
latter two by classifying participants as personality “type P” and having them read about
characters of “type P” or “type O”). As in our earlier work, moral group status of the
character clearly modulated how readers responded to descriptions of character
emotions, with more frowning to “Mark is angry” than to “Mark is happy” when the
character had previously been described as morally good, but notwhen the character had
been described as morally bad. Minimal group status, however, did not matter to how the
critical phrases were processed, with more frowning to “Mark is angry” than to “Mark is
happy” across the board. Our morality-based findings are compatible with a model in
which readers use their emotion systems to simultaneously simulate a character’s emotion
and evaluate that emotion against their own social standards. The minimal-group result
does not contradict this model, but also does not provide new evidence for it.

Keywords: psycholinguistics, communication, emotion, embodiment, morality, minimal groups, EMG, facial
electromyography

INTRODUCTION

Part of the attraction of reading a story is that we can vicariously experience what it is like to be
somebody else. For example, we can experience happiness when characters in a story find love,
frustration when they quarrel, and sadness when they break up–all the while reclining in our
armchairs or waiting for the train. Such vicarious experiences can take our mind off things or help us
pass the time, provide entertainment, and help us learn about others, life, and possibly even ourselves.

Interestingly, “vicarious experience”may well have a literal meaning here. Partly motivated by the
realization that the meaning of at least some concepts must be grounded in actual bodily experience
(Barsalou, 2008), research on embodied language processing has indicated that reading or hearing a
word can lead to a simulation of concrete experiences involving the concept, via the neural re-
instantiation of perceptual, motor and other experience-induced states associated with what the
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concept or phrasal combination of concepts is about (Barsalou,
2009; Vigliocco et al., 2009; Glenberg, 2011; Glenberg and
Gallese, 2012; Havas and Matheson, 2013; Zwaan, 2014;
Winkielman et al., 2015; Zwaan, 2016; Fingerhut and Prinz,
2018; Winkielman et al., 2018). For example, reading action
words like “kick” or “pick” leads to activation of the motor
cortex involved in actually realizing the described movements
(Pülvermüller et al., 2005; Willems and Casasanto, 2011), and
reading phrases such as “he saw an eagle in the sky” leads to a
perceptual simulation of the described situation (Zwaan et al.,
2002; Zwaan and Pecher, 2012). Such research suggests that
when people process emotion words like “happy” or “angry”,
they may actually reuse emotion-related neural systems
(Anderson, 2010) to mentally simulate the emotional state
described by the language at hand.

Compatible with this simulation idea, studies that use
electromyography (EMG) to track subtle facial muscle activity
have suggested that simply reading or hearing “angry” or “she is
angry” leads to rapid contraction of the corrugator supercilli or
‘frowning muscle’, and, conversely, that reading or hearing
“happy”, or “she is happy” leads to rapid contraction of the
zygomaticus major, the cheek muscle involved in smiling (e.g.,
Foroni and Semin, 2009; Glenberg et al., 2009; Foroni and Semin,
2013; Künecke et al., 2015; Fino et al., 2016; see van Berkum et al.,
in press for review). The central idea here is not that people need
to actually move their face to make sense of emotion words and
phrases, but that the comprehension of an emotion word involves
the spontaneous partial reinstatement of the described emotional
state (including traces of the associated facial expression), as if
one is having the emotion oneself. This reinstatement would
occur as part of the retrieval of word meaning frommemory (e.g.,
Foroni and Semin, 2009; Künecke, et al., 2015), and/or as part of
constructing a situation model in which some concrete character
is having an emotion (e.g., Glenberg et al., 2009; Fino et al., 2016).

Evidence that readers use their emotion systems to simulate
linguistic meaning poses an interesting puzzle, because during
everyday language comprehension, people obviously also need
their emotion systems for their primary function, which is
to–consciously or unconsciously–evaluate how events in the
world relate to their own concerns (e.g., Lazarus, 1991; Frijda,
2007; Tooby and Cosmides, 2008; Scarantino, 2014; van Berkum,
2018; Scherer and Moors, 2019; see van Berkum, in press, for
review). Emotional evaluation is what makes us feel good over a
verbal compliment, scared when receiving an unfavourable
medical diagnosis, worried over what we read in the
newspaper, or surprised by a fictional character’s actions in a
novel. These everyday examples suggest that we continuously use
our emotion systems to evaluate what we read or hear. So how
does such language-driven emotional evaluation mesh with
language-driven emotion simulation? When processing
language, do we simultaneously use our emotion systems to
simulate somebody else’s described emotion and to evaluate,
i.e., have our own emotions about, what is described? If so,
how? And if not, which of the two potential uses of our
emotion systems receives priority?

We explored this issue in two prior EMG-studies (’t Hart et al.,
2018; ’t Hart et al., 2019), where we embedded phrases like “Mark

was angry” or “Mark was happy” in a narrative context that was
designed to promote simulation as well as evaluation. Specifically,
we compared the processing at negative or positive emotional
state adjectives, e.g., “angry” vs. “happy”, in stories where the
character experiencing those states had previously displayed
morally good or morally bad behavior. We reasoned that any
lexical and/or situation model simulation should in principle
always generate more negative emotion at “Mark was angry” than
at “Mark was happy”, independent of whether the character was
morally good or bad. The reader’s moral evaluation of events,
however, should depend onwho the event is happening to, at least
to some extent. When something bad happens to a morally good
character, this should typically be seen as “unfair” or otherwise
undesirable, and something good happening to him or her should
be seen as desirable (as in a “feel-good” movie). Something bad
happening to a morally bad character, however, should typically
elicit a sense of fairness or “justice being served”, perhaps even a
bit of Schadenfreude (e.g., Feather and Nairn, 2005; Singer et al.,
2006; Leach and Spears, 2009; Cikara and Fiske, 2012), and
something good happening to him or her should typically be
seen as “unfair”.

Because our logic was cast in terms of the valence (positivity or
negativity) of language-induced emotion, we looked for traces of
reader emotion by recording EMG over the corrugator or
“frowning” muscle, a sensitive and reliable indicator of valence
(e.g., Larsen et al., 2003; Höfling et al., 2020; see van Boxtel, in
press; van Berkum et al., in press, for reviews). The EMG-results
were very clear. In both studies, phrases like “Mark was angry” led
to stronger corrugator activity than phrases like “Mark was
happy” when the character had previously acted in a morally
good way, but not when the character had previously acted in a
morally bad way–in the latter case, corrugator activity to negative
and positive emotion adjectives did not differ. Because simple
models involving only simulation or evaluation cannot easily
explain these results, we converged on amultiple-driversmodel of
corrugator activity during language comprehension (see Figure 1;
adapted from van Berkum et al., in press), which, in our materials,
would involve both simulation (at the lexical and/or situation
model) and evaluation of what is being asserted.

Our multiple-drivers account proposed that in the case of a
good character, negative emotion induced by simulation at “Mark
is angry” adds up with the negative emotional evaluation
associated with an undesirable outcome, and positive emotion
induced by simulation at “Mark is happy” adds up with the
positive emotional evaluation associated with a desirable
outcome, leading to a much stronger corrugator activity at
negative emotion words, as compared to positive ones. In the
case of a bad character, however, negative emotion induced by
simulation at “Mark is angry” is counteracted by the positive
emotional evaluation of a “fair” outcome, and positive emotion
induced by simulation at, e.g., “Mark is happy” is counteracted by
the negative emotional evaluation of an “unfair” outcome, to such
an extent that, with our materials, no net valence effect at negative
vs. positive emotion words remains.

While adequate, this account of the ’t Hart et al. (2018), ’t Hart
et al. (2019) results is only modestly parsimonious, as it explains a
null result as the net effect of two counteracting forces. The
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principal aim of the current experiment was to try to expose the
counteracting drivers by “downtuning” the force of emotional
evaluation. Morality is deeply intertwined with ingroup cohesion
and intergroup competition (Haidt, 2012; Greene, 2014). As
people tend to consider themselves as morally virtuous
(Tappin and McKay, 2016), morally good people can be said
to belong to a highly relevant ingroup, associated with strong
positive feelings, andmorally bad people can be said to belong to a
highly relevant outgroup, associated with strong negative feelings.
Taking this morality-based grouping as our starting point, we
turned to a minimal group manipulation (e.g., Tajfel et al., 1971;

Diehl, 1990) to define in- and outgroups that are associated with
attenuated emotional evaluations. In a minimal group paradigm,
participants are divided into two or more groups on the basis of
arbitrary characteristics, such as a coin flip, shirt color, or fake
personality test score. Such classifications, although arbitrary,
lead to subtle in- and outgroup biases with a preference for “us”
and a dispreference for “them”, in face-to-face contact, but also
when processing language (e.g., Morrison et al., 2012). We
reasoned that with phrases like “Mark is angry”, the force of
group-based emotional evaluation (e.g., a bit of Schadenfreude
when something bad happens to an outgroup member) would be

FIGURE 1 | A multiple-drivers model of emotional facial expressions and the associated EMG effects induced by language in simple (e.g., laboratory)
communicative contexts. Apart from language-induced emotion simulation and emotional evaluation, the model also acknowledges mimicry and other factors as
potential drivers (see the Discussion). Adapted from the fALC model, a broader model of what drives emotional facial expression during language processing (see van
Berkum et al., in press).

FIGURE 2 | Schematic trial structure, with (partly abbreviated) example item, component presentation duration in seconds, and associated EMG segment labels.
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weaker when the characters at hand belonged to minimal
outgroup than when they belonged to a moral outgroup. With
a smaller contribution of group-dependent evaluation, and on the
assumption that at phrases like “Mark is angry”, language-driven
lexical or situation-model simulation would remain the same, a
simulation-based valence effect should begin to show up in
corrugator EMG.

Before the critical task, participants filled out a fake personality
questionnaire, which invariably scored them as a “type P” rather
than a “type O” personality. Each participant subsequently
viewed a series of composite stimuli as their EMG was being
recorded. At each trial (see Figure 2), participants first saw a
silhouette of a character together with a moral (“good” or “bad”)
or a minimal (“type P” or “type O”) group classification, and then
read a sentence in which the character was described having a
positive or negative emotion because of some particular reason.

Each sentence contained three EMG-relevant segments. At the
character manipulation segment, we predicted that designating a
character as bad should elicit more corrugator activity than
designating a character as good. Based on evidence for a mild
negative bias toward minimal outgroups (e.g., Diehl, 1990),
designating a character as type O to participants who
themselves have been designated as type P might also elicit
more corrugator activity, albeit to a lesser extent than with a
moral outgroup designator.

At the affective state adjective segment (e.g., “angry” vs.
“happy”), the critical segment for our study, predictions also
depended on whether characters had been designated in terms of
a moral or a minimal group dimension. For characters designated
as morally good or bad, we expected to replicate the crucial
corrugator EMG pattern observed in our two earlier EMG-
studies: substantially more frowning at “(Mark was) angry”
than at “(Mark was) happy”—i.e., a large adjective valence
effect—for morally good characters because of simulation- and
evaluation-driven activity adding up, but a zero, or close to zero,
adjective valence effect for morally bad characters because of
simulation- and evaluation-driven activity counteracting
each other.

For characters designated as belonging to a minimal ingroup
(type P, the same type as the participant), we again expected more
frowning at “(Mark was) angry” than at “(Mark was) happy”
because of simulation- and evaluation-driven activity adding up.
However, because the fate of a member of an ingroup that the
reader only weakly associates with should matter less than the fate
of a member of an ingroup member that the reader strongly
associates with, the size of the adjective valence effect with
minimal ingroup characters should be smaller than with moral
ingroup characters. Furthermore, for characters designated as
belonging to a minimal outgroup (type O), we predicted that the
negative emotion associated with simulating the meaning of
“(Mark was) angry”, compared to “(Mark was) happy”, would
not be fully counteracted by a weak outgroup-contingent positive
evaluation of this particular outcome, leading to a small net
adjective valence effect. Assuming some minimal ingroup
favoritism, the net adjective valence effect should still be a bit
larger with minimal ingroup characters (where any evaluation
still aligns with simulation) than with minimal outgroup

characters (where it opposes simulation). But in both minimal
group cases, adjective valence effects should lie between the
adjective valence effects in the two moral group cases. With a
smaller evaluation bias, EMG-responses should in the minimal-
group part of the design be dominated more by language-driven
simulation.

At the affect reason segment, the reason for the character’s
emotion is revealed. Because the input provided here is
distributed over a multi-word clause, with the reasons for
positive and negative affect usually differing on more than one
word, descriptions of affect reasons were much less well-
controlled in terms of lexical variables and time-locking
precision. We therefore made no detailed predictions for this
segment. However, in line with the results of the one prior study
where we had also temporally separated the affect reason from the
affective state adjective (’t Hart et al., 2019), we expected a
renewed phasic corrugator response to reasons for negative
emotion, particularly for moral ingroup characters, but
possibly also for other characters.

MATERIALS AND METHODS

Participants
We recruited 64 native speakers of Dutch (58 female and 6 male)
aged between 18 and 27 (M � 21.5, SD � 2.2) from the Utrecht
University Humanities faculty participant database, for an
experiment on reading that focused on language, emotions
and personality. None of the participants had been diagnosed
with dyslexia, had taken Botox® injections in the face, or had
participated in the earlier ’t Hart et al. (2018), ’t Hart et al. (2019)
studies. Research procedures complied with Netherlands Code
of Conduct for Academic Practice and with the Declaration of
Helsinki. Participants gave written informed consent after
reviewing a form that detailed the nature of the materials
and the procedure, and emphasized their right to withdraw
consent at any time without having to provide a reason and
without losing financial compensation (€ 12,-). The study was
approved by the Linguistics Chamber of the Faculty of
Humanities Ethics Assessment Committee at Utrecht
University.

Stimulus Materials and Design
We extracted the 64 critical story-final sentences from the larger
Dutch stories of the ’t Hart et al. (2019) study, to now present
them in a different context. All sentences described an affective
episode according to the structure: <Character name> is/feels/
becomes/notes <positive or negative affective state adjective>
<neutral connector phrase> <reason for the affective state>.
Positive and negative critical adjectives had comparable
average length (positive: 8.0 letters, range 4–13; negative: 7.3
letters, range 4–14), and so did the reason fragments (positive:
40.3 characters, range 22–52; negative: 42.5 characters, range
21–58, including spaces). Each of the critical sentences was
preceded by a neutral silhouette image of a male or female
character together with a moral or a minimal group
classification, signaled by a badge on their chest that said
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either “good” (moral ingroup), “bad” (moral outgroup), “type P”
(minimal ingroup) or “type O” (minimal outgroup), as well as by
an accompanying qualification underneath the silhouette:
“<Character name> is a really good person”, “. . .a really bad
person”, “. . .a type P personality” or “. . .a type O personality”
(see Supplementary Section S1).

Fully crossing character manipulation with critical sentence
type yielded eight stimulus variants that realized our 2 × 2 × 2
design: grouping dimension (moral vs. minimal) × group
(ingroup vs. outgroup) × critical adjective valence (positive vs.
negative). We constructed 8 pseudo-randomized 128-trials lists,
such that (a) no specific stimulus variant was repeated in a list, (b)
each list contained two pseudo-randomized blocks, with
64 moral-group items followed by 64 minimal-group items in
four lists, and the reverse block order in the remaining lists, and
(c) in each block, 32 items had a male character and 32 a female
one. Each participant received one list only.

Procedure and Data Acquisition
After signing an informed consent form, participants first
completed a (fake) digital personality test. The 22 items in this
test, pseudo-randomly drawn from existing personality tests,
queried aspects of personality unrelated to morality (e.g.,
“Sometimes I really lose myself in music”, “I have fairly fixed
habits”, “I never worry”, and “I am very eager to learn”).
Unbeknownst to the participants, the test automatically always
classified them as “type P”. To make sure participants attended to
their classification, they were asked to digitally enter their type
themselves, and to wear a badge with a capital P for the remainder
of the session.

In the subsequent EMG-task, participants read a series of
descriptions of events involving different characters, each
preceded by a character description. Apart from trying not to
move and blink too much, no other task was imposed. Stimuli
were presented with the structure and timing shown in Figure 2
on a 15.6-inch laptop monitor (Lenovo E531 ThinkPad)
positioned at about 60 cm distance, in white on a gray
background, with a character silhouette image of
approximately 10° vertical angle, a 26 points Times New
Roman font for the sentence, and with the same neutral
baseline picture of a forest scene presented at the beginning of
each trial (providing a mental reset and a trial-specific EMG-
baseline). Participants pressed the space bar to advance to the
next trial, with their left hand so as to prevent cable movement
artifacts. Each block was preceded by two practice trials, and the
blocks were separated by a pause that contained a short and easy
distractor task. Sentence presentation parameters were identical
to that of ’t Hart et al. (2019).

Facial EMG was recorded at 2048 Hz with a Nexus MKII
biosignal system (Mind Media, Roermond-Herten), using
reusable Ag/AgCl electrodes with a 2 mm contact surface,
placed at standard recording sites over the right corrugator
supercilii and zygomaticus major (Fridlund and Cacioppo,
1986; van Boxtel, in press). As in the ’t Hart et al. (2018),
’t Hart et al. (2019) studies, we recorded from the right side of
the face only (on average, spontaneous facial expressions do not
differ between the left and right side of the face; Ekman et al.,

1981). Also as in our earlier studies, we defined predictions for
corrugator EMG only. Although the corrugator and the
zygomaticus are often used together to assess emotional
valence, only the former muscle tracks valence in a relatively
monotonic way (zygomaticus activity can increase with both
positive and very negative stimuli, relative to neutral stimuli;
Kunkel, 2018, Chapter 3; Larsen et al., 2003; Lee and Potter, 2018;
see van Berkum et al., in press, for review). To allow for
comparison to other work, we document average zygomaticus
results in the Supplementary Section S5, with the raw data
available in our online repository (https://doi.org/10.24416/
UU01-YM9VPP).

After the EMG-task, participants filled out the Adolescent
Measure of Empathy and Sympathy (AMES, Vossen et al., 2015),
the Moral Foundations Questionnaire (MFQ, Graham et al.,
2011), and a structured exit survey. The AMES and MFQ data
were of exploratory interest and are reported in the
Supplementary Section S3. Finally, participants were
debriefed and paid. The average total session lasted about
75 min, with about 45 min on the EMG-task.

Data Preparation and Analysis
The raw EMG-data were filtered with a band-pass of 20–500 Hz
(48 dB/octave roll-off) and a notch filter at 50 Hz to remove
common artifacts (see van Boxtel 2010), followed by signal
rectification and segmentation per trial, all using BrainVision
Analyzer 2 (BrainProducts, Gilching). A trigger placement error
resulted in loss of data for two of originally 64 tested
participants. For the remaining 62 participants, we used
visual inspection to select maximally long epochs of “quiet
signal” (free of extreme bursts) within the 2,000 ms baseline
segment, with a minimum length of 500 ms for each muscle. If a
continuous artefact-free baseline epoch of at least 500 ms was
not found, the trial was excluded from the analysis (resulting in
3.45% lost trials).

After baseline epoch selection, the data were exported to
MatLab for further segmentation time-locked to the onset of the
character manipulation picture (segment length 3,500 ms), the
affective state adjective (segment length 1,000 ms), and the
affect reason (segment length 2,500 ms). Each of the
resulting EMG segments was then partitioned into
consecutive 100-ms bins, known to strike a good balance
between sufficient temporal resolution and sufficient random
error reduction (van Boxtel, 2010). To reduce random variance
both within and between individuals (van Boxtel, 2010), average
EMG activity was expressed as a percentage of the pre-stimulus
baseline epoch activity level.

The three segments were analyzed separately using the linear
mixed models procedure in SPSS (IBM, v25). In linear mixed
models the item- and participant variance are estimated
simultaneously, resulting in a cross-classified model (Quené
and Van den Bergh 2004; Quené and Van den Bergh 2008). For
each segment, we constructed models for the corrugator data by
iteratively adding potentially relevant components and
testing for significant model improvement at each addition
(using the likelihood ratio (-2LL difference chi-square) test,
p <0 .05). We only kept components whose addition
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explained a significant amount of variance or were necessary
to test hypothesized interactions. Components that did not
significantly improve the model were dropped in the next
iteration (Winter, 2020).

Because we were not only interested in average corrugator
activity in a segment but also in its development over time, we
used a growth curve model approach (Peck and Devore, 2008;
Mirman, 2015) with specific analysis designs that were
optimized for assessing and comparing time trends across
conditions. We first modeled participants and items as
random factors. To assess the effect of our manipulations
on the average activation across an entire segment, we
subsequently added grouping dimension (moral vs.

minimal), group (ingroup vs. outgroup), and its interaction
as a fixed factor in the model for the character manipulation
segment, and grouping dimension (moral vs. minimal), group
(ingroup vs. outgroup), affective state adjective/reason valence
(positive vs. negative), and their 2-way and 3-way interactions
as fixed factors in the model for the affective state adjective and
affect reason segments. Afterward the most complex interaction
was added to the random part of the model as a random slope.
Next, linear, quadratic, and cubic trends were added as
covariates in the fixed part of the model. Time trend (e.g.,
linear) components were added per condition to maintain
flexibility in building the model, and to avoid forcing the
model to fit, for example, a linear trend for all conditions

FIGURE 3 | Corrugator EMG across the entire stimulus epoch, for (A)moral and (B)minimal in- and outgroups, together with a (partly abbreviated) example item,
the associated stimulus component presentation onsets and offsets (thin vertical lines) and the three critical EMG segments (gray bars). Note that on average, EMG
activity in the first two seconds is above 100% because the values on which the baseline value is basedmay be a subset of all data points in this 2-s interval (see Methods
for EMG baselining procedure).
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when only one condition contained a significant linear
component. All trend components were centered to avoid
correlation between trends (fixed effects final model
intercepts therefore reflect the average corrugator activity
across the entire segment, not the level at which corrugator
activity intercepts the y-axis). By using trends up to the cubic
component, we achieved some flexibility to fit responses
without over-fitting or losing explanatory power (Mirman,
2015). Because we were particularly interested in temporal
developments, the random part of the models always included
random slopes for subjects for each time trend that initially
improved the model (as well as standard random intercepts for
subject and item).

To facilitate interpretation, in the final model the fixed
factors grouping dimension, group and affective state
adjective/reason valence were included as a single
condition factor, which allowed for a no-intercept model
where the estimates of the conditions reflect the segment
average corrugator activation. This re-parametrization does
not change the -2LL value, and as such still represents the
optimal model. While trend components were fitted with a
resolution of 100 ms, the associated parameter estimates
(e.g., b for a linear slope) are reported on a 1-s basis. For
the final model, custom two-tailed t-tests were used to assess
theoretically relevant pairwise comparisons between
condition averages. Theoretically relevant comparisons
between two (e.g., linear) condition-specific trend
components were done by explicitly comparing the
difference between associated regression weights (b1–b2) in a
dedicated two-tailed t-test in case both components had been
kept in the model, and by resorting to the simple fixed effects
t-test for just one of them (e.g., b1) when the other component
had not been included in the final model (which effectively
defined b2 as 0). For each critical segment, Supplementary
Section S2 reports on model construction steps, followed by
parameter tests and specific comparisons based on the final
model (referring to our online repository for all original
statistical analyses documents: https://doi.org/10.24416/
UU01-YM9VPP).

RESULTS

Figure 3 shows average corrugator EMG responses across the
entire stimulus epoch, together with an example item and the
associated temporal structure. As can be seen, there is hardly any
differential activity in the character manipulation segment, but
substantial differential activity in the affective state adjective
segment and the affect reason segment. In the following, we
discuss these results per segment (see Supplementary Section S2
for statistical details).

Character Manipulation
The character manipulation designated a character as morally
good (moral ingroup), morally bad (moral outgroup), a type P
personality (minimal ingroup) or a type O personality (minimal
outgroup). Figure 4 shows the corrugator EMG results for each

condition, time-locked to the onset of the character manipulation
picture. For the average corrugator activity across the entire 3.5-s
segment, the overall interaction test revealed a significant
interaction between grouping dimension × group (moral
ingroup 103.9%, moral outgroup 112.0%, minimal ingroup
104.3%, minimal outgroup 104.4%, F (4, 134.64) � 1542.44,
p < 0.001). We discuss all further effects for moral and
minimal groups separately.

Moral In- and Outgroup
As expected, Figure 4 reveals increased frowning to characters
designated as bad (dashed black line), and no such increase for
characters designated as good (solid black line). In line with this,
average corrugator activity across the entire segment differed
significantly at morally good vs. morally bad character
descriptions (differenceingr–outgr � −8.02, t (184.17) � −2.48,
p � 0.01, 95% CI [−14.41, −1.64]). As for the trend
components, the model fitted a flat line for good character
descriptions, indicating no change in corrugator activity at all.
For bad character descriptions, two marginal effects hint at the
phasic nature of the response, with linear and quadratic trend
components further improving the statistical model (see
Supplementary Section S2a), and the associated b-estimates
almost significantly different from zero (positive linear trend
b � 2.19, t (62.02) � 1.97, p � 0.053, 95% CI [−0.03, 4.41]; negative
quadratic trend b � −2.89, t (61.97) � −1.93, p � 0.059, 95% CI
[−5.89, 0.11]). In all, seeing a silhouette with “bad” accompanied
by “X is a really bad person” fairly rapidly elicits a bit of frowning,
starting at around 1,000–1,100 msec in the actual (non-modeled)
data.

Minimal In- and Outgroup
We had considered that designating a character as a minimal
outgroup member might increase corrugator activity too,
although not to the extent observed for moral outgroup
designators. However, in Figure 4, the corrugator response
to characters labeled as type O (dashed gray line) and type P

FIGURE 4 | Corrugator EMG response to the character manipulation.
Dots show the observed data (averaged per 100 ms), and lines show the final
growth curve model (incorporating all intercept and trend parameters that
significantly improved the model). The gray bands represent 95%
confidence intervals from the final growth curve model.
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(solid gray line) are right on top of each other, and a
pairwise comparison did not reveal a significant average
corrugator activity difference between the two conditions
(differenceingr–outgr � −0.18, t (184.15) � −0.05, p � 0.96, 95%
CI [−6.56, 6.21]). Also, trend analysis did not reveal any big
differences there either. For minimal outgroup as well as minimal
ingroup character descriptions, a positive linear trend component
improved the model (see Supplementary Section S2a). For
minimal outgroup characters, the positive linear trend
significantly differed from zero (b � 2.27, t (302.92) � 3.63,
p < 0.001, 95% CI [1.04, 3.50]), while for minimal ingroup
characters the difference was only marginal (b � 1.18, t
(61.90) � 1.89, p � 0.06, 95% CI [−0.07, 2.44]), but the
pairwise comparison revealed no significant difference between
these two trends (differenceingr–outgr b � 1.09, t (204.66) � 1.23,
p � 0.22, 95% CI [−0.66, 2.83]). Higher-order trend analysis
revealed a significant but very small cubic trend in the minimal
outgroup response (indicating a fall-rise-fall pattern, see
Supplementary Section S2b), but as can be seen in Figure 4,
the fitted curves for these two conditions are virtually on top of
each other. In all, the corrugator EMG did not show a clear
differential response to descriptions of minimal ingroup (type
P) or outgroup (type O) characters. Participants did report
feeling less similar (range: −3 not similar at all, 3 very similar) to
minimal outgroup characters than to minimal ingroup
characters (M � −1.61 vs. M � 0.70; Mdiff � −2.31, SD �
1.19; two-tailed paired-samples t-test t (61) � −9.06, p <
0.001), but this did not translate to clearly differential EMG
activity.

Affective State Adjective
At the affective state adjective (e.g., “happy/angry”), the most
critical segment in our study, participants read about positive or
negative emotion of the same character. This additional adjective
valence factor expands the EMG-analysis to a 2 (grouping
dimension: morality vs. minimal group) × 2 (group: ingroup vs.
outgroup) × 2 (affective adjective valence: positive vs. negative)
design. Figure 5 displays the associated corrugator EMG-responses.
Consistent with the first impression, analysis of the average EMG
activity across the entire 1-s segment revealed a significant three-
way-interaction of these factors (F (8, 259.41) � 222.51, p < 0.001).

As with the character manipulation, we discuss all further effects for
moral and minimal groups separately.

Moral In- and Outgroup
For characters designated as morally good or bad, we expected to
replicate the core result of our two earlier EMG-studies:
substantially more frowning at “(Mark was) angry” than at
“(Mark was) happy” for morally good characters because of
simulation- and evaluation-driven corrugator activity adding
up, but a zero, or close to zero, adjective valence effect for
morally bad characters because of simulation- and evaluation-
driven corrugator activity canceling each other out. As can be
seen in Figure 5A, this is exactly what we observed.

For morally good characters, the EMG response showed a
clear and rapid increase in frowning activity at negative state
adjectives (solid black line), but no such increase at positive state
adjectives (solid gray line), with the signals diverging from about
300–400 ms onwards. Statistical analysis of average EMG during
the entire 1-s segment confirmed that participants frowned
significantly more when a good character had a negative
emotion than when he or she had a positive emotion
(differenceneg-pos � 13.70, t (428.27) � 3.13, p � 0.002, 95% CI
[5.10, 22.30]). Trends in the response also differed. The model
fitted a flat line at positive affective state adjectives but included a
significant linear increase in activation at negative adjectives (b �
56.40, t (76.12) � 2.65, p � 0.01, 95%CI [14.03, 98.78]), as well as a
cubic trend (see Supplementary Section S2d).

For morally bad characters, the EMG response showed no
such differential increase in frowning activity at negative state
adjectives (dashed black line), relative to positive state adjectives
(dashed gray line). The average segment EMG analysis confirmed
that average frowning during this 1-s interval did not statistically
differ at negative vs. positive state adjectives (differenceneg-pos �
0.72, t (428.64) � 0.17, p � 0.87, 95% CI [−7.88, 9.32]). As can be
seen in Figure 5A, modest upward linear trend components
improved the overall model, with a marginally significant b in the
case of negative adjectives (b � 9.67, t (56.35) � 1.92, p � 0.06, 95%
CI [−0.42, 19.75]), but not for positive adjectives (b � 6.57, t
(62.27) � 1.06, p � 0.30, 95% CI [−5.86, 19.00]), and no significant
difference between the two linear trends (differenceneg-pos b �
3.10, t (115.74) � 0.39, p � 0.70, 95% CI [−12.74, 18.95]).

FIGURE 5 | Corrugator EMG response to positive and negative affective state adjectives, for (A)moral and (B)minimal in- and outgroups. Dots show the observed
data (averaged per 100 ms), and lines show the final growth curve model. The gray bands represent 95% confidence intervals from the final growth curve model.
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Minimal In- and Outgroup
As can be seen in Figure 5B, we did not obtain the expected
pattern of results in this part of the design. For minimal ingroup
characters (i.e., designated before as a type P person), the EMG
response showed a clear and rapid increase in frowning activity at
negative state adjectives (solid black line) starting around
300–400 msec, and no such increase at positive state adjectives
(solid gray line). However, for minimal outgroup characters
(i.e., designated before as a type O person), the exact same
result was observed, with a clear and rapid increase in
frowning activity at negative state adjectives (dashed black
line) starting at around 300–400 msec, and no such increase
at positive state adjectives (dashed gray line). This suggests that
minimal group membership did not modulate the net
differences between responses to adjectives like “angry” and
“happy”.

The statistical analysis of average EMG during the entire 1-s
segment confirmed that participants frowned significantly more
when a character had a negative emotion than when he or she
had a positive emotion, for minimal ingroup characters
(differenceneg-pos b � 10.29, t (427.92) � 2.35, p � 0.02, 95%
CI [1.69, 18.89]), as well as for minimal outgroup characters
(differenceneg-pos b � 11.76, t (428.76) � 2.69, p � 0.01, 95% CI
[3.16, 20.36]). Furthermore, there was no difference in average
frowning activity at negative state descriptions of minimal
ingroup vs. outgroup members (Figure 5B, black lines;
differenceingrp–outgrp b � 0.09, t (428.82) � 0.02, p � 0.98, 95%
CI [−8.51, 8.69])), nor at positive state descriptions of minimal
ingroup vs. outgroup members (Figure 5B, gray lines;
differenceingrp–outgrp b � 1.56, t (428.02) � 0.36, p � 0.72, 95%
CI [−7.03, 10.16]).

As clearly evident in Figure 5B, the temporal development of
the corrugator EMG signal at positive and negative state
adjectives also did not vary as a result of minimal group
membership. Negative affective state adjectives led to a
significant linear increase in corrugator activity both for
minimal ingroup members (b � 42.85, t (55.50) � 2.29, p �
0.03, 95% CI [5.34, 80.36]) and for minimal outgroup members
(b � 39.76, t (144.53) � 3.47, p � 0.001, 95% CI [17.12, 62.40]),
with no significant difference between the two
(differenceingrp–outgrp b � 3.09, t (99.49) � 0.14, p � 0.89, 95%
CI [−40.45, 46.64]). The model also included a negative cubic
trend at negative affective state adjectives for minimal ingroup
and outgroup members, but the patterns did not differ (see
Supplementary Section S2d).

Our multiple-drivers model, and our additional assumption of
weaker (but non-zero) group-dependent evaluation in the
minimal group case than in the moral group case, had led us
to expect that the differential adjective valence effect (e.g. “angry”
vs. “happy”) would be smaller with minimal (type P) ingroup
characters than with moral (good) ingroup characters, with the
corrugator signal to a minimal ingroup character experiencing
negative emotion to end up below that to a moral ingroup
character experiencing the same emotion (i.e., black solid line
in Figure 5B lower than black solid line in Figure 5A). However,
although descriptively the EMG-response pattern is in the
right direction, pairwise comparisons showed no significant

difference between these two signals, neither in terms of the 1-s
segment average, nor in terms of the linear or cubic trend
component (all p’s > 0.63). Also, we had expected the
corrugator signal to a minimal ingroup character
experiencing positive emotion to end up above that to a
moral ingroup character experiencing the same emotion
(i.e., gray solid line in Figure 5B higher than gray solid line
in Figure 5A). However, both moral- and minimal ingroup-
positive were fitted with a flat line that did not significantly
differ in elevation (p � 0.79). For a full report of all estimates
and comparison see Supplementary Section S2d.

All in all, in the morality part of the design, we replicate the
core results of our earlier work: corrugator responses to negative
and positive emotion adjectives strongly depend on who is
experiencing the emotion described. In the minimal-group
part, however, the identity of the character does not matter at
all, with equally large adjective valence effects for minimal
ingroup and minimal outgroup characters.

Affect Reason
At the affective reason segment, participants read about events
that provided a reason for the character’s emotion. The analysis at
this segment involves a 2 (grouping dimension: morality vs.
minimal group) × 2 (group: ingroup vs. outgroup) × 2 (affect
reason valence: positive vs. negative) design. Figure 6 displays the
associated corrugator EMG-responses. One striking aspect of the
EMG-patterns in Figures 6A and B is the renewed phasic
corrugator response in all four conditions motivating a
character’s negative emotion, which suggests that these
sentence fragments contained enough information to elicit
additional differential corrugator activity. Also, as evident
from the entire-epoch Figure 3, these new phasic corrugator
responses ride on top of relatively stable corrugator differences
that emerged at the prior affective state adjective, and that lasted
for several more seconds, throughout the intermediate neutral
connector phrase (e.g., “when after a few minutes”). Because
corrugator activity is expressed as a percentage of the same pre-
stimulus baseline at all three critical segments, these longer-
lasting state adjective effects are responsible for the pre-
existing differences at 0 s in Figure 6.

Analysis of the average EMG activity across the entire 2.5-s
affect reason segment revealed a significant three-way-interaction
of grouping dimension, group, and affect reason valence (F (8,
255.28) � 41.79, p < 0.001), an interaction that to some extent
reflects these earlier adjective-triggered EMG effects. As before, we
discuss all further effects for moral and minimal groups separately.

Moral In- and Outgroup
In line with ’t Hart et al. (2019), we had expected a renewed phasic
corrugator response to events that were the reason for negative, as
opposed to positive, emotion, particularly for good characters,
but possibly also for bad characters. As can be seen in Figure 6A,
there is indeed a clear and substantial increase for negative events
befalling good characters (solid black line) and a flat-line response
for positive events befalling these same characters (solid gray
line). A smaller but descriptively comparable response difference
emerged for bad characters, with negative events (dashed black
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line) eliciting somewhat higher corrugator EMG activity than
positive events (dashed gray line).

For good characters (solid lines), average corrugator activation
across the segment was indeed significantly higher for negative
events than for positive events (difference neg-pos b � 62.20, t
(430.05) � 5.20, p < 0.001, 95% CI [38.69, 85.71]). Furthermore,
while negative events elicited a significant linear increase in
corrugator activity (b � 41.70, t (61.46) � 2.42, p � 0.02, 95%
CI [7.20, 76.20]), modulated by significant quadratic and cubic
trends (both p < 0.04, see Supplementary Section S2f), positive
events elicited a flat-line EMG response. For bad characters
(dashed lines), however, average corrugator activation at
negative and positive events was not significantly different
(difference neg-pos b � 21.38, t (438.89) � 1.78, p � 0.08, 95%
CI [−2.25, 45.01]). Also, although negative events elicited an
almost significant linear increase in corrugator activity (b � 38.64,
t (61.72) � 1.94, p � 0.06, 95% CI [−1.16, 78.44]) while positive
events did not (b � 4.27, t (61.76) � 1.01, p � 0.32, 95% CI [−4.20,
12.74]), the difference between the two linear trends was not
significant (differenceneg-pos b � 34.37, t (67.30) � 1.69, p � 0.10,
95% CI [−6.25, 75.00]). Both events did elicit a significant
quadratic trend (p � 0.02 and p � 0.01 for negative and
positive events respectively, see Supplementary Section S2f).

With the two EMG-signals for good characters being much
(and significantly) further apart than the two EMG-signals for
bad characters, Figure 6A could be taken to suggest that readers
are again more sensitive to the fate of good characters than to that
of bad ones, just as at the adjective. However, the elevated average
corrugator response to negative over positive events with moral
ingroup characters is to a large extent already present at 0 s, and is
as such presumably largely due to spill-over from the earlier
adjective effect (see particularly Figure 3, and compare the EMG-
pattern at segment onset in Figure 6A to the EMG-pattern at
segment offset in Figure 5A). We therefore cannot confidently
model this pattern of results as renewed differential sensitivity to
the fate of good and bad characters. In all, the only informative
result in this part of the design is a significant phasic rise-fall
response when reading about bad events (happening to good or

bad people alike), and when reading about good events
happening to bad people.

Minimal In- and Outgroup
As can be seen in Figure 6B, the dominant pattern of results is
that of large phasic corrugator responses to negative events
befalling both minimal ingroup (“type P”) and outgroup
(“type O”) characters, and no responses to positive events.
Statistical analysis confirms this. For minimal ingroup
characters, average corrugator activation across the segment
was higher for negative events than for positive events
(difference neg-pos b � 52.06, t (429.90) � 4.35, p < 0.001, 95%
CI [28.55, 75.56]). Furthermore, while negative events happening
tominimal ingroup characters elicited a significant linear increase
in corrugator activity (b � 40.57, t (59.99) � 2.26, p � 0.03, 95% CI
[4.67, 76.46]), which was modulated by a significant quadratic
and marginally significant cubic trend (p � 0.03 and 0.07,
respectively, see Supplementary Section S2f), the corrugator
response to positive events was modeled as a flat line. For
minimal outgroup characters, average corrugator activation
across the segment was also higher for negative events than
for positive events (difference neg-pos b � 43.94, t (430.28) �
3.67, p < 0.001, 95% CI [20.43, 67.45]). Furthermore, while
negative events again elicited a significant linear increase in
corrugator activity (b � 12.38, t (61.92) � 2.71, p � 0.01, 95%
CI [3.25, 21.52]), which was modulated by a significant quadratic
trend (p � 0.02, see Supplementary Section S2f), the corrugator
response to positive events was again modeled as a flat line.

We had speculated that minimal group status might also have
an impact on how negative vs. positive events affected the
corrugator response. Although Figure 6B suggests a somewhat
stronger EMG-response to negative events befalling minimal
ingroup characters than befalling minimal outgroup
characters, the statistics do not clearly support this: average
corrugator activation over the entire 2.5-s segment did not
differ (differenceingrp–outgrp b � 9.10, t (439.04) � 0.76, p �
0.45, 95% CI [−14.53, 32.73]), nor did any of the trends (e.g.,
linear trend differenceingrp–outgrp b � 28.18, t (67.75) � 1.52, p �

FIGURE 6 | Corrugator EMG response to reasons given for positive and negative character affect, for (A)moral and (B)minimal in- and outgroups. Dots show the
observed data (averaged per 100 ms), and lines show the final growth curve model. The gray bands represent 95% confidence intervals from the final growth
curve model.
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0.13, 95% CI [−8.77, 65.14]). EMG-responses to positive events
befalling minimal ingroup vs. minimal outgroup characters were
fitted with a flat line whose elevation did not differ either
(differenceingrp–outgrp b � 0.99, t (421.35) � 0.08, p � 0.93, 95%
CI [−22.40, 24.38]).

DISCUSSION

When processing language, do we simultaneously use our
emotion systems to simulate somebody else’s described
emotion and to evaluate, i.e., have our own emotions about,
what is described? We explored the viability of a multiple-drivers
model for language-driven emotion (’t Hart et al., 2018; ’t Hart
et al., 2019; van Berkum et al., in press) by “downtuning” the force
of character-dependent emotional evaluation via a minimal-
groups paradigm, such that corrugator EMG responses would
reveal character-independent emotion simulation to a larger
extent. Also, we aimed to replicate the findings of ’t Hart et al.
(2018), ’t Hart et al. (2019), generalizing those earlier morality-
based observations to a situation where characters were simply
declared as good or bad, rather than shown to be so earlier in a
story. As for morality, we indeed replicated the core result of our
earlier studies: substantially more frowning to negative emotion
adjectives than to positive ones when the character having the
emotion was seen as morally good, but not when he or she was
seen as morally bad. However, and in contrast to our
expectations, defining characters as belonging to a minimal
(rather than a moral) in- or outgroup did not matter to how
much more readers frowned to negative as opposed to positive
emotion adjectives. We first discuss the EMG-results per
segment, and then turn to a more general discussion.

Processing Character Descriptions
In our study, introducing some unknown fictional character as a
member of a minimal in- or outgroup did not elicit any
differential frowning. As for moraly defined groups, however,
things were different: declaring some unknown fictional character
as “really bad” led to a small but significant phasic increase in
frowning, whereas declaring a character as “really good” did not
affect the corrugator. It is perhaps tempting to relate this to
differences at the level of situation modeling (see Figure 1), i.e., of
imagining a concrete bad character in some real or imaginary
context (with a silhouette providing extra input). However,
because isolated negative words are known to elicit more
frowning than positive words (e.g., Larsen et al., 2003; Kunkel,
2018; see van Berkum et al., in press, for review), this effect may
very well also—or exclusively—hinge on automatic responses
associated with the retrieval of negative vs. positive words (“bad
vs. “good”). Either way, it is interesting to compare the very
modest current effect to the very large corrugator responses to
descriptions morally bad and good character behavior in our
earlier two studies. In ’t Hart et al. (2018), ’t Hart et al. (2019),
phasic corrugator increases were some 50–90% higher at peak
relative to baseline, when participants read about a main
character committing a concrete moral transgression (e.g.,
deliberately speeding up to soak a pedestrian in the rain) than

when reading about that character displaying morally good
behavior (e.g., deliberately slowing down to not soak the
pedestrian). In the current study, however, seeing a silhouette
simply described as really bad generated a phasic corrugator
increase which was only some 10% higher at peak relative to
baseline, as compared to a silhouette described as really good.
Although adequately controlled within-experiment comparisons
are required to explore the matter further, this comparative
observation could be taken to suggest that describing a
concrete bad action in some detail is frowned upon to a much
larger extent than simply defining somebody as a bad person, an
interpretation that is in line with the idea that our brains evolved
to deal with concrete events and actions, and are as such much
more sensitive to narrative than to non-narrative descriptions
(e.g., Boyd, 2009; Boyd, 2018).

Processing Character Affect
Our predictions for the impact of character morality on reading a
subsequent adjective that described an emotion of that character
were confirmed. With good characters, readers frowned more at
negative affective state adjectives like “angry” than at positive
affective state adjectives like “happy”, with the difference
emerging very rapidly, within only a few hundred milliseconds
after adjective presentation. With bad characters, our earlier work
had led us to predict that this differential valence effect would be
reduced to (close to) zero, which was indeed what we observed in
the current study too. Taken together, these EMG-results
constitute a direct replication of the ’t Hart et al. (2018),
’t Hart et al. (2019) findings. Like the original findings, the new
findings are compatible with a multiple-drivers account in which
the valenced emotional responses associated with language-
driven simulation and evaluation align for good characters,
but counteract each other in the case of bad characters.

Our current morality-based EMG-findings also extend the
morality-based ’t Hart et al. (2018), ’t Hart et al. (2019) results
from a paradigm where characters were described as actually
doing something good or bad to a paradigm where characters are
simply described as being good or bad. Note that the size of the
EMG-effect at the critical state adjective (a difference at peak of
about 30% relative to baseline) is comparable to the
corresponding effect at the critical affective state adjective
observed by ’t Hart et al. (2019); a difference at peak of about
20% relative to baseline. Thus, although declaring rather than
showing somebody as bad strongly attenuates the differential
EMG-response of readers at the character segment, the
downstream impact of this on how readers respond to various
character emotions is not attenuated by that factor at all.

Furthermore, our findings are in line with other EMG-
evidence that the social identity of characters can affect later
language-driven processing. In an EMG-study on social
unexpectedness, for example, descriptions of moral
transgressions generated a larger corrugator response if they
were committed by characters previously described in a
positive, rather than a negative, way (Bartholow et al., 2001).
Also, in an EMG-study involving Italian in- or outgroup
politicians (e.g., Berlusconi; Fino et al., 2019) the corrugator
responded strongly to negative vs. positive emotional
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expression descriptions (e.g., “Berlusconi frowns” vs. “Berlusconi
smiles”) if the politician belonged to the participant’s political
ingroup, but not if he or she belonged to the participant’s political
outgroup. The overall pattern of results in the latter study is
actually strikingly similar to the pattern in our current and two
earlier studies, with average corrugator EMG-responses to
outgroup politicians that are not only indifferent to the
characters’ emotional state, but that are also positioned
between the very different corrugator signals to negative vs.
positive emotions of ingroup politicians. This makes sense:
political and moral orientations are strongly related (e.g., see
van Berkum et al., 2009; Haidt, 2012), and both are associated
with strong in- and outgroups. Still, the stability of this crucial
finding across labs and materials is reassuring.

In the minimal-group part of the design, the EMG results
here were predicted to be an attenuated version of those in the
moral-group part of the design, with an intermediately sized
adjective valence effect for both in- and outgroup characters,
and some group-dependent modulation of this effect.
However, although the adjective valence effects for
minimal in- and outgroups were indeed of an intermediate
magnitude, they also were exactly the same. Under a
multiple-drivers account, this suggests that when reading,
say, “Mark is angry”, readers not only simulate negative
emotion at the lexical and/or situation-model level
similarly for minimal in- and outgroup characters, but also
evaluate the unhappy event in the same way. This evaluation
may or may not be neutral. Importantly, however, it does not
differ as a result of whether a type P or type O person is
being angry.

A major goal of the current study was to look for new traces of
the “power struggle” between language-driven simulation and
evaluation, beyond what is visible when working with moral
materials. We tried to do so by reducing the impact of character-
dependent evaluation while keeping the force of lexical and
situation-model simulation intact. But this part of the
endeavor did not succeed. The reason may well be that the
current minimal-groups manipulation is too subtle, and that
when applied to fictional people, the resulting group bias is
simply too weak to generate any detectable character-
dependent evaluation at the critical emotional state adjective.
We return to the implication of this after discussing our findings
at the third segment.

Processing Reasons for Character Affect
Although the experimental logic hinged on the EMG results at
critical adjectives describing the character’s positive or negative
emotion, EMG responses to the later verbal explanation for that
emotion also provided some information. First of all, the
explanations for negative character emotion elicited renewed
rise-fall phasic corrugator responses in all four character
conditions (of at least an additional 30% relative to the signal
at 0 msec), whereas the explanations for positive character
emotion elicited zero responses in three out of four cases, and
only a small (∼10%) phasic increase when the positive emotion
involves a bad character. Example explanations for negative
character emotion involve such phrases as “(because) her

shares turned out to be worthless”, “(because) he stared at her
and ignored her”, “(because) somebody pushed her aside to get in
more quickly” and “(because the waitress) responds in a grumpy
way and looks angrily at her”. The phasic corrugator effects that
these reasons for negative character emotion elicit in the reader
can thus be explained inmany ways, including frowning onmoral
transgressions, imagining unpleasant states of affairs, or
simulating the negative emotions of secondary characters. It is
also conceivable that reading about a reason for negative emotion
can briefly boost the situation-model simulation of the main
character being in that negative state—after all, knowing that
somebody’s anger has a reason that fully justifies it, and that you
can identify with, may well deepen one’s mental representation of
that anger. Because the affect reason segments were not
controlled to allow us to discriminate between these various
options, these are all issues for future research.

A second and theoretically more interesting finding is that, at
the onset of this affective reason segment, the corrugator
activation levels by and large echo those at the end of the
affective state adjective segment (compare Figures 5 and 6).
As can be seen in Figure 3, the reason is that the corrugator
response to descriptions of character emotion are to a large extent
maintained throughout the intervening 3 s, during which people
read neutral connector phrases such as “. . .when after a few
minutes . . . ” or “. . .when he arrives at the station and . . . “. In the
case of moral in- and outgroup characters, this sustained
corrugator behavior replicates what we observed at neutral
connector phrases in the ’t Hart et al. (2019) study. As
discussed in our earlier paper, this could be taken to indicate
that the emotion simulation induced by phrases like “Mark is
angry” is more likely to occur at the level of the situation model
(where the character is modeled as angry) than at
the—presumably more short-lived—level of simulation as part
of retrieving the meaning of the word “angry” from memory. Of
course, under the current multiple-drivers account for our
morality-based EMG-results at the state adjective, sustained
simulation would need to be matched with equally sustained
group-dependent evaluation. Also note that the degree of stability
over these three intervening seconds is not perfect, which could
be taken to indicate dynamic fluctuations in simulation,
evaluation, or both. Still, we find it striking that the reader’s
emotional state, as indexed by the corrugator, remains relatively
stable for several seconds after the critical adjective, not just with
moral in- and outgroup characters, but also with minimal ones.

Counteracting Simulation and Evaluation
Drivers, or Something Else?
What are the implications for our theoretical model? The first
question we should ask is whether the absence of a minimal
group effect at the affective state adjective falsifies the
multiple-drivers model. We don’t think it does. If emotion
simulation and emotional evaluation both drive corrugator
EMG, but evaluation is the same for both minimal groups
(e.g., people care as much, or as little, about a type-P
character’s feelings than about a type-O character’s
feelings), no modulation of the adjective valence effect is
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to be expected. So, rather than rejecting the multiple-drivers
model on these grounds, a more sensible strategy at this point
is to look for other techniques that may selectively down- or
up-regulate the force of one of the presumed drivers (e.g.,
using story materials in which “bad” characters commit
severe, moderate or mild moral transgressions). Also, our
study does replicate the original findings that led us to adopt
the multiple-drivers model in the first place, extending the
relevant phenomenon to situations where characters are
simply declared—rather than shown—to be good or bad.
The lack of increased frowning to negative state adjectives
like “angry” over positive state adjectives like “happy”, for
morally bad characters, can therefore be explained by the
same account that we provided for those earlier findings, a tie
between lexical and/or situation model simulation pushing
corrugator activity up and fairness-based evaluation pushing
it down.

As we already pointed out in our earlier publications, a
simple account that involves lexical or situation-model
simulation only cannot explain why the corrugator faithfully
tracks the valence of emotion adjectives when the sentence is
about a good character, but not when it is about a bad character.
Also, it is difficult to account for our morality-based results in
terms of evaluation only. The results in Figure 5A might tempt
one to infer that readers care about what happens to good, but
not bad, characters, and that this differential evaluation alone
can parsimoniously explain the EMG results. However, this
interpretation seems unlikely. Part of the joy of written or
streamed fiction comes from caring about what happens to
good as well as bad characters. Also, if we would not care about
what happens to bad people, gossip would become
dysfunctional, and Schadenfreude would not exist. Of course,
in a boring lab, things could be different. However,
Schadenfreude has also been established in laboratory studies
(e.g., Leach and Spears, 2009; Feather and Nairn, 2005; Singer,
et al., 2006), and has even been shown to influence corrugator
activity (Cikara and Fiske, 2012). More generally, why would
the lab context lead people to become indifferent to the fate of
bad people, but not good people?

With simple simulation-only and evaluation-only accounts
dismissed, the multiple-drivers account displayed in Figure 1
remains an attractive one for our morality-based EMG results,
with positive or negative emotional responses associated with
language-driven simulation and evaluation aligning for good
characters but counteracting each other for bad characters.
The explanatory power and flexibility of this multi-factor
model is of course also a vulnerability. It is therefore crucial
to obtain independent evidence for our assumption that, at
least in our materials, simulation and evaluation fully cancel
each other out when reading about the emotions of bad
people.

Furthermore, although we did not consider them before
running the current study, other theoretical explanations for
our results may be on the table as well. One possibility is that
with immoral characters, readers are somehow less inclined to
engage in embodied simulation of what is being described, so less

likely to simulate an angry or happy character. This selective-
simulation idea fits with recent ideas on embodied language
processing, where it is becoming clear that language-driven
simulation is not an all-or-none concept but depends on all
kinds of contextual factors (Willems and Casasanto, 2011;
Havas and Matheson, 2013; Zwaan, 2014; Pecher and Zwaan,
2017; Pecher 2018; Winkielman et al., 2018). Identification, or
liking, could be one of those factors (Hoeken and Sinkeldam,
2014). As indicated in Figure 1 and discussed more fully
elsewhere (van Berkum et al., in press), we also cannot
exclude that emotional mimicry, in response to vividly
imagined character affect, partly drives emotional facial
expressions during language processing. Such mimicry
might occur more for good characters than for bad ones
either because emotions of the former are simulated to a
stronger extent, or because mimicry itself is selective, and
more likely to occur with ingroup or otherwise likable
characters than with other characters (see Hess and Fischer,
2014, for a review of relevant findings, and Fino et al., 2019, for
EMG-results interpreted in terms of language-driven
mimicry).

The possibility of selective simulation and/or selective
mimicry illustrates the fact that we are dealing with a very
complex situation here. Although we currently prefer our
multiple-drivers account over post-hoc accounts in terms of
selective simulation and/or selective mimicry—if only because
it was conceived of before the experiment—we acknowledge that
our studies are only scratching the surface. Language can lead to
emotion in many different ways, and disentangling them will
remain a challenge for some time.

LIMITATIONS

We end with some limitations of the current study. First, the
multiple-drivers account illustrated in Figure 1 inevitably
introduces several free parameters in our modeling of
language-driven facial EMG data. Of course, only some of
the depicted drivers may actually be at work (i.e., explain EMG
variance) at any given time. Furthermore, like so many other
workings of the human brain, language-driven emotion may
simply be this complex. Nevertheless, the explanatory power of
the current model is also a vulnerability, which will need to be
addressed in future work. Second, most of our participants
were female, with only 6 males in a group of 64 participants.
With small empathy-related sex differences in corrugator
EMG reported elsewhere van der Graaff et al. (2016), this
may matter. Third, we did not use a deliberate strategy to
prevent people from guessing that their facial expressions were
the object of study (e.g., attach dummy electrodes elsewhere,
cf. Fridlund and Cacioppo, 1986). Although corrugator activity
is in part automatic (e.g., Cacioppo et al., 1992; Dimberg et al.,
2000; Neumann et al., 2005; Tamietto and de Gelder, 2010; van
Boxtel, in press), and although it is plausible that participants
soon forgot about the electrodes (see Nordin, 1990, for
evidence of rapid facial sensory habituation), it may be wise
to consider such a strategy in future work. Fourth, in our
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growth curve analysis, only linear, quadratic and cubic trends
are fitted, and they were constrained to fit the signals in a
segment of a predefined duration. Although this worked out
reasonably well in our data, the segment constraint obviously
imposes limitations on how the data can be modeled—our
procedure would not work well, for instance, when most of the
segment contained a flat line, with a huge effect in the narrow
last bit of the signal only. Fifth, we assessed emotion in terms
of valence only—this simplified the research logic, but it also
ignores some of the richness of language-induced emotion.
Finally, we made relatively simple working assumptions about
how characters are perceived (e.g., as good or bad), and about
how people evaluate, say, something bad happening to a bad
character. We think that given our materials, those
assumptions are reasonable. However, people are layered,
and so is their response to other people’s fate. The study of
language-driven human emotion will sooner or later need to
take on this additional complexity.
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Face-to-Face Communication in
Aphasia: The Influence of
Conversation Partner Familiarity on a
Collaborative Communication Task
Willemijn Doedens*, Arpita Bose, Lydia Lambert and Lotte Meteyard

ABCD Lab, School of Psychology and Clinical Language Sciences, University of Reading, Reading, United Kingdom

Aphasia is language impairment due to acquired brain damage. It affects people’s ability to
communicate effectively in everyday life. Little is known about the influence of
environmental factors on everyday communication for people with aphasia (PWA). It is
generally assumed that for PWA speaking to a familiar person (i.e. with shared experiences
and knowledge) is easier than speaking to a stranger (Howard, Swinburn, and Porter). This
assumption is in line with existing psycholinguistic theories of common ground (Clark,
1996), but there is little empirical data to support this assumption. The current study
investigated whether PWA benefit from conversation partner (CP) familiarity during goal-
directed communication, and how this effect compared to a group of neurologically healthy
controls (NHC). Sixteen PWAwith mild to severe aphasia, sixteen matched NHC, plus self-
selected familiar CPs participated. Pairs were videotaped while completing a collaborative
communication task. Pairs faced identical Playmobile rooms: the view of the other’s room
was blocked. Listeners attempted to replicate the 5-item set-up in the instructor’s room.
Roles were swapped for each trial. For the unfamiliar condition, participants were paired
with another participant’s CP (PWA were matched with another PWA’s CP based on their
aphasia profile). The outcomes were canonical measures of communicative efficiency (i.e.
accuracy, time to complete, etc.). Results showed different effects in response to the
unfamiliar partner for PWA compared to NHC: In the instructor role, PWA showed faster
trial times with the unfamiliar partner, but similar accuracy scores in both conditions. NHC,
on the other hand, showed similar trial times across CPs, but higher accuracy scores with
the unfamiliar partner. In the listener role, PWA showed a pattern more similar to NHC:
equal trial times across conditions, and an improvement in accuracy scores with the
unfamiliar partner. Results show that conversation partner familiarity significantly affected
communication for PWA dyads on a familiar task, but not for NHC. This research highlights
the importance of identifying factors that influence communication for PWA and
understanding how this effect varies across aphasia profiles. This knowledge will
ultimately inform our assessment and intervention of real-world communication.
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INTRODUCTION

One-third of individuals who suffer a stroke will experience
aphasia (difficulties speaking and understanding language,
reading and writing) (Spaccavento et al., 2013), with
detrimental effects on communication and functioning in
everyday life (Lam and Wodchis, 2010; Hachioui et al., 2014).
When compared against various health conditions (e.g. cancer
and Alzheimer’s disease) aphasia has the highest impact on
quality of life (Hilari et al., 2003; Lam and Wodchis, 2010;
Spaccavento et al., 2013). The loss of functional language use
affects social, vocational, and emotional well-being (Hilari et al.,
2003; Spaccavento et al., 2013), preventing People with Aphasia
(PWA) from participating in society and maintaining
relationships.

Traditionally, the study of aphasia has focused on
impairments of language, with assessment tasks that present
isolated language elements (e.g. sounds, words, sentences) in
highly controlled lab environments. These studies have been
the foundation for the development of reliable assessment
instruments and intervention plans targeted at particular
profiles of language impairment (Thompson et al., 2008).
However, it is generally accepted that such impairment-based
performance measures do not reliably predict communication
ability in the real world (Holland, 1982; Kolk and Heeschen, 1992;
Wilkinson, 1995; Beeke et al., 2007; Davidson et al., 2008;
Armstrong et al., 2011). Perhaps because of the complexity of
language and communication, the same level of detailed analysis
has not been applied to real-world communication for PWA
(Leaman and Edmonds, 2019). Providing reliable assessment and
evidence-based interventions at the level of communication has,
for that reason, remained problematic in aphasiology (Brady
et al., 2016). This is a crucial gap in knowledge, as
improvement in the ability to communicate in one’s own day-
to-day environment remains one of the most important long-
term goals reported by clinicians and PWA themselves
(Thompson et al., 2008).

There is a need for systematic, theoretically driven research on
naturalistic communication in aphasia. Recently, we showed how
a theoretical framework of situated language use, borrowed from
research with neurologically healthy controls (NHC) (Clark,
1996), can be applied to aphasia rehabilitation (Doedens and
Meteyard, 2019). It provides a structure along which different
components of real-world communication, and their influence on
a person’s ability to communicate, can be examined
systematically. The framework defines communication as being
1) interactive–including atleast one other person, 2)
multimodal–involving multiple channels of information and 3)
contextual–grounded in shared situational, personal and social
knowledge.

Here, we will focus on the contextual aspect of
communication. One part of contextual information is
common ground shared with a conversation partner (CP) –
part of which is modulated by the familiarity of that CP. For
PWA, questionnaires on communication often distinguish
between the ability to communicate with familiar and
unfamiliar CPs (e.g. the disability questionnaire of the

Comprehensive Aphasia Test; Howard et al., 2004; or the
Aphasia Impact Questionnaire-21; Swinburn et al., 2018). The
assumption is often made that it is easier for PWA to speak to a
familiar person than speaking to a stranger (Green, 1982; Wirz
et al., 1990; Ferguson, 1994; Perkins, 1995; Howe et al., 2008;
Laakso and Godt, 2016). The familiarity advantage has also been
reported by PWA as an influential factor when it comes to ease of
communicating (Dalemans et al., 2010).

Conversation Partner Familiarity in the
Control Literature
Conversation partner familiarity is more specifically defined as
personal common ground (Clark, 1996). This constitutes a set of
past experiences, beliefs and knowledge that are shared between
two people. There is a belief that people who know each other well
understand each other better (i.e. communication is more
accurate) and need fewer words to understand each other (i.e.
communication is more efficient) than when strangers
communicate (Sillars et al., 1997; Pollmann and Krahmer,
2017). Part of the assumption is that when people know each
other well, they are better at taking the other person’s perspective
(Mead, 1934; Fussell and Krauss, 1989). In line with this, a
number of studies have shown that people that are familiar
with each other (e.g. friends, couples), feel like they
understand and know each other well (Pollmann and
Finkenauer, 2009) and overestimate the degree to which they
will be understood by their familiar partner (Dixon et al., 1998;
Savitsky et al., 2011; Riordan and Trichtinger, 2016). Research
with NHC has shown that the presence of shared experiences and
knowledge, personal common ground, can facilitate
communication (Clark, 1996; Brown-Schmidt, 2009a). In
conversation, interlocutors can rely on this shared information
as being “given”, i.e. not requiring too much further explanation.
As a result, CPs can rely on more informal, implicit, abbreviated
language in their exchanges (Herrmann, 1983; Hornstein, 1985;
Clark, 1996). By relying on the “givenness” of shared information,
speakers can produce less complete utterances (Bard et al., 2014),
while listeners can use personal common ground to restrict the
number of possible interpretations based on the shared
knowledge (Brown-Schmidt, 2009b; Skipper, 2014). It has,
therefore, been suggested that reliance on shared knowledge
can make communication less effortful and more efficient (i.e.
requiring less time, fewer words and/or less cognitive energy,
Boyle et al., 1994; Clark, 1996; Horton and Gerrig, 2005; Smith
et al., 2005; Zwaan, 2016). In line with this, Isaacs and Clark
(1987) showed that New Yorkers were more efficient in
describing buildings in the city when they spoke to other New
Yorkers compared to non-New Yorkers. In a study by Pollmann
and Krahmer (2017), familiar and unfamiliar pairs did not differ
on communicative efficiency, as measured in number of words
and minutes spent on the task. The familiar pairs did show an
advantage in accuracy scores, but this was dependent on the task:
accuracy scores on a game of Taboo via email (with no non-verbal
communication or feedback in the form of clarification
questions) did not differ between the two groups. In a face-to-
face setting, familiar pairs achieved higher scores than unfamiliar
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pairs. Brown-Schmidt (2009a) found a similar effect of task: only
performance on an interactive task showed an influence of
common ground between conversation partners (participants
were manipulated on shared knowledge within the experiment,
not on personal familiarity; Brown-Schmidt, 2009b). The authors
argued that the type of task and its complexity might have been of
influence: the more complex, the greater the need to rely on
shared information to complete the task. Interestingly, Pollmann
and Krahmer (2017) showed that in addition to the higher
accuracy scores, familiar pairs reported higher levels of
motivation and enjoyment of the game, suggesting that these
factors might influence communicative efficiency and accuracy as
well. Finally, on the non-interactive email task, an effect of
friendship closeness on accuracy was found for the group of
familiar pairs. Andersson and Ronnberg (1997) showed that
participants performed better on a word association task when
working with friends compared to strangers. Fussell and Krauss
(1989) also reported higher levels of accuracy when subjects were
asked to interpret a message that was recorded specifically for
them by a friend, than when they were asked to interpret a
message that was recorded by a stranger. While the difference in
accuracy scores between these conditions was significant, it was
very small. The authors hypothesized that the traditional
referential communication task might not have required
participants to rely on personal common ground. Instead,
reliance on general, community-wide knowledge would have
enabled participants to successfully interpret messages
recorded by a stranger (Fussell and Krauss, 1989).
Furthermore, the authors suggested that the degree to which
familiar pairs know each other (i.e. length of time, level of
intimacy) might have mediated this effect, as the familiar pairs
in their study had known each other for less than six months
(Clark and Schaefer, 1987; Fussell and Krauss, 1989).

The research on the benefit of conversation partner familiarity
is, however, inconclusive. Gould et al. (2002) did not find
differences across tasks between familiar and unfamiliar pairs.
The authors also suggested that the familiarity effect might only
be present in particular communicative or experimental contexts,
as well as depend on the type of relationship that is studied.
Schober and Carstensen (2010) also found no difference between
familiar and unfamiliar pairs on their efficiency and accuracy in
describing unfamiliar things, such as tangram shapes. While
Pollmann and Krahmer (2017) found differences in accuracy
between familiar and unfamiliar pairs on a face-to-face task, no
differences were found between the groups on efficiency. Finally,
it has also been suggested that the existence of shared knowledge
between two interlocutors might not necessarily lead to a reliance
on that shared knowledge per se. Instead, it might lead the
speaker to rely more on their own knowledge. While this can
facilitate communication on some topics (when speaking about
topics that are part of shared knowledge), it can also lead to
greater confusion when communicating about topics that are not
part of common ground (Wu and Keysar, 2007; Savitsky et al.,
2011). Overall, the research on the effect of conversation partner
familiarity on communication efficiency and accuracy remains
relatively inconclusive. It is suggested to depend on factors such
as the type and complexity of task, the topic of conversation and

whether it requires personally shared knowledge to be
understood, the type, length and intimacy of the relationship
under study and the motivation of the interlocutors on the task.

Conversation Partner Familiarity in the
Aphasia Literature
Only a small number of studies have explored the influence of
personal common ground on communication for PWA. Leaman
and Edmonds (2019) analyzed and compared the unstructured
conversations of eight PWA (most with mild anomic aphasia)
with a familiar conversation partner (FCP) and an unfamiliar
speech and language therapist (SLT). The authors reported no
differences on measures of communicative success, on linguistic
measures such as grammaticality (morphological and verb tense/
mood errors) and sentence production (correct use of a complete
sentence frame and the relevance of lexical items in the frame in
the discourse context), or on lexical retrieval behaviors (false
starts, repetitions, pauses of 2+ s, etc.). These findings suggest that
some linguistic characteristics of conversation for PWA might
remain stable across conversation partners.

Kistner (2017) assessed gesture use by twenty PWA (ranging
from severe to mild aphasia) and NHC in conversation with FCPs
and unfamiliar conversation partners (UFCP). A procedural and
a narrative conversational task were used to elicit conversation.
UFCPs were SLT students or researchers with knowledge of
aphasia. In this study, both PWA and NHC showed an
increase in the number of gestures when speaking to the
UFCP as compared to the FCP. The authors hypothesized that
gesture production increased to help disambiguate meaning or as
speech became more complex. With the UFCP, this need
increased due to the lack of shared reference. Williams et al.
(1994) explored the influence of conversation topic and
conversation partner familiarity for 22 PWA and ten NHC on
a procedural and story-retell task. The syntactic complexity
measures in the study showed no effect of CP familiarity
(Williams et al., 1994). On the same dataset, Li et al. (1995)
found no significant differences on discourse grammar between
conversations with FCPs and UFCPs, except on the description of
the setting in the story retell task, where PWA provided more
detail with the FCP. The authors suggested PWA might have felt
more comfortable or at ease with the familiar CP, which could
have facilitated recall of that particular aspect of the story. Finally,
case studies by Gurland et al. (1982) and Lubinski et al. (1980)
showed that PWA used different communication styles
depending on the familiarity of their CP: Gurland et al. (1982)
showed a greater number of acknowledgments were produced in
conversation with a familiar CP, while with the unfamiliar CP,
topic-relevant turns increased. The authors suggested PWA
might take on a more “passive, less informative role with the
spouse (familiar CP) vs. the clinician (unfamiliar CP)” (Williams
et al., 1994). Lubinski et al. (1980) compared the unstructured
conversation of one PWA with a familiar (spouse) and a therapy
session with an UFCP (in this case, a SLT). The topic of
conversation was not controlled for. The number of
conversational breakdowns and repairs were assessed: similar
types of conversational breakdowns were found with the FCP and
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UFCP. The way in which the breakdowns were repaired, however,
differed significantly. UFCPs (SLT) tended to gloss over the
breakdowns, while FCPs (spouse) actively attempted to repair
them collaboratively with the PWA. The authors suggested that
one reason for this difference was the different goals each CP had
during their conversation with the PWA: the clinician often let
the PWA repair the conversational trouble, while the spouse
wanted to–collaboratively–discuss the plans for that day.
Ferguson (1994) found no difference in trouble indicating
behaviors between FCP and UFCP in a study with eight PWA,
where the conversational topic was slightly more aligned. The
authors found that the way these troubles were dealt with was
different depending on the familiarity of the CP: UFCP more
often took on the responsibility of repairing the trouble (i.e.
“other-repair”), rather than letting the PWA repair the trouble
(i.e. “self-repair”). The authors hypothesized that by not letting
PWA repair the trouble as often, UFCPs might have been driven
by a desire to avoid potential continued conversational
breakdown. The familiarity manipulation might not have been
sufficient in this latter study: the role of UFCP was filled by
someone who knew the PWA less well compared to the FCP, but
still had known the PWA for years.

Confounding Factors in Interactive
Communication in Aphasia
In addition to the effect of personal common ground, there are
two confounding factors that have been shown to influence the
communicative ability of PWA. First, research has shown that
communication for PWA is influenced by the extent of
knowledge the CP has about aphasia, the language impairment
and on potential communication strategies they can use to
facilitate communication (Rayner and Marshall, 2003). CPs
with knowledge of communicating with PWA have been
shown to enable PWA to communicate more effectively and
increase the PWA’s level of participation in conversation
(Lindsay and Wilkinson, 1999; Pound et al., 2000; Kagan
et al., 2001; Simmons-Mackie et al., 2010; Wilkinson and
Wielaert, 2012; Nykanen et al., 2013). PWA also specifically
self-report the positive impact of communicating with
someone who knows about aphasia and what communication
strategies to use during conversation (Dalemans et al., 2010;
Harmon, 2020).

Second, the sense of comfort and support experienced during
communication has been suggested as an important factor for
communicative ability (Dalemans et al., 2010;Worrall et al., 2010;
Harmon, 2020). Though not exclusively, this sense of comfort
and support is often associated with the familiarity of the CP. This
line of reasoning suggests that the fear of not being able to express
oneself due to the language impairment and subsequently the fear
of “losing face” or of being perceived unfavourably because of the
communication difficulties, can make communication with an
UFCP more effortful and a more negative experience (Harmon,
2020). For PWA, this could potentially result in more errors in
their language production, more and longer word searches, or
potentially result in avoidance of the interaction with the UFCP
resulting in, for example, shorter interactions altogether.

Suggestions to this end have been made in the literature (Li
et al., 1995; Kistner, 2017). In a discussion of the use of
compensatory communication strategies by PWA, Simmons-
Mackie and Damico showed that PWA may vary their
communication strategies depending on the goal in a
particular context, such as “looking okay”, rather than being
maximally communicatively effective (Simmons-Mackie and
Damico, 1995). To the knowledge of the authors the sense of
being at ease during communication and the influence of
conversation partner familiarity has not been explored
empirically.

In sum, the existing research suggests that the presence of
personal common ground can influence communication for
PWA. The existing evidence base is small, but it seems that
the effect of conversation partner familiarity might depend on the
level at which communication is measured. It seems that lower
level linguistic measures such as verb or sentence production
could remain stable across different conversation partners, while
higher level communication strategies such as the use of gesture
or the repair of conversational trouble might vary. More work is
needed, however, to assess whether this advantage exists, how it
manifests, whether it exists for all types of aphasia, and if it is
mediated by other factors such as aphasia severity. It is crucial to
control for the influence of other confounding factors such as
knowledge of aphasia of the CP, the sense of comfort experienced
by the PWA as well as the conversation topic.

The Current Study
The aim of the current study was to investigate whether CP
familiarity affects communication for PWA. Participants
completed a collaborative task that required communication in
two different conditions: once with a FCP, and once with an
UFCP. Participants were in two groups: PWA with a NHC
conversation partner, and NHC with a NHC conversation
partner. To investigate the question of personal common
ground we controlled for the potential influence of two
confounding factors. Knowledge of aphasia was controlled for
by swapping the CPs of pairs of PWA who were matched on their
linguistic and communication impairment profiles. Knowledge of
aphasia was also tested through a questionnaire. The sense of
comfort was taken into account by asking each familiar and
unfamiliar pair to indicate the level of comfort they felt while
completing the task with their conversation partner. These
research questions were part of a bigger pre-registration
(https://osf.io/9xwm7).

A collaborative task was used to elicit naturalistic
communication between the participant pairs. Different
versions of this task have been used in previous research with
NHC (Clark and Wilkes-Gibbs, 1986; Boyle et al., 1994; Clark,
1996; Clark and Krych, 2004; Howarth and Anderson, 2007;
Lysander and Horton, 2012) where naturalistic communication is
investigated in a controlled lab setting. This experimental setup
made it possible to adhere to the previously described framework
of real-world communication and to manipulate variables within
that framework (Doedens and Meteyard, 2019), see Table 1.

To measure the effect of the experimental manipulation on
communicative success for PWA and NHC, a selection of key
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outcome measures was made based on previous literature on CP
familiarity with PWA and NHC. Based on research with NHC,
measures of trial time and task accuracy were selected. Previous
research with PWA suggests that the number of times trouble is
identified during conversation, can be indicative of
communicative success (e.g., Beeke, 2012). We therefore also
included ameasure of self-initiated repair (i.e. instances where the
“instructor” initiates a self-correction) and other-initiated repair
(i.e. instances where the “listener” requests clarification on what
has been said) as a measure of communicative success.

Due to the nature of the task, an additional analysis was
included (not part of the pre-registration). This analysis aimed to
assess the influence of role (instructor or listener) on goal-
directed communication. The current study included trials in
which PWA and NHC took turns in an “instructor” role,
requiring them to actively communicate new information to
their CP. Conversely, participants also took on the “listener”
role, requiring them to follow instructions from their CP.
Previous studies with NHC have assumed no differences in
role for measures such as time taken and accuracy (Boyle
et al., 1994). Therefore, no difference in roles was expected for
NHC for the measures of time and accuracy. However, as PWA
present with impairments of language production and
comprehension, a difference in performance based on role can
be expected. For the number of self-initiated repairs and
clarification requests, we expected an effect of role for both
groups. Self-initiated repairs are naturally expected to be more
frequent when someone speaks more (i.e. the “instructor” role),
while Clarification requests are naturally expected to be more
frequent when someone is in the “listener” role. Finally, given the
inherent variability of the language impairment within the
aphasia group, we include a visual representation of the
individual difference in scores between conditions (i.e.
familiar-unfamiliar), ordered by a standardized measure of
aphasia severity. This will provide insight into the spread of

individual data-points within the aphasia group, and how this
compares to the NHC group.

Analysis addressed the following research questions:

(1) What is the effect of speaker role (instructor/listener) on
goal-directed communication?

(2) What is the effect of CP familiarity (personal common
ground) on goal-directed, face-to-face communication in
aphasia?

(3) Do PWA differ from NHC in how they respond to CP
familiarity during goal directed communication?

Based on the existing literature, it was hypothesized that it will
be easier for PWA to complete the task with a FCP than with an
UFCP, as evidenced by the familiar pair taking less time,
requiring fewer repairs, obtaining higher accuracy scores and
fewer requests for clarification. Based on the case study by
Lubinski et al. (1980), it could be the case that the number of
repairs falls into the category of more lower-level behavior which
remains stable across conversation partners. In comparison to
NHC, we expect PWA to show a similar direction of the effect of
CP familiarity. Due to the presence of the language impairment
for PWA, we expect the CP familiarity effect to be greater for
PWA compared to NHC, i.e. we expect PWA to have more
difficulty adapting to communicating with an UFCP, or to benefit
more from communicating with their FCP (see Table 2).

MATERIALS AND METHODS

Ethics Statement
This study was carried out with ethical clearance from the School
of Psychology and Clinical Language Sciences, University of
Reading (Ref: 2018-093-LM). All participants provided
informed consent prior to taking part in the study. Consent

TABLE 1 | Different types of self-initiated repairs and clarification requests that were coded.

Type of code Description Example

Self-initiated repairs
Revised repair The interlocutor repeats the main clause with modifications “The man goes under the chair. . .. no I mean he

goes on the chair”
Addition repair The interlocutor provides additional information to the main clause “The sofa is in opposite the window . . . the small

window”
Word finding repair The interlocutor explicitly has word-finding difficulties (repetitions without revisions,

additions or explicit statements of difficulties finding a word are not included)
“The d . . . d . . . oh what is that word?”

Clarification requests
Request for elaboration or

clarification
The interlocutor asks their CP to providemore information onwhat has been said. This
type of clarification request includes most wh-questions

“Which window?” or “Where?”

Statement of not
understanding

The interlocutor indicates that they did not follow what their CP said “I don’t understand” or “Huh?”

Partial or complete repetitions The interlocutor repeats (part of) a phrase as produced by the CP, sometimes with a
questioning intonation, to check if they have understood correctly

CP1: “by the window on the left”
CP2: “by the window on the left?”

Insertion When the CP is speaking the interlocutor inserts a word or phrase that fits into the
utterance of the CP. This can happen, for example, when the CP pauses to search for
a word. The insertion functions as an evaluation for the interlocutor to assess if they
have correctly understood the utterance of the CP.

CP1: “and then the sofa is facing the..”
CP2: “The tv cabinet?”
CP1: “yes, the tv cabinet”

Indirect request for
clarification

The interlocutor asks for a repetition of what has been said, indirectly indicating they
(might not) have not fully understood or followed

“Please speak more slowly”
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and information forms were adapted to aphasia friendly format
for the participants with aphasia.

Participants
Sixteen participants with post-stroke aphasia (42–72 years, M �
60.94, SD � 9.41) and sixteen control participants (NHC,
52–84 years (M � 64.94, SD � 9.66) took part in the current
study. PWA and controls were matched for age (t (30) � 1.19, p �
0.245) and years of education (t (29) � −0.07, p � 0.946). Nine
male and seven female PWA were recruited through the Aphasia
Research Registry of the School of Clinical Language Sciences,
University of Reading (British Academy Grant ARP scheme
190023), as well as through local stroke groups. PWA were at
least one-year post-stroke (1–14 years, M � 7.04, SD � 3.85) and
were native speakers of English prior to the stroke. Exclusion
criteria were coexisting neurological diagnoses such as dementia
and an inability to provide consent due to severe comprehension
difficulties. Seven male and nine female NHC were recruited
through the older adult research panel at the School of
Psychology, University of Reading. Exclusion criteria were a
history of neurological illness. All subjects reported normal or
corrected-to-normal vision and hearing.

All participants brought along a FCP to take part in the study
with them. The PWA self-nominated a FCP who they spoke to
regularly. Six male and ten female FCPs agreed to take part
(partner, friend or family member between the ages of 22–72
years, M � 54.12, SD � 15.12, see Table 3 for more details). All
FCPs except those labeled child (only ID 48), ex-partner and
friend lived in the same house with the PWA. For NHC, partners
were recruited as the FCP (aged range 51–79 years,M � 64.12, SD
� 7.57, see in the Supplementary Table S1). All FCPs lived in the
same house with their partner. All FCPs reported normal or
corrected-to-normal vision and hearing and did not report a
history of neurological illness.

All PWA completed the Western Aphasia Battery–Revised
(WAB-R; Kertesz, 2009). The aphasia quotient score (AQ) ranged
from 11.60–94.2 (M � 65.88, SD � 26.59), severities ranging from
very severe to mild (see Table 3 for an overview). To obtain a
standardized measure of communicative ability, PWA also
completed the Scenario Test United Kingdom (Hilari et al.,
2018). Scores ranged from 20.25–54 (maximum score � 54,
M � 45.64, SD � 8.83; details shown in Table 3). Thirteen out
of sixteen PWA had some degree of weakness (hemiparesis) on
the right-hand side due to the stroke. All PWA were able to use

their unaffected arm and hand effectively. All PWA were mobile
enough to attend the experiment at the University clinic. One
PWA attended the clinic in a wheelchair.

All participants without aphasia completed the Montreal
Cognitive Assessment (MoCA; Nasreddine et al., 2005), a
cognitive screening tool for mild cognitive impairment. Scores
ranged between 17–30 (M � 27.23, SD � 2.49). Six participants
scored below the cut-off score of the test (<26 points; one NHC
with score 17; two FCP to NHC with scores 23; three FCP to PWA
with scores: 22, 23, 24), suggesting the potential presence of mild
cognitive impairment. Due to difficulties in recruiting the PWA
subjects, their partners and age- and years of education-matched
controls, none were excluded from participation on the basis of
their MoCA scores. Following reviewer comments, an additional
statistical analysis was run inwhich these subjects were excluded, as
described in the Statistical Analysis section. The MoCA was not
administered with the people with aphasia. The heavy reliance of
this test on language in its instructions and responses makes this
test unsuitable and unreliable for administration with people with
existing language processing difficulties.

Procedure
All participants were invited to take part in a study about
conversation and different CPs. Background testing with PWA
was completed either at the participant’s home or at the School of
Clinical Language Sciences, University of Reading. All NHC
completed background testing at the University of Reading.

For the experimental session, two participants and their
respective FCP were invited to the Speech and Language
Therapy Clinic at the University of Reading.

Task
The experimental design consists of a collaborative, referential
communication task (Clark and Krych, 2004) that allows pairs to
interact and communicate freely, replicating a real-life face-to-
face communicative setting. Pairs sat across from each other, in
front of identical playmobile rooms (see Figure 1). The view of
the other person’s room was blocked by a low barrier. Five items
were placed in one room (instructor), while the other room
(listener) remained empty with six items placed on the side of
the room. Pairs were asked to replicate the setup of the
instructor’s room in the listener’s room. They were asked to
communicate as they normally would, including the use of any
communication aids. Pen and paper were provided for both

TABLE 2 | Hypotheses for each outcome measure, shown for each research question (RQ).

Outcome measure Description Hypotheses

— — RQ 1 (instructor vs listener) RQ 2 (PWA) RQ 3* (NHC vs.
PWA)PWA NHC

Trial time Faster times indicate “better” communication Instructor ≠ listener Instructor � listener Familiar < unfamiliar NHC < PWA
Task accuracy Higher accuracy indicates “better” communication Instructor ≠ listener Instructor � listener Familiar > unfamiliar NHC < PWA
Self-initiated repairs Fewer repairs indicate “better” communication Instructor > listener Instructor > listener Familiar < unfamiliar NHC < PWA
Clarification requests Fewer requests indicate “better” communication Instructor < listener Instructor < listener Familiar < unfamiliar NHC < PWA

Notes: RQ1: the effect of role, RQ2: the effect of CP familiarity for PWA, RQ3: the difference in effect of CP familiarity between PWA and NHC. * hypotheses are about the difference scores
between the familiar and unfamiliar conditions. A larger difference score represents a bigger impact of the experimental manipulation.
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TABLE 3 | Descriptive for PWA and their familiar conversation partners, ordered by WAB-AQ score (lowest to highest). Scenario Test classification is based on the percentiles of the Dutch norm group, solely used here to
provide a descriptive classification.

PWA Familiar conversation partner

ID Sex Age Years
of

education

Time
post
stroke

(months)

WAB-
AQ

Severity Class Scenario test ID Sex Age Years
of

education

MoCA Partner
type

Years
knowing
PWA

Raw
score

Perc Classification*

69 M 72 10 71 11.6 Very
severe

Global 36 34 Limited 70 F 69 11 22* Partner 54

43 M 57 12 58 18.3 Very
severe

Broca/Global 44.47 49 Okay 44 F 56 13 27 Partner 30

15 F 57 19 56 27.6 Severe Wernicke 20.25 13 Almost none 16 M 60 17 23* Partner 40
19 M 65 13 177 56.8 Moderate Broca 44.47 49 Okay 20 F 60 13 26 Partner 40
45 F 42 19 12 58.2 Moderate Broca 48 63 Okay 46 F 43 13 29 Friend 10
5 M 72 16 123 61.6 Moderate Broca 41.63 42 Okay 6 F 55 13 26 Ex-partner 25
41 M 45 11 75 62.5 Moderate Broca 37 34 Limited 42 F 41 13 30 Partner 20
37 F 68 17 136 69.5 Moderate Conduction 48 63 Okay 38 M 69 17 27 Partner 50
47 F 70 10 116 72.2 Moderate Broca 49 68 Okay 48 F 49 15 27 Child 49
78 F 51 15 20 74.1 Moderate Anomic 44.47 49 Okay 79 M 23 17 28 Child 23
11 M 66 17 56 83.8 Mild Conduction 53 93 Good 12 M 22 13 28 Grandchild 22
53 M 67 19 42 89.4 Mild Anomic/Transcortical

Sensory
53 93 Good 54 F 72 14.5 27 Partner 33

7 F 51 16 55 90.1 Mild Anomic 54 100 Good 8 M 63 14 24* Partner 10
1 M 64 11 133 90.8 Mild Anomic 53 93 Good 2 F 58 18 28 Partner 26
67 F 65 16 110 93.3 Mild Anomic 53 93 Good 68 M 66 18.5 27 Partner 47
13 M 63 18 111 94.2 Mild Transcortical sensory 51 78 Good 14 F 60 18 29 Partner 42

Notes: *Classification refers to the communicative ability of the PWA: “almost no communicative ability”, “seriously limited communicative ability”, “okay communicative ability in simple situations” and “good communicative ability in simple
situations”. * indicates a MoCA score below the cut-off (<26).
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participants. Participants were instructed not to show items to
their CP or to look over the barrier at the other room. In many
ways, the current set-up echoes that of PACE in the aphasia
literature (Davis andWilcox, 1985; Davis, 2005). Aphasia friendly
images were used to visually support the instruction for all
participants. The experimenter left the room for the duration
of the task. When the pair completed the task, they pressed a
button. The experimenter then re-entered, took a picture of both
rooms, and showed the participants the result. Any paper used
was collected by the experimenter and the next trial was set up.

Each pair (familiar and unfamiliar) completed the game six
times: For each trial, roles (instructor/listener) were swapped,
resulting in three instructor trials and three listener trials for each
participant. The starting role was counterbalanced across
participants. A different setup of items was used for each trial,
the order of which was randomized for each pair.

The experimental manipulations of the current study can be
summarized according to the previously described framework of

real-world communication (Doedens and Meteyard, 2019). See
Table 4.

Materials
An empty Playmobil room with four windows and one door was
used for the current experiment. Six Playmobil objects were
selected based on psycholinguistic features that have been
shown to influence lexical retrieval in PWA (Nickels and
Howard, 1995, see in the Supplementary Table S2 for details).
The items were selected based on high levels of concreteness,
familiarity and imageability, as well as (roughly) low number of
phonemes to facilitate naming of the items as much as possible.

Six different room setups were created by placing five
Playmobil items in various configurations across the room (see
Figure 2). One item (counterbalanced across trials) was a
distractor and placed outside of the room. Three additional
objects were permanently placed in the same location across
all six trials, functioning as reference points for the other objects:

FIGURE 1 | Schematic overview of the experimental setup. View (A) shows a side-view: two participants sitting across from each other at a table, with a low barrier
between them. Participants can easily see each other, but the view of the other person’s workspace is obscured by the barrier. View (B) shows the table from above: two
identical room layouts. Participant A has five items placed in the room, one distractor object outside of the room. For participant B, all six items are placed on the side of
the room. Pen and paper are placed to the left-hand side of the PWA (in case of neglect, hemianopia or hemiparesis), and is provided for both participants. A button
at the end of the table (again to the left of the PWA) is used to indicate completion of the task. A low barrier (black bar) blocks the view of the other person’s room, but not
the view of their pen and paper.

TABLE 4 | Description of the experimental manipulation according to the theoretical framework of face-to-face communication.

Component
of the framework

Manipulation in the current experiment

Interactive Unrestricted interaction with the CP (i.e. no restrictions on giving feedback, asking questions, etc.)
Interaction with a single CP

Multimodal Unrestricted use of all communicative modalities (gesture, facial expressions, body posture, intonation, language)
Optional use of pen and paper for drawing and writing (specified as “if you need to, you can use”)
Added option of communication aid

Common ground
Personal Interaction with a familiar CP and with an unfamiliar CP (the main experimental manipulation)
Communal —

Communicative Repetition of the same task across 6 trials allowing CPs to build communicative context. Theoretically, this context could
have carried over into the unfamiliar condition, where the same task was repeated

Situational The use of 6 concrete, highly frequent, familiar, and recognisable objects and their physical location in relation to a physical
space and each other
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1) a chest of drawers with 2) a television on top and a 3) potted
plant in the opposite corner of the room.

Between conditions, the physical appearance (i.e. the color) of
the cat and the hair of the woman was changed to incorporate
some variation in the stimuli. Two reference objects were also
changed: the potted plant was replaced by a different potted plant
and the television was replaced by a set of books. The location of
all the items remained constant.

Familiarity Manipulation
In the unfamiliar condition, each participantwasmatchedwith another
participant’s FCP. PWAwere matched with the FCP of a PWAwith a
similar aphasia profile based on their WAB-AQ score and their
communication score on the Scenario Test (Meulen et al., 2010).
This way, PWA were matched with an FCP who was unfamiliar at a
personal level, but who had experience communicating with someone
with roughly similar communication difficulties.Where possible, PWA
were alsomatched on age and gender (see in the SupplementaryTable
S3 for more details). In the control group, NHCs were matched on
gender, age and years of education (in order of priority). For the
unfamiliar condition, each NHC was paired up with their matched
NHC’s FCP (see in the Supplementary Table S4 for details on
matching).

At the beginning of each condition, each participant was asked
to rate the familiarity of their CP on an aphasia-friendly Likert
scale (0 � this person is a stranger, 5 � I know this person
extremely well). For both groups, the FCP was rated higher in
familiarity (PWA:M � 3.55, SD � 0.62,NHC:M � 3.97, SD � 0.12)
compared to the UFCP (PWA: M � 0.52, SD � 0.92, NHC: M �
0.03, SD � 0.12). The difference in familiarity ratings was
significant for both groups (PWA: t (30) � 10.97, p < 0.001,
NHC: t (30) � 89.09, p <0 .001).

The order of conditions was not counterbalanced: All
participants first completed the familiar condition, followed by
the unfamiliar condition. The authors decided against
counterbalancing the order of conditions to minimize potential
anxieties about communicating with an UFCP for the PWA.

Controlling for Knowledge of Aphasia
To control for knowledge of aphasia, all CPs of PWA filled out a
questionnaire testing their knowledge of aphasia (factual

knowledge and knowledge on communication stratiegies as
described in Rayner and Marshall, 2003). Knowledge of
aphasia was similar for FCP (factual: M � 10.1, SD � 3.02,
strategies: M � 22.4, SD � 1.9) and UFCP (factual: M � 10.4,
SD � 0.98, strategies:M � 22.3, SD � 2.75). A paired t-test showed
no significant differences between FCPs and UFCPs (factual
knowledge: V � 6, p � 0.854, knowledge of communication
strategies: t (6) � 0.16, p � 0.877)1.

Sense of Comfort With the CP
The degree of comfort participants felt with their FCP and UFCP
during the task was taken into account: At the end of each
condition, each participant was presented with a statement (“I
feel that my partner and I communicate comfortably together”)
and a visual 5-point Likert scale (0 � completely disagree, 4 �
completely agree). For both PWA and NHC, the degree of comfort
they felt with their CPwas roughly equal in the familiar (PWA:M �
3.56, SD � 0.51, NHC: M � 3.71, SD � 0.47) and unfamiliar
condition (PWA:M � 3.28, SD � 0.52, NHC:M � 3.53, SD � 0.62).
A non-parametric paired t-test showed no significant difference
between the degree of comfort participants felt with their FCP and
UFCP (PWA: V � 18, p � 0.119, NHC: V � 20, p � 0.299).

Coding
All trials were video and audio recorded. Videos of the interactions
were coded in ELAN (The Language Archive, 2019). For the
purpose of this study, the following measures were coded:

Trial time. All videos were coded for trial time. Trial time was
defined as themoment participants started to communicate on a trial
(speak, draw, gesture, etc.) until the moment one of the participants
pressed the button to signal the experimenter to come into the room.

Task accuracy. Task accuracy was defined as the correct
placement of the items in the listener’s room as compared to
the instructor’s room as set up by the experimenter. The setup of
the instructor’s and listener’s room was photographed at the end
of each trial. Both images were scored by two independent judges

FIGURE 2 | Two examples of item setup in the Playmobil living room. Five items are placed in different locations in the room, one item was always left on the side as
the distractor (and did not need to be placed by the listener).

1One PWA was excluded from this analysis. The data from this questionnaire is
currently inaccessible due to COVID-19 lockdown restrictions on the campus of
the University of Reading.
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on accuracy (correct/incorrect) of two aspects of the item: its
location (in the room and in relation to other objects), its
orientation. For the people, two additional aspects were coded:
the action that was undertaken by the item (i.e. standing, sitting,
etc.) and the positioning of the arms. For all other objects, the
action was always coded as correct, resulting in a maximum score
of three per item, and four per person (a maximum score of 20
and a minimum score of 4, examples of low, moderate and high
accuracy scores are provided in the Supplementary Figure S1).
In case of doubt due to different angles of the pictures, a grid was
superimposed on the floor of each image using Kinovea software
(Charmant and Contrib., 2006-2011).

Self-initiated repairs. Self-initiated repairs were defined as
instances where a participant explicitly attempted to repair or
change their own output (often described as the repair
initiation; Wilkinson, 2006; Schegloff et al., 1977). A self-
initiated repair was always an explicit correction initiated by
the interlocutor themselves, without any prompts from the
conversation partner. Three different types of self-initiated
repairs were coded, partially based on Perkins (1993) (see
Table 1). For the word-finding repairs, repetitions of parts of
words are expected, but if parts of a word are repeated without
revisions, additions or explicit statements of difficulties finding
a word, these are not coded as a repair. All self-initiated repairs
are coded, regardless of the way in which the repair is resolved
(i.e. by the interlocutor themselves, collaboratively with their
conversation partner or by the conversation partner). Whether a
repair is successful or not was not coded (i.e. whether the
correction creates a correct utterance or not, or whether the
correct word is produced, or the search is abandoned). Non-
verbal instances of self-initiated repairs are also included (e.g.
direct gaze at the partner to provide help in a word search,
Beeke, 2012). The total number of self-initiated repairs was
counted for each trial and participant.

Clarification requests. Clarification requests are defined as
instances when one interlocutor indicates to their conversation
partner that they have not fully understood what has been said
(also described as an “other-initiated” repair; Schegloff et al.,
1977). Five types of clarification requests were coded, partly based
on Schegloff et al., (1977) (see Table 1). Coding included verbal
and non-verbal clarification requests such as clear eye gazes and
frowns, or clear shrugs directed at the CP. The total number of
clarification requests was counted for each trial and participant.

Coding of the latter two outcome measures is expected to be
more subjective compared to the first two outcome measures due
to the inherent nature of the coding process (Beeke et al., 2007).
Self-initiated repairs were coded by a second rater (native
English-speaking speech and language therapy student),
resulting in a moderate intraclass correlation coefficient (ICC
� 0.74, CI � 0.51–0.87, p < 0.001, calculated in R studio using the
psych package version 1.9.12.31; (Revelle, 2020).

Statistical Analysis
All outcome measures showed a non-normal distribution and
contained outliers. The outcome measures also showed
significant differences in variance between groups. Log-linear
transformations did not eliminate the problems of normality or

extreme values in the data. To avoid relying on assumptions of
normality, a bootstrap procedure was used to obtain a
distribution based on resampling of the existing data, from
which the test statistic was derived (Wilcox, 2012). Outliers
and differences in variance between groups were dealt with by
choosing robust analyses based on the median (percentile
bootstrap) and 20% trimmed means (bootstrap-t). An alpha
threshold of 0.05 was used to determine statistical significance.
All analyses were run in R Studio version 1.1.463 (RStudio, 2020).
The results from the median analysis are reported in the paper.
When there was a difference in outcome, results from both
analyses are discussed. For all bootstrapping methods, 10,000
bootstrap samples were used (Rousselet et al., 2019).

First, we ran an omnibus between-by-within-by-within 2
(group: PWA/NHC) x 2 (role: instructor/listener) x 2
(condition: familiar/unfamiliar) robust analyses on all outcome
measures: of the median (bwwmcppb in Wilcox, 2012) and the
20% trimmed mean (bwwmcp in Wilcox, 2012). We then ran
specific follow up comparisons to answer our research questions.

Research question 1: An effect of role (instructor or listener).
Research question 2: An effect of CP familiarity for PWA.
We analyzed each group separately (PWA or NHC). This helps

us to identify patterns for each group of participants, and to address
whether role and familiarity have an effect on goal directed
communication. Two factors were entered into analysis. First, the
condition of familiarity (familiar/unfamiliar), as this was our
principle experimental manipulation. Second, the role of the
participant (instructor/listener). Role was expected to affect the
nature of communication in the goal directed communication
task for PWA.

Thus, within subjects 2 (role: instructor/listener) x 2 (condition:
familiar/unfamiliar) robust analyses were conducted on all
outcome measures: of the median (wwmcppb in Wilcox, 2012),
and of the 20% trimmed mean (wwmcpbt in Wilcox, 2012).
Planned comparisons were conducted for significant main
effects: for a main effect of role, a dependent groups analysis on
each level of condition (familiar/unfamiliar) was run on themedian
and 20% trimmed mean (bootdpci and ydbt, respectively, in
Wilcox, 2012). For a main significant effect of condition, the
same dependent groups analysis was conducted on each level of
role (instructor/listener). The full results of these analyses are
reported in the Supplementary Table S5. Results of the
planned comparisons are reported in the Supplementary
Tables S7–S10.

Research question 3: An effect of CP familiarity for PWA
compared to NHC.

We first accounted for the effect of Role (see above) by splitting
data into Instructor or Listener trials. We then completed between-
by-within 2 (group: PWA/NHC) x 2 (condition: familiar/
unfamiliar) robust analyses on all outcome measures: of the
median (sppba, sppbb and sppbi in Wilcox, 2012) and the 20%
trimmed mean (bwtrimbt in Wilcox, 2012). Planned comparisons
on significant main effects of group (PWA vs NHC) were
conducted with an independent groups analysis (pb2gen in
Wilcox, 2012), to test the effect at each level of condition
(familiar/unfamiliar). For a main significant effect of condition, a
dependent groups analysis (bootdpci and ydbt, as described above,
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in Wilcox, 2012) was conducted on each level of group (PWA/
NHC). The full results of these analyses are reported in the
Supplementary Table S11. Results of the planned comparisons
are reported in the Supplementary Tables S13–S16.

To evaluate the influence of participants who scored below
cut-off on the MoCA, all statistical analyses reported above were
conducted a second time. In these analyses all the sessions
(familiar and unfamiliar) in which one participant within a
dyad had a MoCA score below the cut-off were excluded. This
resulted in the exclusion of data from three dyads in the familiar
and unfamiliar conditions, both for PWA and NHC. The results
of the 2 × 2 analyses are shown in the Supplementary Tables
S6–S12. Any differences in the outcomes of the 2 × 2 × 2 omnibus
are mentioned in the results below.

To assess the individual patterns of behavior, a difference score
between conditions was calculated for each role: for each participant,
the value of each outcome measure for the familiar condition was
deducted from the value of the unfamiliar condition. The difference
scores were then plotted by group. This visual representation of
individual difference scores by aphasia severity is not part of the
formal statistical analysis, due to the small and unequal numbers of
subjects within the different groups of aphasia severity.

RESULTS

Trial Time
In the omnibus analysis, the analysis based on the median did not
show any significant main effects or interactions. The 20% trimmed
mean analysis resulted in a main effect group (PWA vs NHC;
estimated mean difference � 363.61 s, p � 0.026), with longer trial
times for NHC compared to PWA. Themain effect of condition was
also significant (familiar vs unfamiliar; estimated mean difference �
248.78 s, p� 0.049), with longer trial times for the familiar condition.
No other main effect or interaction was significant.

The omnibus analysis without the participants with low
MoCA scores based on the median did show a main effect of
group (PWA vs. NHC, p � 0.018). In the trimmedmeans analysis,
the main effect of condition was no longer significant (p � 0.052).

Research question 1: An effect of role (instructor or listener).
Research question 2: An effect of CP familiarity for PWA.

PWA
The 2 (role: instructor/listener) x 2 (condition: familiar/
unfamiliar) analysis showed a main effect of role (instructor
vs. listener; estimated median difference � 156.65 s, p < 0.001),
with longer trial times for instructors (median � 332.49, CI �
259.57, 404.11) compared to listeners (median � 251.72, CI �
191.80, 362.96). Planned pairwise comparisons show that the
difference in trial time for instructors vs. listeners holds for both
conditions (familiar: p � 0.015, unfamiliar: p � 0.035)2. For PWA,

total trial times were longer when they were in the instructor role
as compared to the listener role. See Figure 3.

There was a main effect of condition (familiar vs. unfamiliar;
estimated median difference � 167.34 s, p < 0.001), with longer
trial times in the familiar condition (median � 363.92, CI �
307.84, 404.11) compared to the unfamiliar condition (median �
251.28, CI � 198.96, 277.92). Planned comparisons show that the
difference in trial time between familiar and unfamiliar
conditions was significant for the instructor role (p < 0.001)
and not when PWA take on the listener role (p � 0.201). In the
instructor role, PWA took less time to complete a trial in the
unfamiliar condition compared to the familiar condition. In the
listener role, trial times were more equal. See Figure 3.

The interaction of role*condition was not significant
(estimated median difference � 38.02 s, p � 0.457).

NHC
There were no significant effects (role: estimated median
difference � 173.4 s, p � 0.014, condition: estimated median
difference � 75.75 s, p � 0.46 � , interaction: estimated median
difference � 21.26 s, p � 0.76). For NHC trial times were constant
for both roles (instructor/listener) and conditions (familiar/
unfamiliar). See Figure 3.

Research question 3: An effect of CP familiarity for PWA
compared to NHC.

Instructor Trials
There was no significant main effect of group (PWA/NHC,
estimated median difference � 78.37 s, p � 0.199), with PWA
and NHC showing similar overall total trial times for Instructor
trials.

There was a significant main effect for condition (familiar vs
unfamiliar; estimatedmedian difference � 68.09 s, p � 0.01)3, with
longer trial times in the familiar condition (median � 384.50, CI �
343.35, 491.88) compared to the unfamiliar condition (median �
284.29, CI � 259.57, 457.81). Planned comparisons within
subjects showed that for PWA, total trial times were faster in
the unfamiliar condition compared to the familiar condition (see
Figure 3). Whilst the main effect of condition was significant,
planned comparisons did not show a difference within subjects
for the familiar vs unfamiliar conditions for NHC (p � 0.203).

The interaction of group * condition was not significant
(estimated median difference � −53.52 s, p � 0.253).

Listener Trials
There was a main effect of group (PWA vs. NHC; estimated
median difference � 144 s, p � 0.008). Total trial times were
longer for NHC (median � 374.35, CI � 351.61, 457.16)
compared to PWA (median � 270.22, CI � 173.27, 365.58).

2Planned comparisons using the 20% trimmed mean did not show a significant
difference between roles (p � 0.136) for the unfamiliar condition. The presence of a
larger number of outliers will have affected the trimmed means analysis more than
the median. We will therefore rely on the median analysis.

3The 20% trimmed means analysis did not show the significant effect for condition
(Q � 3.44, Qcrit � 4.16, p � 0.074). The distribution of data in the two conditions is
slightly different. This in combination with the presence of multiple outliers in the
familiar condition will have affected outcome of the median and trimmed mean
analyses differently. To avoid the influence of too many outliers, the median
analysis will be used here.
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Planned comparisons between subjects showed a significant
difference in the unfamiliar condition (p � 0.009), with trial
times for PWA significantly faster than for NHC. The same
comparison for the familiar condition was not significant (p �
0.158). See Figure 3.

The main effect of condition (estimated median difference �
60.4 s, p � 0.08) and the interaction of group * condition was not
significant (estimated median difference � −53.52 s, p � 0.399).

Supplementary Figure S2 shows the changes in total trial
times for each group, condition and role by trial. This figure
shows a relatively smooth transition in trial times between the
final trial of the familiar condition and the first trial of the
unfamiliar condition for both groups.

Summary of Results for Trial Time
Total trial times for NHC dyads were slower than PWA dyads
(this effect held when participants with low MOCA scores were
removed). Total trial times were longer when PWA took on the
instructor role, regardless of the familiarity of the CP. In
addition, total trial times for PWA were faster for the
unfamiliar condition. For NHC, there was no significant
difference in trial times in the familiar and unfamiliar
conditions, or between the different roles.

Changes at the Level of Individual Dyads
To explore the results descriptively, we plotted the changes in total
trial time for each dyad (Figure 4). Data for PWA has been

FIGURE 3 | Boxplots showing total trial time by condition and group, for each role (instructor/listener).

FIGURE 4 | Plot showing individual data points for both groups for difference score between familiar and unfamiliar conditions, by role (PWA grouped by WAB
categorization). Zero represents no change in total trial time between conditions, negative values indicate a shorter total trial time in the unfamiliar condition compared to
the familiar condition.
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grouped according the severity of aphasia for the PWA participant.
In general, the spread of data points for both groups (PWA or
NHC) is greater for the Instructor role. There is a trend that, as
aphasia severity decreases (moving left to right along the x axis), the
distribution of difference scores increases with more dyads
showing faster total trial times in the unfamiliar condition
(negative values). Note that this is confounded by there being
more data points for moderate to mild PWA. However, it is
tentative evidence that for PWA who are less severe, total trial
times were likely to be faster for the unfamiliar condition.

Task Accuracy
The omnibus analysis showed a main effect of group (PWA vs
NHC; estimated median difference � 9.67; p < 0.001), with NHC
scoring higher than PWA. There was also a main effect of
condition (familiar vs unfamiliar; estimated median difference
� −4.33; p � 0.008), with accuracy scores higher in the unfamiliar
condition compared to the familiar condition. The main effect of
role was not significant (instructor vs. listener; p � 0.707). No
two-way interactions were significant. Finally, the three-way
interaction was significant (group by role by condition;
estimated median difference � −3; p � 0.033), indicating that
accuracy scores were different, depending on the group (PWA vs.
NHC), role (instructor vs. listener) and condition (familiar vs.
unfamiliar). The patterns driving this three-way interaction are
explored below.

The omnibus analysis without the participants with low
MoCA scores showed the same effects and interactions.

Research question 1: An effect of role (instructor or listener).
Research question 2: An effect of CP familiarity for PWA.

PWA
As in the omnibus analysis, there was a significant main effect of
condition (familiar vs. unfamiliar; estimated median difference
� −1.67, p � 0.049). Task accuracy scores were higher in the
unfamiliar condition (median � 16.17, CI � 15.42, 17.67)
compared to the familiar condition (median � 15, CI �

14.08, 17.17). Planned comparisons showed that in the
instructor role, PWA did not show a significant change in
accuracy scores between familiar and unfamiliar conditions
(p � 0.607). In the listener role, the difference in accuracy
scores between conditions (familiar/unfamiliar) was
significant in the trimmed mean analysis (p � 0.007, median
analysis: p � 0.062). Accuracy was higher in the unfamiliar
condition compared to the familiar condition. It therefore seems
that the main effect of condition (familiar vs. unfamiliar) for
PWA was driven by the improvement in accuracy scores in the
listener role (see Figure 5).

There was no significant main effect of role (estimated median
difference � 0.67, p � 0.538) and no significant interaction of
role*condition (estimated median difference � 1.83, p � 0.167).

NHC
There was a significant main effect of condition (familiar vs.
unfamiliar; estimated median difference � −0.67, p � 0.015), with
NHC obtaining higher accuracy scores in the unfamiliar
condition (median � 18.75, CI � 18.33, 19.0) compared to the
familiar condition (median � 18.33, CI � 17.17, 18.67). Planned
pairwise comparisons showed a significant effect of condition for
NHC in the instructor role as measured by the 20% trimmed
means analysis (p � 0.043,median analysis: p � 0.131), but not for
the listener role (p � 0.182). As instructors, NHC obtained higher
accuracy scores in the unfamiliar condition compared to the
familiar condition, driven more by the significant improvement
in scores in the instructor role.

There were no significant effects of role (estimated median
difference � −0.67, p � 0.173) nor an interaction of role*condition
(estimated median difference � −0.33, p � 0.338).

Research question 3: An effect of CP familiarity for PWA
compared to NHC.

Instructor Trials
The 2 (group: PWA/NHC) x 2 (condition: familiar/unfamiliar)
analysis showed a significant main effect of group (PWA vs.

FIGURE 5 | Boxplots showing total accuracy score (out of 20) by condition and group, for each role (instructor/listener).
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NHC; estimated median difference � 2, p � 0.004), with higher
accuracy scores for NHC (median � 18.33, CI � 17.5, 18.83)
compared to PWA (median � 16.17, CI � 15.0, 16.75). Planned
pairwise comparisons showed that the effect of group was
significant in both conditions (familiar: p � 0.022; unfamiliar:
p � 0.002). In the instructor role, NHC had significantly higher
accuracy scores compared to PWA (see Figure 5).

The main effect of condition (familiar/unfamiliar) and the
interaction of group*condition were not significant (condition:
estimated median difference � −0.33, p � 0.407, interaction:
estimated median difference < −0.01, p � 0.95).

Listener Trials
There was a significant main effect of group (PWA vs. NHC;
estimated median difference � 2.83, p < 0.001). PWA obtained
lower accuracy scores (median � 15.58, CI � 14.17, 17.0)
compared to NHC (median � 18.42, CI � 18.33, 19.17).
Planned pairwise comparisons showed that the effect of group
was significant in both conditions (familiar: p < 0.001, unfamiliar:
p < 0.001). In the listener role, NHC had significantly higher
accuracy scores compared to PWA. See Figure 5.

The main effect of condition (familiar vs. unfamiliar) was
significant in the 20% trimmed means analysis4 (Q � 14.09, Qcrit

� 4.36, p � 0.002), with higher accuracy scores in the unfamiliar
condition (median � 17.67, CI � 17.17, 18.67) compared to the
familiar condition (median � 17, CI � 16, 18.17). Planned pairwise

comparisons showed that the effect of condition was significant for
PWA in the 20% trimmed means analysis (p � 0.007, median
analysis: p � 0.062), but not for NHC (p � 0.182). In the listener role,
PWA had significantly higher accuracy scores in the unfamiliar
compared to familiar condition. See Figure 5.

The interaction group*condition was not significant
(estimated median difference � −1.67, p � 0.093).

Supplementary Figure S3 shows the changes in accuracy scores
for each group, condition and role by trial. This figure shows a
relatively smooth transition in accuracy scores between the final
trial of the familiar condition and the first trial of the unfamiliar
condition for both groups, such that there is no clear practice effect
across trials. The distributions of accuracy scores differ, accuracy
scores become less variable in the unfamiliar condition.

Summary of Results for Accuracy
Overall, NHC always scored higher on task accuracy compared to
PWA. When analyzed as separate groups, accuracy scores were
higher in the unfamiliar condition for both PWA and NHC.
These main effects survived the removal of participants with low
MOCA scores.

Changes at the Level of Individual Dyads
The changes in accuracy scores for each dyad are plotted in
Figure 6. Data for PWA has been grouped according the severity
of aphasia for the PWA participant. In general, the spread of data
points is greater for PWA than for NHC. Based on aphasia
severity, there doesn’t seem to be a clear pattern of change in
accuracy scores between condition: while the two participants
with very severe aphasia have a higher accuracy score in the
unfamiliar condition compared to the familiar condition, the
opposite is true for the participant with severe aphasia. This is
true in the listener and instructor role. The moderate and mild

FIGURE 6 | Plot showing individual data points for PWA for difference score between familiar and unfamiliar conditions, by role, categorized byWAB categorization.
Zero represents no change in accuracy scores between conditions, negative values indicate a lower accuracy score in the unfamiliar condition compared to the familiar
condition.

4The main effect of condition was not significant based on the median analysis
(estimated median difference � −0.67, p � 0.152). The difference in variance in both
conditions could have affected the median less compared to the trimmed mean. In
addition to this, a potential ceiling effect means that the median might not reflect
the improvements in performance of NHC between conditions as reliably as the
trimmed means. We will therefore rely on the trimmed mean analysis here.
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severity groups show a pattern that is more similar to the NHC
group, with a tendency to show higher accuracy scores for the
unfamiliar condition.

Self-Initiated Repairs
The omnibus analysis showed a significant effect of role (instructor
vs listener, estimated median difference � 37.67, p < 0.001), with a
higher number of self-initiated repairs in the instructor role. No
other main effects or interactions were significant.

The omnibus analysis without the participants with low
MoCA scores based on the median also showed a main effect
of group (PWA vs. NHC, p � 0.021), with a greater number of
repairs in the instructor role.

Research question 1: An effect of role (instructor or listener).
Research question 2: An effect of CP familiarity for PWA.

PWA
The 2 (role: instructor/listener) x 2 (condition: familiar/unfamiliar)
analysis showed a significant main effect of role (instructor vs.
listener; estimated median difference � 17, p < 0.001). The number
of self-initiated repairs was higher in the instructor role (median �
13,CI� 1.17, 18) compared to the listener role (median � 2.08,CI�
0.17, 4.42). Planned pairwise comparisons on the effect of role
show that the significant difference in number of self-initiated
repairs was present in both the familiar (p < 0.001) and unfamiliar
condition (p < 0.001). For PWA, the number of self-initiated
repairs was higher when they were in the instructor role compared
to the listener role. See Figure 7.

There was no significant effect of condition (estimated median
difference � 0.5, p � 0.201) or of the interaction role*condition
(estimated median difference � −0.17, p � 0.806).

NHC
There was a significant main effect of role (instructor vs. listener;
estimated median difference � 23, p < 0.001). The number of self-
initiated repairs was higher in the instructor role (median � 15.25,
CI � 13.17, 23.0) compared to the listener role (median � 5.75, CI

� 2.5, 9.17). Planned pairwise comparisons on the effect of role
show that for NHC the significant difference in number of self-
initiated repairs was present in both the familiar (p � 0.007) and
unfamiliar condition (p < 0.001). For NHC, the number of self-
initiated repairs was higher when they were in the instructor role
compared to the listener role. See Figure 7.

There were no significant effects of condition (estimated
median difference � 0.33, p � 0.806) or interaction of
role*condition (estimated median difference � −2.5, p � 0.173).

Research question 3: An effect of CP familiarity for PWA
compared to NHC.

Instructor Trials
The 2 (group: PWA/NHC) x 2 (condition: familiar/unfamiliar)
showed no significant effects for group (estimated median
difference � 2.25, p � 0.559), condition (estimated median
difference � 0, p � 1) or the interaction group*condition
(estimated median difference � −1, p � 0.539). In the
instructor role, PWA and NHC self-initiated repairs a similar
number of times. The rate of self-initiated repairs was the same in
both conditions. See Figure 7.

Listener Trials
The 2 (group: PWA/NHC) x 2 (condition: familiar/unfamiliar)
analysis showed a main effect of group (PWA vs. NHC; estimated
median difference � 3.25 s, p � 0.039), with a larger number of
self-initiated repairs by NHC (median � 5.75, CI � 2.5, 9.17)
compared to PWA (median � 2.08, CI � 0.17, 4.42). Planned
pairwise comparisons show that the difference in number of self-
initiated repairs did not differ significantly in the familiar
condition (p � 0.133) or the unfamiliar condition (p � 0.055)5.

FIGURE 7 | Boxplots showing total number of self-initiated repairs by condition and group, for each role (instructor/listener).

5In the unfamiliar condition, the difference in self-initiated repairs between groups
was significant in the 20% trimmed means analysis (p � 0.031). The presence of a
large number of outliers could have inflated the effect of the trimmed means
analysis. We will therefore rely on the more conservative median analysis here.
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As shown in Figure 7, averaged across conditions, NHC show a
larger number of self-initiated repairs compared to PWA. This
effect disappears when this difference is assessed at the level of
each condition (familiar and unfamiliar).

The effect of condition and the interaction were not significant
(condition: estimated median difference � 0.33, p � 0.511,
interaction: estimated median difference � 0.17, p � 0.934).

Supplementary Figure S4 shows the changes in the number of
self-initiated repairs for each group, condition and role by trial.
This figure shows a relatively smooth transition in the number of
self-initiated repairs between the final trial of the familiar
condition and the first trial of the unfamiliar condition for
PWA and NHC, such that there are no clear practice effects.
More statistical analyses at the trial level would need to be
conducted to confirm these observations.

Summary of Results for Number of
Self-Initiated Repairs
The number of self-initiated repairs depended on the role participants
fulfilled: in the instructor role, both PWA and NHC showed a higher
number of self-initiated repairs compared to the listener trials, this
main effect survived the removal of participants with low MOCA
scores. Compared to NHC, PWA produced a similar number of
repairs in the instructor role. As listeners, PWA produced fewer self-
initiated repairs compared to NHC.

Changes at the Level of Individual Dyads
The changes in number of self-initiated repairs for each dyad is
plotted in Figure 8. Data for PWA has been grouped according the
severity of aphasia for the PWA participant. In general, the spread of
data points for both groups (PWA and NHC) is greater for the

instructor role. In the instructor role, there is a trend that as aphasia
severity decreases (moving left to right along the x axis), the
distribution of difference scores becomes more like the NHC
group, with more dyads showing lower number of self-initiated
repairs in the unfamiliar condition (negative values). Interestingly,
PWA do not show the tendency to increase the number of self-
initiated repairs to the extent that NHC do (positive values): PWA
tend to show fewer self-initiated repairs in the unfamiliar condition
compared to the familiar condition, while NHC show a slightly more
equal distribution between decreases and increases in the number of
self-initiated repairs. There is tentative evidence that for PWAwho are
less severe, the number of self-initiated repairs was likely to be smaller
for the unfamiliar condition.

Clarification Requests
In the omnibus analysis, there was a significant main effect of
group (PWA vs. NHC, estimated median difference � 24.67, p �
0.002), with the NHC producing a higher number of clarification
requests than PWA. There was a significant main effect of role
(instructor vs. listener, estimated median difference � −46.67, p <
0.001), with a higher number of clarification requests produced in
the listener role as compared to the instructor role. There was a
significant main effect of condition in the trimmed means analysis
(familiar vs unfamiliar, estimated mean difference � 10.6, p �
0.033), with a higher number of clarification requests with the
familiar CP than the unfamiliar CP. There was a significant
interaction between group and role (estimated median
difference � −25.33, p � 0.001), with the NHC producing a
greater number of clarification requests than PWA when in the
listener role, however, this difference was absent for the instructor
role (principally because so few clarification requests are made in
the instructor role, see Figure 9 and Supplementary Figure S5).

FIGURE 8 | Plot showing individual data points for PWA for difference score between familiar and unfamiliar conditions, by role, categorized byWAB categorization.
Zero represents no change in self-initiated repairs between conditions, negative values indicate a smaller number of self-initiated repairs in the unfamiliar condition
compared to the familiar condition.
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The omnibus analysis without the participants with low
MoCA scores based on the median did not show a main effect
of condition (familiar vs. unfamiliar, p � 0.344). All other effects
were as reported above.

Research question 1: An effect of role (instructor or listener).
Research question 2: An effect of CP familiarity for PWA.

PWA
The 2 (role: instructor/listener) x 2 (condition: familiar/
unfamiliar) analysis showed a significant main effect of role
(instructor vs listener; estimated median difference � −10, p <
0.001)6. The number of clarification requests was higher when
PWA took on the listener role (median � 6.17, CI � 3.0, 12.67)
compared to the instructor role (median � 0.75, CI � 0.42, 1.33).
Planned comparisons show that for PWA, the difference in
number of clarification requests between instructor and
listener role was significant in the familiar (p < 0.001) and the
unfamiliar condition (p < 0.001). PWA showed a higher number
of clarification requests in the listener role compared to the
instructor role. See Figure 9.

The main effect of condition was significant (familiar vs.
unfamiliar; estimated median difference � 3.33, p � 0.010)7,
with higher number of clarification requests in the familiar
condition (median � 4.42, CI � 2.0, 10.5) compared to the
unfamiliar condition (median � 2.17, CI � 0.67, 3.25).
Pairwise comparisons resulted in a significant difference
between conditions for both the listener (p � 0.002) and
instructor roles (p � 0.036). PWA showed a higher number of

clarification requests in the familiar condition compared to the
unfamiliar condition. See Figure 9.

The interaction of role*condition was also significant
(estimated median difference � −2.17, p � 0.046)8. In the
instructor role, there is no difference in number of
clarification requests between the familiar and unfamiliar
conditions. In the listener role, PWA produced a smaller
number of clarification requests in the unfamiliar condition
compared to the familiar condition. See Figure 9.

NHC
For NHC there was a significant main effect of role (instructor vs.
listener; estimated median difference � −34.5, p < 0.001), with
more clarification requests produced in the listener role (median
� 18.17, CI � 13.58, 28.17) compared to the instructor role
(median � 0.75, CI � 0.5, 1.08). Planned pairwise comparisons
for the effect of role show that the number of clarification requests
between roles is significantly different in both the familiar (p <0
.001) and the unfamiliar condition (p <0 .001). NHC produced
more clarification requests while in the listener role compared to
when they were instructors. See Figure 9.

There were no significant effects of condition (estimated
median difference � 5.33, p � 0.244) or interaction of
role*condition (estimated median difference � −4.5, p � 0.388).
For both roles, NHC produced similar numbers of clarification
requests in the familiar and unfamiliar conditions. See Figure 9.

Research question 3: An effect of CP familiarity for PWA
compared to NHC.

Instructor Trials
For the instructor trials the 2 (group: PWA/NHC) x 2 (condition:
familiar/unfamiliar) showed no significant effects for group

FIGURE 9 | Boxplots showing total number of clarification requests by condition and group, for each role (instructor/listener).

6The 20% trimmedmeans analysis did not show a significant effect of role (role:Q �
−11.7, p � 0.064). The variance in the instructor role is close to zero. This will have
made the analysis based on the 20% trimmed mean less reliable. We will therefore
rely on the outcome of the median analysis here.
7The 20% trimmed means analysis did not show a significant main effect of
condition (Q � 4.33, p � 0.159). The same reasoning applies as discussed in
footnote 5.

8The 20% trimmed means analysis did not show a significant interaction of
role*condition (Q � −2.67, p � 0.112). The same reasoning applies as discussed
in footnote 5.
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(estimated median difference � −0.17, p � 0.657), condition
(estimated median difference � 0.33, p � 0.324)9 or the
interaction group*condition (estimated median difference �
−0.33, p � 0.432).

Listener Trials
The 2 (group: PWA/NHC) x 2 (condition: familiar/unfamiliar)
analysis showed a main effect of group (PWA vs. NHC; estimated
median difference � 12.5, p � 0.001), with NHC producing a
larger number of clarification requests (median � 18.17, CI �
13.58, 28.17) compared to PWA (median � 6.17, CI � 3.0, 12.67).
Planned pairwise comparisons indicated that a significant
difference between the two groups existed in both conditions
(familiar: p � .03210, unfamiliar: p < 0.001). As listeners, NHC
showed a higher number of clarification requests compared to
PWA in both conditions. See Figure 9.

The effect of condition and the interaction were not significant
(condition: estimated median difference � 3.33, p � 0.156,
interaction: estimated median difference � 3.83, p � 0.454)11.

Supplementary Figure S5 shows the changes in the number of
clarification requests for each group, condition and role by trial.
This figure reflects some potential differences in the number of
clarification requests between the final trial of the familiar
condition and the first trial of the unfamiliar condition for
both groups. The reduction in clarification requests from
familiar to unfamiliar conditions may be driven by practice
effects, rather than the familiarity of the CP.

Summary of Results for Number of
Clarification Requests
The number of clarification requests depended on the role the
participants took on: both PWA and NHC asked their
conversation partner for clarification more often as listeners
compared to when they were instructors. Overall, PWA asked
their conversation partner for clarification less often compared to
NHC. These effects survived the removal of participants with low
MOCA scores. As listeners, PWA asked for clarification less often
when working with their unfamiliar conversation partner
compared to a familiar conversation partner. In the listener
role, NHC did not show a change in number of clarification
requests between conditions.

Changes at the Level of Individual Dyads
The changes in number of clarification requests for each dyad
are shown in Figure 10. Data for PWA has been grouped
according the severity of aphasia for the PWA participant.
For the instructor role, the change in number of clarification
requests was minimal for both groups, and the pattern seems
roughly the same across all aphasia severities and groups. In the
listener role, there is a trend that as aphasia severity decreases,

FIGURE 10 | Plot showing individual data points for PWA for difference score between familiar and unfamiliar conditions, by role, categorized by WAB
categorization. Zero represents no change in the number of clarification requests between conditions, negative values indicate a smaller number of clarification requests
in the unfamiliar condition compared to the familiar condition.

9The main effect of condition was significant based on the 20% trimmed mean
analysis (Q � 4.74, Qcrit � 4.38, p � 0.042). The variance for the groups will have
been close to zero, which will have made the trimmed means analysis less reliable.
We will therefore rely on the median analysis here.
10In the familiar condition, the trimmed mean analysis showed an insignificant
difference between the two groups (p � 0.755). Again, the presence of multiple
outliers will have inflated the trimmed mean for the PWA group, making the
trimmed mean analysis less reliable.
11The main effect of condition was just significant based on the 20% trimmed mean
analysis (Q � 4.29, Qcrit � 4.27, p � 0.049). As for the instructor trials, the presence
of a large number of outliers will probably have inflated the trimmed mean analysis
more than the median analysis. To be on the safe side, we will again rely on the
more conservative median analysis.
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the distribution of difference scores increases with more dyads
showing lower numbers of clarification requests in the
unfamiliar condition (negative values). Overall, even the
milder severities mostly show more variation in terms of
reduction in clarification requests with the UFCP compared
to the FCP. NHC show a slightly more equal distribution
between decrease and increase in number of clarification
requests. These effects are confounded by the uneven spread
of data points across aphasia severities.

DISCUSSION

This study examined the effect of conversation partner familiarity
on goal-directed, face-to-face communication in aphasia, as part
of the contextual component of a theoretical framework of real-
world communication. We addressed three research questions.

Research question 1: Is there an effect of role (instructor or
listener) during goal-directed communication on the
collaborative communication task?

We hypothesized that the type of role (instructor/listener)
would affect the outcome measure differently for each group. We
predicted that role would have an impact on trial time and
accuracy for PWA, but not for NHC. For both groups, we
expected an effect of role on the number of self-initiated
repairs and clarification requests, due to the nature of these
communicative behaviors.

The omnibus analysis showed that overall, NHC showed
longer total trial times compared to PWA. There was a
significant effect of role for PWA: in the instructor role,
PWA took longer to complete a trial compared to when they
were in the listener role. For NHC, total trial time was stable
across roles.

Overall, PWA obtained lower accuracy scores compared to
NHC. For both PWA and NHC, accuracy scores did not
significantly differ by role. Planned comparisons on the main
effect of condition did show a different pattern of change between
the familiar and unfamiliar conditions across the two roles for
PWA, which will be discussed in the next section.

The number of self-initiated repairs showed the expected main
effect of role: both groups initiated more self-repairs as
instructors compared to when they were listeners. Overall,
both groups showed equal numbers of self-initiated repairs in
the instructor role, while PWA produced fewer repairs compared
to NHC in the listener role.

The number of clarification requests also showed the expected
main effect of role for both groups. These requests were more
frequent in the listener role compared to the instructor role. As
listeners, NHC produced more clarification requests compared
to PWA.

Overall, these results show that the role participants take on
during the task affected the process of goal-directed
communication. This is true for PWA on all measures except
accuracy. In line with our expectations, role only impacted
communication for NHC on the measures of self-initiated
repairs and clarification requests.

Research question 2: Do PWA benefit from the familiarity of
their conversation partner (personal common ground) during
goal directed communication?

For each outcome measure, we tested the hypothesis that it
would be easier for PWA to complete the collaborative task with a
familiar CP than with an unfamiliar CP. Easier is characterized by
the need for less time to complete the task, higher accuracy scores
and requiring fewer self-initiated repairs and fewer requests for
clarification to reach mutual understanding. The lack of
counterbalancing in the design of the current study means
that the unfamiliar condition was always presented after the
familiar condition. We therefore have to assume that a
practice effect is present in the unfamiliar condition. The
conclusions we can draw in terms of causality are therefore
limited, and we note that omnibus familiarity effects for Total
Trial Time and Clarification Requests were no longer significant
when participants with low MOCA scores were removed.

The differences between the familiar and unfamiliar condition
went against our initial predictions (see Table 5 ). PWA showed
shorter total trial times for the unfamiliar condition, higher accuracy
for the unfamiliar condition (especially with PWA as listeners) and
fewer clarification requests in the unfamiliar condition.

TABLE 5 | Results for research questions two and three by outcome measure.

Outcome measure Description Role RQ 2 RQ 3

PWA PWA vs NHC* Direction main effect of
condition **

PWA NHC

Trial time Faster times indicate “better” communication Instructor Fam. > unfam NHC � PWA Fam. > unfam Fam. � unfam
Listener Fam. � unfam Fam. � unfam Fam. � unfam

Task accuracy Higher accuracy indicates “better” communication Instructor Fam. � unfam NHC � PWA Fam. � unfam Fam. < unfam
Listener Fam. < unfam Fam. < unfam Fam. � unfam

Self-initiated repairs Fewer repairs indicate “better” communication Instructor Fam. � unfam NHC � PWA Fam. � unfam Fam. � unfam
Listener Fam. � unfam Fam. � unfam Fam. � unfam

Clarification requests Fewer requests indicate “better” communication Instructor Fam. > unfam NHC � PWA Fam. > unfam Fam. � unfam
Listener Fam. > unfam Fam. > unfam Fam. � unfam

Notes: Red indicates the outcome is different from the original hypothesis. * hypotheses were about the difference scores between the familiar and unfamiliar conditions. A larger difference
score represents a bigger impact of the experimental manipulation. ** in these columns, red indicates a different directional effect in response to the experimental manipulation for PWA
compared to NHC.
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Despite the lack of “familiarity advantage”, it is of interest to note
that none of the outcome measures show a change in the “negative”
direction during communication with the UFCP (i.e. “worse”
communication as evidenced by longer trial times, lower accuracy
scores, higher number of self-initiated repairs and clarification
requests) as a result of the familiarity manipulation. We expect
this to be, at least in part, due to the lack of counterbalancing of
conditions, as the unfamiliar condition always came second. If we
assume that the familiar condition acted as a practice run, the results
suggest that as a group, PWA dyads can show a practice effect (i.e.
learning) on a communicative task. Furthermore, on a familiar,
practised, concrete task, the communicative ability of PWA dyads
are not negatively affected by the lack of personal common ground
with their CP during goal-directed communication.

Research question 3: Do PWA differ from NHC in how they
respond to conversation partner familiarity?

Finally, we tested whether PWA differ from NHC in how they
respond to CP familiarity during goal directed communication. We
hypothesized that PWA and NHC would show an overall similar
response to the familiarity manipulation on all outcome measures,
but that the effect of the experimental manipulation would be
greater for PWA compared to NHC, as evidenced by an interaction
effect in the group*condition analysis. Results showed no significant
interaction effects for any of the outcome measures. When each
group was assessed separately for an effect of role and condition, a
difference across the familiar and unfamiliar conditions did emerge
(seeTable 5). Due to the experimental design we, again, assume that
both groups benefitted from a practice effect in the unfamiliar
condition. However, the comparison between performance of both
groups in the unfamiliar condition is possible because the practice
effect is present for both NHC and PWA.

A comparison of the two groups by role shows that for most
outcome measures (five out of eight), PWA and NHC show a
different directional response to the change in CP familiarity.
NHC showed a stable profile of communicative behavior across
the two conditions, apart from an improvement in
communicative performance (accuracy scores) as an instructor
with an UFCP, which may have come from the practice effect of
having the familiar CP condition first. NHC, therefore, generally
did not show an effect of CP familiarity in their communicative
behavior, nor a significant influence of practice.

In contrast to this, PWA showed a change in communicative
behavior between the two conditions as an instructor (time and
number of clarification requests) and as a listener (number of
clarification requests). As listeners, communicative performance
(accuracy) is also affected. In short, PWA show a more
widespread change in communicative behavior and
performance as a result of the familiarity manipulation
compared to NHC. These differences are discussed below.

Familiarity Effect in Aphasia and NHC
Instructors
We found that as instructors, PWA showed a different pattern
of behavior when working with a FCP compared to an UFCP
(shorter trial times, fewer clarification requests with the UFCP,
and stable accuracy scores and self-initiated repairs). The
stability to the number of self-initiated repairs is in line with

previous studies that have suggested that certain aspects of
communication might remain stable across different
communicative settings and CPs (Lubinski et al., 1980;
Gurland et al., 1982; Leaman and Edmonds, 2019). The
higher number of clarification requests with the FCP is also
in line with previous research with NHC (Boyle et al., 1994). As
suggested by the authors, the unfamiliarity might have
discouraged PWA from asking UFCPs for clarification more
often. In addition, the experience PWA had gained on the task
by the time they worked with the UFCP, could have meant that
fewer clarification requests were needed. The stability of the
accuracy scores across familiar and unfamiliar CPs, and the
reduction in trial time with the UFCP compared to the FCP,
suggest that the ability to complete the task in less time with the
unfamiliar CP was a result of increased experience and
confidence on the task. With the UFCP, PWA were able to
achieve the same result (i.e. stable accuracy scores), while
putting in less “effort” (i.e. time and number of clarification
requests). Differently put, PWAmight have been more ‘efficient’
at completing the task with the UFCP compared to the FCP,
possibly due to greater experience on the task in the unfamiliar
condition. In contrast to this, NHC were shown to put in the
same amount of effort (i.e. time, repairs and clarification
requests) with both CPs, which resulted in a better outcome
with the UFCP (i.e. higher accuracy scores). While both groups
had the same amount of practice on the task, a different pattern
of behavior is observed in the unfamiliar condition.

There are a number of possible reasons for this difference in
effort. Firstly, perhaps PWA felt more comfortable with their FCP
compared to the UFCP, resulting in more time and effort spent
with the FCP. In line with this, PWA might have felt more
comfortable asking for clarification from the FCP compared to
the UFCP. The results from our measure of comfort with the CP
indicate that at least at the group level, this explanation doesn’t
hold, as PWA reported the same level of comfort with both CPs.
Another explanation for the reduced time and number of
clarification requests is that familiarity of the task reduced the
need for more time. The stability of the accuracy scores for PWA,
while NHC still improved in the unfamiliar condition (showing a
likely practice effect) is perhaps more surprising. It is possible that
in the instructor role, PWA dyads reached a ceiling for accuracy
and might not have been able to communicate more detail on the
task to their CP, even with practice.

Finally, it is possible that as instructors, PWA and NHC differed
(consciously or unconsciously) in the criterion they set for achieving
mutual understanding. To communicate, interlocutors must
continuously achieve mutual understanding together, i.e. they
must understand what the other person is saying to continue the
conversation (Clark and Wilkes-Gibbs, 1986; Clark and Brennan,
1991; Clark, 1996). Mutual understanding does not have to be perfect
for conversation to work. Instead, interlocutors negotiate a criterion
of mutual understanding “well enough for current purposes” (Clark,
1996, p. 221). NHC, unrestricted by any communication difficulties,
might have set a higher criterion for mutual understanding on the
current task (i.e. striving for a higher level of accuracy). This then
resulted in similar amounts of effort made in an attempt to achieve
higher accuracy scores, regardless of CP familiarity.
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For PWA, this process might have unfolded differently. When
confronted with the UFCP, PWAmight have accepted the level of
mutual understanding they had been able to achieve so far (with
their FCP) as good enough for current purposes. This might have
allowed PWA to strip away any communicative behaviors
deemed unnecessary for current purposes (i.e. fewer
clarification requests and less time). We can only speculate
about the underlying reasons for such a shift. It could have
been the desire to avoid unnecessary conversational difficulties
(or: avoid “losing face”) with the UFCP (as evidenced by fewer
clarification requests initiated by the PWA in the unfamiliar
condition) (Simmons-Mackie and Damico, 1995). It could also be
that regardless of the CP, PWA tend to strive to minimize
communicative (cognitive) effort in light of the good enough
accuracy scores more generally.

Listeners
The changes in the number of self-initiated repairs and
clarification requests were in line with previous research, as
discussed for the instructor role. The increase in accuracy
scores with the UFCP, and the stable trial times across CPs go
against our predictions and indicates the presence of a practice
effect. The NHC group will be used as a reference in the
discussion of current findings for PWA.

It seems that as listeners, PWA put in the same amount of
“effort” in both conditions (as measured by total trial time), while
achieving a better result with the UFCP (i.e. higher accuracy
scores). NHC show the same pattern in trial time, but their
accuracy scores remain stable. For NHC, this might reflect a
ceiling effect rather than a strong behavioral pattern.

Themost likely explanation in our view is that PWA benefitted
from repeated practice on the task, resulting in better
performance on the second half of the trials. Completing the
same task with the same set of stimuli a number of times might
have created a physical and communicative context (i.e. things
that have been discussed within the same conversation become
part of common ground) that could have helped restrict the
number of possible interpretations for PWA (Skipper, 2014;
Doedens and Meteyard, 2019).

Interestingly, while PWA showed shorter trial times with the
UFCP when they were instructors, this effect disappeared when
they were in the listener role. A potential explanation for this is
that those who take on the instructor role are more in control of
the way the trial unfolds over time. This would explain why the
reduced trial time when PWA are listeners disappears: their CP
might have taken the lead, resulting in similar patterns of “effort”
as compared to the NHC group and no reduction in overall trial
time. Further assessment of the CP role is needed to confirm this
interpretation, however. An analysis as reported in this paper,
conducted on data from the conversation partners of each PWA
when they were in the instructor role, for example, could reveal
whether they show a pattern of “effort” across conditions that is
similar to NHC or not. Furthermore, insight into the number of
turns taken, or the duration of turns for each CP (PWA and their
familiar and unfamiliar CPs) could provide more detailed insight
into the efforts made by both parties during the task, and how this
changed (or not) as a result of the familiarity manipulation.

Aphasia Severity
The inspection of the difference scores on all outcome measures
between the familiar and unfamiliar conditions allows us to draw
tentative conclusions about the difference in behavioral patterns
depending on aphasia severity. Visual inspection of the data
shows the tendency for PWA with milder severity to show
greater behavioral change as a result of CP familiarity. As
might be expected, as aphasia severity decreases the behavioral
pattern becomes more like that of the NHC group. Although
more research is needed with a larger group of people with severe
aphasia, an intuitive interpretation is that less flexibility in
communicative behavior is seen for PWA with more severe
aphasia, as they have less scope for flexible communication in
the first place. More research is needed with a larger group of
PWA, divided equally across severities, to draw stronger
conclusions about this.

Finally, a limitation to the current study is the fact that a number
of the participants scored below the cut-off score on the MoCA,
suggesting the potential presence of mild cognitive impairment but
perhaps typical for older dyads as sampled here. Previous studies
have shown that the presence of mild cognitive impairment can
influence performance on a referential communication task, due to
impairments in cognitive functioning or impairments in Theory of
Mind (Moreau et al., 2015; Moreau et al., 2016). The secondary
analyses, excluding the data from the dyads these participants
belonged to, showed that main effects of familiarity for Total
Trial Times and Clarification requests were no longer significant.
Effects of familiarity were already confoundedwith practice, making
it difficult to draw strong conclusions. However, future research
should examine the influence of potential cognitive and theory of
mind deficits on performance on this task and communication
more closely, especially in relation to the older participants, and the
ability of conversation partners to provide optimal and flexible
communicative support to their conversation partners with aphasia.

CONCLUSION

When communicating about a concrete, practised topic, PWA
dyads do not show the often-assumed negative influence of a lack
of shared personal common ground. Furthermore, the current
results seem to suggest that PWA might be able to carry over the
experience on a communicative task across conversation
partners. More research is needed, however, to confirm this. It
may be the case that in a more complex or abstract task, partner
familiarity will have a greater impact on performance for PWA
(Fussell and Krauss, 1989).

We found tentative evidence that PWA showed a different
response to the presence of an unfamiliar conversation partner
compared to NHC (where both groups had the same practice).
Based on the current findings, it seems PWA aim to reduce
communicative efforts in order to achieve good enough
information transfer. This seems specifically the case when PWA
are in the “instructor” role. In the listener role, it seems PWAmight
benefit from the repeated practice on the same task, i.e. building up
of common ground within the task, as evidenced by their improved
accuracy across conditions. In contrast to PWA, NHC show similar
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communicative behaviors across conversation partners. This
group seems to strive for the most detailed information
exchange, regardless of the familiarity of the CP. In the case
of NHC, an improvement in performance suggests NHC might
benefit from a building up of experience, or common ground,
within the task, regardless of the familiarity of their
conversation partner. Especially considering that this task
used highly concrete materials that the NHC should have
found easy to describe. More research is needed to evaluate
the effect of conversation partner familiarity on communicative
behaviors and performance in PWA on, for example, an
unfamiliar or more complex task. In such a case, the
tendency of PWA to minimize communicative efforts with
the unfamiliar conversation partner, without having had any
practice, could potentially lead to lower performance scores.

CLINICAL IMPLICATIONS

The findings from the current study have clinical implications for
treatment and assessment in aphasia rehabilitation. The current
study partly supports the existing assumption that conversation
partner familiarity affects communication for PWA. Importantly,
the outcome on the current task was not negatively affected by the
presence of an unfamiliar CP, as shown by equal or improved
communicative performance on the task with the unfamiliar
conversation partner. We assume these results are at least
partly due to a practice effect. However, a positive effect of
practice for PWA on a goal-directed communication task, in
many ways similar to a setup like PACE (Davis, 2005) for
intervention, is something to be celebrated. This research
shows that PWA can show different communicative behaviors
and communicative purposes, depending on the conversation
partner they are communicating with (Simmons-Mackie and
Damico, 1995). These findings also have implications for the
way communicative behaviors that have been trained in one
setting, might generalize (or not) across conversation partners.
The results also suggest that PWA with more severe aphasias
might be less flexible in adapting to different communicative
settings (and therefore might require training on a more generic
set of communicative strategies, that work across communication
settings and partners). The lower MoCA scores for some CPs also
suggest that the ability of the CP to flexibly support and enable the
PWA to communicate effectively should be considered during
intervention. Although the underlying reasons for the change in
communicative behaviors between conversation partners remain
unclear, this is important to keep in mind when profiling real-
world communicative abilities for PWA.
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Immediate contextual information and world knowledge allow comprehenders to
anticipate incoming language in real time. The cognitive mechanisms that underlie
such behavior are, however, still only partially understood. We examined the novel
idea that gender attitudes may influence how people make predictions during sentence
processing. To this end, we conducted an eye-tracking experiment where participants
listened to passive-voice sentences expressing gender-stereotypical actions (e.g.,
“The wood is being painted by the florist”) while observing displays containing both
female and male characters representing gender-stereotypical professions (e.g., florists,
soldiers). In addition, we assessed participants’ explicit gender-related attitudes to
explore whether they might predict potential effects of gender-stereotypical information
on anticipatory eye movements. The observed gaze pattern reflected that participants
used gendered information to predict who was agent of the action. These effects were
larger for female- vs. male-stereotypical contextual information but were not related
to participants’ gender-related attitudes. Our results showed that predictive language
processing can be moderated by gender stereotypes, and that anticipation is stronger
for female (vs. male) depicted characters. Further research should test the direct relation
between gender-stereotypical sentence processing and implicit gender attitudes. These
findings contribute to both social psychology and psycholinguistics research, as
they extend our understanding of stereotype processing in multimodal contexts and
regarding the role of attitudes (on top of world knowledge) in language prediction.

Keywords: gender stereotypes, language comprehension, anticipatory eye movements, explicit beliefs, eye
tracking

INTRODUCTION

Humans frequently generate expectations about what will happen in the near future (e.g., thinking
of tonight’s dinner) or even in the immediate subsequent moment. When processing language,
listeners are often capable to predict the word upcoming in the next seconds or even milliseconds.
Indeed, anticipatory processing (or prediction) in language and cognition has received special
attention in recent years, partly as a consequence of extensive experimental evidence showing that
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listeners and readers can make online language predictions (see
DeLong et al., 2014; Huettig, 2015 for reviews), but also triggered
by a heated debate around mounting inconsistent evidence on
the pervasiveness of this phenomenon (DeLong et al., 2017;
Nieuwland et al., 2018; Huettig and Guerra, 2019; Nicenboim
et al., 2020). Thus, while some level of prediction appears to
occur, it is much less clear which cognitive mechanisms support
this behavior and what is its role for language and cognition (see
Friston, 2010; Hauk, 2016).

Experimental studies on language-mediated visual attention
have shown that during spoken sentence comprehension,
prediction can be triggered by unfolding linguistic cues
and knowledge about the world, allowing comprehenders
to anticipate to-be-mentioned visual referents in real time
(see Knoeferle and Crocker, 2007; Borovsky et al., 2012).
Interestingly, other studies have shown that listeners can rapidly
make inferences based on speakers’ voices and related social
stereotypes, such that comprehension is more difficult when
subsequent language does not match the activated stereotype
(van Berkum et al., 2008). Research suggests that information
about people is frequently processed using stereotypes about
social groups. For instance, people might attribute certain
characteristics as intrinsic to a particular gender, e.g., women
have lower mathematics abilities than men (Spencer et al., 1999;
Dovidio et al., 2005; Jost and Kay, 2005).

Indeed, stereotypes about gender do affect sentence
comprehension. Carreiras et al. (1996) asked participants
to read sentence pairs such as “The footballer wanted to play in
the match. He had been training very hard during the week.” In
their study, the gender pronoun was manipulated to match (e.g.,
He) vs. mismatch (e.g., She) the gender stereotype associated
with the role name (e.g., footballer), which resulted in faster
vs. slower reading times, respectively (see also Duffy and Keir,
2004; Kreiner et al., 2008). These findings have been interpreted
as suggesting that gender-stereotypical information triggers
inferences based on people’s world knowledge (e.g., Kreiner et al.,
2008). However, research in social psychology suggests otherwise:
Although stereotypes constitute basic cognitive structures for
categorization, they are in fact culturally transmitted and
thus they reflect social biases rather than plausibility (see
Brown, 2011).

Previous research on language prediction has certainly shown
the relevance of real-world plausibility knowledge. In a study by
Kamide et al. (2003), participants saw a visual display with two
characters (e.g., tailor, plumber) and four objects (e.g., sewing
machine, fabric, sink, and pipe). Participants’ eye movements
were recorded as they inspected the displays and listened to
recorded materials. Spoken sentences such as “The tailor will cut
the fabric” would allow precise prediction of the ensuing object
only if participants were able to use their world knowledge (about
tailors) in addition to the lexical information provided by the verb
(cf. Altmann and Kamide, 1999). Results showed that participants
anticipated fabric instead of pipe when hearing “The tailor will cut
the. . ..” In turn, they preferred to look at the pipe upon hearing
“The plumber will repair the. . ..”

Thus, comprehenders can combine long-term memory
representations (world knowledge) with incoming lexical (e.g.,

the verb) and visual (e.g., referents) inputs in real time to
make predictions about what will be mentioned next (see also
Knoeferle and Crocker, 2007; van Berkum et al., 2008; Borovsky
et al., 2012). With sentences like those from Kamide et al.
(2003), the top-down influence of world knowledge on verbal
and visual information processing provides the comprehenders
with sufficient constraints to unequivocally anticipate the correct
object, both when the tailor cuts the fabric and when the plumber
repairs the pipe. In such a case, certainly, comprehenders retrieve
world knowledge about how occupations are associated with
particular actions.

Research on the role of gender in language, however, has
been somewhat different. First, although previous studies (e.g.,
Carreiras et al., 1996; Duffy and Keir, 2004; Kreiner et al.,
2008) have looked into how gender-associated professions are
integrated with a preceding linguistic context, they have not yet
addressed the question of whether stereotypes are relevant for
making predictions. This is the first question we address in the
present study. Secondly, most studies have not directly contrasted
stereotypes about women with stereotypes about men but have
rather reported the overall processing costs of encountering
counter-stereotypical information (cf., Cacciari and Padovani,
2007; Siyanova-Chanturia et al., 2012). It is, thus, unclear whether
there are any specific biases for female- or male-stereotypical
occupations and how they are integrated into preceding linguistic
(and non-linguistic) context, another issue we will examine in
our experiment.

Gender Stereotypes Beyond World
Knowledge
In the language comprehension literature, the use of gender
stereotypes has often been treated as part of world knowledge
(e.g., Kreiner et al., 2008). In social psychology, by contrast,
studies suggest that people derive their attitudes and stereotypes
from world knowledge (see Locksley et al., 1980). For instance,
Koenig and Eagly (2014) showed that gender stereotypes can be
built based on the observation of gender roles: Characteristics of
roles that are occupied predominantly by women are attributed
to women (e.g., nurses tend to be women, thus women are
good at caring for people). A previous study (Hoffman and
Hurst, 1990) showed that stereotypes emerge as rationalizations
of existing role-related distributions even in the presence of
extensive individuating information that is uncorrelated with
either the roles or the stereotyped groups. Even more, after
stereotypes are established, they can be impervious to real-world
information and plausibility.

In a more recent study, Cao and Banaji (2016) tested
whether gender-stereotypical associations could be overridden
when factual information was provided. In three experiments,
participants were presented with two names (e.g., Jonathan,
Elizabeth) and were told that one of them was a doctor and the
other a nurse. Participants’ beliefs about these two characters were
assessed using an explicit and an implicit measure both before
and after individuating facts were provided. Beliefs at the explicit
level were evaluated by asking participants who the doctor was
and who the nurse. At the implicit level, participants’ beliefs were
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measured using an Implicit Association Test (IAT, Greenwald
et al., 1998), which measured the strength of association between
each individual—Jonathan vs. Elizabeth—and the attribute of
doctor vs. nurse. In all three experiments, gender stereotypes
operated at the explicit and implicit levels before participants
knew individuating facts; when asked about the characters’
professions, participants strongly preferred Jonathan to be the
doctor and Elizabeth the nurse. Similarly, response times in the
IAT matched the beliefs that Jonathan was in fact the doctor
and Elizabeth the nurse. More importantly, after individuating
factors were presented to the participants, their explicit beliefs
were updated and participants responded in accordance with
this new information, whereas their implicit beliefs continued to
reflect the gender bias.

This leads to the question of whether the use of gendered
information could be based on sexist attitudes and not just
world knowledge. If only world knowledge drives the processing
of gendered information in language, then predictions based
on this information should be balanced for both genders.
Thus, stereotypes about women should have the same status as
stereotypes about men. However, if stereotypes about women are
based on sexist attitudes (that is, giving women a lower status
than men in society, see Fiske, 1993; Jost and Banaji, 1994),
then gender-stereotypical language processing should work
differently for stereotypes about women than for stereotypes
about men.

The Current Study
We ask whether listeners make use of gender stereotypes (both
visually and verbally derived) to make predictions about the
agent (that is, the doer or initiator of an action expressed
by a verb; see Kroeger, 2005) of verbally conveyed actions.
Moreover, if listeners do so, are female and male gender
stereotypes treated in the same way? Furthermore, is gender-
driven anticipation behavior related to individual differences
in explicit beliefs about gender? These questions appear to be
particularly important, considering that accounts of prediction
during sentence processing have not integrated people’s attitudes,
but have treated any informational biases as part of real-world
knowledge.

To address these questions, we constructed male- and female-
stereotypical visual and spoken materials (i.e., occupations
and actions, respectively) and combined them to generate
six experimental conditions. In each trial, participants saw a
display with a male and a female character who, depending
on the experimental condition, represented a male-stereotypical
occupation (e.g., soldier) or a female-stereotypical occupation
(e.g., florist). These were combined with one of three types of
sentence in German: sentences conveying female-stereotypical
actions (e.g., “The wood is being painted by the floristfemale,”
“Das Holz wird angemalt von der Floristin”), or conveying
male-stereotypical actions (e.g., “The wood is being cut by
the floristfemale,” “Das Holz wird gehackt von der Floristin”),
or a neutral sentence (e.g., “The wood is being stored by
the floristfemale,” “Das Holz wird gelagert von der Floristin”),
which served as a control condition. We predicted that if
gender stereotypes guide anticipatory eye movements, we would

observe preferential looks toward the stereotypical character
before it is referred to. Moreover, we predicted that the effect
of the linguistic stereotype (i.e., actions) on the anticipatory
eye-movements would be moderated by the visual stereotype,
namely the occupation that the characters in the visual display
represent.

Finally, finding a relation between anticipatory eye
movements and participants’ individual scores on explicit
attitudes about gender would provide further support for the
idea that the use of gender-stereotypical information during
predictive language processing is based on sexist attitudes.

MATERIALS AND METHODS

Participants
Fifty-one German native speakers (16 men; Mage = 23.57, age
range: 18–36 years) from the University community, with normal
or corrected-to-normal vision, participated. All participants gave
informed consent and were paid either 2€ or given course
credits and chocolates for their participation. The number of
participants was based on sample sizes previously reported in the
literature on predictive eye movements during spoken sentence
comprehension (see, e.g., Altmann and Kamide, 1999; Kamide
et al., 2003; Borovsky et al., 2012; Huettig and Guerra, 2019).

Experimental Materials
A pre-test on gender associations of different occupations and
actions was carried out to generate the verbal and visual materials.
Norming data are presented in Supplementary Material. Forty-
two unique displays were constructed to serve as the visual
context in the eye-tracking experiment. Each of them presented
a female and a male character representing the same occupation
(e.g., a female and a male florist) and two objects, e.g., toothbrush
and wooden logs (see Figure 1). A total of 14 occupations
were used in the experiments, half of which were stereotypically
associated with women (e.g., hairdresser, flight attendant),
and half stereotypically associated with men (e.g., firefighter,
guard).

For each of the 14 occupations, three passive sentences in
German were constructed to match the displays, resulting in
a total of 42 trials. The sentences always described an action
that one of the characters acted upon one of the objects. The
action was stereotypically associated with men (e.g., “The wood
is being cut by the floristfemale,” see Figure 1A1), women (e.g.,
“The wood is being painted by the floristfemale” see Figure 1A2),
or neutral (e.g., “The wood is being stored by the floristfemale” see
Figure 1A3), depending on the critical verb. As can be seen in
these examples, the agent (e.g., the floristfemale), or critical noun,
was kept the same within each visual context. To balance the
stimuli, participants listened to the same number of trials with
female and male agents across items.

Additionally, 28 filler trials were also constructed, each with
a unique visual context (also with two characters and two
objects) and a passive sentence (e.g., “The cell phone is being
charged by the firefighter,” “Das Handy wird aufgeladen von
dem Feuerwehrmann”). Characters and objects were repeated
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FIGURE 1 | Visual context example as a function of visually derived gender stereotypes (A, female-stereotypical occupations; B, male-stereotypical occupations), as
well as the corresponding verbally conveyed gender stereotypes (1. female-stereotypical actions in blue font; 2. male-stereotypical occupations in red font; 3. neutral
in green font). On each trial, participants saw a visual context with either female- or male-stereotypical occupations and heard one out of three possible types of
sentences. The objects (e.g., wood, motorboat) and the characters (e.g., floristfemale, soldiermale) were always kept the same within an experimental item, while the
sentential verb determined the gender stereotypical action.

among fillers, but none of the verbs from the experimental
items were used. After each filler trial, a yes-or-no question
about the sentences or the pictures was presented (e.g., “Is
the tablet being charged by the fireman?” “Wird das Tablet
aufgeladen von dem Feuerwehrmann?”), which served as a check
on participants’ engagement on the task (see Supplementary
Material for a full list of experimental items and filler
materials).

Experimental Design
Our experimental design combined two levels of visually derived
gender-stereotypical occupations (i.e., female-stereotypical vs.
male-stereotypical occupations) and three levels of verbally
conveyed gender-stereotypical actions (i.e., female-stereotypical
vs. male-stereotypical vs. neutral actions). We implemented a
2 × 3 repeated-measures Latin square design, which crossed
all six experimental conditions in six experimental lists. Each
participant saw one list with every visual context and heard a
sentence in one experimental condition. Thus, every participant
saw 42 experimental trials, with seven trials per condition.
Finally, the same 28 filler trials were also presented on each
experimental list. Trial presentation was pseudo-randomized
for each participant. In that way, the first trial was always
a filler and no more than two experimental items were
presented consecutively.

Attitudinal Measures
To assess participants’ explicit attitudes about gender, we used
two standardized scales; the Normative Gender Role Orientation
scales (NGRO, Athenstaedt, 2000) and the Ambivalent Sexism
Inventory (ASI, Glick and Fiske, 1996; German-language version
by Eckes and Six-Materna, 1999). The NGRO consists of 29
statements expressing participants’ attitudes toward normative
gender roles in society (e.g., “Women are less interested in
politics than men,” “Frauen sind weniger an Politik interessiert

als Männer”). Participants indicated their agreement with each
item on a scale from 1 = does not apply to 7 = applies). The ASI
consists of two 11-item sub-scales, benevolent sexism (ASI-BS;
e.g., “No matter how accomplished he might be, a man is not
truly complete as a person without the love of a woman,” “Egal,
wie erfolgreich ein Mann auch sein mag, ohne eine Frau, die ihn
liebt, fehlt ihm etwas ganz Wichtiges”) and hostile sexism (ASI-
HS; e.g., “Women are too easily offended,” “Frauen sind zu schnell
beleidigt”). Participants indicated their agreement with each item
on a scale from 0 (I totally disagree) to 5 (I totally agree). The
internal consistencies for NGRO (Cronbach-α = 0.89), ASI-BS
(Cronbach-α = 0.90), and ASI-HS (Cronbach-α = 0.89) in our
sample were high.

Procedure
After giving informed consent, participants first completed the
ASI and then the NGRO scale. This took about 10 min. Then,
the eye-tracking experiment began, which also took about 10
min to complete. Participants sat comfortably at approximately
70 cm from the computer screen and rested their chins on
the eye tracker’s head support. Their eye movements were
recorded using an Eyelink 1000 Plus Desktop Mount (SR
Research) as they inspected a visual display and listened to
linguistic materials through standard computer speakers on each
trial. They were instructed to pay attention to what they were
hearing and to what they were seeing, which is sometimes
called “look-and-listen” studies (see Huettig et al., 2011). They
also learned that, occasionally, a yes-or-no question about the
sentences or the pictures would have to be answered. Before
the beginning of the experiment, a default calibration procedure
was carried out. On every trial, a participant began fixating a
cue in the center of the screen, allowing the experimenter to
initiate the trial (or re-calibrate whenever necessary). The visual
display was presented for 3 s before the spoken sentences were
presented.
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DATA ANALYSIS AND RESULTS

Accuracy
Accuracy of responses to the engagement-check items was
computed by assigning a zero to incorrect responses and a one
to correct responses, and then calculating the mean for each
participant. This yields the percentage of correct responses per
participant. Participants’ accuracy on comprehension questions
was at ceiling for most participants (M = 91%; range 79–100%),
showing that they engaged in the experiment.

Eye-Tracking Data
Data Analysis
To examine participants’ gaze behavior, four areas of interest
(AOI) corresponding to the four displayed pictures were defined.
Next, a trial-based summary of fixations was produced (Data
Viewer software, SR research). This fixation report provided
the duration and location of all eye fixations on each trial,
which allowed the individualization of the fixation falling into
the different interest areas. Subsequently, we used the R Project
software (R Core Team, 2020) to further divide our data into time
steps of 100 ms. To achieve that, we first inspected all fixations
per participant and trial in time steps of 1 ms, where a value
of 1 was given to the interest area fixated by the participant at
each time step, and a value of 0 to all other areas. Afterward,
we aggregated these short time windows by averaging 100 ms
again at the participant, trial, experimental condition, and AOI
levels. Finally, the average proportion at the participant level and
the corresponding 95% confidence intervals (adjusted for within-
subjects designs; see Morey, 2008) were calculated for each
interest area on each experimental condition for each 100-ms
time step. The average onset of the critical verb was 1719.26 ms
(SD = 228.75 ms) before the onset of the critical noun. Thus, the
extent of the time window of analysis goes from 2,000 ms before
the onset of the critical noun to 1,000 ms after the onset of the
critical noun. This 3,000 ms time window allowed us to determine
whether participants exhibited any agent preference before the
onset of the critical verb, between the onset of the critical verb
and the onset of the critical noun (expected predictive effect), and
after the onset of the critical noun (expected referential effect).

Inferential analysis was conducted through non-parametric
cluster analysis based on random permutations of conditions
(see Barr et al., 2014; Kronmüller et al., 2017; Kronmüller and
Noveck, 2019). To do so, we first calculated the log-ratio (see
Arai et al., 2007) between the proportion of fixation toward the
female and male agents on each condition per participant per
trial. Thus, positive log-transformed values represent a preference
for the female agent in the visual context, whereas negative values
reflect a preference for the male agent in the visual context,
independently of experimental condition.

Cluster-based randomization analysis was performed in two
stages. We first identified the clusters of interest, defined as a
large epoch composed by consecutive 100 ms time windows with
reliable effects. We assessed the log-ratio difference between the
agents (i.e., female vs. male), as well as the difference between
the log-ratio and a chance or zero distribution (i.e., a vector

of zeros reflecting no object preference; see Barzy et al., 2020)
for each gender-stereotypical action condition (i.e., female, male,
and neutral) independently. Statistical significance (p < 0.05)
for each 100-ms time window was assessed through mixed-
effect linear regressions on our dependent variable (i.e., log-ratio)
with stereotypical action (i.e., female vs. male) as fixed effect
and random intercepts for participants and items, for each time
window and visually derived gender-stereotypical occupation
condition separately.

The second stage involved creating three null-hypothesis
distributions of t-values, achieved by randomly permutating the
values or labels that distinguish different levels of a factor (e.g.,
female- and male-stereotypical actions). Permutations are based
on 2000 iterations in which every 100 ms time window is tested
with the labels scrambled in the simulated experiments. Thus,
no relation between experimental condition and data remains,
providing the null-hypothesis t distributions. The first null-
hypothesis distribution was generated by randomly rearranging
the visual condition labels (i.e., female- and male-stereotypical
occupations), which allowed us to compare the preference for
the female agent against the preference for the male agent on
each verbal condition individually. To generate the other two
null-hypothesis distributions, we first created a chance (or zero)
distribution given that log-ratio around zero expressed no object
preference (see Barzy et al., 2020). We then created the second
and the third null distributions by randomly permutating the
female label in the visual condition with the zero label (from a
chance distribution) and by permutating the male label in the
visual condition with the zero label, respectively. Once the t
distributions were computed, we aggregated the t-values at the
cluster and iteration levels and then identified the largest absolute
summed t-value per iteration and summed them for each cluster
level. Finally, we assessed the statistical significance of clusters
by comparing the sum of largest t-values of each empirically
obtained cluster with the corresponding distribution of largest
t-values generated in the simulation. A cluster was considered
significant by two-tailed test if it was below percentile 2.5 in that
distribution (see Chan et al., 2018).

Results
Figure 2 presents the time-course graphs with the mean
proportion of fixations and corresponding adjusted confidence
intervals for the critical time window in all six conditions of the
2 × 3 design. The proportions of fixations (and corresponding
CIs) show that neutral sentences afforded no prediction and
participants preferred one of the two characters only after the
onset of the critical noun. In turn, when participants heard a
sentence that described an action stereotypically associated with
women, they preferred to look at the female character before the
agent of that action was mentioned. These predictive patterns,
however, differed depending on the visually derived gender-
stereotypical occupations: Participants preferred the female agent
1,200 ms before the onset of the critical noun when they inspected
a display with two characters representing an occupation
stereotypically associated with women, but only 800 ms before
the onset of the critical noun when they saw a display with two
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FIGURE 2 | Mean proportion of fixation in all experimental conditions. In all panels, orange lines represent proportion of fixations toward the female character, and
green lines represent fixations toward the male character. Gray areas around the main lines represent corresponding 95% CIs adjusted for within-subject designs.
The first vertical dashed line represents average onset of the critical verb, and the second line marks the exact onset of the critical noun. The purple squares within
the figures mark the window of analysis.

characters representing an occupation stereotypically associated
with men.

When participants were presented with a visual context with
female-stereotypical occupations and heard male-stereotypical
action sentences, we again observed that participants anticipated
a character based on the stereotypical action (i.e., the male
character). However, the effect appeared only 500 ms before
the onset of the critical noun. Finally, when participants
were presented with a visual context with male-stereotypical
occupations and heard male-stereotypical action sentences, no
preferential looks were observed before the onset of the critical
noun, resembling the neutral categories.

The results from the cluster-based randomization analysis are
consistent with what can be directly inferred from the fixation-
proportion time-course plots. In trials where participants heard
a neutral sentence, significant clusters appeared only 200 ms
after the onset of the critical noun (female agent preference:
Observed sum t = 88.11; male agent preference: Observed sum
t = 62.24, contrast between occupation conditions: Observed
sum t = 129.93, all p < 0.001), independently of whether
the agents represented an occupation typically associated with
women or men.

By contrast, when participants heard a sentence conveying
an action stereotypically associated with women, they exhibited
a clear preference for the female agent in the visual context.

This preference was significant from 1,200 to 600 ms (observed
sum t = 17.7, p < 0.001) before the onset of the critical noun
when participants were presented with a female-stereotypical
occupation in the visual context. When they saw a male-
stereotypical occupation in the visual context, their preference
was somewhat delayed, beginning 800 ms and lasting until
100 ms before the onset of the critical noun (observed sum
t = 22.21, p < 0.001). The differences on how female-stereotypical
actions operated when visually situated in a male- vs. female-
stereotypical occupation visual context was confirmed by two
significant clusters that identified differences between agents’
preference in the two distinctive visual contexts (from −1300 to
−1000 ms, observed sum t = 9.58, p < 0.01, and from −400 to
−100 ms, observed sum t = 12.43, p < 0.001). After the onset
of the critical noun, participants exhibited a clear preference for
the mentioned agent (All clusters started at 200 ms after the
noun onset; female agent preference: Observed sum t = 98.11;
male agent preference: Observed sum t = 90.14, contrast between
occupation conditions: Observed sum t = 161.66, all p < 0.001).

When participants heard a sentence expressing an action
stereotypically associated with men, they attempted to anticipate
the agent of the action (i.e., exhibited more looks to the
male rather than the female character before any of them is
mentioned), only if the visual context depicted two characters
representing occupations typically associated with women.
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FIGURE 3 | Mean log-ratio between the female and male agents (positive and negative values reflect preference for the female and male character, respectively), as
a function of the action experimental condition (neutral actions, female-stereotypical actions, male-stereotypical actions), and aggregated in time steps of 100 ms.
Plots are time-locked to the onset of the critical noun. Occupation experimental conditions (female-stereotypical occupations, male-stereotypical occupations) are
represented by different line colors. Shaded areas represent within-subject adjusted 95% confidence levels, calculated at the participant level. Bottom horizontal bars
visually represent the extent (in milliseconds) of identified significant cluster for each contrast and action experimental condition.

A significant cluster reflecting preference for the male agent
was identified between 500 and 100 ms before the onset of the
critical noun (observed sum t = 15.59, p < 0.001). This suggests
that male-stereotypical action sentences have a different effect
on anticipatory eye movements when situated in a male- vs.
female-stereotypical occupation visual context. After the onset
of the critical noun, participants preferred to look at the agent
mentioned from 200 ms (observed sum t = 96.04, p < 0.001)
in the visual female-stereotypical occupation context and from
300 ms in the visual male-stereotypical occupation context
(observed sum t = 62.75, p < 0.001). The difference between
visual contexts also emerged at 200 ms after critical noun onset
(observed sum t = 135.59, p < 0.001). Figure 3 offers a visual
depiction of the cluster analysis on log-ratio between female and
male agents in each experimental condition. In particular, the
horizontal bars at the bottom show the extension in time of
clusters identified as significant for each experimental condition.

Attitudes and Anticipatory Eye
Movements
Data Analysis
Participants’ scores on the NGRO and the two ASI scales were
z-standardized and used as predictors in an ordinary least squares

(OLS) regression for the dependent variable derived from eye
movements (i.e., mean log-ratio) aggregated per participant
and cluster of interest (i.e., significant clusters occurring before
the onset of the critical noun). As we had identified three
clusters of interest—that is, a window of time during which
we see significant differences between conditions—the condition
to which each cluster pertained (i.e., female-stereotypical action
in a female-stereotypical occupation visual context, female-
stereotypical action in a male-stereotypical occupation visual
context, and male-stereotypical action in a female-stereotypical
occupation visual context) was also introduced in the regression
model as a non-ordinal three-level fixed effect.

As can be seen in Figure 3, the male-stereotypical action in a
female-stereotypical occupation condition produced anticipation
toward the male character, and thus the mean log-ratio values
tended to be negative (whereas the female-stereotypical action
condition triggered looks to the female character and thus mean
log-ratio values tended to be positive). Therefore, participants’
mean log-ratio values on that cluster were multiplied by −1
for a more informative comparison between clusters. Our OLS
regression uses the data from each scale (by participant),
experimental condition, and their interaction to jointly predict
the mean log-ratio for each cluster of interest. We conducted
three equivalent models (identical predictors), each with a
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TABLE 1 | Ordinary least square regression results. Within the table (in bold font),
the experimental condition of the cluster that served as intercept in each model.

Estimate Se t Pr(> |t|)

Female-stereotypical action and occupation

(Intercept) 0.070 0.021 3.405 <0.001***

NGRO −0.033 0.029 −1.139 0.257

ASI (BS) −0.005 0.025 −0.209 0.834

ASI (HS) 0.008 0.031 0.259 0.796

Male-stereotypical action and female-stereotypical occupation

(Intercept) 0.062 0.021 3.009 0.003**

NGRO 0.029 0.029 1.003 0.318

ASI (BS) −0.008 0.025 −0.316 0.752

ASI (HS) 0.003 0.031 0.089 0.929

Male-stereotypical action and occupation

(Intercept) 0.069 0.021 3.378 <0.001***

NGRO 0.000 0.029 0.009 0.993

ASI (BS) −0.040 0.025 −1.582 0.116

ASI (HS) −0.007 0.031 −0.215 0.830

***p < 0.001; **p < 0.01.

different cluster as reference group, by changing only the contrast
coding for the cluster predictor levels.

Results
Contrary to our expectations, we observed no main effects
of the attitude measures on anticipatory eye movements on
any of the clusters, no differences between clusters, and no
interaction effects (all t-values < | 2|). Table 1 presents a subset
of the results from the OLS regression analysis. Concretely, we
present the estimates and corresponding statistics for the effect
of each scale on each cluster, which we achieved conducting
the regression model with different contrast codings, setting
the intercept to each cluster. The distributions of the scales
and clusters, as well as their intercorrelations, are presented in
Supplementary Material.

DISCUSSION

Substantial experimental evidence has shown that gender
stereotypes do indeed moderate processing time during sentence
understanding (Carreiras et al., 1996; Duffy and Keir, 2004;
Kreiner et al., 2008). However, we identified a couple of open
issues in the context of gender stereotypes. First, no previous
experiments had investigated whether gender stereotypes are
relevant for predictive language processing as reflected in
anticipatory eye movements. Second, we noticed that in the
literature on language comprehension, gender-stereotype effects
have been interpreted as comprehenders’ use of their world
knowledge. Literature in social psychology, however, suggests
that stereotypes and world knowledge are not equivalent (see,
e.g., Cao and Banaji, 2016). Instead, whereas world knowledge
is routinely used by people to derive (gender) stereotypes and
attitudes, factual counter-stereotypical information might be
integrated only at an explicit level but not an implicit level, despite
plausibility.

We addressed these questions using a well-established eye-
tracking paradigm (Altmann and Kamide, 1999), which allowed
us to identify whether participants would anticipate a visual
referent based on stereotypical information and to dissociate
the moment-by-moment effects of gender stereotypes about
women and men during language comprehension. The results
showed that participants used gender stereotypes in language
and the scene in real time to predict the agent of the sentence.
Interestingly, this anticipation was not symmetrical for female
and male stereotypes. Analysis of the gaze patterns’ time course
during language comprehension revealed earlier and longer
predictive eye movements when sentences conveyed female
stereotypes than when sentences conveyed male stereotypes.
Moreover, verbally conveyed gender stereotypes (i.e., actions)
interacted with the visually derived stereotypes (i.e., occupations
represented by the characters). Anticipatory eye-movements to
the female character occurred 300 ms earlier when female-
stereotypical action sentences were accompanied by female-
stereotypical occupations (e.g., florist) than when those sentences
were presented together with male-stereotypical occupations
(e.g., soldier). Similarly, when male-stereotypical action sentences
were presented together with female-stereotypical occupations
we observed relatively late anticipatory eye-movements toward
the male character, already 300 ms later than when participants
heard female-stereotypical action sentences and were looking at
male-stereotypical occupations.

These findings are consistent with a view in which sexism
moderates predictive sentence processing. Gender stereotypes
rapidly triggered anticipatory eye movements, in particular
when visually and linguistically derived representations were
consistent, and less so when they were in conflict. Moreover,
these effects appear to have had a distinct time course for female-
and male-stereotypical information. Although not predicted, we
conjecture that this asymmetry in our findings is consistent with
a view of women (as opposed to men) being the main targets
of sexism. Indeed, negative stereotypes of women (see Glick and
Fiske, 1996) are more pervasive and central for male-dominated
societies (see e.g., Sidanius and Pratto, 2001; but cf. Eagly and
Mladinic, 1994). Consequently, if sexism drives anticipatory eye-
movements, it might be responsible for the earlier and larger
effect for female-stereotypical action sentences relative to male-
stereotypical action sentences that we observed.

The pattern observed for male-stereotypical action sentences
when presented together with male-stereotypical occupations
seems, at first glance, more intriguing. Although the visual
depictions and sentences were stereotypically consistent (both
male-biased), no predictive effect was observed at all. We argue,
however, that this finding as well may be seen as consistent
with the notion that sexist bias can drive prediction during
language processing. It is also consistent with literature on gender
stereotypes outside of the language-processing domain: When
processing gendered information, participants are biased to
routinely check whether such information is aligned with female
stereotypes (see Glick and Fiske, 1996). From this viewpoint, in
our task the listener did not evaluate who was the character that
was more likely to be the agent of the action described. Rather,
the listener may have assessed (in real time) how likely it is that
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the female character would be performing the action described.
Consequently, when the male-stereotypical action sentences were
presented together with the female character impersonating a
male-stereotypical occupation (and thus, not conforming with
the gender stereotype), she was not less likely to perform a male-
stereotypical action relative to the male character, and thus we
observed no anticipatory eye movements.

This mechanism is also consistent with the advantage
observed for the female-stereotypical action sentences; a female-
stereotypical occupation is perceived as being highly likely
to perform a female-stereotypical action, whereas a counter-
stereotypical female character is perceived as less so. Finally,
this mechanism could also explain the delayed predictive
effect found in the male-stereotypical action sentence with
female-stereotypical occupation; as the sentence unfolded,
listeners discarded the female character as the likely agent of the
action, and only then they predicted the male-character to be
more likely.

In this context, it would be reasonable to expect that the
anticipatory preference for agents at the individual level should
be related to individual differences in NGRO and ASI; however,
we failed to find such effects (see Table 1). It is important
to note that the NGRO and ASI scales assess explicit beliefs,
that is, participants consciously reported their agreement with
statements that are related to normative gender roles and
sexist attitudes toward women. By contrast, anticipatory eye
movements toward objects in a visual context during spoken
language comprehension may be described as indicating an
implicit attitude, at least to the extent that the representations
activated by language automatically direct overt attention to
related depicted objects. Thus, although explicit beliefs and
attitudes about gender appeared to have no effect on predictive
eye movements, we cannot rule out that such behavior would
be related to gender bias as assessed by implicit measures of
sexism (e.g., the IAT; see Glick and Fiske, 1996; Rudman et al.,
2001). If such a correlation were found in future research, it
would corroborate our interpretation. Also, given the unexpected
nature of the asymmetry in predictive eye-movements caused
by target gender, replication studies specifically addressing this
aspect would be welcome.

In sum, we showed that predictive language processing is
moderated by gender stereotypes. Importantly, we also found
that this prediction is stronger for female (vs. male) depicted
characters, consistent with a view in which sexism affects sentence
processing incrementally. These findings contribute to both
social psychology and psycholinguistics research, insofar as they
extend our understanding of stereotype processing in multimodal
contexts and with regard to the role of attitudes (on top of world
knowledge) in language prediction.
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The use of language as a universal tool for communication and interaction is the
backbone of human society. General sociocultural milieu and specific contextual factors
can strongly influence various aspects of linguistic experience, including language
acquisition and use and the respective internal neurolinguistic processes. This is
particularly relevant in the case of bilingualism, which encompasses a diverse set of
linguistic experiences, greatly influenced by societal, cultural, educational, and personal
factors. In this perspective piece, we focus on a specific type of linguistic experience:
non-pathological first-language (L1) attrition—a phenomenon that is strongly tied to
immersion in non-L1 environments. We present our view on what may be the essence
of L1 attrition and suggest ways of examining it as a type of bilingual experience, in
particular with relation to its neurocognitive bases.

Keywords: bilingualism, L1 attrition, bilingual experience, L2 immersion, sociocultural changes

INTRODUCTION

Globalization and mobility are increasingly establishing themselves as defining features of current
world. Reports of the United Nations highlight a steady yearly growth in migration; in the last
20 years, the phenomenon doubled in magnitude, with the number of migrants reaching the figure
of 260 million in 2017 (United Nations, 2018). As a result of such mobility, alongside changes
in educational requirements, and internationalization of the job market, more than half of the
world population is currently estimated to be bilingual (e.g., Grosjean, 2010). For instance, bilingual
citizens constitute 21.5% of the grand total in the United States population (American Community
Survey, 2015), 17.5% in Canada (Canada Census Program, 2011), and 54% in the European Union,
where over 90% of the bilingual population reached peaks in some countries (Eurobarometer
Report “Europeans and their languages”, 2012). A unique challenge for the bilingual mind is the
simultaneous storage and management of two or more linguistic codes, which have been shown
to be in a constant interaction with each other. In fact, a considerable amount of literature has
investigated and demonstrated the influence of the first-language (L1) on the second one (L2;
e.g., Dijkstra and Van Heuven, 2002). The equally important and plausible effects of the L2 on
the native language have received much less attention. Here, we focused on one specific type of
language experience that is closely associated with the latter—L1 attrition—the non-pathological,
gradual decrease of native language performance that takes place alongside with, and even without
(Baladzhaeva and Laufer, 2018), increase in L2 proficiency (Köpke and Schmid, 2004). Research
on L1 attrition emerged in the early 1980s, and at present, almost 40 years later, still occupies a
relative niche in the field of bilingualism. Nonetheless, a great progress has been made in the last
two decades, due to a remarkable effort from attrition researchers to affine definitions and develop
tools to investigate the phenomenon and its underlying mechanisms.
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In this short opinion piece, after briefly defining the concept
of L1 attrition and reviewing its putative underlying mechanisms,
we advocated for the continuation and reinforcement of a trend
put forward by attrition researchers in the last 15 years, unifying
the characters of the bilingual and the attriter within the shared
theoretical framework of crosslinguistic interaction. Our goal
is to appeal to “traditional bilingualism” researchers to firmly
establish the attrition phenomenon in empirical investigations as
well as in theoretical platforms, as accounting for “the other side
of the coin” can help to shed light on the neural and cognitive
phenomena of the bilingual mind.

WHAT IS L1 ATTRITION?

Among the many existing characterizations of this phenomenon,
described by Köpke (2004) as a “terminological jungle,” L1
attrition has been broadly defined as “any of the phenomena
that arise in the native language of a sequential bilingual as
the consequence of the co-activation of language, crosslinguistic
transfer or disuse” (Schmid and Köpke, 2017a, p. 637)1. Guided
by this view of L1 attrition, there has been an extensive
characterization and a detailed analysis of how the linguistic
behaviors of bilingual attriters, particularly those who are
captured in productive language and “offline” tasks, contrast
with those of monolingual speakers. Examples of such studies
include research in L1 accent/phonology attrition (Bergmann
et al., 2016; de Leeuw et al., 2018), analyses of morphosyntactic
reconfigurations (Karayayla and Schmid, 2019), and the changes
in L1 fluency and complexity induced by L2 exposure (Schmid
and Jarvis, 2014; Bergmann et al., 2015a). From this viewpoint,
linguistic behavioral deviations from monolingual standards are
considered as indicative of L1 attrition. While there is extensive
evidence of L1 attrition arising from L2 interference (see, Köpke
and Schmid, 2004; Schmid and Köpke, 2017a), some studies also
report L1 attrition occurring in the absence of an L2. For example,
Laufer and Baladzhaeva (2015) and Baladzhaeva and Laufer
(2018) investigated lexical, grammatical, and morphosyntactic
L1 attrition in a sample of Russian immigrants in Israel
with no knowledge of Hebrew as L2, comparing them with
immigrant Russian/Hebrew bilinguals and Russian monolinguals
still residing in Russia. Their results suggested that L1 linguistic
behavior is susceptible to change even without the explicit
knowledge of an intervening linguistic system. While L2
interference might still have made a contribution to L1 attrition
in the latter case via a possible passive exposure to Hebrew
spoken within the bilingual Russian immigrant population, the
lack of explicit knowledge of L2 in the attriting population
indicates a potentially intricate and complex nature of the
attrition phenomenon.

This intricate phenomenological nature begs the following
question: What is L1 attrition? To answer this question, we (1)
raised two more questions of why and how it occurs, reviewing

1Here, guided by our abovementioned aim of generalizing L1 attrition to
bilingualism research, we decided to adopt this rather broad definition as a starting
point, but note that other definitions have been formulated. For an extensive
review, see Köpke (2004).

recent findings and (2) endorsed a research strategy that builds
upon and might contribute to recent developments aimed at
unifying attrition and bilingual research fields. We acknowledged
that, in posing these questions, there is an unavoidable circularity
problem—each question rests on the assumption that L1 attrition
is already defined despite this being the very thing that one hopes
to achieve (we discussed a possible solution in section “Who is
the L1 attriter—a bilingual by another name?”). Nevertheless,
the answers to these interconnected questions may contribute
toward qualifying the phenomenon of L1 attrition, and equally
importantly they may help us understand how L1 attrition
relates (and, essentially, belongs) to the general phenomenon
of bilingualism.

Question 1: Why Does Attrition Occur?
First, there appears to be a certain selectivity of L1 attrition effects,
i.e., there is considerable interindividual variation both in the
severity of its “symptoms” and in the types of linguistic structures
and systems it affects (Schmid, 2014). Thus, an alternative
question, and perhaps one that is more specific would be, “When
does attrition occur?”—i.e., under what specific conditions are L1
attrition effects most likely to appear?

It may be informative to begin by considering a situation in
which L1 attrition disappears. A return (even if temporary) to
the L1-dominant/native environment induces a rapid reversal of
L1 attrition effects (e.g., Chamorro et al., 2016b; Gargiulo and
van de Weijer, 2018; Köpke and Genevska-Hanke, 2018). On
the one hand, this phenomenon suggests a potential role by the
relative quantity and quality of contact with L1 as reimmersion
in the L1-dominant environment brings better, more frequent
opportunities to use L1 of an individual. On the other hand,
it reinforces the role of L2 in inducing and driving changes in
L1 as contact with L2 is naturally reduced upon a return to
the L1 environment. In fact, experimental evidence has pointed
at quantity (e.g., de Bot et al., 1991; Isurin, 2007; Opitz, 2013;
Bergmann et al., 2016; Chamorro et al., 2016b; Kasparian et al.,
2017; Schmid and Yilmaz, 2018; Karayayla and Schmid, 2019)
and quality (e.g., Schmid, 2007; de Leeuw et al., 2010; Schmid
and Dusseldorp, 2010; de Leeuw et al., 2012; Yilmaz and Schmid,
2012) of L1 exposure and at L2 interference (e.g., Ben Rafael,
2001; Dussias, 2004; Hutz, 2004; Ventureyra et al., 2004; Ribbert
and Kuiken, 2010; Schmid and Jarvis, 2014; Chamorro et al.,
2016a; de Leeuw et al., 2018) as factors contributing to the
presence and the severity of L1 attrition.

Besides these main causal factors, however, research has also
highlighted a number of other key variables that can shape the
L1 attrition experience of an individual, including the length of
residence in an L2-dominant country, age of migration, attitude
toward L1 and L2, communal/social identity and affiliation,
extent of social integration, socioeconomic status, and age. Since
an extensive and detailed review of experimental findings goes
beyond the scope of this opinion, we redirected the reader to a
recent work by Schmid et al. (2019) and references therein for a
thorough account of existing evidence. It is important, however,
to note that these factors are not exclusive to L1 attrition, but that
they also contribute to variation in the bilingual experience per se.
Nevertheless, taking together both the selectivity and reversibility
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of L1 attrition effects, it seems that whatever L1 attrition is, it
does not appear to involve the actual erasure of tacit linguistic
knowledge or representations. This brings us to the next question.

Question 2: How Does Attrition Occur?
Considering what we know thus far, one might ask: Is L1 attrition
a stand-alone phenomenon, resulting (perhaps temporarily) from
a qualitative and quantitative reduction in L1 use (with or without
L2 exposure) or does it emerge due to the words, categories,
and rules of L2 interfering with those of L1? Exploring what
L1 attrition looks like in the mind and the brain of those
experiencing it may help us find possible answers to this question.

Changes in observable linguistic behavior (measured using
free speech and “offline” grammaticality judgments) and
productive language suggest a possible change in the underlying
neuro-psycho-linguistic processes that support such behaviors.
The detailed analyses and descriptions of L1 attrition tell us
how it may manifest at the behavioral end point (see text
footnote 1 for examples of such studies). However, behavioral
investigations alone can only hint at neurocognitive mechanisms
underlying L1 attrition. Electrophysiological and neuroimaging
techniques permit simultaneous investigations of both ends of
the brain–behavior loop. Thus, examining “L1 attrition” from
the point of view of how L1 language processing mechanisms
have (or have not) changed might potentially bridge the
existing brain–behavior knowledge gap in these studies (see
Kasparian and Steinhauer, 2017b; Smith, 2019, for a similar
view). In fact, such studies have emerged in recent years
(see Schmid et al., 2019, for a comprehensive collection),
and they reveal very interesting findings. For instance, using
electrophysiological measures (ERPs—event-related potentials),
Kasparian et al. (2017) and Kasparian and Steinhauer (2016,
2017a) have shown that certain forms of L1 morphosyntactic
processing in L1 attriters are indeed different from that of non-
attriting monolinguals.

One advantage of studying L1 attrition using
neurophysiological and neuroimaging techniques is that it
can help uncover neurocognitive features possibly characterizing
attrition even in instances where it does not manifest in
external linguistic behaviors. For example, some studies show
that attriting bilinguals perform no differently than the non-
attriting controls in offline behavioral sentence judgments, while
the ERP data show specific group differences: for instance,
where German monolinguals exhibit a posterior P600 effect
to verb form violations, attriters show a biphasic N400-P600
pattern (Bergmann et al., 2015a). Similarly, Italian attriters
display a more temporally distributed late P600 in response
to anomalous sentences, while non-attriting peers exhibit
only small P600 effects (Kasparian and Steinhauer, 2016).
Taken together, these findings suggest that despite offline
linguistic performance parity, underlying neurocognitive
computations in L1 attriters proceed somewhat differently.
In fact, investigating L1 attrition by capturing internal
neurolinguistic and neurocognitive processes will be particularly
useful in understanding the various attrition experiences (e.g.,
Laufer and Baladzhaeva, 2015), going beyond their apparent
external presentations.

WHO IS THE L1 ATTRITER—A
BILINGUAL BY ANOTHER NAME?

The two questions posited above motivate a very important
third question: Who are L1 attriters? Are they defined
by (1) external circumstances, e.g. immigration to an
L2 environment, (2) their apparent linguistic behaviors,
e.g., changes/reconfigurations in L1 production or offline
performance deviations involving L1 morphosyntax, or (3)
a specific set of internal neurocognitive states and processes?
Equally important question is that is attrition really that separable
or distinct from bilingualism per se?

It is recalled that Schmid and Köpke (2017a) regarded L1
attrition to be the “effect of the second language on the first”
and, by relabeling the crosslinguistic influence of L2 on L1 as
L1 attrition, they highlighted that “all bilinguals are attriters”
(Schmid and Köpke, 2017b). Here, we shifted the focus to the
complementary argument that “all attriters are first and foremost
bilinguals” to highlight the point that L2 → L1 effects are
non-separable from bilingualism and that “attrition” is indeed
a sub-phenomenon of bilingualism. In fact, the key point of
L1 attrition research is that not only the L1 influences the L2
but the L2 also affects the L1. A different terminological choice
must not create barriers between overlapping research fields—
this dynamic interaction of two languages has long been regarded
as one of the most defining features of bilingualism (Kroll et al.,
2012, 2015). Crosslinguistic interplay (L2 � L1), something
that monolinguals obviously lack, is arguably the greatest
influence behind the distinctive organization and functioning of
the bilingual mind and brain (Hernandez et al., 2005, 2019a;
Hernandez, 2013; Li et al., 2014; Bialystok, 2017; Hayakawa and
Marian, 2019). In fact, there is currently a substantial amount
of empirical evidence demonstrating the specific ways in which
L1 and L2 of the bilinguals are affected by one another (Kroll
et al., 2012; Coderre, 2015). While the effect of a dominant L1
on a later acquired, relatively less proficient L2 might be expected
and considered natural, there is also substantial evidence for
an effect of the L2 on the L1. Various types of bilinguals, even
in communicative contexts requiring exclusive use of their L1,
exhibit certain behaviors due to unavoidable L2 influence that
their monolingual peers do not—these include slower word
production, decreased accuracy, lower semantic fluency, and
increased tip-of-tongue states in their L1 (Bialystok et al., 2012;
Costa and Sebastián-Gallés, 2014; Kroll et al., 2015). These
are accepted as a natural outcome of housing two interacting
language systems and are hardly ever labeled as instances of
attrition. It is possible that the linguistic behaviors considered
to amount to L1 attrition could be due to changes in the L1–
L2 dynamic, changes in the extent to which the two languages
influence one another, brought on by experiential changes
including migration to different sociolinguistic environments,
and not just purely due to the effects of an L2 on the L1, which
persist regardless in all bilinguals. Similarly, Hernandez et al.
(2019b, p. 260) suggested that the bilingual system is non-linear
and dynamic (Hernandez et al., 2019a) and that attrition indicates
its reconfiguration(s) and repurposing to suit new contexts. This
is something that attrition research has been acknowledging for
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a long time (Schmid and Köpke, 2007). Thus, as also proposed
by Schmid and Köpke (2007), the relevance of L1 attrition for the
theories of bilingual development is reinforced by the fact that L1
attrition appears not to be intrinsically distinct from bilingualism,
but rather a feature of the latter.

To determine whether or not L1 attrition is qualitatively
distinct from bilingualism as such, one would need to determine
features that are attributable to L1 attrition alone. However, in
nearly all attrition studies thus far2, the L1 attriters are bilinguals,
while the non-attriting controls are mostly monolinguals. Thus,
the comparisons are not really between “attriters” and “non-
attriters” but between those whose L1 surely receives some
influence from the L2 and those whose L1 is free from
it. Consequently, the findings of group-level linguistic and
behavioral differences taken as an indication of L1 attrition can
be seen as consequences of bilingualism and fall within the typical
range of behaviors that bilinguals exhibit owing to their specific
linguistic situation (e.g., see Bergmann et al., 2015b).

This interpretation is equally applicable to the existing
ERP studies where the key ERP differences between attriters
and monolingual controls might actually reflect a bilingualism
artifact. For example, Bergmann et al. (2015a) acknowledged
that the biphasic N400-P600 pattern in their bilingual attriters
may reflect the relative linguistic difference between the L1
and L2 and is similar to findings reported by Sabourin and
Stowe (2008), who examined how L1–L2 similarity alters
language processing in (non-attriting) bilinguals. Similarly,
Kasparian and Steinhauer (2016) noted that the larger P600
response that only their attriter group exhibited is possibly
suggestive of increased conflict-monitoring and “re-checking”
while processing anomalous lexico-semantic components in
sentences. The fact that bilinguals, compared with monolinguals,
rely on the increased extent of conflict monitoring while
processing either language to control and manage crosslinguistic
influence is empirically well established (Bialystok, 2017; Calabria
et al., 2018). However, if the attriting samples in both studies
were to be compared with a non-attriting bilingual group
that has managed to maintain L1 use (with or without
migration), it would tell us whether or not the specific P600
response (signaling increased conflict monitoring) or the biphasic
responses (modulated by linguistic distance) are unique to the
attriters. In this case, it could qualify as a specific L1-attriton
marker; otherwise, if it is shared with bilingual controls, this
would signify a bilingualism effect arising due to the presence
of two interacting linguistic systems but not a distinct marker
of attrition. To the best of our knowledge, no such studies have
been done to date.

Thus, we supported the view that L1 attrition, characterized
by a relative increase in frequency, quantity, quality, diversity
of L2 use, and exposure and a possible concomitant decrease
in all these aspects for the L1, be included within the spectrum
of bilingual experiences. We further encouraged researchers to
view attriters as a group within the bilingual spectrum and

2With the exception. of a small set of attriting monolinguals who nonetheless, in
the interpretation of the same experimenters reporting this evidence, are most
probably experiencing indirect attrition via interaction with attriting bilinguals
(Laufer and Baladzhaeva, 2015; Baladzhaeva and Laufer, 2018).

sought a better understanding of how distinct they may be,
if at all. Further neurocognitive and behavioral comparisons
between attriting and non-attriting bilinguals (e.g., Major, 2010;
Schmid, 2014; Miller and Rothman, 2020) are needed to continue
unveiling what L1 attrition really is and determine whether there
are indeed linguistic behaviors and associated neurocognitive
processes that are distinct and separable enough from the
range of crosslinguistic bilingual effects to be characterized as
L1 attrition. Findings from extant L1 attrition research also
seem to reinforce the notion of “heterogeneous outcomes of
heterogeneous bilingual experiences.” For example, increasing
length of immersion, L2 exposure, and L2 proficiency has been
shown to modulate L1 ERP responses among bilingual “L1
attriters” themselves (e.g., Kasparian and Steinhauer, 2017a;
Miller and Rothman, 2020). This is in line with recent findings
demonstrating that variations in the aforementioned bilingual
experiential factors have a discernible impact on the linguistic
neurobiology, neurocognition, and behavior of the bilinguals
(e.g., Gullifer et al., 2018; DeLuca et al., 2019; Gallo et al., 2021;
Sulpizio et al., 2020).

Finally, we addressed the circularity problem mentioned
earlier: to study L1 attrition, we already needed to have an idea
of what it is and where to find it. In order to break free from the
risk of circularity, i.e., defining the population of interest in terms
of the concept of interest, one needs to determine and adopt
attrition-free criteria for identifying the population of interest.
Based on the well-documented evidence of L1 attrition effects,
we stated with reasonable confidence that bilinguals immersed
in an L2-dominant sociocultural environment due to migration
are clearly the population of interest here—they are most likely
to exhibit behavioral and neurocognitive characteristics that
might differ from their bilingual peers elsewhere, especially
those in L1-dominant environments. Rather than immediately
labeling the migrant bilinguals as L1 attriters, we could qualify
and quantify their dual-language experience accompanying
migration, acculturation, and immersion in an L2-dominant
region as just another variant of the bilingual experience.
Comparing this L1-attrition or disuse type of bilingual experience
to other experiences on the bilingual spectrum, such as the
L1-maintenance experience of non-migrant bilinguals in L1-
dominant regions or of those who have managed to maintain
active dual-language use despite migration, might generate
enough empirical evidence that would allow us to deduce
whether or not L1 attrition is wholly distinct and orthogonal
from bilingualism.

CONCLUSION

Attrition experience is highly typical for bilinguals who
have migrated to non-L1 environments, which motivates
understanding of the L1 attrition phenomenon as a distinct
type of bilingual experience. It is therefore important to
provide comparisons involving migrant bilingual populations
with suitable bilingual controls (besides monolingual ones) on
linguistic behaviors as well as on the underlying neurocognitive
processes. Studying L1 attrition from the vantage point of
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bilingualism would not only contribute toward enriching and
informing our current understanding of bilingualism itself, but
it will also offer a richer perspective on how sociocultural factors
shape linguistic behaviors and processes.
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Research findings on language comprehension suggest that many kinds of non-

linguistic cues can rapidly affect language processing. Extant processing accounts of

situated language comprehension model these rapid effects and are only beginning

to accommodate the role of non-linguistic emotional, cues. To begin with a detailed

characterization of distinct cues and their relative effects, three visual-world eye-tracking

experiments assessed the relative importance of two cue types (action depictions vs.

emotional facial expressions) as well as the effects of the degree of naturalness of social

(facial) cues (smileys vs. natural faces). We predicted to replicate previously reported rapid

effects of referentially mediated actions. In addition, we assessed distinct world-language

relations. If how a cue is conveyed matters for its effect, then a verb referencing an

action depiction should elicit a stronger immediate effect on visual attention and language

comprehension than a speaker’s emotional facial expression. The latter is mediated

non-referentially via the emotional connotations of an adverb. The results replicated

a pronounced facilitatory effect of action depiction (relative to no action depiction).

By contrast, the facilitatory effect of a preceding speaker’s emotional face was less

pronounced. How the facial emotion was rendered mattered in that the emotional face

effect was present with natural faces (Experiment 2) but not with smileys (Experiment

1). Experiment 3 suggests that contrast, i.e., strongly opposing emotional valence

information vs. non-opposing valence information, might matter for the directionality of

this effect. These results are the first step toward a more principled account of how

distinct visual (social) cues modulate language processing, whereby the visual cues that

are referenced by language (the depicted action), copresent (the depicted action), and

more natural (the natural emotional prime face) tend to exert more pronounced effects.

Keywords: real-time situated language processing, eye-tracking, emotional priming, action depiction, natural

facial expressions, schematic faces, social context

INTRODUCTION

Monitoring people’s gaze behavior in a visual context provides a unique opportunity for examining
the incremental integration of visual and linguistic information (Tanenhaus et al., 1995). During
sentence comprehension, non-linguistic visual information can rapidly guide visual attention in
adults (e.g., Sedivy et al., 1999; Spivey et al., 2002; Chambers et al., 2004; Knoeferle et al., 2005).
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Crucially, non-linguistic information can also facilitate real-time
language processing of canonical and non-canonical grammatical
sentences (e.g., Knoeferle et al., 2005; Carminati and Knoeferle,
2013). Social cues, such as, for example, a speaker’s emotional
facial expression (Carminati and Knoeferle, 2013), a speaker’s
gaze shift (Kreysa et al., 2018), or the speaker’s voice information
(Van Berkum et al., 2008), can elicit expectations on the part of
the listener (just like other non-linguistic cues), and these can in
turn influence the processing of upcoming linguistic information.
However, existing research has focused mostly on assessing how
object- and action-related visual information influences spoken
language comprehension. By contrast, little is known about the
effect of social (visual) cues (e.g., an emotional facial expression)
on real-time sentence comprehension and which degree of
naturalness (and corresponding degree of detail) is needed for
comprehenders to exploit them. Additionally, we do not know
how far and to which extent (schematic vs. natural) facial
emotions and action events relative to one another modulate
visual attention and language comprehension. Examining these
open issues can further clarify our understanding of the
integration of distinct visual cues into language processing.
This clarification can in turn help us to refine models of real-
time language processing, taking the visual and social context
into account.

In most serial language comprehension accounts (e.g., Frazier
and Fodor, 1979; Friederici, 2002), contextual representations
are depleted and come into play very late during language
processing. Parallel interactive theories, by contrast, do not
restrict the interaction of information (see also Anderson et al.,
2011) and emphasize a rapid interplay between syntactic and
non-syntactic representations (e.g., MacDonald et al., 1994;
Trueswell and Tanenhaus, 1994). Yet, these constraint-based
approaches neither feature interpretation building processes nor
non-linguistic representations (see also Novick et al., 2008).

Real-time language processing accounts have largely focused
on the integration of visual cues, such as depicted actions
and objects, that are referenced by the linguistic input. For
instance, the coordinated interplay account (CIA; Knoeferle and
Crocker, 2006, 2007) comprises three processing steps. These
steps are temporally dependent and can overlap or occur in
parallel. In the first step, the linguistic input is interpreted
incrementally on the basis of existing knowledge. In the second
step, expectations and representations are built and guide
attention to relevant information in working memory or a visual
scene, e.g., depicting actions and objects. In the final step,
previously built interpretations and expectations are reconciled
with the scene/working memory representations.

By contrast, we know less about the extent to which further
visual cues—that are non-referentially linked to language—
impact comprehension [but see, e.g., Guerra and Knoeferle
(2014, 2017, 2018) on enriching the CIA with non-referential
conceptual co-indexing mechanisms; Altmann and Kamide
(1999), Huettig and Altmann (2005), and Altmann and Trafton
(2002) for non-referential world knowledge effects on language
processing]. Consider, for instance, a speaker’s smile that a
listener might (or might not) relate to the valence of words in
a sentence. Indeed, recent work (Münster and Knoeferle, 2018)

has started to extend situated language processing accounts with
the biological and experiential properties of the comprehender,
as well as with social contextual (visual) information that
is non-referential [the (social) CIA (sCIA), see Münster and
Knoeferle (2018) also for a more detailed review on how/whether
different processing accounts deal with non-linguistic social
representations; see also Van Berkum (2018, 2019)]. However,
to more fully accommodate how distinct cues contribute
toward human language processing, empirical research and these
accounts must consider not only the effects of individual cues but
also how the effects of (distinct) visual cues measure up against
one another. The present research compares the effects of action
event depiction with those of (natural vs. schematic) emotional
facial expressions (for which the link between the visual and
linguistic input is not referential and arguably subtler).

World-Language Relations in Sentence

Comprehension: Referential vs.

Non-referential Cues
Objects and Actions as Referential Cues
Adults can rapidly use information about objects and depicted
action events for disambiguating structurally ambiguous
sentences when these cues are referenced and made available by
(words in) the utterance. For instance, kick refers to a kicking
event and makes available the kicking action and knowledge
of plausible associated agents such as soccer players. On the
towel can refer to a location and make available the referent
situated at that location. In a real-world study, adults inspected
an apple, an apple on a towel, an empty towel, and a box and
listened to sentences like Put the apple on the towel in the box.
Before listeners heard in the box, they preferred to interpret on
the towel as a destination for the apple. However, in a context
with two apples, the need to distinguish between them guided
participants toward resolving on the towel as a modifier of the
apple, interpreting it as its location: participants quickly looked
at the apple on the towel during on the towel (location), and not
at the empty towel (as a destination) to which the apple could be
moved (Tanenhaus et al., 1995; Spivey et al., 2002).

In addition to noun-object relations, adults can use other
referential cues, such as verb-mediated depicted action events, to
facilitate role assignments, and thus the processing of canonical
subject-verb-object (SVO) and noncanonical object-verb-subject
(OVS) German sentences [both word orders are grammatical in
German but OVS is non-canonical (Knoeferle et al., 2005)]. In
a visual-world eye-tracking study, participants inspected clipart
scenes depicting a princess as washing a pirate and as being
painted by a fencer. The spoken sentence played during scene
inspection was initially ambiguous and either related to the
princess-washes-pirate event (in SVO order) or the princess-is-
painted-by-fencer event (in OVS word order). Shortly after the
verb had modulated one of the two depicted actions, participants
either visually anticipated the associated pirate (if they had
heard washes) or the fencer (if they had heard paints). From
the anticipation of the action’s patient (the pirate in SVO
sentences) or agent (the fencer in OVS sentences), the authors
deduced that listeners had assigned a thematic role to the initially
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role ambiguous noun phrase the princess. Thus, comprehenders
can rapidly exploit referential cues (on the towel identifying a
location; paints referencing a painting action and mediating its
associated agent) for language processing and the assignment of
thematic roles.

Non-referential (Visual) Social Cues: Facial Emotions
Would comprehenders also benefit from non-referential visual
cues? By “non-referential” (visual) cues, we mean the (visual)
information that listeners might associate with language but
that is not referentially mediated. The listener has to infer and
interpret the relationship between the non-linguistic (visual)
cue and the linguistic input in a non-referential way (i.e.,
hearing Nice to meet you! and seeing someone smile), rather
than identifying the referential link between a visual cue and
a mediating linguistic expression (i.e., hearing kick and seeing
someone kicking something). A non-referential (visual) cue,
such as an emotional facial expression, provides additional non-
linguistic information, which could be exploited in order to
facilitate linguistic processing and interpretation although it is
an interesting issue whether comprehenders can exploit it to the
same extent given the non-referential link with language.

Human faces, despite sharing general features, differ greatly in
their detailed features (Grelotti et al., 2002). Yet, most people can
effortlessly discriminate faces based on those detailed features,
making us experts in face recognition (Diamond and Carey,
1986). Becoming an expert in the recognition and processing
of faces allows us to interact and communicate with each
other (Grelotti et al., 2002). Building this expertise already
starts in the earliest moments of life: even newborns, only
minutes after birth already attend to faces more than to non-
face-like stimuli (Johnson et al., 1991; Mondloch et al., 1999).
During communication, we use our face to (consciously or
unconsciously) convey a nonverbal message alongside our verbal
message. In turn, the listener interprets our facial expression
and tries to integrate it into the unfolding interpretation to
correctly understand and interpret it or even to facilitate sentence
processing (Carminati and Knoeferle, 2013). Emotional priming
studies, for instance, show that the valenced positive and
negative primes can facilitate and/or speed up the processing and
recognition of emotionally congruent subsequent targets [see,
e.g., Hermans et al. (1994) and Lamy et al. (2008)].

For example, in a reaction time experiment, Aguado et al.
(2007) used faces as primes and words as targets. Participants
first saw a positive or a negative prime face followed by either a
positive or negative target word or a question mark. If the target
word appeared, participants had to judge the valence of the word.
If the questionmark appeared, the task was to detect the gender of
the previously seen positive or negative prime face. Participants
did not know in advance whether they had to detect the gender
of the face or judge the valence of the word, rendering the
task unpredictable. The results were in line with classic priming
effects: reaction times were shorter for valence-congruent (vs.
incongruent) face-word trials.

Crucially, social visual cues, such as emotional faces, can also
affect sentence interpretation. In one study (Münster et al., 2014;
Carminati and Knoeferle, 2016), participants inspected a video of

a human emotional facial expression. After this speaker’s prime
face, a new scene appeared showing two event photographs and
participants heard a (positively or negatively) valenced sentence
related to one of these photographs. The issue was whether a
match (vs. mismatch) in the valence of a preceding speaker’s
face and the valence of the ensuing sentence would boost
participants’ visual attention to the valence-matching photograph
and thus facilitate their sentence comprehension. To experience
facilitation, participants had to link the (e.g., positive) valence of
the preceding face to the (positive) valence of the ensuing spoken
sentence, resulting in a boost of visual attention to a related event
photograph. Thus, both links between language and the facial
expression were non-referential and the temporal contiguity of
the visual cue was less (preceding the target utterance) than for
the visual cues examined in a few previous studies [e.g., the action
depictions were copresent as comprehenders listened to the
utterance in Knoeferle et al. (2005); see Spivey and Geng (2001)
and Altmann (2004) on effects in the blank screen paradigm, in
which a stimulus sentence is heard after a visual scene had been
inspected and removed from the screen; eye movements in the
blank screen were measured in response to the sentence].

In spite of these more tenuous world-language links,
having seen a smiling/sad speaker face facilitated participants’
visual attention and processing of emotionally valenced
(positive/negative) canonical SVO sentences (Münster et al.,
2014; Carminati and Knoeferle, 2016). The emotional facial
expressions were integrated incrementally with the linguistic
input and modulated its processing online, again in the absence
of referential links. Interestingly, similar effects emerged for
static emotional facial expressions (Carminati and Knoeferle,
2013). These findings suggested for the first time that (static and
dynamic) facial expressions—like actions—can incrementally
modulate adults’ processing of emotional sentences. The emotion
effects emerged despite the differences in how language conveyed
these cues (valence associations vs. verb-action reference) and
despite the fact that the speaker’s face was not present during
comprehension (and thus arguably less accessible). To which
extent these findings extend to the processing of other, in
particular difficult-to-process non-canonical sentences (e.g.,
German object-initial sentences) is, however, an open issue.

It is also unclear to which extent the portrayal of emotions
(as dynamic human faces or as schematic smileys) matters for
emotion effects on language processing. Considering emotional
facial expressions, most of the time we interact with other human
beings and easily attribute mental states, beliefs, and feelings
to our interaction partners, based on our own mental states
(“Theory of Mind;” Premack and Woodruff, 1978). We are thus
experienced in our interaction with natural human emotional
faces. However, research on emotional face recognition has
also used computer-generated schematic faces and the evidence
suggests that the latter are recognized as well as natural faces
(e.g., Öhman et al., 2001; Chang, 2006; Ruffman et al., 2009). ERP
(Event-Related Potential) and behavioral research (Schindler
et al., 2017; Kendall, 2019; Zhao et al., 2019) suggests that
(emotional) cartoon faces are recognized faster and might be
analyzed more on a structural level compared with natural
human faces (as indexed by shorter RT (Reaction Times), briefer
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N170 ERP latencies, and larger N170 amplitudes). By contrast,
natural (vs. cartoon) faces are processed more holistically and
require more attentional resources during later processing stages
[as indexed by larger late positive potential (LPP) amplitudes].

Whether schematic (vs. natural human) facial emotions would
yield comparable effects also for real-time visual attention and
language processing is, by contrast, an open issue. Is a schematic
expression sufficient (e.g., as in smileys, where emotion is
stripped down to its bare essential, perhaps rendering valence
salient), or do emotional priming effects on online sentence
comprehension emerge only following more realistic, detailed,
and natural emotional faces?

Toward Differentiating World-Language Relations
The present research compared the effects of two distinct cues
(referentially mediated actions and their associated agents with
non-referential facial expressions) within a single study, and
in addition manipulated the degree of naturalness of the facial
expression on incremental sentence processing within a single
study, and in addition manipulated the degree of naturalness of
the facial expression.

Extant research has begun to compare the influence of
referential (object depiction) and non-referential (speaker gaze
shift) cues on sentence processing (Kreysa et al., 2014, 2018).
In a visual-world eye-tracking study, participants inspected
the videos of a speaker uttering German sentences about two
virtual characters (translated, e.g., The waiter congratulates the
millionaire in the afternoon with a Second Life display showing
a saxophonist, waiter, and millionaire). The action was (vs. was
not) depicted and the speaker either shifted gaze between the
characters referred to in the sentence or was obscured, yielding
four conditions (neither gaze nor action was present; only either
gaze or the action was present; and both of these cues were
present). Both cues appeared simultaneously, just after the onset
of the verb (the speaker shifted gaze to the millionaire and the
action tool appeared between the waiter and the millionaire).
Listeners used both cues to anticipate the upcoming patient of the
sentence (the millionaire) before its mention. The speaker gaze
cue enabled anticipation reliably earlier than the action cue but
only when the actionwas used non-deictically (Kreysa et al., 2018;
Experiment 2). When both action depiction and gaze were used
deictically, their effects on visual attention and comprehension
were comparable. Two cues did not seem to be more helpful than
one when the action was used non-deictically.

Due to the diverse nature of the different kinds of cues,
we do not yet know if distinct language-world relations ease
utterance interpretation to the same extent and in a similar
fashion. It could be that the speaker gaze is so effective because it
is dynamic and present during comprehension, and the dynamic
motion captures and guides listeners’ attention. But emotional
facial expressions might be as effective as gaze, permitting rapid
anticipation: seeing, for example, our interlocutor smile likewise
sets up expectations as to what might come next. These might be
expectations about a matching emotionally positive surrounding
situation. Moreover, it likely fosters the expectation that the
upcoming utterance is also positive in emotional valence. Both
speaker gaze and a speaker’s emotional facial expression raise

expectations; we can link these cues to linguistic material in an
utterance matching these expectations and could direct attention
to relevant parts in a visual scene.

Carminati and Knoeferle (2013) provide some evidence
for rapid effects of a preceding emotional speaker’s face for
the subsequent processing of at least German subject-initial
sentences (and this despite the fact that the speaker’s face was
not co-present during comprehension). Seeing someone smile
and hearing an emotionally positive linguistic expression, such
as happy, does not foster a referential link (as between an action
verb and a perceived action): the hearer first has to recognize
and interpret the emotional facial expression, likely resulting in
the activation of a representation of the concept of happiness.
This might set up expectations regarding the emotionality of the
situation between a speaker and a hearer. When the emotionally
positive adverb happily is encountered, this concept has to be
linked in a non-referential way to the encountered linguistic
expression. Then, attention can be directed to the visual input in
a scene, e.g., seeing another person, such as the agent of an action,
smile. Hence, even though there is a link between a speaker’s
smile and an associated linguistic expression, this link is not
referential and arguably more complex than a referential link.
Had the linguistic expression been cheerful or friendly instead of
happily, a very similar or even identical link to the link between a
smile and the word happily could have been established.

Hearing an action verb (e.g., kick), on the other hand, directs
the hearer’s attention via a referential link to a depiction of the
heard action verb (e.g., a man standing on a field who is stretching
out one leg in a kicking action). The world-language link is
referential because no intermediate processing steps, such as
forming non-referential conceptual representations, interpreting
these representations in the present situation, and relating them
to the perceived action, have to be performed.

As a few previous studies investigating referential and non-
referential world-language relations suggest (see Sections Objects
and Actions as Referential Cues– Toward Differentiating World-
Language Relations), expectations are set up and attention is
directed via these links to relevant parts in a visual scene when
both referential and non-referential links can be established.
Perhaps then we will see no difference in the effects of
emotional facial cues and actions? Alternatively, the actions
are referential (and present during comprehension), and could
hence elicit stronger effects than facial cues that are (non-
referentially) related to the emotional valence of, for instance,
sentential adverbs.

Please note that our aim was neither to test verb cues vs.
emotional cues nor to generalize across all referential vs. non-
referential cues. Instead, the goal of the present research was
to determine how emotional facial expressions (as one specific
example of non-referential cues) and depicted action events (as
one specific example of referential cues) affect online sentence
comprehension. To what extent and in what way do these
cues interact with each other, and to what extent does the
naturalness of the cue (the emotional facial expression) matter?
We acknowledge that other referential and non-referential cues
might differ from emotional facial expressions and depicted
actions in the way and the degree in which they link to
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language. Yet, as there is no prior research in this domain (that
we are aware of), we chose emotional facial expressions and
depicted actions as cues to maximize the difference between
referential and non-referential relations and because these cues
have already been shown to affect language processing on their
own (cf., Knoeferle et al., 2005; Carminati and Knoeferle, 2013).
Examining these issues will provide further insights into the
relative effect of distinct kinds of cues on language processing.
Models of language processing, such as the (social) CIA (CIA;
Knoeferle and Crocker, 2007; sCIA: Münster and Knoeferle,
2018), are underspecified regarding the relative integration of
different kinds of extralinguistic cues into language processing
since empirical evidence is lacking. They are also underspecified
regarding effect-differences for natural compared with schematic
cues (e.g., facial expressions). The results of the present research
can thus inform their extension.

Three visual-world eye-tracking studies compared the effects
of action event cues with those of a speaker’s emotional facial
expression as a prime (Experiments 1 and 2) and manipulated
naturalness of the facial expressions across experiments
(Experiments 1–3). To further examine whether facilitative
effects of the emotion cues (Carminati and Knoeferle, 2013)
extend to other sentence structures and processes of the
assignment of thematic roles, we employed noncanonical (but
grammatical) German OVS sentences. We know that the actions
facilitate OVS sentence comprehension and examine whether
the effects of emotional facial stimuli previously only attested
for SVO sentences would generalize and be comparable in their
effects. Experiment 1 examined the effects of schematic facial
expressions and Experiment 2 of natural facial expressions on
the assignment of thematic roles during the comprehension
of spoken German OVS sentences. Experiment 3 further
investigated the effect of natural facial expressions in the
absence of depicted action events and set a stronger focus on
language processing situated in a more salient emotionally
valenced environment.

EXPERIMENT 1

Methods
Participants
40 students of University of Bielefeld between 18 and 30 years (14
male, mean age: 24, SD age: 3.09), all native speakers of German,
took part in the experiment. Participants were tested in the eye-
tracking laboratory of Bielefeld University. Sample size was set to
40 to ensure comparability with a related study with children as
participants. Each participant received 4 Euro for participation
and gave written informed consent. The university’s ethics board
approved the study (Vote 2013-007). The experimental session
took about 30min.

Materials
The design crossed emotional prime (prime valence congruous vs.
incongruous with the sentence) with action (present vs. absent).
We realized the first factor of the design via prime images (a
yellow smiley vs. a red star) constructed by using commercially
available software (see Table 1). The smiley changed dynamically

from a light and subtle to a broad smile. The red star was
static and had no facial features. The smiley matched the
target sentences in valence (see Table 1) while the red star was
incongruous in that it conveyed no emotional valence via facial
features. We avoided negative emotional primes for consistency
with a planned child study.

The second independent factor was realized via the target
scenes (N = 16). These were created by using Adobe Illustrator
and commercially available clipart. Most of the clipart characters
were animals, some humans (i.e., three human target agents,
one human patient/middle character). Each scene consisted of
three clipart characters and either depicted actions (see Table 1,
A/C) or not (Table 1, B/D). The middle character was always the
patient of the action performed by the outer characters. Only one
of the actions performed by the outer characters was mentioned
in the target sentence (see below) and its agent was the target
agent; the other outer character performed an action, which is not
mentioned in the sentence (competitor). The target agent (only)
portrayed a happy facial expression (matching in valence with the
prime smiley). The patient had a neutral and the competitor had a
slightly negative facial expression. To counterbalance the position
of the agent and competitor, we created a mirrored version of
each experimental target scene. In one version of a target scene,
the agent was thus on the right-hand side of the picture and in
the other it was on the left.

For the experimental target sentences, we constructed
16 unambiguous noncanonical OVS sentences in German
[e.g., Den MarienkäferNP1[masculine accusative case, patient]

kitzeltaction verb vergnügtadverb [positive emotional valence] der
KaterNP2 [nominative case, target agent], transl.: “The ladybug (acc.
obj., patient) tickles happily the cat (nom. subj, agent)”, see
Supplementary Material and Appendix in Münster (2016) for
materials]. A female speaker (PK) recorded the sentences with
neutral intonation and at a slow but natural sounding speed.
Word region onsets and offsets were marked for later analyses. In
addition to the experimental target sentences, the same speaker
recorded comprehension questions in the active or passive voice,
asking either for the agent or the patient of the sentence (e.g.,
“Who is doing [previously named action] to [previously named
patient]” and passive questions in the fashion “Who is being
[previously named action]?”).

In addition to the experimental items, we also constructed
filler items (N= 28). These comprised filler sentences in either an
unambiguously case-marked SVO (N = 24) sentence structure
or an unambiguously case-marked OVS (N = 4) structure,
recorded by PK. Some filler sentences had neutral verbs and
adverbs (N = 12, thereof the four OVS sentences) and some
were positively valenced (16 SVO sentences). The corresponding
28 filler pictures consisted of clipart animals and humans. Some
always depicted three (N = 12) and others two characters (N =

16). The filler characters were positioned such that the interacting
characters faced each other or looked away from one another;
such that the agent faced the competitor character; or such that
they faced the participant. This was done to prevent participants
from developing a strategy as to who will be interacting with
whom. Characters had a positive facial expression when the
sentence was positive (N = 16). When the sentence was neutral
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TABLE 1 | Experimental conditions for Experiment 1.

Condition Prime Action Sentence

A Happy yellow smiley, congruent prime Action depicted Den Marienkäfer kitzelt vergnügt der Kater

[“The ladybug (accusative object, patient) tickles happily

the cat (nominative subject, agent)”]

B Happy yellow smiley, congruent prime No action depicted

C Red star, incongruent prime Action depicted

D Red star, incongruent prime No action depicted

(N = 12), their facial expressions were also neutral or slightly
negative. Half of the filler scenes depicted the action mentioned
in the sentence (N = 14) while the other half depicted no
actions (N = 14).

Pretests
We pretested the characters and actions to ensure that
participants can recognize them. Moreover, we tested the valence
of the emotional adverbs. Since we planned to conduct future
child language studies using the same materials, we pretested the
stimuli with a sample of 4–5-year-old children (N = 20, mean
age: 4.8). About 10 children were asked in German to point to the
agent and patient characters and the actions of the experimental
scenes when an experimenter named them (transl.: Who is the
cat? Who is tickling the ladybug here?). Character naming trials
(presented in the no-action condition) and action naming trials
(presented in the depicted action condition) were blocked. In
this way, the characters were named before participants identified
the character performing the action. The children identified
the characters (96.9%) and the actions (88.5%) accurately. Ten
additional children were asked to identify the happily acting
(target) agent (transl.: e.g., Who tickles happily the girl?). For
this second test, the target agent and the competitor character
performed the same actions (i.e., unlike in our experimental
pictures) but only the target agent smiled. Experimental scenes
were mixed with filler pictures and sentences, which conveyed
a negative or neutral valence. In 89.38% of the cases, children

reliably identified the happy agent and thus successfully linked
the positive adverb to the happy target agent.

In summary, a 2 (congruent smiley prime vs. incongruent
red star prime) × 2 (action depiction vs. no action) design
yielded four conditions (Table 1). The depiction of the prime
and the action described by the sentence varied across conditions
while the sentence was identical. We created eight lists such that
each participant encountered all conditions but each sentence
in only one of the four conditions (Table 1). These four lists
were doubled to accommodate the mirrored character scenes
(see Section Materials) yielding eight lists. Moreover, in each
list, half of all comprehension questions were asked in the active
and half in the passive voice, and each experimental item was
followed equally often by active and passive questions. Each list
contained all of the filler trials and was pseudorandomized for
each participant. Two critical items never followed another.

Hypotheses
Accuracy
Adults can use case marking to reliably identify OVS word
order (e.g., Kamide et al., 2003a, Experiment 3; Kamide et al.,
2003b, Knoeferle et al., 2008). Thus, at sentence end, we did not
predict significant effects of the prime and action manipulation
on accuracy in the comprehension questions.

Eye Movements
Eye movements, by contrast, provide insights into real-time
comprehension in the four conditions. We expected condition
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FIGURE 1 | Procedure of an experimental trial in condition A (see Table 1), both cues present (Experiment 1). Note on image clarification: the target agent (i.e., the

cat) is tickling the ladybug using a feather; the competitor (i.e., the rat) is arresting the ladybug using handcuffs.

differences to the extent that the different cues elicit distinct
effects on visual attention and sentence comprehension. If
two cues are better than one, then participants should look
more and earlier toward the target agent (vs. the competitor),
signaling anticipation of the correct role filler when both
depicted action and prime smiley are present (vs. the single cue
conditions). As the verb refers to the action, guiding the listeners’
attention to the action and its associated agent, we predicted
this cue to have a stronger effect than the smiley prime, which
provides a non-referential link to the target agent. As a result,
participants should look more toward the target agent (than the
competitor) when only the action than when only the smiley
was available. When the actions and smiley were absent, we
predicted no clear fixation differences between the target agent
and the competitor.

Procedure
All participants first read a participant information sheet and
gave written informed consent. They were seated in front
of the Eye tracker (Eye-Link 1000 Eye tracker, SR Research,
Ontario, Canada) in the remote setup and asked to read the
on-screen instructions. These instructions informed them that
they would see a series of scene-sentence pairs. They were
asked to concentrate on the scenes and to listen closely to
the sentences. They were informed that they would have to
answer a question about what they saw and heard after each
trial. The experimental session started with a manual five-point
calibration and validation procedure. Calibration and validation
were repeated when necessary during the experiment. After
successful calibration and validation, participants completed four
practice trials. The experimenter advanced each trial manually
after participants successfully fixated the black dot. The fixation

dot was followed by the presentation of the prime smiley video
(duration: 1,750ms, changing from a slight to a full smile after
250ms), which was accompanied by the phraseGuckmal! (Look).
That phrase served to focus participants’ attention and was
inserted with a view of planned developmental studies. After the
prime, the target scene was previewed for 2,000ms (Figure 1)
after which the sentence started. 500ms after the end of the
sentence, the actions (if depicted) were removed from the scene
and participants heard a comprehension question while looking
at the no-action scene (Figure 1). Participants had no time limit
and responded orally. After the participant had responded1, the
experimenter wrote the answer down and started the next trial. At
the end of the experiment, participants were debriefed: They were
asked to report what they thought the experiment was about;
whether they noticed anything odd and/or any regularities; and
whether they developed any strategies during the experiment.

Exclusion Criteria
If a participant had guessed the purpose of the experiment
(nearly) correctly (i.e., “I think the experiment investigates
how depicted actions and emotional facial expressions influence
language processing”), the participant’s data would have been
excluded from the data set. This was, however, not the case for
any of the participants. Additionally, the fixation data from all
experiments was first manually inspected to see if all participants
executed fixations to the prime and target scenes in a natural way.
If, for instance, a participant had always fixated the middle of
the screen or only always the character on the right side of the

1Note that although reaction times would have been informative, we did not use

this measure in Experiments 1 and 2 due to design consistency and comparability

with a child language study.
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screen, this participant would have been excluded. Since fixation
patterns of all participants seemed to indicate natural fixations of
the screens, no participant was excluded.

Analysis
Eye Movements
The eye-movement analyses included the data from all
experimental trials (correctly and incorrectly answered), since
the accuracy for determining thematic roles was at 96%. We
divided the target scenes into a target agent and a competitor
character and analyzed the real-time data from the target scene
presentation onset until 500ms after sentence offset. The item
sentences were divided into individual analysis regions (see
Table 1): NP1 (i.e., the patient is named), verb, adverb, a
combined verb-adverb region to capture spillover effects, and
an NP2 (i.e., target agent is named) region. Additionally, we
computed a “long region,” spanning from NP1 onset until
sentence offset plus 500ms. Our critical time regions were
the verb and adverb, since in the depicted action condition,
the verb denotes the first region in which the agent of the
sentence can unambiguously be determined. The adverb is the
first region, which explicitly conveys linguistic emotional valence
information. In the no-action condition, it denotes the first
region in which sentence valence can be integrated with the
emotional prime to anticipate the target agent based on its
emotionally matching facial expression.

To exclude any prior preference in looks toward the agent
vs. the competitor, we also analyzed the fixations during the
NP1 region. To capture the effects of prime and action during
the naming of the target agent, we also analyzed the NP2 +

500ms region. Finally, extended effects across the sentence were
analyzed by using the long region.

Fixations were measured by using the natural logarithm
(based on the constant e) of the ratio of the probability of
looking at the target agent over the probability of looking at the
competitor character [ln(p(agent)/p(competitor))]. The log ratio
is symmetrical around zero. Thismeans, a positive value indicates
a preference to look at the target agent over the competitor. A
negative log ratio indicates a preference to look at the competitor
over the target agent. A value of zero indicates no preference for
either of the two characters. Since the log of zero is undefined,
we added a constant of 0.1 to account for missing data points
regarding fixations to both the agent and the competitor. Hence,
this log probability ratio expresses the strength of the visual
bias toward the target agent relative to the competitor character.
Additionally, it has the advantage that it does not violate the
assumptions of independence and homogeneity of variance (Arai
et al., 2007).

For visual presentation, we plot time course graphs as a
function of prime and action depiction (Figures 2, 5) and
as a function of prime (Figure 10) using the mean log gaze
probability ratios calculated on successive 20-ms time slots. For
the inferential analyses, the log ratios were subjected to linear
mixed-effects models [using lmer of the lme4 package of R (Bates
et al., 2015b)] with action (no action vs. depicted action), prime
(congruent vs. incongruent) as fixed factors, and participants
and items as random intercepts. All factors were centered (to

avoid collinearity) and sum coded. We included random slopes
for action and prime in the participant and item random effect
structures and, following (Bates et al., 2015a), we are reporting
the results for the best-fitting (most parsimonious) models. The
syntax for the best-fitting models for each analysis is reported
in footnotes. We obtained the best-fitting models by reducing
the random effect structure, starting with the maximal model
[log_ratio ∼ action∗prime + (1+action∗prime | participant) +
(1+action∗prime | item)]. The fixed effect structure of the model
was not reduced. We calculated the values of p using the lmerTest
package [Kuznetsova et al. (2017), i.e., Satterthwaite degrees of
freedom method (cf., Luke, 2017)].

Accuracy Data
Accuracy was computed on the correct and incorrect
comprehension-question responses for experimental trials
(N = 640). To analyze accuracy, we ran generalized linear
mixed-effects models in R [R Core Team, 2021; glmer
function in the lme4 package (Bates et al., 2015b)]. All
models used emotional prime (congruent vs. incongruent)
and action depiction (depicted action vs. no action) as
fixed factors and subjects and items as random intercepts.
Prime and action were included as random slopes into
the subject and item random effect structure. Random
effect structure selection followed the same procedure as
for the eye-tracking data analyses. Question voice (active
vs. passive) was used as an additional fixed factor and was
likewise a factor in the random slopes. In all models, “family”
was set to “binomial” due to the categorical nature of the
accuracy scores.

Results Experiment 1
Descriptive Eye-Movement Results
Figure 2 plots the time course of fixations to the target agent
relative to the competitor character from the onset of NP1 until
the end of the target display in bins of 20ms. As expected,
upon hearing the patient named (NP1), participants show no
gaze bias to either the agent or the competitor character. Upon
encountering the verb, participants begin to look more at the
target agent than competitor, and more so in the action (the red
lines) than no action (blue lines) conditions. This effect lasts until
the agent is mentioned (middle of NP2).

Focusing now on the contrast between the valence-congruent
(smiley) prime and the incongruent (red star) prime, we see no
preference in looks toward the agent (vs. competitor) during the
verb and adverb2 when no action was depicted (the two blue lines
do not diverge). However, if an action was present (red lines), the
presence of the congruent smiley (vs. the incongruent red star
prime) drew subtly more looks toward the agent during the verb
and especially the adverb region (the solid vs. the dotted red line,
respectively). During the NP2 region (target agent named), the
red and the blue lines begin to converge as the agent was named
and could thus be discriminated.

2Recall that these were the critical word regions as the verb relates to the action

and the adverb reveals the emotional valence of the sentence.
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FIGURE 2 | Time-course graph Experiment 1 from NP1 onset until onset of the question display.

FIGURE 3 | Significant main effect of action in the verb region. Error bars =

95% CIs.

Inferential Eye-Movement Analyses
The inferential analyses revealed significant main effects of
action in the verb3, adverb4, verb-adverb5, NP26, and the long
region7 (e.g., verb region: β : −0.973, SE: 0.141, df : 582.000,
t: −6.888, p < 0.001), but not in the NP18 region (see the
Supplementary Material for additional model parameters of
all analyses). Participants fixated the agent significantly more

3Best-fitting model: log_ratio∼ prime ∗ action+ (1 | participant)+ (1 | item).
4Best-fitting model: log_ratio∼ prime ∗ action+ (1+ action | participant)+ (1+

action | item).
5Best-fitting model: log_ratio∼ prime∗ action+ (1+ action | participant)+ (1+

action | item).
6Best-fitting model: log_ratio∼ prime ∗ action+ (1 | participant)+ (1 | item).
7Best-fitting model: log_ratio ∼ prime∗action + (1+action | participant) +

(1+action+prime:action| item).
8Best-fitting model: log_ratio∼ prime ∗ action+ (1 | participant)+ (1 | item).

FIGURE 4 | Non-significant effect of emotional congruence in the verb-adverb

region. Error bars = 95% CIs.

than the competitor when an action was depicted (vs. no
action depiction). Moreover, this effect started as soon as the
verb information became available (see Figure 3). No effects of
emotional prime emerged (see Figure 4).

Accuracy Results
Participants answered 96% of all trials correctly. The analyses
yielded no significant effects of the independent factors regardless
of whether question voice (active vs. passing) was an additional
factor in the model or not9.

Discussion Experiment 1
The eye-tracking pattern corroborated that from the verb
onward people made extensive use of the depicted actions for

9Best-fittingmodel: answer∼ prime∗ action ∗ voice+ (1 | participant)+ (1 | item).
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discriminating the target agent of the OVS sentence. By contrast,
effects of the emotional prime on sentence interpretation were
not reliable. One reason for the absence of clear effects of the
emotional smiley on the eye-movement pattern could be that the
smiley did not evoke a strong impression of positivity, eliciting
accordingly a fairly small (and nonsignificant) priming effect on
the processing of the emotionally positive sentence.

Although schematic portrayals of emotions, such as the
smiley, might highlight the emotional expression and focus on
positivity, its schematic nature could also impede strong emotion
effects on language processing: emotional facial expressions are
reflections of dynamic psychological and physiological states that
vary not only from person to person but also in their degree
of positivity or negativity and meaning in context. Recognizing
emotion from even natural faces out of context is difficult (Barrett
et al., 2007). That difficulty might prevent language users from
fully and rapidly exploiting facial expressions during language
comprehension, especially when the emotional facial expression
is presented as the first stimulus (without prior context) and
when it is not referenced by language.

At the same time, recognizing our interlocutors’ (facial)
emotion during an interaction is vital for building and
maintaining social relationships; for nonverbal communication,
and moreover for interpreting the other person’s feelings (Lamy
et al., 2008). Perhaps then, a real human speaker face (in
contrast to a schematic depiction) is needed for enabling effects
of the facial prime during language comprehension. In fact,
emotions from a human face are recognized faster and more
accurately and elicit enhanced and prolonged cortical responses
when they are presented in a more natural manner (dynamic)
compared with static [see, e.g., Harwood et al. (1999) for the
identification of emotions from moving and static videotaped
and photographic displays; Recio et al. (2011) for ERP evidence].
In addition, viewing a smiley prime but then hearing a human
voice may have decreased listeners’ integration of the prime face
with the speech and its associated valence. In Experiment 2, we
accordingly hypothesized that using a video of a human speaker’s
(facial expression) might lead to stronger priming effects than a
schematic smiley.

Another explanation for the weak effects of the emotional
prime could be a task bias. Since the comprehension questions
focused on thematic role relations, participants may have focused
on the actions, boosting their effects on comprehension. This
explanation receives support from a study by Hajcak et al.
(2006) in which an ERP component (the LPP) often observed
in emotion processing was significantly smaller for non-affective
than affective judgments of emotionally valenced pictures. In
Experiment 2, we complemented the questions about who-did-
what-to-whom with an emotion-verification task (see below).

In terms of the performance on the comprehension task,
participants’ scores were at ceiling in all four conditions.
Exploratory analyses revealed that participants answered slightly
more passive than active comprehensions questions incorrectly
(passive: 3.4% vs. active: 0.6%; difference n.s.). The at-ceiling
accuracy values especially in the active voice might have
concealed off-line effects of the emotional prime and action

factors. To explore this possibility, Experiment 2 posed all
experiment-trial questions in the passive voice.

EXPERIMENT 2

Methods
Participants
A further 40 students of University of Bielefeld, all native speakers
of German with normal or corrected-to-normal vision, between
18 and 30 years (15 male, mean age: 23, SD age: 3.62) took part
in the experiment. Participants were tested in the eye-tracking
laboratory of Bielefeld University. Sample size was set to 40
to ensure comparability with a related study with children as
participants. Participants received 4 Euro for their participation.
All gave written informed consent. Ethics approval was given by
the university’s ethics board (Vote 2013-007).

Materials
The sentences and scenes were the same as in Experiment 1.
However, the comprehension questions for the 16 experimental
sentences in Experiment 2 were always asked in the passive
voice. Across all trials, participants heard equally many active
and passive comprehension questions. To foreground emotional
valence, the experimenter asked the participant to recall the
prime speaker’s facial expression after four experimental trials
(one per condition). These questions were counterbalanced so
that across participants they appeared after each item in each
experimental condition. In addition, after 12 of the 28 filler
trials participants had to identify emotions (“How are they
feeling?”): they saw (posttrial) the facial expression of the speaker
(always same valence as the prime) next to the face of one of
the characters from the previously seen target scene. The same
female speaker who recorded the item sentences recorded these
questions. In the remaining 16 filler trials, participants were asked
the same active question about the agent/patient of the sentence
as in Experiment 1.

The emotional prime in Experiment 2 consisted of face videos.
In the positive video, a woman changed her facial expression
from neutral into a broad smile (video duration: 5,500ms; change
to positive after 1,300ms). The negative video was constructed
in the same way but the woman’s face turned from a neutral
into a sad expression (see Table 2). We chose the woman’s face
based on a previous rating study of facial emotion photos [DeCot
(2011); unpublished Master’s thesis, N = 18, mean age: 24.7]. In
that study, the woman’s happy and sad facial (static) expressions
were one of the three most recognizable among 15 faces (large
differences between neutral, positive, and negative emotions).We
recorded that woman for the videos of the present study10.

Design and Hypotheses
The design was identical to Experiment 1 (2 × 2, action ×

emotional prime) with the exception that for the prime face,
only the emotional expression varied in valence (Table 2). For

10The woman portraying the facial expressions gave informed consent regarding

the use and publication of her facial expressions for research purposes related to

our studies.
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TABLE 2 | Experimental conditions for Experiment 2.

Condition Prime Action Sentence

A Happy dynamic natural facial expression,

congruent prime

Action depicted Den Marienkäfer kitzelt vergnügt der Kater [“The ladybug

(accusative object, patient) tickles happily the cat

(nominative subject, agent)”]

B Happy dynamic natural facial expression,

congruent prime

No action depicted

C Sad dynamic natural facial expression,

incongruent prime

Action depicted

D Sad dynamic natural facial expression,

incongruent prime

No action depicted

the accuracy data, we predicted to replicate the results from
Experiment 1. However, to the extent that the passive questions
in Experiment 2 minimize the potential ceiling effects (see
Experiment 1), we expected to see more correct answers when
the actions were present (vs. absent), and the emotional prime
face was congruent (vs. incongruent). Participants should further
correctly answer the recall questions about the emotional valence
of the prime face in the experimental trials. For the eye-
movement behavior, we also expected to replicate the fixation
patterns from Experiment 1. However, given the increased task
focus on emotional valence, we predicted stronger effects in
Experiment 2 than 1. If both the naturalness of the prime face and
the increased task focus on emotions boost agent anticipation,
fixations toward the agent (vs. competitor) should be more
pronounced in Experiment 2 than 1. We predicted no between
experiment differences for the action effects.

Analyses
The analyses for the eye-movement data were the same as in
Experiment 1. Accuracy scores for the face recall task were not
analyzed inferentially since they only yielded four data points
per participant. Accuracy scores for the questions about how the
characters are feeling were also not analyzed as these questions
were only asked on filler trials. Analyses of the comprehension

question scores were performed similar to Experiment 1 using
prime and action as fixed factors. However, since all experimental
comprehension questions were in the passive voice, voice was not
included in the models.

Results Experiment 2
Descriptive Eye-Movement Results
Figure 5 plots the time course of fixations to the target agent
relative to the competitor character from the onset of NP1 until
the end of the target display. The log ratios are plotted as a
function of emotional prime and action depiction.

Figure 5 shows that upon hearing NP1, participants, as
expected, look equally often at the agent and the competitor
character. Upon encountering the verb, which makes available
valence and action information, participants begin to look more
at the agent than at the competitor as in Experiment 1. Moreover,
under the conditions in which an action is depicted (red lines),
the listeners’ gaze clearly deviates from gaze in the no-action
conditions (blue lines). This effect lasts from the verb until the
target agent is mentioned (middle of the NP2).

When contrasting the incongruent (dotted lines) and
congruent face prime conditions (solid lines), we note that they
deviate. When no action is depicted, this happens from the end
of the verb and into the adverb region (the solid is above the
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FIGURE 5 | Time-course graph for Experiment 2 from NP1 onset until onset of the question display.

FIGURE 6 | Significant main effect of action in the verb region. Error bars =

95% CIs.

dotted blue line). When an action is present (red lines), the solid
is above the dotted line from the middle of the verb onward until
the middle of the adverb region. The presence of the emotionally
congruent (vs. incongruent) prime thus drawsmore looks toward
the target agent during the verb and the adverb region (recall that
these are the critical word regions as they give away the action
and the valence of the sentence). During the NP2 region, the red
and the blue lines converge again as the agent is named and can
thus be discriminated.

Inferential Eye-Movement Analyses
Inferential statistics indicated a main effect of action: participants
fixated the target agent significantly more than the competitor
during all analyzed word regions when an action was (vs. was

FIGURE 7 | Significant main effect of emotional prime in the verb-adverb

region. Error bars = 95% CIs.

not) depicted, except for the NP1 region11 (i.e., verb region12:
β : −0.826, SE: 0.1409, df : 577.300, t: −5.867, p < 0.01, see
Figure 6). Moreover, a main effect of emotional prime emerged
in the verb-adverb13 (β : −0.364, SE: 0.129, df : 522.3, t: −2.810,
p < 0.01, see Figure 7) and the long region14 (β : −0.224, SE:
0.106, df : 572.7, t: −2.100, p < 0.05). Participants fixated the
target agent significantly more than the competitor when the
speaker’s prime face was positive (vs. negative) upon hearing
the verb-adverb and across the long region. The interaction

11Best-fitting model: log_ratio∼ prime ∗ action+ (1+ action | participant)+ (1 |

item).
12Best-fitting model: log_ratio ∼ prime ∗ action + (1 + prime | participant) + (1

+ prime | item).
13Best-fitting model: log_ratio ∼ prime ∗ action + (1 + action | participant) + (1

+ action | item).
14Best-fitting model: log_ratio∼ prime ∗ action+ (1 | participant)+ (1 | item).
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FIGURE 8 | Example item from Experiment 3: emotional facial expressions of the competitor character (i.e., the rat) and the target agent (i.e., the cat) are increased in

valence compared to items from Experiments 1 and 2 (cf., Figure 1).

between action and emotional prime was not significant (see
the Supplementary Material for additional model parameters of
all analyses).

Accuracy Results
Participants answered 96% of the comprehension question and
99.4% of the face recall question correctly. The analysis of the
answers for the “who-does-what” comprehension questions15

yielded no significant effects of prime face or action.

Discussion Experiment 2
The eye-tracking results reinforce the insight from Experiment
1—viz. that people use the depicted action toward discriminating
the agent of the OVS sentence starting from the verb. In contrast
to Experiment 1, we also observed a significant effect of the
emotional prime in the verb-adverb and long region. As before,
however, the emotional cue seems to be used to a lesser degree
for sentence interpretation than the action depiction as the effects
emerged only in the verb-adverb and long region and were not as
pervasive as the action effect. Participants’ accuracy in answering
both the comprehension and face recall questions was high
(no significant effects of the independent factors on accuracies
were observed).

Experiments 1 and 2 replicated the effects of depicted actions
on the assignment of thematic roles in non-canonical German
OVS sentences. Participants reliably used depicted actions as
contextual cues to anticipate the target agent, facilitating sentence
processing in real time. Yet, whereas the schematic smiley did
not affect real-time sentence processing, the natural emotional
speaker’s face led to a significant effect in the verb-adverb and
the long region, i.e., across the whole sentence. Nevertheless, the
emotional prime face still had a less pervasive effect than the
depicted action. Our final study addressed this issue to examine
the emotional prime effect in more detail. We will briefly address
and motivate each change for Experiment 3 with regard to the
results of Experiments 1 and 2. Note that Experiment 3 was
conducted to maximize finding an effect of the emotional facial

15Best-fitting model: answer ∼ prime ∗ action + (1 + action | participant) + (1 |

item).

expression, resulting in more changes than for an incremental
replication experiment.

Accordingly, we changed the design, materials, presentation,
and task in Experiment 3 such that the focus was on the
speaker’s facial expression. We omitted the action factor and
scenes depicted no actions. Additionally, we removed the middle
character; target scenes only contained the happy-looking target
agent and the grumpy-looking competitor character. Further,
the characters’ facial expressions were rendered more salient
(see Figure 8). In line with this, the emotional facial prime
was introduced in an explicit manner as the speaker of the
sentences: Participants were told that it is a mother who be
reading short sentences about the actions of cartoon characters
to her child. With the prime face now being explicitly introduced
as the speaker, we hoped to increase participants’ emotional
expectations about the following scene: A happy-looking speaker
is more likely going to utter an emotionally congruent (vs.
incongruent) event, which more likely features a happy (vs.
grumpy) looking agent. The visual scene was reduced in
complexity, giving participants the chance to focus on the linking
of emotional valence between the visual and linguistic input.
Moreover, this linking was made more explicit to participants,
highlighting its ecological validity, by framing a real-world
interactive setting between a mother and her child.

We hypothesized that the less pervasive effect of the emotional
prime effect might be due to the different ways of cue
presentation. While the depicted actions were present during
real-time sentence processing, the emotional prime face was
presented prior to encountering the target scene and sentence.
In Experiment 3, we presented the speaker’s facial expression as
a prime because presenting it simultaneously together with the
target scene while participants listen to the OVS sentence would
have drawn attention away from the characters [unpublished
pilot data from another study (2011) supports this view].
However, we decreased the scene preview time from 2,000 to
500ms. This shortens the time for which the emotional prime
must be retained in working memory, perhaps facilitating its
effects on the processing of the target sentence.

A further change concerned participants’ task. In Experiments
1 and 2, participants answered comprehension questions in the
active or passive voice for who-is-doing-what-to-whom and/or

Frontiers in Psychology | www.frontiersin.org 13 August 2021 | Volume 12 | Article 547360200

https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org
https://www.frontiersin.org/journals/psychology#articles


Maquate and Knoeferle Social Context vs. Linguistic Reference

questions about the emotional expression of the prime face
and the feelings of the depicted characters. No time limit had
been imposed and accuracy had been at ceiling. To assess
whether participants kept the prime face in memory during the
trials, in Experiment 3 we presented them with a screenshot
of either the positive or the negative speaker face after each
trial. Participants were instructed to verify via button press as
quickly and accurately as possible whether the screenshot of the
facial expression matched the speaker’s expression in the prime
video. We further assessed participants’ reaction time for the
assignment of thematic roles. On each trial, following the face
verification, the target sentence was repeated in SVO structure.
Participants were asked to verify as quickly and accurately as
possible whether the OVS target sentence and the SVO sentence
described the same event or not. A correct answer indicated
participants had understood the thematic role relations in the
OVS sentence. Finally, as we had 16 experimental items and
relatively low power, we increased our sample from 40 to
64 participants.

With the implemented changes, the resulting simplified design
and a stronger focus on the interactive and situated setting in
the instructions, we expected to find a more pervasive effect of a
speaker’s emotional facial expression on the real-time processing
and thematic role assignment of non-canonical OVS sentences,
if, as Experiment 2 suggested, emotional facial expressions can
indeed facilitate the assignment of thematic roles.

EXPERIMENT 3

Method and Design
Participants
A further 64 students of Humboldt-Universität zu Berlin, all
native speakers of German with normal or corrected-to-normal
vision, between 18 and 30 years (32 male, mean age: 23, SD age:
3.39) took part in the experiment. Participants were tested in
the eye-tracking laboratory of Humboldt-Universität zu Berlin.
One participant had to be excluded due to a technical problem.
Participants received 8.50 Euro for their participation. All gave
written informed consent. Ethics approval was given by the
ethics board of the German association for linguistics (DGfS,
Laboratory ethics approval, valid from September 17, 2016 to
September 16, 2022).

Design
We are only reporting the changes compared to Experiment
2 here. We removed the depicted actions, and retained the
factor emotional prime with two levels: congruent prime vs.
incongruent prime. We additionally changed the face recall
questions to prime face verification: participants are now
asked to decide as quickly and accurately as possible if the
speaker’s prime face matches the posttrial picture of the speaker’s
face. Additionally, we changed the who-does-what question:
participants heard a sentence eithermatching ormismatching the
target OVS sentence in content, sentence structure, or in both.
They decided as quickly and accurately as possible whether the
content in the two sentences was identical or not. Participants
answered with their left and right index fingers using yes/no
buttons on a button box. The position of the yes/no buttons was

counterbalanced across participants. One experimental session
took about 50 min.

Materials
We removed the middle character (the patient) from the scenes,
such that participants’ attention is only divided between the
target agent and the competitor character. Moreover, the target
and competitor character’s emotional facial expressions were
improved such that the competitor character’s face was very
negative and the target agent’s face very positive (see Figure 8).

For the prime face verification questions, a screenshot of the
final frame of the speaker’s emotional prime face video was taken
and used in each condition: For all critical items in a list, the
picture of the test face was positive in half of the trials and
negative in the other half. Moreover, the test face matched the
prime face in the video in half of the trials and mismatched in
the other half of the trials. The filler trials were also followed
by either a (mis) matching positive or (mis) matching negative
emotional prime face picture. Across all trials, the valence and
emotional match of the pictures used for prime face verification
were counterbalanced within and across lists and participants.

We further created 16 SVO versions of the critical OVS item
sentences for the sentence verification questions. All critical
to-be-verified sentences matched in content, i.e., also in role
relations and only mismatched in sentence structure, thus
requiring a yes answer. Additionally, we created a verification
sentence for each of the 24 filler sentences: The filler sentences
either mismatched in sentence structure (N = 4), in content (N
= 22), or matched in structure (N = 24) or in content (N = 6)
with the to-be-verified sentence. Across all 44 critical item and
filler trials, 24 of the verification sentences matched in structure
and 20 mismatched. Also, half of the 44 verification sentences
matched in content with the to-be-verified sentences and the
other half mismatched in content. This resulted in half of the
trials requiring a yes and half of them requiring a no answer for
each participant. The same speaker (PK) that recorded the critical
and filler sentences also recorded the sentences for the sentence
verification question.

Hypotheses
If we find more looks to the target agent (vs. the competitor)
during the verb-adverb region in the positive congruent prime
condition (vs. the negative incongruent prime condition), we
could conclude that participants have (a) correctly assigned
thematic roles even in the absence of depicted action cues and
(b) have done so in a facilitative fashion with the help of the
positive prime face. The reaction-time data should corroborate
that participants are faster in verifying OVS/SVO event identity
when the prime is congruent (vs. incongruent). Conclusions
regarding the assignment of thematic roles are less clear if,
however, we only find effects of the positive prime face in the eye
tracking but not the reaction-time data. People would still have
established an on-the-fly link between the positive face, the target
agent’s happy facial expression and the positive verb-adverb.
But—in the absence of an emotional prime effect on the response
times—we could not be sure that the emotional prime improved
the post-trial comprehension of the role relations. By contrast, if
we find an effect of the positive prime face in the response times
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FIGURE 9 | Procedure of a trial in Experiment 3. The example shows a “yes” response for the face-face verification, and for the OVS target-sentence/posttrial SVO

sentence verification.

but not in the eye-movement record, then we could conclude
that the prime face helps participants to correctly assign thematic
roles but that this effect takes time and participants cannot use it
“on the fly” to ease the assignment of thematic roles.

Procedure
Each trial started with a fixation dot (not depicted in Figure 9),
followed by the positive (vs. negative) emotional prime face
video of the speaker of the following sentence. After the video
(5,500ms), participants encountered the scene showing the
happy-looking target agent (the cat in Figure 8) and the grumpy-
looking competitor (the rat in Figure 8) for 500ms before the
OVS sentence started to play. Participants looked at the scene
while listening to the sentence. Following the sentence, the
prime face verification display showed either a positive or a
negative static frame from the prime face video. Participants
indicated as quickly and accurately as they could if this facial
expression matched the speaker’s facial expression in the prime
video. Following the button press, a question mark appeared on
the screen. About 500ms after the onset of this question mark,
participants listened to the to-be-verified SVO sentence. They
were asked to judge sentence identity as quickly and accurately
as possible.

Analyses
The analyses of the eye-tracking, accuracy, and response-time
data followed the same procedure as for Experiments 1 and 2
(see Sections Eye Movements and Analyses) but the eye-tracking

data analysis was performed on correctly answered trials only.
The fixed factor for the eye-tracking analyses was emotional
prime (congruent vs. incongruent). The fixed factors for the
prime face verification accuracy and RT analysis were emotional
prime (congruent vs. negative) and match (prime face—test face
match vs. prime face—test face mismatch). The fixed factor for
the sentence verification accuracy analyses was emotional prime
(congruent vs. incongruent). The response-times for the prime
face verification and the sentence verification questions (for the
correctly answered trials only) were analyzed by mixed-effects
models using log transformed reaction times as a dependent
variable and prime and match (match was not a fixed factor in
the sentence verification question because all critical items were
followed by a matching SVO sentence) as fixed factors. Reaction
times +/- 2.5 SD∗ condition mean were treated as outliers and
excluded from the analysis.

Results Experiment 3
Descriptive Eye-Movement Results
Figure 10 shows the time-course graph for Experiment 3.
Whereas participants did not seem to have a preference to either
look at the competitor or at the target agent during the first noun
phrase and until the middle of the verb region, a preference to
lookmore at the target agent emerged from themiddle of the verb
until the middle of the adverb region in the incongruent prime
condition. Interestingly, this deviation between the solid and the
dotted blue line shows that participants fixated the happy-looking
target agent (vs. the grumpy-looking competitor) more after
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FIGURE 10 | Time-course graph for Experiment 3 from NP1 onset until onset of the prime face verification display.

FIGURE 11 | Significant main effect of prime face in the long region (correctly

answered trials only, Experiment 3). Error bars = 95% CIs.

having been primed with a negative and sentence valence-
incongruent (vs. positive valence-congruent) speaker face. At
the end of the adverb region and until the end of the sentence,
participants started to look at the target agent in both conditions
when it was named in the NP2 region but descriptively more in
the incongruent (vs. congruent) prime condition.

Inferential Eye-Movement Analyses
Accuracy in the prime face and sentence verification questions
was lower (92 and 77% correct answers, respectively) than for
the who-does-what questions (96% correct answers in both
Experiments 1 and 2). Given the lower accuracies, we excluded
incorrectly answered prime face verification and sentence
verification trials from the analysis. The analyses revealed a
significant main effect of emotional prime in the verb-adverb16

(β : 0.2749, SE: 0.1192, 16.0189, t: 2.307, p < 0.05) and in the

16Best-fitting model: log_ratio ∼ prime + (1 + prime | participant) + (1 + prime

| item).

long region17 (β : 0.25010, SE: 0.09261, df : 17.88568, t: 2.700 p
< 0.05, see the Supplementary Material for additional model
parameters of all analyses): participants in the verb-adverb region
and across the sentence fixated the competitor character more
after having seen a positive congruent (vs. negative incongruent)
prime face and vice versa (see Figure 11)18.

Accuracy Results
Across conditions, participants answered 92% of the prime
face verification questions and 77% of the sentence verification
questions correctly. The analysis revealed a marginal (β :
−0.3842, SE: 0.2020, z: −1.902, p = 0.0571) main effect of prime
face for the face verification questions19: participants answered
more verification questions correctly when the prime face was
congruent (47% vs. incongruent 43%, see Figure 12). Accuracies
for match (vs. mismatch) conditions did not differ significantly.
The accuracy analysis for the sentence verification question did
not yield any significant effects of the manipulated factor20.

Reaction Time Results
The reaction time analysis for the prime face verification
question revealed a significant main effect of emotional prime
(β : 0.030808, SE: 0.008537, df : 814.045317, t: 3.609, p < 0.001),
a significant main effect of match (β : 0.058065, SE: 0.008648,
df : 818.756839, t: 6.714, p < 0.001), and a significant emotional
prime x match interaction (β : −0.028995, SE: 0.008649, df:
817.432855, t: −3.352, p < 0.001): participants responded
faster when the prime face was congruent (vs. incongruent,

17Best-fitting model: log_ratio ∼ prime + (1 + prime | participant) + (1 +

prime | item).
18Including all trials (correctly and incorrectly answered) in the analysis yielded a

significant main effect in the long region (p < 0.001), the effect in the verb-adverb

region did not reach significance, but the result pattern stays identical.
19Best-fitting model: answer∼ prime+ (1+ prime | participant)+ (1 | item).
20Best-fitting model: answer∼ prime+ (1+ prime | participant)+ (1 | item).
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FIGURE 12 | Marginal main effect of the prime face for the accuracy data in

Experiment 3. Error bars = 95% CIs.

FIGURE 13 | Significant main effects and interaction for the reaction time data

in Experiment 3. The prime was congruent (vs. incongruent) with sentence

valence. The test face either matched or mismatched with the prime face.

Error bars = 95% CIs.

see Figure 13) and when the prime face valence and the test
face valence matched (vs. mismatched, see Figure 13) with each
other. Moreover, they responded faster when the prime face was
congruent and matched (vs. incongruent and mismatched) with
the test face (see Figure 13)21. The reaction-time analysis for
the sentence verification question did not reveal any significant
effects of the manipulated factors.

Discussion Experiment 3
In Experiment 3, we set the focus on the emotional prime face
as a cue for language processing and highlighted the emotional
valence and its relevance in the experimental materials, the task,
presentation, and the design. We predicted that the increased
focus on the emotional valence information would bring out
the effect of the emotional prime face that we observed in
Experiment 2 even more, i.e., participants were expected to
anticipate the happy-looking target agent during the positively

21Best-fitting model: log_RT∼ prime ∗ match+ (1 | participant)+ (1 | item).

valenced verb-adverb and long region more when they had been
primed with a congruent (happy vs. incongruent, sad) speaker
facial expression. The emotional prime face did affect the looks
to the characters in the scene, and this effect emerged in the same
regions as in Experiment 2 (the verb-adverb and the long region).
However, the directionality of the effect goes into the opposite-
than-expected direction. Participants preferred to look at the
grumpy-looking competitor character more after being primed
with a sentence-congruent (positive) prime face and preferred
to look at the happy target agent more after being primed with
a sentence-incongruent (negative) prime face (Figures 10, 11).
The reaction time and (to some extent) the accuracy of the
face verification data, on the other hand, show that participants
verified the positive test face picture faster and more accurately
after being primed with a congruent (positive) speaker prime face
(vs. incongruent negative). We discuss this finding in the general
discussion (see Section The Reversed Priming Effect).

GENERAL DISCUSSION

In three visual-world eye-tracking experiments, we assessed
whether participants’ incremental comprehension of non-
canonical OVS sentences is modulated to the same extent by
referential cues (depicted actions) and non-referential cues, i.e.,
visual (social) cues (positive facial emotions that are arguably
non-referentially linked to the sentence meaning).

The Action Effect
In Experiments 1 and 2, participants made extensive use of the
depicted action (vs. no action) for online sentence processing.
They were more likely to anticipate the correct target agent (vs. a
competitor) during OVS sentence processing in real time when
the agent depicted in the scene was performing (vs. was not
performing) the action mentioned in the sentence. We hence
replicated existing findings demonstrating that a supportive
visual context, which is referenced by the linguistic input, can
rapidly facilitate OVS sentence processing and the assignment
of thematic roles (cf., Knoeferle et al., 2005, 2008; Zhang and
Knoeferle, 2012).

The Positive Prime Effect
The positive prime face, by contrast, had only a significant effect
on sentence comprehension when the prime face was human
(Experiments 2 and 3), but not when it was a smiley (Experiment
1). Moreover, the effects of the emotional facial expression
were less pervasive compared to the effects of the referenced
depicted action.

The latter finding could be caused by the way the listeners
link aspects of the scene to language. While the depicted action
is mediated by its referring linguistic expression (the verb),
matching the emotional valence of a preceding prime face to
the target character’s facial expression and to the valence of
the adverb is arguably more complex. In our view, the greater
complexity arises because, first of all, the listener must infer the
valence of the emotional prime face, since no emotion labels are
provided. Keeping the inferred emotion in memory, s/he then
inspects the target scene and starts to interpret it in relation to the
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unfolding OVS sentence. Only when the valence of the emotional
sentence becomes clear (during the verb and adverb regions),
could the listener reactivate the previously seen emotional face
and link the valence of the face to the emotional adverb and
the happy smile of the target agent. In Experiment 2, this prime
face-language connection enabled anticipatory looks to the target
agent. We propose that effects of the non-referential cue arguably
involve more processing steps than the effects of the referential
cue on real-time assignment of thematic roles (the verb mediates
the action and the associated agent that can fill a thematic
role slot).

Alternatively, the effects of the emotional primes were
less pervasive than of the actions because of differences in
presentation. While the depicted action was present during
sentence presentation, the emotional facial expression was shown
and then removed before the onset of the target scene and
sentence. Thus, whereas the listener had access to the depicted
action throughout comprehension, the emotional prime face
had to be held in working memory from the end of the
prime presentation until the end of the trial. The effects of
the emotional prime might be less pervasive because relating
visual and linguistic input is arguably easier when both are
presented together than when they are presented separately. This
assumption is indirectly supported by Glenberg and Robertson’s
(1999) indexical hypothesis. It assumes that the referencing (or
indexing) of language to the visual context is easier when both are
co-present compared to when they are presented separately. That
said, other studies have reported emotional face effects in a serial
prime-target paradigm. The prime and target presentation in
Carminati and Knoeferle (2013) were—just like in our studies—
serial in nature.

Another reason for why the effects of the non-referential
cue were less pervasive could be the different sentence
structures investigated. Recall that Carminati and Knoeferle
(2013) and Münster et al. (2014) investigated emotional
priming effects on the processing of SVO sentences. Processing
structurally challenging non-canonical OVS sentences and
assigning thematic roles, as was the case in our studies, is arguably
a cognitively more demanding task than reconciling a prime
face with the semantic meaning and valence of a canonical SVO
sentence. Linking a speaker’s emotional facial expression to a
corresponding emotionally valenced adverb and a character’s
emotional facial expression while assigning thematic roles in a
non-canonical OVS sentencemight account for the subtler effects
compared to the study by Carminati and Knoeferle (2013) and
Münster et al. (2014).

However, while being less pervasive than the effects of the
depicted action in Experiment 2, the emotional prime effects
provide some support for the view that the valence of a prime
face can also facilitate the real-time assignment of thematic roles
in non-canonical German OVS sentences.

The Naturalness of the Emotional Prime

Face
The analyses also revealed significant effects of the dynamic
natural (but not the smiley) emotional facial expressions. One
possible reason for that could lie in the changes in emotional
prime presentation between Experiments 1 and 2. While the

happy utterance-congruent smiley (Experiment 1) contrasted
with a (nonemotional utterance-unrelated) static red star, the
valence congruence manipulation in Experiment 2 was achieved
by contrasting a woman’s happy (utterance-congruent) and
sad (incongruent) facial expressions. Hence, we contrasted an
emotional with a non-emotional prime in Experiment 1 but one
woman’s facial expression of contrasting valences in Experiment
2. In order to strengthen our claim that only the naturalness of
the emotional prime face elicited an effect in Experiment 2 but
not 1, the happy smiley prime in Experiment 1 would have to
be contrasted directly with a sad smiley prime instead of a red
star in a follow-up study. Additionally, using valence-contrasting
faces in Experiment 2 may have increased the overall awareness
of emotions in the study and boosted prime effects compared
to Experiment 1. This might additionally be the case because in
Experiment 2, the focus on emotions was further increased by
occasionally asking participants to comment on the characters’
feelings and to recall the valence of the prime face.

However, it could also be argued that the longer exposure
duration of the natural facial prime (5,500 vs. 1,750ms for the
schematic smiley) caused its better integration into sentence
processing. A longer exposure to the emotional expression might
have led to more in-depth processing of the emotional content
although the studies that have varied stimulus duration (from
as short as 50ms to 10 s) of emotional facial expressions found
no effect of the duration manipulation on emotion perception
and recognition for happy faces (Calvo and Lundqvist, 2008;
Codispoti et al., 2009). Hence, the stronger effects of the natural
dynamic facial expression are likely due to its higher ecological
validity and not the longer stimulus exposure.

Ecological validity might have contributed to a better
integration of the human (compared to the smiley) prime face
into the real-time processing of the OVS sentence. The target
sentence was spoken by a female voice, and the gender match
with the face prime might have encouraged participants to more
readily perceive the happy-looking woman as the speaker than a
smiley. That this is likely the case is also supported by “Theory
of Mind” assumptions (e.g., Premack and Woodruff, 1978).
Using the facial expressions of our interlocutors, we attribute
our own mental states to others and expect the other person to
act like we would have acted with a similar facial expression.
Additionally, the use of more naturalistic real-world stimuli
in experiments, especially those on emotion and language, is
recommended (e.g., Adolphs, 2006). Many studies on human
(social) cognition often use morphed, synthetic, or static faces.
The social link that two humans establish during communication
may not emerge in the same way when one partner is not
human (e.g., a synthetic face or a smiley). This conclusion is
also supported by recent behavioral and ERP evidence showing
that schematic/cartoon faces are not processed as deeply as a
natural facial expression and that more attentional resources are
allocated to natural faces (e.g., Schindler et al., 2017; Kendall,
2019; Zhao et al., 2019; see Section Non-Referential (Visual)
Social Cues: Facial Emotions). In our Experiment 2, the natural
facial prime may have set up the expectation of a human
speaker more than the smiley in Experiment 1, eliciting a better
integration with the target agent’s facial expression and the
positive sentence.
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The Reversed Priming Effect
However, when the emotional facial expressions of the
competitor character and target agent were more salient,
the anticipatory effect of the congruent prime face reversed.
Participants were more likely to fixate the grumpy-looking
competitor character (vs. happy-looking target agent) during
the verb-adverb and long region when having been primed with
a positive (vs. negative) speaker face. We did not predict this
reversal but identified possible reasons post-hoc.

To recap, in Experiment 2, the visual scene that participants
saw while listening to the positively valenced sentence contained
the happy-looking target agent alongside a neutral-looking
patient and a slightly grumpy-looking competitor character.
In Experiment 3, we omitted the neutral-looking patient and
increased the valence of both the target agent’s and the competitor
character’s emotional facial expressions. This means that the
slightly grumpy-looking competitor character was given a really
grumpy face (e.g., by lowering the corners of the mouth and
lowering and tilting the eyebrows) while the happy-looking target
agent’s face was made even happier looking (e.g., increasing the
size of the eyes, opening the smile, and raising the eyebrows).
That is, in Experiment 3, the emotional valence of the target scene
was foregrounded and the valence highlighted.

We assume that in both experiments, the congruent happy
speaker prime face raised expectations toward an upcoming
happy event. In Experiment 2, following this congruent prime
face, and with the expectations toward a positive event in
mind, participants faced a scene in which the emotionally
most salient character is the happy-looking target agent. The
slightly grumpy-looking character might not have been as
emotionally salient andmight hence not have violated the primed
positive expectations. Hearing the verb and adverb describing
the happy event in the scene, participants quickly used their
expectations and the congruent positively valenced linguistic
input to direct their fixations toward the also happy-looking
target agent. When that agent was named, their expectation
that this is indeed the character carrying out the positive action
is confirmed.

In contrast, in Experiment 3, following the congruent prime
face, participants encounter a scene featuring a very grumpy-
looking and a very happy-looking character. Both characters’
facial expressions might be salient, but it could be that the really
grumpy-looking character drew more attention than the really
happy-looking character. This idea is supported by evidence
suggesting that negative emotional facial expressions and events
draw more attention and are better memorized than positive
faces and events [at least for younger adults (e.g., Grühn and
Scheibe, 2008; Lamy et al., 2008; Finn et al., 2012; Bach et al.,
2014)].

The very grumpy-looking character might also violate the
positive expectations more than it did in Experiment 2 (in which
the face was only slightly grumpy). Rothermund et al. (2011), for
example, showed incongruency effects in affective processing in
emotionally mismatching situations. Further findings show that
attention is directed to materials opposite in emotional valence
to the perceiver’s current focus of attention (Rothermund, 2003;
Rothermund et al., 2008). This attentional state moreover can

but does not have to be explicitly induced by, for instance,
imagining personal positive or negative events or watching
emotionally valenced movies (Schwager and Rothermund, 2013).
In Schwager and Rothermund (2013), participants first imagined
a personal emotional situation (Experiment 1) or watched
positive or negative emotional movie clips (Experiment 2).
Following the imagination or movie, they performed a visual
search task (Experiment 1) or an emotional Stroop task
(Experiment 2) featuring positive and negative target words
(Experiment 1) or pictures (Experiment 2). The results showed
that participants were more accurate in both experiments for
opposite-valence targets. Moreover, in both experiments, the
reaction times suggested that participants were also faster in
detecting opposite-valence targets.

A similar interference effect has recently been reported for
real-time language processing (Guerra and Knoeferle, 2017,
2018). In an eye-tracking reading study, Guerra and Knoeferle
(2017) investigated how visually perceived spatial distance
influences the interpretation of social relationships between
agents and patients in sentence processing. Visually perceived
spatial distance was established via pairs of playing cards,
which either moved closer together or farther apart. The nouns
referring to the agent and patient in the following German
target sentence were printed each on one of the two cards.
The card movements primed the written target sentence either
expressing a friendly (i.e., close) or an unfriendly (i.e., far)
relationship between the agent and patient, such as Sandra met
her aunt cheerfully/grumpily at the health center (translation).
In Experiment 1, in these sentences, the adverb expressing the
social relation between the protagonists (i.e., Sandra and her
aunt) appeared after the second noun (i.e., aunt). The results
revealed shorter reading times in the adverb region when the
cards moved close together and the sentence expressed a friendly
relationship between protagonists compared to when prime
card movement and target sentence did not match in social
meaning. Hence, participants experienced a facilitation effect
in sentence reading. However, in Experiment 2, Guerra and
Knoeferle (2017) decreased the temporal distance between the
card presentation and the (mis)matching adverb by moving the
adverb in the sentence from after to in front of the second
noun phrase (i.e., Sandra met cheerfully/grumpily her aunt).
The results revealed longer reading times for matching vs.
mismatching social meaning. Thus, participants experienced
an interference effect. The authors argue that the shift from
facilitation to interference is due to an increased competition
between two strongly activated representations of the same
conceptual representation: When the previously seen playing
cards prime the activation of the concept of un/friendliness and
the adverb is encountered late after the agent–patient relationship
has been established, sentence processing is facilitated. However,
when the adverb is encountered before the second noun phrase,
the concept of un/friendliness is activated earlier and competes
in activation with the same concept activated by the matching
playing cards. In the latter case, sentence processing took longer.

This reversal might be similar to the reversed priming
effect in the present Experiments 2 and 3: whereas we see
increased fixations to the happy-looking target agent in the
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adverb region in Experiment 2, we see increased fixations to
the grumpy-looking competitor agent in the adverb region in
Experiment 3. In Experiment 3, in contrast to Experiment 2,
we not only increased the salience of the target agent and
the competitor agent’s opposing emotionally valenced facial
expressions, but also we decreased the preview time of the target
scene from 2,000 to 500ms. Just like in Guerra and Knoeferle
(2017), two conceptual representations might be competing for
activation because they were activated in temporal proximity,
thus reversing the effect. Crucially, in their final experiment,
when Guerra and Knoeferle (2017) used the German sentences
from their first experiment and inserted an additional neutral
word between the second noun and the adverb (transl.: e.g.,
Sandra met her aunt unequivocally cheerfully at the health center),
they again found facilitation effects. Hence, the activation time
between two similar conceptual representations seems to be
crucial for the directionality of the effects regarding real-time
language comprehension.

Taken together, the reversal of the result pattern that we
see in Experiment 3 could (a) be due to the competitor
character’s highlighted negative facial expression, which violated
the primed positive expectations and the positively valenced
sentence. This explanation is also in line with studies showing
that semantically inconsistent objects in scenes attract more
attention (i.e., more fixations) than consistent objects based
on the viewer’s expectations and world knowledge about what
a particular scene usually contains [e.g., a cocktail glass vs.
a microscope in a kitchen scene (Henderson et al., 1999)].
However, following Guerra and Knoeferle (2017, see also 2018),
the reversal of the result pattern that we see in Experiment 3
could (b) be also due to the timing of stimulus presentation
in our experiments. Since we implemented both changes (i.e.,
the increase in emotional salience and the reduced target scene
preview time), further investigations need to tease apart which
of the two factors is responsible for the reversal of the effect in
Experiment 3 compared to Experiment 2.

Real-Time Assignment of Thematic Roles

via Emotional Facial Expressions
The results from Experiment 2 suggest that participants use the
speaker’s emotional facial expression to anticipate the correct
target agent when they can link the facial expression to the verb
and adverb of the sentence, thus filling the agent role slot in real-
time processing before the target agent is mentioned. Accuracy
scores in Experiment 2 were at ceiling. These ceiling effects might
have overshadowed potential off-line effects of the emotional
prime face.

Experiment 3, however, seems to paint a slightly different
picture compared to our initial interpretation of the results. In
Experiment 3, in order to verify whether the content of the
SVO and OVS sentences is the same, participants need to have
correctly assigned the thematic roles in the sentence. Although
this task was more difficult for participants than the passive
who-does-what questions from Experiment 2 (77 vs. 96% correct
answers), no effects of the prime face on sentence verification

accuracy emerged. Experiment 3’s null effect in the sentence
verification accuracy plus the reversed result pattern in the eye-
tracking data calls our interpretation that the positive prime face
facilitates real-time assignment of thematic roles (Experiment 2)
into question.

What the eye-tracking data does tell us though is that the
linguistic input together with the emotional facial expression
modulates attention to the characters in the scene, since the
first effects emerged after the NP1 region, triggered by the verb
and the adverb. Whether these effects are, however, specific to
the assignment of thematic roles is less clear. The reversal of
the result pattern in Experiment 3 could simply be due to the
enhanced negative facial expression of the competitor character
in the scene (see Section The Reversed Priming Effect). It could
mean that the assignment of thematic roles can be facilitated by
using the expectations based on the face in real time, if the visual
context does not portray strongly opposing valence information
(i.e., an only slightly grumpy-looking competitor, a neutral
patient, and a happy-looking target agent) and/or if similar
conceptual representations do not compete for activation in
temporal proximity. The expectations to what should come next
might be violated by seeing a valence-incongruent character on
the screen next to a valence-congruent character. That contrast
might have drawn listeners’ attention to the valence mismatching
(vs. matching) character when the positive verb-adverb region
confirmed the expectations derived from the positive prime
face (cf., Henderson et al., 1999; Schwager and Rothermund,
2013).

Alternatively, the effects we find in Experiment 2 are due to
linking the positive facial expression to the positive sentence,
which in turn directs attention to the character with the valence-
matching facial expression without any assignment of thematic
roles involved. Since the off-line effects did not support the
real-time emotional prime effects, it might be argued that
participants did not assign thematic roles based on the match
between the emotional prime face, the positive sentence, and the
target agent’s facial expression, but merely performed a “valence
match” between the different positively valanced information
types. However, note that this conclusion cannot be drawn
for the depicted action effect. Even though our data does not
reveal significant off-line effects, previous research indicates that
depicted actions can clearly be used to facilitate the assignment
of thematic roles in real time and posttrial (e.g., Knoeferle
et al., 2005, 2008). Our results suggest that utterance-congruent
emotional facial expressions of a speaker can modulate attention
during real-time language processing. Further research needs
to investigate whether emotional face primes also facilitate the
assignment of thematic roles.

Finally, the diverging results between Experiments 2 and
3 have crucial implications for psycholinguistic visual-world
research: Even slight changes in the materials and timing could
change the pattern of results in unexpected ways (e.g., Guerra
and Knoeferle, 2014; Knoeferle et al., 2014). Future research may
want to replicate these timing- and stimulus-related changes in
the directionality of the observed effects and further assess timing
and stimulus variability.
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CONCLUSIONS

Our results provide some support for the view that a natural
facial expression of emotions elicited a priming effect on
the interpretation of emotionally valenced OVS sentences (in
contrast to a schematic smiley). Crucially, our studies show that
different kinds of information in a visual context and distinct
language-world relations yield distinct visual context effects on
language processing. As one reviewer pointed out, it is, of course,
also possible to establish different degrees of referentiality by
using different linguistic cues, i.e., the emotion verb like is
arguably non-referential in contrast to the action verb kick. Even
though this would be an interesting issue to explore and likewise
foster our insights on different degrees of referentiality, limiting
referentiality vs. non-referentiality to linguistic expressions alone
does not allow us to pit different extralinguistic (social) cues, i.e.,
emotional facial expressions and depicted actions, against each
other. Interestingly, Experiment 3 showed that the exact nature
of the situation in which emotional facial cues are embedded
seems to influence the directionality of the effects. Clearly, more
research is needed, which explores the effects of referential
and non-referential (e.g., social) cues and their relation to each
other in real-time language processing. Our studies represent a
first step in going beyond the integration of referential cues in
language comprehension and suggest that subtler and crucially
also social cues, such as the emotional facial expression of
a speaker, can affect real-time language comprehension. The
reported findings pave the way for extant real-time language
processing accounts to include the effects of non-referential
(social) visual cues, their modulation by the naturalness of facial
expressions, and their relative effect differences compared with
referential (action) cues.
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The purpose of the study was to investigate the cognitive processes of English as second

language (L2) learners that are involved in their task-based pragmatic performances in

academic settings. This study, therefore, examined the cognitive processes of 30 English

L2 learners when engaging in various role-play-based pragmatic performances, such

as requesting a recommendation letter from a professor and negotiating an agreeable

meeting time with classmates. The qualitative analyses of the retrospective verbal reports

(RVRs) data of the participants indicated that the learners employed a series of cognitive,

metacognitive, and pragmatic strategies when accomplishing various speech acts (e.g.,

requests and refusals). This study hoped to make two new contributions to the field.

First, the study provided empirical evidence to validate the theoretical taxonomy of the

strategy use of learners in L2 pragmatics. Additionally, the theoretical foundations of

current research on cognitive processes are primarily informed by pragmatic theories.

Thus, the study aims to explicate a more comprehensive view of the cognitive processes

of L2 learners in pragmatic performances by employing the theories from both pragmatic

and learner strategy perspectives.

Keywords: cognitive processes, metacognitive and cognitive strategies, pragmatic strategies, L2 pragmatic

competence, task-based language teaching, role-plays

INTRODUCTION

Various communicative language ability models (see Canale and Swain, 1980; Bachman and
Palmer, 1996, 2010) have suggested that language ability includes both language knowledge
and strategic competence (e.g., the metacognitive and cognitive strategies of L2 learners). These
strategies are “conscious or semi-conscious thoughts and actions deployed by learners, often with
the intention of enhancing their knowledge of, and facility with an L2” (Ishihara and Cohen,
2010, p. 228). Pragmatic competence has been widely recognized as an essential ability to use
language appropriately in a social context (Taguchi and Roever, 2017). Similar to other linguistic
competence, pragmatic competence also consists of both the pragmatic knowledge and cognitive
processes of L2 learners. With increasing attention on pragmatic performance, in particular, a more
comprehensive understanding of the pragmatic competence of L2 learners could be reached if
research also focuses on the cognitive processes involved during the pragmatic performance of
these learners besides their pragmatic knowledge (e.g., Robinson, 1992; Cohen, 2005; Ren, 2014;
Chen, 2015). Such research would yield more information about the reasons underlying language
choices and productions related to pragmatic competence (Gass and Mackey, 2000; Li and Gao,
2017).
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Currently, one particular focus in L2 pragmatics is
understanding pragmatic learning needs in an English for
academic purposes (EAP) setting. Studies have investigated
the cognitive processes of L2 students that are involved in
spoken and written communication in various EAP contexts
(e.g., Chen, 2015) and various speech acts, such as apologies,
complaints, and requests (Woodfield, 2010, 2012). With the rise
of a task-based approach to L2 pragmatic competence (Taguchi
and Kim, 2018), pragmatic tasks, such as role-plays, with
concrete communicative goals have been considered as viable
pragmatic research instruments as they can tap into language
use in real-life contexts. Accordingly, the scope of L2 pragmatic
competence is well-represented by this model. For this reason,
This study investigated the cognitive processes of L2 learners
that are involved in role-play-based pragmatic performances in
order to reveal these cognitive processes more accurately.

The cognitive processing of an L2 learner is extremely
complex and multidimensional (Bi, 2015, 2017). To this end,
the study argues that the majority of previous research on
the cognitive processes of L2 learners in their speech acts are
informed by pragmatic theories rather than the theories of
learner strategy research. In order to fully understand the nature
of the cognitive processes underlying L2 pragmatic performance,
more studies connecting theories in diverse disciplines (e.g.,
language learning, psychology, and metacognition theories) to
pragmatic cognitive processes are necessary.

LITERATURE REVIEW

Cognitive Processes From a Pragmatic
Perspective
To date, the majority of studies on the pragmatic cognitive
processes of learners have primarily relied on L2 pragmatic
theories. In addition, most pragmatic researchers (e.g., Robinson,
1992; Cohen and Olshtain, 1993; Ren, 2014; Chen, 2015) used
retrospective verbal reports (RVRs) to examine the cognitive
processes in pragmatic production. This group of researchers
has revealed that a number of mental activities occur in the
minds of L2 learners during different speech acts. Notably,
the researchers paid close attention to the cognitive processes
of L2 learners regarding their sociopragmatic knowledge and
pragmalinguistic knowledge production, which characterize two
key theoretical dimensions of pragmatic competence (Leech,
1983). For instance, a longitudinal study by Ren (2014) on the
variations in the cognitive processes of L2 learners reported
that one effective strategy was the development of the control
learners have over-attention to pragmatic knowledge through
the application of additional cognitive processes that can control
and regulate other processes. However, these studies did not
present specific findings related to pragmatic cognitive processes.
For instance, there were no detailed explanations about what
sociopragmatic or pragmalinguistic cognitive processes were
employed by learners in order to successfully complete real-life
pragmatic tasks in academic contexts.

Furthermore, a closer look at the most recent investigations
of cognitive processes in L2 pragmatic competence shows that

there seems to be a lack of representation in the L2 pragmatic
construct. For instance, Chen (2015) used the RVRs approach to
examine the cognitive processes of L2 learners in an email task
involving different requests to the lecturers in their university.
Fifteen Chinese EFL learners reported a number of politeness,
planning, and evaluation processes to compose their emails.
The contributions of these studies to the current understanding
of cognitive processes in pragmatic performance are evident.
However, the instruments used in these previous studies do
not fully represent L2 pragmatic competence. L2 pragmatic
competence entails complex and multi-faceted components,
including abilities to take and organize turns effectively when
speakers accomplish pragmatic actions in conversation (Kasper,
2006; Taguchi and Roever, 2017). Accordingly, the multi-
faceted dimensions of L2 pragmatic competence need to be
reflected in instruments if researchers aim to uncover more
accurate and comprehensive cognitive processes involved in L2
pragmatic performance.

A study by Li and Gao (2017) was one of the few that
attempted to use interactive data such as simulated role-
play tasks to explore the metapragmatic awareness of L2
learners in pragmatic performances. The findings revealed
that the learners self-monitored their pragmalinguistic and
sociopragmatic knowledge, which led to their metapragmatic
awareness. Meanwhile, the self-evaluational behaviors of learners
also played a role in managing task demand and intentional
linguistic choice to respond to a particular communication
setting. The study was one of the few studies that examined
both performance data and processing data to illustrate what
learners said and why in given situations. Nonetheless, the
study only focused on the self-regulation dimension of cognitive
processes. Thus, further investigations on both self-regulation, as
an umbrella notion, and strategies, as concrete mental processes,
are needed.

Another insightful recommendation from Li and Gao
(2017) is that more in-depth investigations looking at the
cognitive processes of learners before and during their pragmatic
performances are needed. This view is consistent with Oxford
(2017), who suggested that the cognitive processes of learners
in language performance would go through the “forethought,
performance, and self-reflection phase” (p. 72). However, little
empirical research identified how these cognitive processes
occurred differently during each phase of the L2 performances.

Overall, although researchers have started bridging the gap
between pragmatic performance and cognitive processes, few
human cognition theories were applied in the previous studies
to understand the cognitive processes underlying pragmatic
performance. Hence, aside from L2 pragmatic theories, cognitive
processes in the pragmatic competence of L2 learners should
be cross-referenced to other research traditions, such as
learner strategy research,metacognition, and human information
processing theories.

Cognitive Processes From a Learner
Strategy Perspective
Since 1990, numerous studies have started documenting the
cognitive processes employed by L2 learners. In the literature,
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there are many different terms for the cognitive processes of
learners, such as learning/learner strategies, cognitive processes,
metacognition, and self-regulation (for a review, see Rose
et al., 2018). To avoid confusion, the current study used
cognitive processes as the macro category for mental processes.
However, the cover term, strategies, included the subset
of cognitive processes, for instance, the commonly known
language learner strategies (e.g., metacognitive and cognitive
strategies) and language-related strategies (e.g., pragmatic
strategies). This classification also conformed to how pragmatic
researchers referred to mental activities as cognitive processes in
their research.

Compared to other language skills, pragmatic strategies
have drawn relatively less attention (Oxford, 2017; Cohen,
2020). Nonetheless, researchers (e.g., Cohen, 2005) have
already developed the taxonomies of pragmatic strategies.
In the taxonomy, Cohen proposed the following types of
strategies: cognitive, metacognitive, social or affective strategies,
communication, and cover strategies learners use in their speech
acts. The taxonomy provided us with a useful guideline to
investigate cognitive processes in speech acts. However, the
taxonomies were based on general language-use situations
rather than specific language-use contexts, such as an academic
setting. Therefore, more empirical research is needed in
order to validate the taxonomies and develop a more fine-
tuned measure for cognitive processes in L2 pragmatics
(Cohen, 2005, 2020).

Regarding cognitive processes in specific situations, in the
past decade, the pragmatic competence of L2 learners in EAP
context has begun to draw attention among some strategy
researchers (e.g., Cohen and Sykes, 2013; Youn and Bi,
2019) due to the increasing numbers of international students
pursuing a University degree in English-speaking countries. The
research reported that many international students may not
be adequately prepared for cultural, societal, and interpersonal
communications. Cohen and Sykes (2013) recommended that
explicit attention to language learner strategies in the field
of intercultural pragmatics and intercultural education could
enable students to deal with complex real-life situations in their
academic life. In their study on the effectiveness of strategy-
based instruction, the results suggested that familiarizing
learners with strategies would make a difference in their
pragmatic performance. The study by Youn and Bi (2019)
was one of the few empirical studies that quantitatively
investigated how L2 learners at varying levels of pragmatic
performance used metacognitive, cognitive, and pragmatic
strategies to complete a range of pragmatic tasks in an
academic setting.

Despite the scarcity of research, these studies have provided
us with some empirical evidence of cognitive processes in L2
pragmatic performances from the learner strategy perspective. In
order to have a more accurate understanding of the cognitive
processes of L2 learners’, empirically validated pragmatic tasks
should be adopted as research instruments (Cohen and Sykes,
2013). The current study argue that a pragmatic task, such as
a simulated role-play, can be used to examine the cognitive
processes of learners during pragmatic interactions.

Investigating L2 Cognitive Processes
Using a Task-Based Approach
In terms of research methods in L2 pragmatics, a discourse
completion task (DCT), one of the most popular data elicitation
methods, has been predominant. A typical DCT involves a
brief situational description and asks participants to respond
with a speech act utterance (e.g., apology, refusal) either in
a spoken or written format. Since participants are asked to
provide a single response within a planning time, they do not
directly interact with interlocutors while completing DCTs. Thus,
DCTs are practical to administer as researchers can systemically
fluctuate contextual variables in the scenarios. For example,
Ren (2013) used computer-based DCTs to examine the refusal
strategies and cognitive processing of learners. Ren designed
eight DCT scenarios with photos and audio conversations to
increase the authenticity of the situations. However, the single-
turn refusal responses of learners in DCTs do not involve the
online pragmatic performance in spoken interaction. Despite the
common use, DCTs are not suitable for eliciting a wide range of
L2 pragmatic abilities (Golato, 2003; Kasper, 2008; Cohen, 2020).

Alternatively, L2 pragmatic researchers have started paying
attention to a task-based approach to designing research
instruments that reflect real-life communicative situations and
enable learners to negotiate for meaning to elicit a multi-
dimensional scope of pragmatic competence (e.g., Taguchi and
Kim, 2018). Despite such strengths, pragmatic tasks need to be
validated. This means that identified pragmatic tasks need to be
meaningful for learners to elicit a full scope of L2 pragmatic
competence. To this end, explicit attention to gathering valid
evidence of pragmatic tasks used in previous research on
pragmatic strategy is still lacking. For example, in her study
on the pragmatic cognitive processes of Chinese learners, Chen
(2015) used an email request task to a professor, which is
known to be meaningful for learners in an academic context.
Nonetheless, it is only the request being in a specific written genre
(i.e., email) that limits the generalizability of the findings. Ways
in which learners manage task-specific communicative demands
while interacting with interlocutors to accomplish pragmatic
actions remain unknown as well. It is highly possible that learners
rely on distinct pragmatic strategies to cope with the cognitively
demanding nature of online task-based pragmatic performances.

In order to address these research gaps, the study relied
on validated role-play tasks involving several speech acts (e.g.,
request, refusal, agreement, and disagreement) (Youn, 2015)
in this study. Youn gathered a range of validity evidence
for role-play tasks, which were designed based on the task-
based pragmatic learning needs of EAP stakeholders (e.g.,
students and teachers) (Youn, 2018). Quantitative and qualitative
evidence suggested that the role-play tasks elicited a wide
scope of pragmatic competence, ranging from pragmalinguistic
knowledge to interactional resources. Taken together, this study
argues that the role-play tasks used in this study adequately
measured L2 pragmatic competence and are accordingly suitable
for the empirical validation of task-based cognitive processes.

Since previous studies have not systematically researched the
pragmatic performances and cognitive processes of L2 learners in
real-life situations, studies using empirically validated role-play

Frontiers in Psychology | www.frontiersin.org 3 August 2021 | Volume 12 | Article 586588213

https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org
https://www.frontiersin.org/journals/psychology#articles


Bi ESL Learners’ Pragmatic Cognitive Processes

tasks would reveal more meaningful and accurate cognitive
processes. Furthermore, no matter how learners apply pragmatic
knowledge in real-life situations, this knowledge contains the
complex and distinct cognitive processes that depend on when
they are used, such as before and during a performance (Li and
Gao, 2017). Therefore, cognitive processes need to be examined
in terms of the different stages of a pragmatic performance
(e.g., cognitive processes before and during the pragmatic
performance). To this end, this study answered the following
research questions.

1. What metacognitive and cognitive strategies did L2 learners
employ to deal with task-based pragmatic performance?

2. What pragmatic strategies did L2 learners employ to deal with
task-based pragmatic performance?

METHODS

Participants
Prior to the data collection, the Institutional Review Board
(IRB) in a University in North America had approved the
ethical application of this study. In order to comply with
the guidelines set down by the IRB, the researchers first
announced the research and called for research participants
at an English Intensive Program and other degree-seeking
programs. Thirty international students with varying first
language (L1) backgrounds voluntarily participated in the
study. Upon completion, each participant received monetary
compensation (20 US$). The selection criteria included the
participants being L1s, English proficiency, and the length of
living in English-speaking countries. Although the University
had a large percentage of students from a similar cultural
background (e.g., Chinese), this study aimed to explore the
pragmatic performances of students within various cultures.
Therefore, the dominance of a specific L1 group was minimized.
In the study, the L1s included Chinese (n = 11, 37%), Russian
(n = 4, 13%), Arabic (n = 5, 17%), Indonesian (n = 4, 13%),
Romanian (n = 2, 7%), Spanish (n = 1, 3%), Portuguese (n =

1, 3%), Urdu (n= 1, 3%), and Hindi (n= 1, 3%) participants.
Given that the role-play tasks in this study represented real-

life communication in an academic setting, at least a low-
intermediate level of English proficiency was required for all
participants. According to the alignment of Test of English as
a Foreign Language (TOEFL) Internet-based test (iBT) Scores
with the Common European Framework of Reference (CEFR)
levels, the TOEFL scores of lower-intermediate level learners
are between 57 and 86 and advanced learners are above 110.
In this study, the TOEFL iBT scores of the learners ranged
from 57 to 112. Of the 30 participants, 14 were graduate-level
students; 16 were undergraduate students. For the purpose of this
study, the pragmatic performance level was determined based
on the rating of two trained raters using the rating criteria from
previous studies (Youn, 2015; Youn and Bi, 2019). The pragmatic
performances of the participants were rated based on content
delivery, appropriate language use, sensitivity to the situation,
engaging interaction, and turn organization. Therefore, the
criteria were different from other general language proficiency
tests. The study identified 17 high-level and 13 low-level learners

TABLE 1 | Pragmatic performance levels of participants.

Levels ID (Gender F/M)

High ID 1 (F ), ID 3 (F ), ID 4 (F ), ID 5 (F ), ID 6 (F ), ID 7(F ), ID 8 (F ), ID 9

(M), ID 10 (M), ID 12 (F ), ID 15 (F ), ID 16 (F ), ID 20 (F ), ID 21 (F ), ID

23 (F ), ID 24 (M), ID 28 (F )

Low ID 2 (M), ID 11 (M), ID 13 (F ), ID 14 (F ), ID 17 (M), ID 18 (M), ID 19

(M), ID 22 (F ), ID 25 (M), ID 26 (M), ID 27 (M), ID 29(F ), ID 30 (F )

(see Table 1). However, lower-level learners did not represent
true beginner learners.

Role-Play Tasks
All participants completed three pragmatic role-play tasks (two
professor role-plays and one classmate role-play). The role-
play tasks reflected real-life situations in an academic context
that require pragmatic competence. The validity of the role-
play tasks, in terms of their quantitative function and construct
representation, was examined (Youn, 2015). Through the large-
scale needs analysis on task-based pragmatic learning in an EAP
context (Youn, 2018), the most needed and relevant situations
that various stakeholders (students and teachers) wanted to
learn were identified. The role-play situations involved two
interlocutors, professor, and classmate (seeAppendix A). For the
professor situation, the participants completed two speech acts.
First, they requested a recommendation letter with a short due
date from a professor in a visit during office hours. Secondly,
they refused the request of the professor to change an upcoming
class presentation schedule due to a scheduling conflict. As for the
classmate role-play, two participants played as classmates who
were working on a class project and interacted on how and where
they planned to meet for an upcoming project. In order to ensure
some degree of authenticity and standardization, role-play cards
for each participant were not shared and various contingencies
were embedded in the role-play cards. For example, for the
refusal role-play with a professor, the participants did not expect a
request from a professor. They were given a schedule constriction
(i.e., an upcoming final) which most likely led them to refuse the
request of the professor.

Data Collection Procedure
Task Completion
Each participant individually met with the professor interlocutor
to complete the two role-plays with professors. Two participants
were randomly assigned to complete the classmate role-plays,
with the proficiency level controlled. The order of role-play tasks
was counterbalanced. Each role-play interaction lasted∼2–3min
on average.

Retrospective Method for Eliciting Strategic

Processing Data
In order to elicit the strategy use of each participant
before and during the completion of the tasks, the current
study used stimulated-recall to ask learners to report their
thinking processes at various stages. In language learner
strategy research, quantitative questionnaire analysis has been
a dominant approach (Rose et al., 2018). However, if we
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conducted a preliminary investigation into the mental activities
of learners, especially to explore under-researched abilities such
as pragmatics, a qualitative approach would provide much more
in-depth information (see Woodrow, 2005; Tseng et al., 2006;
Rose et al., 2018). In this study, the participants first practiced
reporting their strategy use after reading the instructions of
each role-play situation. Then, each participant completed
the first role-play situation. To minimize the memory effect,
each participant was asked to report the strategies right after
completing each role-play task. A set of questions was prepared,
which was consistently used for all participants. However, for
some participants who were noticeably answered the minimum
in their responses, more guiding questions (e.g., asking to
explain more) were asked. The data were all audio-recorded and
transcribed for subsequent analysis.

Coding Reported Strategy Use
The purpose of the qualitative analysis of the elicited verbal
reports data was to identify distinct types of strategies across the
participants. For the analysis of the processing data, various steps
with a bottom-up approach were taken to identify the distinct
cognitive processes.

As a first step, the researchers examined the data to get a
general sense of what was happening in the data. Then, the
apparent features and themes that emerged from the data were
identified. For example, in a response to the question of the
researcher to report any strategy utilized during the role-play
request performance, one of the participants reported: “I really
want to give a space for the professor to think or decide, not to
push. So I kinda try to give options or maybe like if the professor
cannot do it’s totally okay too.” The researchers agreed that this
response contained an independent thought that represented an
explicit strategy. Here, the learner listed explicit social rules (e.g.,
not to push and giving options for a professor to consider when
responding to the request of a student) when talking with a
professor. As the researchers went through the rest of the data,
the orientation of the participants to appropriate social rules in
specific contexts was noticeable, which resulted in a concrete

strategy type, situation-related sociopragmatic strategy (see the
Results section for details).

While examining the retrospective data of the learners, a
list of strategy uses and cognitive processing literature was
consulted in establishing a coding scheme for this study. The
study referred to investigations in pragmatic strategy use research
(e.g., Cohen, 2005; Ishihara and Cohen, 2010) and cognitive
processing research in pragmatics (e.g., Robinson, 1992; Cohen
and Olshtain, 1993; Ren, 2014; Chen, 2015; Li and Gao,
2017). These strategy taxonomies and existing coding schemes
were considered as a prerequisite for comparability with the
current study.

Lastly, the codes for distinct strategies that appeared across
participants at different performance levels were identified. After
multiple rounds of careful revisions, the final coding scheme (see
Appendix B for the detailed coding scheme) was developed. The
researchers coded half of the data from the verbal reports until
accuracy rates over 90% in terms of inter-coder reliability were
accomplished. In doing so, a cyclical process of coding, which
involved the trial of coding schemes, revision, and recoding
the data, was taken to ensure coding accuracy. After finalizing
the coding scheme, the researchers independently coded the
remaining data. While some undecided coding cases were
found, the researchers examined the cases together to reach a
final agreement.

RESULTS

This study examined the cognitive processes of learners
underlying task-based pragmatic performance. The analyses
mostly focused on the retrospective data of higher-level learners
as they were more likely to elicit a wide range of strategies to
effectively complete the tasks. The results revealed the emergence
of different cognitive processes. Based on the existing literature
and verbal report data from the students, the following strategies
were identified: cognitive, metacognitive, and pragmatic
strategies. Table 2 illustrates the number of participants and

TABLE 2 | Raw frequency of strategy use.

Categories Strategies High (n = 17) frequency (% out of

total number of strategies)

Low (n = 13) frequency (% out of

total number of strategies)

Total (n = 30)

frequency

Cognitive strategies Comprehending 21 (57%) 16 (43%) 37

Linking to prior knowledge or experiences 20 (77%) 6 (23%) 26

Recalling appropriate L2 linguistic knowledge 3 (43%) 4 (57%) 7

Put yourself in the task situation 11 (85%) 2 (15%) 13

Metacognitive

strategies

Setting goals 20 (59%) 14 (41%) 34

Evaluating performance 38 (59%) 26 (41%) 64

Evaluating the execution of plans 5 (83%) 1 (17%) 6

Evaluating emotional state/effect 20 (65%) 11 (35%) 31

Assessing task-related situations 36 (69%) 16 (31%) 52

Pragmatic

awareness and

strategies

Pragmatic awareness 17 (63%) 10 (37%) 27

Situational-related pragmalinguistic strategy 41 (84%) 8 (16%) 49

Situational-related sociopragmatic strategy 49 (58%) 35 (42%) 84

Situational-related interactional strategy 11 (73%) 4 (27%) 15
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their raw frequency of strategy use. Using situation-related
sociopragmatic strategies, evaluating performance, and assessing
task-related situations were the most frequently reported
strategies. It can be noted that high-level learners reported more
strategy use in almost all categories. With regard to cognitive
strategies, the most common strategy used by higher- and
lower-level learners was comprehending, while, unlike, lower-
level learners, higher-level leaners tended to link their prior
knowledge and put themselves in the task situations. In terms of
metacognitive strategies, there was a clear trend that higher-level
learners were more strategic, since they were more likely to
set plans, evaluate their plans, performances, and emotions,
and assess task situations. For the pragmatic strategies, both
groups employed a number of situation-related sociopragmatic
strategies. However, higher-level learners differed from lower-
level learners when utilizing substantially more situation-related
pragmalinguistic strategies during task completion.

The following section will present transcriptions of the
verbal reports illustrating the strategy use and differences in
the approach used by higher-level and lower-level learners.
These excerpts were chosen for the insight they provide into
the cognitive processes of these students in completing various
pragmatic tasks.

Reported Cognitive Strategies of Learners
For the purpose of this study, cognitive strategies referred to
conscious mental activities when using language and world
knowledge to complete pragmatic tasks. The following types of
cognitive strategies were identified in the study.

Comprehending
In general, comprehending strategies are commonly used in
a wide range of L2 language-use situations, as learners need
to identify main ideas and the attitudes of speakers, translate,
predict, and make inferences in their language use (Phakiti,
2007). In this study, comprehending strategies often occurred
before the learners started the task performance at the pre-task
stage, as illustrated below:

I read the situation introduction and the task for us to complete

and then I will see the content of the task like, then I will see

what suggestions can I provide to him based on my knowledge or

experience. (ID21 Pre-task)

ID21 tried to comprehend the role-play tasks. She reported
that she understood the task situations and gained a full
understanding of the requirements quickly. Although the
wording of the task requirements was simple, the higher-
level students appeared to start making inferences about the
communicative situations in the tasks. The data also suggested
that the comprehending of learners usually goes along with their
pragmatic awareness (see the section on pragmatic strategies).
For instance, ID16 indicated that, after understanding the tasks,
she started to think about “how to be courteous and at the same
time be in good relationship with a professor.”

During the role-play tasks, the learners also reported
comprehending strategies frequently. For example, when

interacting with another participant on a classmate role-play,
ID16 tried to understand what an interlocutor meant and then
used proper “neutral phrase” to reply, as illustrated below:

Sometimes I understood what she said but I thought maybe that’s

not what she really thinks and I should change somehow the flow of

the conversation, and maybe not and that’s why I tried to use some

neutral phrases and then she replied again and then from those

phrases I understood that, okay, that’s what she means exactly, and

I just followed her ideas. (ID16 Classmate Interaction)

Linking to Prior Knowledge or Experiences
This cognitive strategy was prominent among all learners in
terms of its occurrence rate and reported use throughout the
different stages of their performances. The learners reported
that they dealt with task situations based on their personal
knowledge or prior experiences. Since the role-play tasks
reflected commonly occurring academic language-use situations,
many learners tended to refer to their own experience from their
lives in university. At the pre-task stage, ID21 reported:

Yeah because we had some like group projects to do in classes and

we had to discuss with our group members about the meeting and

yeah I think I had some previous experience like this. (ID21 Pre-

task)

When the learners completed the classmate role-play, which
involves the negotiation of a meeting time for a group project,
ID9 noted the preference of choosing a comfortable schedule, as
seen below:

But for me personally if I had a set schedule or something, I was

going to stick with that schedule because it’s what more comfortable

for me. (ID9 Classmate Interaction)

Recalling Appropriate L2 Linguistic Knowledge
The learners used this strategy to invoke L2 linguistic knowledge,
such as appropriate vocabulary and grammar. Then, the learners
analyzed different linguistic choices for the interactions. For
instance, ID17 reported that, to be polite and respectful to the
professor, he used particular words and grammatical conventions
over others. The higher-level learners tended to retrieve their
linguistic knowledge and use the knowledge appropriately:

Yeah to make sure that my sentence is clear that I get vocab and get

grammar and I can pronounce the word to make him think it’s clear

and understand. (ID17 Professor Interaction)

However, for lower-level learners, they mainly focused on only
linguistic knowledge. For instance, ID11 mentioned in the task
completion: “[I thought about] grammar and spelling words
because I’m not so good at English, as you can see.” In contrast, the
higher-level learners tended to focus on pragmalinguistics and
sociopragmatics (see discussion on pragmatic strategies) rather
than just linguistic knowledge when performing pragmatic tasks.
This finding is consistent with previous research suggesting that
upper-intermediate-level learners think about pragmatics more
than linguistic planning (Hassall, 2008).
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Put Yourself in the Task Situation
This strategy was applied when the learners imagined themselves
in a particular situation to solve various real-life communication
problems. This strategy appears to be unique to role-play
tasks. Compared with other tasks (e.g., DCT), the task-based
approach creates a de facto real-life situation. Consequently,
the learners were more likely to imagine themselves as
characters in the performance. The higher-level learners utilized
this strategy during the pre-task stage, as illustrated in the
following example:

I was just thinking about myself when I’m really in that situation.

So what I would say first since I don’t know what the role card will

be so I was just thinking the opening and maybe the closing part.

(ID6 Pre-task)

Meanwhile, the learners also employed this strategy throughout
their task performances. For instance, when talking to the
professor, ID4 reported to put herself in similar academic
conversations, which helped her to respond to the professor. She
noted the following.

I’m just understanding the content and then think about the

situation, put myself in that kind of situation. If I were in this kind

of condition what would I say and again it is easier because you

give me your question, I just need to respond. So that’s the strategy I

guess (ID4 Professor Interaction)

Furthermore, the learners constantly thought about what they
would do if similar situations had occurred. The results
repeatedly showed that this strategy can effectively help students
to be more capable of coping with academic communications
properly, if such a strategy is appropriately employed.

Reported Metacognitive Strategies of
Learners
Metacognitive strategies refer to conscious goal-directed
processes and are considered as an executive cognitive function
that regulates the thinking and decision-making processes of
a person during a pragmatic performance. In this study, the
following metacognitive strategies were reported:

Setting Goals
This strategy reflected the degree to which the students felt
they utilized the higher-order capacity of identifying explicit
objectives and goals before or during the task-based pragmatic
performance. This strategy was mostly employed at the pre-task
stage or at the beginning of the performance. The following
excerpt shows that the higher-level learners were likely to set
a clear goal to follow or to be guided by certain appropriate
pragmatic norms. However, this was mainly observed only in
the performances of higher-level learners. For instance, ID5, at
the pre-task stage, set task completion goals, which included
being respectful, figuring out what needs to be accomplished,
and identifying the role-play task expectations as reported in the
excerpt below:

I think I tried to be like, basic standard is try to be respectful to the

partner, like the professor or my classmates, and tried to have the

real conclusions, like if we want to discuss about the meeting time,

we need to make it short and make it an efficient conversation,

not like we talk a lot and we don’t know when we finally meet.

(ID5 Pre-task)

Evaluating
Evaluating strategies refer to the “past and current actions
or performance, such as assessing levels of difficulties, self-
questioning, evaluating performance/product accuracy” (Phakiti,
2007, p. 3). In this study, the learners reported to evaluate their
performances, execution of plans, and emotional status.

Evaluating Performance
The higher-level learners continuously evaluated their
performances for potential areas for correction. Apart from
evaluating their speaking performances in general, the learners
tended to evaluate whether or not their performances were
appropriate by linking their pragmatic processes (see the
following section on pragmatic strategies). As the excerpt below
shows, ID15 constantly evaluated her performance throughout
the tasks. She expressed concern over whether appropriate social
norms were applied in her interaction with the professor. At the
same time, she was very conscious about the accuracy of her
language. The excerpt demonstrated that higher-level learners
know what particular social and linguistic knowledge should be
implemented in the performance and what should be avoided.

I said more questions whether I’m asking questions correctly, if it is

a polite way of addressing the professor, and whether the order it’s

of as it was for some point in previous tasks in the written emails,

can I know where your office is, not where is your office. I’m all

the time monitoring for these interactions because it’s a little bit

different from my first language, Russian, so I have to make sure,

and especially articles as well. I have to make sure I have articles

everywhere. I’m sure I made many mistakes everywhere. (ID15

Professor Interaction)

Evaluating Execution of Plans
Due to the highly cognitive demanding nature of the role-play
tasks, the learners evaluated whether their plans went as planned.
For instance, apart from evaluating the role-play performance
itself, ID15 reported that she constantly thought about the initial
goals to make sure that what she had to say and how she said it
was done properly. As seen below, ID15 set the goal of interacting
with the professor appropriately. In order to successfully execute
this plan, she needed to stay on track to find ways to help the
professor to complete the role-play.:

Before I think the goal was achieved as well because professor askme

whether I have time and according to the case I didn’t have time.

And also trying to be polite kind of politely say no. so it was fine

with the prof as well. And um so at the end we were trying to find

an option and a chance how to, I was trying to find a way to help the

professor to deal with the situation. (ID15 Professor Interaction)
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Evaluating Emotional State/Affect
The learners evaluated emotional state/affect during the
pragmatic performance. For instance, ID15 consciously noticed
herself feeling tense in the performance as shown below:

I was a bit nervous. That’s how I feel all the time with talking to

the professor, I’m all the time concerned with making a mistake and

trying to monitor like output, so and its kind of all information have

to be polite, provide exact information when trying to what exactly

I want to tell the prof. and it’s all this information, maybe that’s why

I’m a bit nervous. (ID15 Professor Interaction)

This excerpt shows that the L2 learners were engaged in
self-evaluating while still performing the pragmatic tasks.
Interestingly, some very strategic learners showed the ability to
ease nervousness by quickly shifting their focus back to the tasks.
For instance, when interacting with classmates, ID15 evaluated
the situation and calmed herself down: “I was feeling much more
comfortable with my classmate because I didn’t feel this kind
of barrier between the professor and the student” (Classmate
Interaction). After knowing that the role-play involved two close
friends, ID5 again evaluated the emotional status at the moment:
“So I knew that Phoenix is my best friend and I have nothing to be
afraid of and in this way I was really relaxed, I was thinking clearly,
I didn’t have any fear inside” (Classmate Interaction).

Assessing Task-Related Situations
The last type of metacognitive strategy found in this study was
assessing task-related situations, which acts as a higher-order
executive function. The excerpt below indicates that the learners
often evaluated the complexities involved in refusing a request
from a professor.

Rejecting the request from professor was harder. I asked to write. . .

Is it the same scenario? Okay. I asked your help. And then you ask

me to do something and I couldn’t you know be reciprocal. So I feel

like really sorry. (ID7 Professor Interaction)

Since the role-play tasks elicit task-based pragmatic performance
with spoken interaction, the learners monitored the responses of
the interlocutors and assessed their expectations. As seen in the
excerpt above, ID7 assessed the difficulty of rejecting the request
of a professor and elaborated why it was not expected to reject it,
especially after the professor agreed to write a recommendation
letter. It is worth noting that this strategy was not previously
identified in any theoretical taxonomies or empirical research.
This study suggests that higher-level L2 learners assess task-
specific interactional contexts to ensure context-appropriate
speech act performance.

Reported Pragmatic Awareness and
Strategies of Learners
Pragmatic cognitive processes refer to conscious mental
processes involved in task-based pragmatic performances,
including the general awareness and online processes of
learners. The four types of pragmatic cognitive processes found
in this study were closely related to various components of
pragmatic knowledge.

Pragmatic Awareness
The learners reported that pragmatic awareness was related to
either the target language or the individual culture of the learners,
which occurred during the performance rather than at the pre-
task stage. For example, ID5 (higher-level) reported the language
use involved in his interaction with his professor as “keep it
somewhat formal, but informal at the same time” by explaining
his current relationship with a professor as a graduate student
in the culture of the target language, which is different from his
previous relationship in his own culture, as seen below.

So mainly it’s more professional kind of environment when you use

the first name. And with my professors. . . and you have open hours

when you come in and you talk to the professor most of the time,

you really become friends. . . I tried to (ID5 Professor Interaction)

ID10 displayed pragmatic awareness during the classmate
interaction focusing on the different degrees of formality in the
US compared his L1 culture.

In my mind, I think at this point after being in the US an English

speaking country for more than a year I was not having too much

to strategize right now. But I remember when I just came to the

US I had similar situation. So the culture back home is like totally

different. And people are more informal. That’s what I feel. (ID10

Classmate Interaction)

Other learners also reported thought processes related to their
own culture and linguistic repertoire in L1, which contrast with
L2 English.

In my own language, in Indonesian language there are steps of

words. So this word is higher in position than this one although

the meaning is the same. So if I want to talk to the professor or

something, I use the higher word.” (ID9 Professor Interaction)

In Taiwan we don’t even call the last name. We just call,

“hi teacher, hi professor.” And then also how to use this polite

form. . . we use “please.” It already sounded like you’re polite.

But in English it’s also you have to use a lot of hedging. (ID7

Classmate Interaction)

ID9 was oriented to the polite words in her own L1, which led
her to realize polite words in English. With regard to address
terms, ID7 reported a difference between her own culture and the
target culture, displaying an explicit awareness of cross-linguistic
differences. Although the amount of information provided is
different depending on the levels of the learners’, the majority of
learners, regardless of their levels, displayed pragmatic awareness.

Situation-Related Pragmalinguistic Strategy
The learners were oriented to two important dimensions of
pragmatics, pragmalinguistics, and sociopragmatics (Leech,
1983). Pragmalinguistics concerns the linguistic means necessary
to accomplish pragmatic meaning and comprehend the
utterances of speakers. Similar to pragmatic awareness, the
learners reported pragmalinguistic strategies during the
performances and not at the pre-task stage. As seen in the
excerpts below, the learners actively referred to various linguistic
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repertoires, such as formulaic expressions and modal verbs. ID9
noted “trying to be more polite. . . . mostly primarily through
the intonation when talking to a professor.” At the same time,
they shifted the formality when talking with the classmate by
using “Direct [language],” such as “Okay what about this? Okay
I like that (ID9).” With regard to linguistic resources specific
to speech acts, the higher-level learners reported different
resources used when refusing the request of a professor. For
example, ID7 provided very explicit linguistic resources as seen
in the following.

I didn’t think I could tell my professor in the face. . . . I’d always still

say, “I’ll check” and indeed I will check and they maybe email my

professor and say, “I’m sorry that they said to be on time” and then

just kind of “can you please help me.” But. . . I won’t say, “I won’t do

it, I don’t think so.” (ID7 Professor Interaction)

ID7 specified numerous linguistic means, such as an elaborated
account and indirect expressions using modal verbs. These
higher-level learners were very strategic in terms of choosing
appropriate linguistic resources in given contexts. Although this
study primarily focused on higher-level learners, it is worthy
to note that there was a noticeable absence of pragmalinguistic
strategies among lower-level learners.

Situation-Related Sociopragmatic Strategy
Parallel to pragmalinguistics, the learners were also oriented
to the sociopragmatic. Sociopragmatics focuses on the
understanding of social rules and contextual variables that
influence language use and interpretation (Leech, 1983). In other
words, one needs to understand social and contextual variables,
such as a relationship between speakers and the context in which
situations occur, to be pragmatically appropriate. It should be
noted that the sociopragmatic strategies reported were somewhat
different from the pragmatic awareness strategies discussed
above. The sociopragmatic strategies contain the orientation of
the learners to specific contextual variables, such as the degrees of
imposition and the different relationships between interlocutors.
Interestingly, compared to other pragmatic strategies, the
learners were oriented to the sociopragmatic dimension even
before completing the tasks. The excerpt below shows that ID6
noticed the different degrees of formality for each role-play and
explained the informal nature of classmate role-play because the
conversation was between friends.

I think this will come more naturally than the previous one because

this one is more formal so this one says informal so I didn’t really

think much. This is just with my friend. (ID6 Pre-task).

Right after the performance, the learners actively reported
the sociopragmatic strategies they utilized during their
performances. ID10 expressed an explicit awareness of the
fluctuation of the manner of speaking depending on the
relationship with an interlocutor.

I think it’s a lot different because when talking to the classmate

I was kind of assertive and I said “okay, this is what I want”

and I might want your opinion on it, but maybe I’m not able to

change my opinion. But with a professor I was choosing which

word say that I’m okay with anything that you’re doing. (ID10

Professor Interaction)

Unlike the pragmalinguistic resources, the lower-level learners
also displayed sociopragmatic strategies. ID13 (low-level)
reported “because you are a teacher I sort of keep polite.”
Although this reported sentence was noticeably shorter
compared to those of higher-level learners, it still included a
reference to the relationship between a speaker and a hearer (i.e.,
teacher), which is an important situational variable in the reason
for being polite in given situations.

Situation-Related Interactional Strategy
Finally, situation-related interactional strategies were identified,
which primarily characterize the explicit strategy of learners
in dealing with interactional demands in conversation. It
should be noted that no one mentioned this strategy before
the performance or during the pre-task stage. All identified
interactional strategies were reported right after the performance.
Because the targeted performances involved interacting with
various interlocutors, the learners managed the conversational
demands consciously. For example, as seen below, some learners
were oriented to the appropriate order of sequencing the turns.
ID5 listed how he intentionally placed the greeting sequence
(“asking how the week was”) at the beginning of the conversation
with a professor, which displays his knowledge of turn-taking
rules in conversation.

So informal would be I’m using the first name, I’m asking how

the week was, was it busy or not. That would give me a better

understanding if the professor can accomplish the ask that I want

him to do. So I asked at the very beginning. If the professor would tell

me he’s busy, I would change my way of deliverance, of my inquiry

from the very beginning. (ID5 Professor Interaction)

ID7 also noted that she displayed hesitation when refusing the
request of a professor using distinct prosodic properties. ID7
displayed an explicit knowledge of turn-taking and noted “if you
say, “oh that would really be great if you can do it” and I would
say, “okay, I would try, I would try.” So I already feel that that
part of me already prepared.” This reported strategy indicates that
ID7 possessed an explicit knowledge of providing an appropriate
answer to a previous turn (i.e., turn-taking).

DISCUSSION AND LIMITATIONS

A wide range of cognitive processes was identified in the
study, including processes, discussed in existing taxonomies and
empirical studies, and other processes uniquely reported before
and during the task-based performances. Regarding the cognitive
processes from the learner strategy perspective, according to
Cohen and Sykes (2013), little research on the strategies of
learners in L2 pragmatic performances is available. The present
study provided an empirical basis for the taxonomy by Cohen
(2005) of pragmatic strategy and what L2 pragmatic competence
entails. For instance, in the study, the learners employed

Frontiers in Psychology | www.frontiersin.org 9 August 2021 | Volume 12 | Article 586588219

https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org
https://www.frontiersin.org/journals/psychology#articles


Bi ESL Learners’ Pragmatic Cognitive Processes

cognitive strategies to assist themselves in retrieving linguistic
knowledge and experiences to complete the pragmatic tasks. At
the same time, they utilized metacognitive strategies to monitor
and evaluate their pragmatic knowledge application. The learner
strategy literature in other language skills have suggested that
metacognitive strategies are higher-level processes that regulate
cognitive strategies (e.g., Phakiti, 2007; Bi, 2015, 2017, 2020).
The current study also found similar patterns in pragmatic
performances. Furthermore, it is interesting to note that the
metacognitive and cognitive strategies occurred throughout the
task performances, that is, before and during the performance.
This provides further evidence that pragmatic competence is not
only composed of knowledge, but cognitive processes play a vital
role in this competence.

The study has also revealed additional cognitive processes
that are rarely discussed in previous research and theories.
For instance, cognitively, the learners tended to put themselves
into the task situations; metacognitively, they were more likely
to assess the task-related situations. These strategies may not
be exclusively reported in our study, but they are certainly
key strategies for coping with role-play pragmatic tasks. Role-
play tasks are more cognitively demanding compared to other
pragmatic instruments (e.g., DCTs) and involve resolving real-
life communicative situations, which, in turn, evoke a wide range
of L2 pragmatic knowledge (Kasper, 2008). Accordingly, it can
be argued that the learners are in need of utilizing additional
strategies for task-based pragmatic performances.

The pragmatic strategies reported in the study illuminated the
cognitive processes underlying pragmatic performance and the
nature of L2 pragmatic competence. The pragmatic awareness
of learners reflected the recognition of appropriate sociocultural
and linguistic norms both in their own culture(s) and target-
language culture. Pragmatic awareness stored in the long-term
memory of learners potentially contributes to the regulation
of online situation-related pragmalinguistic and sociopragmatic
strategies in a concerted effort to perform L2 speech acts.
Between the pragmalinguistic and sociopragmatic dimensions,
the learners, regardless of their levels, utilized sociopragmatic
strategies, which were also attended both before and after the
pragmatic performance. On the other hand, pragmalinguistic
strategies were more commonly reported among the higher-
level learners. In addition, with regard to the interactive nature
of role-play performance, the findings revealed that the high-
level learners actively utilized the interaction-related strategies.
This means that the learners were aware of how to utilize
interactional repertoire (e.g., how to start the conversation, how
to sequence context-relevant information, and how to respond to
a question) in a context-fitting manner for a successful pragmatic
performance. This finding supports the current expanded view of
L2 pragmatics-in-interaction, which includes the ability to jointly
accomplish pragmatic actions contingent upon an unfolding
course of conversation (Kasper, 2006; Taguchi and Roever, 2017).

Another contribution of the current study is that, through
a comprehensive investigation from the perspectives of both
learner strategy and pragmatic research, the findings have
provided further empirical evidence for the exceptionally
complex and interrelated nature of the cognitive processes of

learners. The results highlighted the role of L2 metacognitive
strategies for pragmatic awareness. Li and Gao (2017)
emphasized the role of self-monitoring and self-evaluative
behaviors on the pragmatic awareness of learners. This study
further endorsed the view. For instance, we found that the
higher-order processes, such as metacognitive and pragmatic
awareness, taking a concerted effort would significantly impact
the pragmatic choices of L2 learners. Nevertheless, we also
argued that learner strategies coexist with pragmatic awareness
and situation-related pragmalinguistic, sociopragmatic, and
interactional strategies.

The limitations of this research must be acknowledged. First
of all, since it was an exploratory study, the results lacked
generalizability. Secondly, the reported cognitive processes
were based on the retrospective verbal report. Although
the retrospective data were collected immediately after the
performance data, the reported strategies were still delayed.
Consequently, they may not reflect the strategies the students
actually used. Future research may use think-aloud methods to
ask participants to verbalize their thoughts while performing
a pragmatic task. Such methods can provide rich data when
investigating themental processes underlying complex pragmatic
task performances. Third, the performance data of the learners
themselves were not discussed in relation to the reported
cognitive processes due to limited space. Connecting cognitive
processes with pragmatic performances would be necessary for
further investigations. Follow-up studies that address these issues
will advance the research on cognitive processes.

PEDAGOGICAL IMPLICATIONS

Despite the above limitations, the findings of this study can
strengthen pedagogical practices regarding the value of strategy
instruction in L2 pragmatic learning. Cohen (2019) pointed out
that, although pragmatic rules related to the target language
culture have been taught in English as a foreign language
(EFL)/English as a second language (ESL) classes, students may
still not know “when, why, and how to use them” (p. 141). Unlike
other language skills, pragmatic instruction and learner strategies
for successful pragmatic performance have not been explicitly
included in L2 classrooms (Taguchi and Roever, 2017; Youn,
2018). However, L2 learners can benefit greatly from learning
different types of strategy (Cohen, 2019).

The current study provided further empirical evidence to
support the notion that successful learners tend to employ a
variety of metacognitive and cognitive strategies (see Table 2).
Additionally, higher-level learners utilizedmore situation-related
pragmalinguistic strategies to accurately and appropriately
deliver their messages, which were not commonly employed
by lower-level learners. This adds much-needed evidence to
support the “widely debated relationship between strategy use
and language learning success” (Rose et al., 2018, p. 157).
Consequently, when teaching L2 pragmatics, teachers may
introduce effectivemetacognitive strategies to learners to regulate
and control their performance. Also, learners can be taught to
employ cognitive strategies such as referring to past cultural and
linguistic experiences to perform L2 pragmatics appropriately.
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Our study also found that pragmatic strategies assisted L2
learners in understanding the expected target sociocultural
norms and interactional demands to accomplish pragmatic
actions in spoken interaction. For instance, in section Reported
Pragmatic Awareness and Strategies of Learners, learners
reported pragmatic awareness in their own culture and
target-language culture and thus chose appropriate linguistic
expressions and placed turns appropriately to achieve shared
understanding and maintain the continuity of the interaction.
Given that the learners only reported the interaction-related
strategies after the performance, it is possible that the learners
might not be consciously aware of such strategies until they
are engaged in the interaction. In addition, lower-level learners
rarely reported interactional strategies. which emphasizes the
need for explicit strategy instruction. Accordingly, teachers
need to help raise and sharpen the L2 pragmatic awareness of
learners. Especially, since learners have the awareness of their
first languages and target-language cultures, specific strategy
instructions are useful to help learners shift from their own
culture to the target culture. Students should also be trained
to retrieve appropriate sociopragmatic, pragmalinguistic, and
interactional strategies for successful pragmatic performances in
various academic settings.
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