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Editorial on the Research Topic

Modern Tools for Time-Resolved Luminescence Biosensing and Imaging

The time evolution of luminescence decay, often described by the parameter of luminescence lifetime
assuming first-order kinetics, is among the key characteristics of a luminescence substance. This
makes time-resolved luminescence measurement a powerful tool for identifying substances of
interest, especially in biological samples where differentiation based on luminescence colors may be
inadequate or ineffective [1–3]. Moreover, for quantitative luminescence intensity measurements,
the concentration in biological samples is hard to control, and typically needs a calibration, whereas
the luminescence decay is largely independent of the luminophore concentration. The kinetics of
luminescence decay is also influenced by the environment, enabling various sensing applications of
time-resolved luminescence in biology and medicine [4, 5].

In this multidisciplinary Research Topic, a collection of six Original Research, three Brief
Research Report, one Technology and Code, and three Review articles are presented, featuring
some of the latest advances in time-resolved luminescence instruments, probes, data processing,
interpretation, and applications for biosensing and imaging.

Depending on the timescale of the luminescence decay, which varies from nanoseconds for typical
fluorophores to seconds and longer for some phosphors, time-resolved luminescence measurement
encompasses a diverse range of techniques, probes and devices suited for different temporal
resolution. Hirvonen and Suhling provide a detailed overview of the fast timing underpinning
fluorescence lifetime imaging (FLIM)—a technique which celebrated its 30th anniversary recently
[6], and highlight a few recent examples showcasing applications in life sciences. Meanwhile, Deng
et al. survey techniques for measuring long-lived emission, with particular focus on methods using
mechanical choppers. Special attention is paid to automatic synchronization based on the same
chopper acting as both the pulse generator and the detection shutter, with detailed discussion on
their advantages, challenges, and future development prospects. Generally speaking, time-resolved
measurement takes longer than steady-state measurement to perform in order to capture the time
evolution at the cost of analytical throughput. Bitton et al. review the recent advancements in
microscopy and flow cytometry for high-throughput lifetime measurements, and provide their
outlook on future developments integrating machine learning.

On the other hand, regardless of the temporal resolution, common principles and methods are
applicable to time-resolved luminescence measurement, which can be performed either in the time
domain or in the frequency domain [7]. On the former, Ziniuk et al. implement a rapid lifetime
determination technique for lifetime imaging of Er-doped nanoparticles emitting shortwave infrared
luminescence, which has the potential for in vivo bioimaging. Li et al. compare the outputs of several
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lifetime determination algorithms when the fluorescence follows
amulti-exponential decay. They further propose using the ratio of
intensity and amplitude-weighted average lifetimes as a new
indicator of energy transfer efficiency. On the latter, Sambrano
Jr et al. report their progress on developing a flow cytometry
method capable of frequency-domain lifetime measurement,
based on an acoustic-focusing microfluidic chip to control the
flow speed. Sumetsky et al. examine the lifetimes calculated from
frequency-domain FLIM, showing a simple linear relationship to
the amplitude-weighted lifetime associated with energy transfer
efficiency. For calibration purposes, Xiao et al. propose a modified
(mirror-symmetric) method to obtain a synthetic instrument
response function (IRF) from time-correlated single photon
counting data, which offers better performance than the
traditional (differential) synthetic IRF for lifetime analysis. In
terms of data processing and interpretation, Haas et al. present a
multidimensional phasor demixing method for analyzing data
from spectral-resolved FLIM microscopy, which is applied to
multiplexed biosensing of the cell-death proteases Caspase−2, −3
and −9 on the single cell level.

The versatility of time-resolved luminescence methods keeps
inspiring new applications. Mould et al. apply two-photon FLIM
microscopy to investigate the effect of cannabidiol on breast cancer
cells. They show that at increased concentration of cannabidiol,
mitochondrial bound NAD(P)H decreases significantly and
correlates to increased oxidative stress. Chorvatova et al. employ
endogenous fluorescence of water moss in response to several heavy

metal nanoparticles to demonstrate that the fluorescence lifetime of
the endogenous fluorescence is a sensitive parameter for detecting
environmental pollution. Gallian et al. present an immunoassay
platform based on Mn-doped quantum dots and a compact plate
reader equipped with a pulsed laser diode and a time-gated detector.
They achieve sensitive detection of the capsular polysaccharide from
Burkholderia pseudomallei (a Tier 1 selected agent) with a detection
limit two orders of magnitude lower than steady-state
measurements, which can be advantageous for in-field diagnosis.
Bhartiya et al. summarize a detailed protocol for multicolour
fluorescence in situ hybridization combined with DAPI FLIM,
allowing study of the structural differences in the 46
chromosomes of the human genome.

We thank all of our contributing authors for their dedication
to the Research Topic, and the reviewers for their constructive
comments and suggestions. It is hoped that the Research Topic
will serve as a useful reference work for a broad audience,
encouraging cross-disciplinary collaborations, and accelerating
future advances and innovation in Time-Resolved Luminescence
Biosensing and Imaging technologies and their applications in the
biological, environmental, and health sciences.
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Fluorescence lifetime imaging (FLIM) is increasingly used in many scientific disciplines,

including biological and medical research, materials science and chemistry. The

fluorescence label is not only used to indicate its location, but also to probe its immediate

environment, via its fluorescence lifetime. This allows FLIM to monitor and image the

cellular microenvironment including the interaction between proteins in their natural

environment. It does so with high specificity and sensitivity in a non-destructive and

minimally invasive manner, providing both structural and functional information. Time-

Correlated Single Photon Counting (TCSPC) is a popular, widely used, robust and mature

method to perform FLIM measurements. It is a sensitive, accurate and precise method

of measuring photon arrival times after an excitation pulse, with the arrival times not

affected by photobleaching, excitation or fluorescence intensity fluctuations. It has a very

large dynamic range, and only needs a low illumination intensity. Different methods have

been developed to advance fast and accurate timing of photon arrival. In this review a

brief history of the development of these methods is given, and their merits are discussed

in the context of their applications in FLIM.

Keywords: fluorescence lifetime imaging (FLIM), time-correlated single photon counting (TCSPC), photon

counting, single photon detection, fast timing

1. INTRODUCTION

1.1. Early Timing of Light Signals
The quest for precise timing of light signals can be traced back to 1638, when Galileo Galilei (1564-
1642), performed an experiment using two observers with lanterns and manual shutters stationed
on two well-separated hilltops. Although he suspected that light did not travel instantaneously,
this kind of terrestrial approach was far too slow to observe the speed of light experimentally.
Astronomical measurements provided a way forward: In 1675, the Danish astronomer Ole Rømer
(1644–1710) observed the eclipses of the innermostmoon of Jupiter, Io, at different times of the year
and proposed a finite speed of light to account for timing differences of the moon emerging from
the shadow of Jupiter, as seen from earth. In addition, in another astronomical approach around 50
years later, in 1728, the British astronomer James Bradley (1693–1762) calculated the speed of light
from stellar aberration [1].

First terrestrial measurements of the speed of light were performed by Hippolyte Fizeau (1819–
1896) in 1848–49 by reflecting an intense beam of light from a mirror 8 km away through a toothed
wheel, and in 1850–62 Léon Foucault (1819–1868) improved the experiment by replacing the cog
wheel with a rotating mirror, and eventually measured the speed of light within 0.6% of today’s
accepted value, and Maxwell’s calculations [2]. At King’s College London, Charles Wheatstone
(1802–1875) also experimented with rotating mirrors to measure the duration of electric sparks [3].
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1.2. The Photon
After the experimental determination of the speed of light,
Maxwell’s prediction of electromagnetic waves [2] and their
experimental detection byHeinrichHertz in the 1880s, the nature
of light came under increased scrutiny. Max Planck’s attempt to
explain the blackbody spectrum in 1900 ushered in the idea of
quantization of energy. Planck considered hypothetical material
oscillators that can only emit and absorb electromagnetic
radiation in discrete, quantized form and not in continuously
varying quantities, especially not in arbitrarily small amounts.
Although he did not explicitly propose that light is quantized, he
proposed that the energy ǫ of these oscillators is proportional to
their oscillation frequency ν

ǫ = hν (1)

where h is now known as Planck’s constant. In 1905,
Albert Einstein [4] introduced the smallest unit of energy of
electromagnetic radiation, Lichtquant (quantum of light), and
explained the photoelectric effect using this concept. The term
photon was conceived by the chemist Lewis in 1926 [5], and the
existence of light quanta as well as the term photon gained wider
acceptance as quantum theory was developed in the 1920s.

In particle physics, the photon is an integer spin particle, a
boson, with spin 1. A photon is a “quantized field,” it always
travels at the speed of light and has a momentum, but no mass,
and no charge [6]. It does not decay, once it is emitted, its
frequency stays fixed 1.

1.3. Experimental Detection of Photons
and Photon Arrival Timing
Experimental detection of single photons requires that the signal
from a single photon is converted into an electronic signal. The
photoelectric effect, first observed by Heinrich Hertz in 1887
[7], provides the means to do this. While the electronic signal
of one photoelectron is too small to be detected, the secondary
emission principle, discovered by Austin and Starke [8], allows
electron multiplication and hence gain to be introduced. Thus,
the photoelectron signal, created by a single photon, can be
amplified and measured.

The capability to detect single photons means that it is also
possible to time their arrival, similar to timing the arrival of
particles. Indeed, the origin of time-correlated single photon
counting (TCSPC) lies in particle physics. In 1929, Walther

Abbreviations: ADC, Analog-to-Digital Converter; APD, Avalanche Photodiode;
CCD, Charge-Coupled Device; CMOS, Complementary Metal Oxide
Semiconductor; CFD, Constant Fraction Discriminator; FAD, Flavin Adenine
Dinucleotide; FLIM, Fluorescence Lifetime Imaging; FRET, Förster Resonance
Energy Transfer; FWHM, Full Width at Half Maximum; IRF, Instrument
Response Function; LIDAR, Light Detection and Ranging; MCP, Microchannel
Plate; MPPC, Multi-Pixel Photon Counters; NADH, Reduced Nicotinamide
Adenine Dinucleotide; NADP, Nicotinamide Adenine Dinucleotide Phosphate;
PMT, Photomultiplier Tube; SPAD, Single-Photon Avalanche Diode; TAC, Time-
to-Amplitude Converter; TCSPC, Time-Correlated Single Photon Counting;
TDC, Time-to-Digital Converter; TIRF, Total Internal Reflection Fluorescence;
TTS, Transit Time Spread.
1The Nature milestone series “Photons” details background and context of the
development of the understanding of light and its basic unit, the photon. http://
www.nature.com/milestones/milephotons/index.html

Bothe and Werner Kohlhörster measured the coincidence of
penetrating charged particles in cosmic rays [9] leading to the
first practical electronic coincidence circuit [10] which became
a precursor of the AND logic circuits of electronic computers.
By the addition of a delay, this coincidence method evolved
to measure delayed coincidence, providing the means for time-
resolved measurements and the invention of the “time circuit,”
nowadays known as the Time-to-Amplitude Converter (TAC)
[11]. It became a popular method to measure short radioactive
decay times, with time resolution improved to 80 ps in the 1950s
[12]. Scintillation decay times, excited by gamma rays, were also
reported in the 1950s, using a delayed coincidence method [13].

In 1961, Lowell Bollinger and George Thomas generalized the
scintillation measurements to include any type of radiation [14],
and flashlamps with optical pulse widths of around 2 ns became
available in the 1960s, enabling TCSPC: This is essentially a
delayed coincidence method, whereby the arrival time of a single
photon is measured relative to an excitation pulse, and this can
be done with a few picosecond precision [15]. The accumulation
of the arrival time of many single photons then represents the
intensity decay of the sample, as long as no photons are lost due to
pile-up, and the linearity between intensity and collected photons
holds. See Figure 1 for a timeline of the development of single
photon counting and timing technology.

1.4. Fast Timing in Fluorescence
In fluorescence measurements, the sample is excited with a short
pulse of light and the decay of fluorescence is measured. This
approach can be traced back to the phosphoroscope developed
in 1857 by Alexandre-Edmond Becquerel (1820–1891), based
on a similar principle to Foucault’s speed of light measurement
experiments. Becquerel used two rotating disks with a series of
holes, and the sample in between, to measure photoluminescence
lifetimes. In his apparatus, the sample (e.g., a phosphorescent
crystal) was excited by light coming in through one hole, and
viewed by the phosphorescent light coming out of the other
hole. By varying the speed of rotation, Becquerel was able to
measure the short microsecond time interval during which the
phosphorescent light is emitted.

In modern time-correlated single photon counting
experiments, the photons emitted by the sample are timed
one by one and used to build a histogram of the fluorescence
decay over time, see Figure 2A. In the simplest case, the
fluorescence decay is a monoexponential function

I(t) = I0e
−

t
τ (2)

where I0 represents the fluorescence intensity at t = 0 [16]. The
fluorescence decay time τ is the average time the fluorophore
remains in the excited state and is defined by

τ =
1

kr + knr
(3)

where kr is the radiative rate constant which is largely determined
by the extinction coefficient, the fluorescence spectrum and the
refractive index of the fluorophore’s environment [17]. The non-
radiative rate constant knr typically depends on the environment,
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FIGURE 1 | Brief schematic timeline of single photon counting and timing technology from Galilei’s work on the speed of light to today’s photon detectors and timing

electronics. Scientists are indicated in blue, ideas and concepts in purple, and technology developments in green.

and can change with interaction, pH, viscosity, and other
parameters [16].

Fluorescence decay measurements in fluorescence
spectroscopy or fluorescence microscopy can therefore be
used to gain information about the immediate environment
of the fluorophore, as well as to probe the proximity of other
fluorophores via Förster Resonance Energy Transfer (FRET) [18–
20]. Moreover, the fluorescence decay is typically independent of
the fluorophore concentration at concentrations low enough to
avoid interaction or aggregation.

The first reports that use TCSPC in the measurement of
fluorescence decays appear in the early 1970s [21–24], and
TCSPC was soon widely used for time-resolved spectroscopy,
and in particular the measurement of fluorescence lifetimes in
solution [25].

Photon counting techniques are used in many different
fields of science and technology, from DNA sequencing [26]
to quantum cryptography and interplanetary communications
[27], and photon timing applications include light detection and
ranging (LIDAR) [28, 29], photon correlation techniques [30],
and optical tomography [31]. Single photon detection techniques
and applications have been reviewed recently by Buller and
Collins [32], Hadfield [33] and Eisaman et al. [34]. Incidentally,
the same technology is not only used for photon arrival timing,
but also particle arrival timing for particles such as neutrons,
where timing can indicate neutron energy [35, 36], and electrons
and ions, e.g., in ion velocity mapping [37–39], so there is a
growing need for this technology, [40] with applications beyond
timing the arrival of photons.

1.5. Fluorescence Lifetime Imaging (FLIM)
The development of laser scanning confocal microscopes [41]
enabled TCSPC-based fluorescence lifetime imaging (FLIM),
as shown in Figure 2B. This method was developed in the
late 1980s [42] and early 1990s [43–45] before being more
widely applied in the late 1990s [46]. Besides scanning with a
point-detector to form an image of the sample, microchannel
plate (MCP)-based detectors and more recently single photon
avalanche diode (SPAD) arrays can be used for wide-field TCSPC
FLIM [47]. The development of both single point and wide-
field single photon detection methods has continued over the

decades, and while the old technologies continue to be used and
improved, there have also been new developments that show
great promise, including SPAD arrays and detectors based on
superconducting detector technology. See Figure 1 for a timeline
of single photon technology.

The specific requirements for the detectors and the timing
electronics depend on the field of application. This review gives
an overview of the technology behind the different approaches
to fast photon timing and recent developments with a focus on
fluorescence decay measurements and particularly FLIM.

1.6. Principles Behind Photon Timing
Photon timing means that the arrival time of a photon at the
detector is measured with respect to some reference, typically the
excitation laser pulse. A trigger from the laser and the signal from
the detector are fed into the timing circuit and their difference is
calculated. The photons are then usually assigned a “time bin,”
i.e., a slot whose width usually depends on the detector precision,
the required measurement precision, and the total length of the
decay to be measured, see Figure 3. The circuit is adjusted such
that the entire decay fits into the available time window, typically
5 times the length of the fluorescence lifetime, so that it can decay
into the background noise. The measurement is repeated for
many photons, until the arrival time histogram—representing the
fluorescence decay—contains a statistically significant number
of photons for fluorescence decay analysis, and to extract the
fluorescence lifetime [48–51].

1.6.1. Instrument Response
A photon timing detector is usually characterized by the full
width at half maximum (FWHM) of its instrument response
function (IRF), which is measured using a very short pulse of
light. In an ideal case, the measured IRF would be a Dirac
delta function in a single time bin, but due to experimental
uncertainties it is always wider. The width of the instrumental
response1t2IRF is given by the sum of the squares of the individual
time spread contributions [52]

1t2IRF = 1t2optical + 1t2tts + 1t2jitter (4)
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FIGURE 2 | (A) Schematic diagram of a fluorescence decay, (B) Basic principle of Fluorescence Lifetime Imaging (FLIM), where a fluorescence decay is measured for

every pixel of the image.

FIGURE 3 | Principle behind photon arrival timing for TCSPC. After repeatedly

exciting the sample and timing the arrival of many fluorescence photons

(schematically indicated in the middle), a histogram is built up that represents

the fluorescence decay.

where 1toptical is the optical pulse width of the exciting light,
1ttts is the transit time spread of the detector, and 1tjitter is the
jitter of the detection and timing electronics. Optical pulse widths
can be as short as femtoseconds, e.g., for two-photon excitation,
and the jitter of the electronics can be around 1 ps for the fastest
timing systems.

1.6.2. The Poisson Statistics of Photon Counting
One key advantage of photon counting is the well-defined
theoretical framework of Poisson statistics, which govern the
photon counting process. The photon events are independent,
i.e., in ensemble measurements the detection of one photon event

does not change the probability of detecting another one. (For
single photon work, this idea is modified, and in Hanbury Brown
and Twiss-type experiments, this is exploited to gain information
about coincident events.) The variance is the mean of the
distribution, and the experimental uncertainty in the form of the
standard deviation is given by the square root of the number
of counts. This also means that the more photons are collected,
the smaller the experimental uncertainty, and in practice the
dynamic range is only limited by the detector and electronics
non-linearities. Poisson statistics also predict how often multiple
photon events are detected as a function of the mean count rate.
Importantly, the probability that more than one photon occurs
after an excitation event is never zero, and there are excitation
cycles where this happens. If only one photon can be detected
after an excitation event, then the first photon arriving is timed,
but subsequent photons are lost. This is known as pile-up which
distorts the fluorescence decay toward shorter times [15]. In
practice, in the older spectroscopy literature it is recommended
to keep the stop-to-start ratio (ratio of fluorescence photon count
rate to repetition rate of the excitation laser) to around 1%, for
fluorescence decays with typically 10,000 counts in the peak [15].

Again, it is worth emphasizing that pile-up always occurs, the
probability to detect several photons after one excitation pulse is
never zero—the question is whether the effect emerges from the
Poisson noise (square root of the number of counts). For FLIM,
with typically fewer counts in the fluorescence decays in each
pixel than in spectroscopy measurements, the 1% stop-to-start
ratio can be somewhat relaxed, and a 10% stop-to-start ratio only
introduces a 2.5% fluorescence lifetime error [49]. If all photons
that are emitted after an excitation event are detected, then this is
not a problem [53].

2. SINGLE PHOTON DETECTORS

The detection of a single photon requires that (1) the photon
is converted into an electronic signal, and (2) that this signal
is larger than the noise, so it can easily be measured—in
practice, it needs to be amplified. Different detectors have
different characteristics regarding transit time spread, detection
efficiency, noise, ease-of-use and durability. Detectors used in
TCSPC/FLIM applications are discussed in this section, see
Table 1 for a summary.
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TABLE 1 | Summary of single photon detectors that are, or could be, used in FLIM.

Method Principle Advantages Disadvantages Remarks & references

PMT Photoelectric effect High gain Requires vacuum Requires high voltage

Large area Sensitive to magnetic fields [58–60, 123]

Low dark count

MCP Photoelectric effect Large area Requires vacuum Requires high voltage

High fill factor Limited lifetime [61, 79, 81]

Short TTS

Fast response

Low dark count

SPAD Electron-hole pair generation Low dead-time Small active area, high dark count rate [124]

Fast response Charge carrier diffusion tail in IRF

SPAD array Electron-hole pair generation Large number of Low fill factor [84, 95, 102]

parallel detectors High dark count rate

Cross-talk

SiPM Electon-hole pair generation Large number of

parallel detectors

Cross-talk All pixels connected to one

readout could be used for

scanning FLIM

[103–105, 111]

Hybrid PMT Photoelectric effect Low dead-time Requires high voltage

and electron-hole pair generation Low timing jitter [117, 118]

No afterpulsing

Super conducting detectors Superconductivity Low dark count

Fast response (nanowires)

Low operating temperature Still a developing

technology, not used for

FLIM yet

[33, 34, 125]

2.1. Photomultiplier Tube (PMT)
The first working PMTs were produced in the former Soviet
Union in the mid-1930s [54–56] in the race to develop electronic
television, and were soon shown to be single photon sensitive
[57]. A PMT is a vacuum device that consists of a photocathode,
up to a dozen discrete dynodes, each at a higher potential than
the previous one, and an anode, see Figure 4 [58–61]. A photon
hitting the photocathode can liberate a photoelectron, which in
turn releases secondary electrons when it hits the first dynode,
attracted to move toward it by the positive potential. The electric
signal is amplified in the sameway at each dynode, and the overall
gain of a PMT can reach values of 106 to 108 which yields an
easily measurable current at the anode, or a pulse. If two photons
are detected in quick succession, the output pulses can merge
and increase the pulse height. This effect has been exploited to
design a so-called pulse pile-up inspector that rejects pulses over
a certain pulse height and thus reject multiphoton events which
can bias a fluorescence decay [21, 62].

The reproducibility of measurements is affected by the
electron transit time, anode pulse rise time, and electron transit
time spread. The transit time spread determines the full width
half maximum of the IRF. For example, according to its data
sheet2, theHamamatsu R14755UPMT’s single photon pulse has a
rise time of 400 ps, but a transit time spread of only 200 ps. Short
rise times are advantageous for precise timing. Incidentally, the
IRF is much smaller than the width of the single-photon output

2https://www.hamamatsu.com/eu/en/product/type/R14755U-100/index.html

pulse of the PMT, which is quoted as 680 ps. The spectral response
characteristics are determined on the long wavelength side by the
photocathode material and on the short wavelength side by the
window material. PMTs require a vacuum and a high voltage for
their operation, and are sensitive to strong magnetic fields.

Photon detection efficiency of PMTs depends strongly on the
photocathode. The detection efficiency of conventional bialkali
and multialkali cathodes reaches 20–25% between 400 and
500 nm, but falls off quickly toward longer wavelengths. GaAsP
cathodes can reach up to 50% detection efficiency and work up
to 700 nm. However, dark current also depends on the cathode
material and can become a problem especially with materials
that have increased sensitivity toward infrared wavelengths.
Typical dead-times of PMTs are in the order of 10 ns, which is
generally lower than the dead-time of the electronics used for
photon timing and therefore usually not a concern for photon
timing applications. They also usually have a large detector area
compared to diodes—50 cm diameter for the Super-Kamiokande
PMTs [63]—which makes them easy to align in confocal or
multiphoton excitation fluorescence microscopes. Multianode
PMTs have been produced, with 16 anodes, and have been
employed in spectral FLIM [64, 65].

2.2. Microchannel Plate (MCP)
The concept of a microchannel plate (MCP) with a continuous
dynode was conceived in the 1930s [66] (coincidentally around
the same time as PMTs), although the first working devices
were not produced until the early 1960s [67–69]. Like PMTs,
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FIGURE 4 | Schematic of a photomultiplier tube. A photon impinging on the

photocathode can liberate a photoelectron which is attracted to the first

dynode, where further electrons are created by secondary emission. After

around 10 dynodes, the gain can be well over 106, producing an output pulse

that can be timed by timing electronics [58–61].

the operating principle of MCPs is also based on the signal
from the emission of a photoelectron from a photocathode
and its amplification via secondary emission, but an MCP has
continuous dynodes rather than discrete dynodes, as shown in
Figure 5. This shortens the transit time, and hence also the
transit time spread, which is a critical parameter for photon
timing applications. MCPs have a regular array of tiny tubes
(microchannels) where electrons are accelerated from one side of
the plate to the other through a high voltage (typically a few kV).
The microchannels are usually straight and round with ∼10 µm
in diameter with a center-to-center distance of ∼15 µm [70, 71].
They are arranged at an angle toward the normal (bias angle),
so that ion feedback is minimized. Most MCP detectors consist
of two (chevron configuration) or three (z-stack configuration)
MCPs either pressed together or with a small gap between them,
and the bias angles of the plates are rotated 180◦ with respect to
each other to prevent ion feedback. One MCP can have gain up
to 10,000, but a 3-MCP intensifier can provide gain > 107.

MCP detectors do not in principle have “dead-time” when the
detector is not capable of detecting new events. However they can
be affected by gain depletion where electrons are not delivered
fast enough to an area where many events occur, leading to
reduced electron gain and consequently reduced output signal
amplitude. This can become an issue especially with camera-
based read-out which can detect up to 100s of events per frame
[47], but this is unlikely to become an issue if the MCP is used for
timing photons one by one.

Inside MCPs the electron transit time is short, and
consequently, the transit time spread is also short, 10s of ps.
Indeed, MCPs are used as fast detectors for timing in TCSPC, and
IRFs of <20 ps have been reported [48, 51]. The output electron
cloud can then be detected by several methods, depending on
the application.

If no position read-out is required, the total current can be
converted to a voltage via a resistor and read out as a pulse,
as schematically indicated in Figure 5. For wide-field TCSPC, a
position-sensitive read-out is necessary, and the electrons can
be detected with either a position-sensitive anode, or converted
to photons with a phosphor screen and detected with a camera

FIGURE 5 | Schematic of a microchannel plate. A photon impinging on the

photocathode can liberate a photoelectron, which is attracted into the first

microchannel plate where secondary emission inside the microchannels

produces more electrons. They can be converted into a timing pulse at

the anode.

[47]. Large area MCPs with dimensions of 20×20 cm2 have been
reported [72].

Although MCPs are a mature technology, they are still
widely used and their development continues. For example,
unlike PMTs, MCPs can provide spatial resolution, which is
advantageous in low light level imaging. Photon counting
imaging, where the amplified photon events were imaged with
a camera and the image assembled photon by photon, was
employed by astronomers due to the exquisite sensitivity this
method offered at the time [73]. Indeed, the Hubble space
telescope’s faint object camera was based on photon counting
imaging [74]. The x-ray multimirror satellite’s optical monitor
[75], the ultra-violet/optical telescope (UVOT) on the Swift
gamma-ray observatory [76] and the Galaxy Evolution Explorer
(GALEX) satellite [77] all employ MCP-based photon counting
image intensifiers. Developments in the field are ongoing [78,
79], and recent improvements using atomic layer deposition
include robust substrates that able to withstand high processing
temperatures, very low background rates, high stable gains, and
low outgassing [80, 81].

2.3. Avalanche Photodiodes (APD/SPAD)
In contrast to PMTs and MCPs that are vacuum devices operated
at kV voltages, avalanche photodiodes (APDs) are semiconductor
solid-state devices based on a p–n junction, for which no vacuum
and kV voltages are required. A diode is an electronic component
that allows current to flow through it in one direction (when
biased in forward mode), but not the other (reverse mode), as
schematically shown in Figure 6A. A photodiode has a depletion
region which is largely free of mobile charge carriers, but when
a photon is absorbed in it, an electron-hole pair is created, see
Figure 6B. Applying an electric field (reverse bias) will allow the
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holes to go to the anode, and the electrons to the cathode—thus
a flow of current is created by absorbing photons in the depletion
region of a photodiode when biased in reverse mode.

By applying a high reverse bias voltage (typically 100–200 V
in silicon), APDs show an internal current gain effect (around
100) due to impact ionization (avalanche effect). Gain can be
improved by different doping and beveling techniques. A key
feature of the electron-hole pair generation is that unlike in
the photoelectric effect, this is a process for which no vacuum
is required.

SPADs are APDs that are operated with a reverse voltage
above a typical APD’s breakdown voltage. This is also called
Geiger mode, and it can achieve gains of 105–106. This mode
is particularly useful for single-photon detection. Once a photon
has been absorbed and an electron-hole pair created, an electron
avalanche is initiated which reduces the reverse bias below
the breakdown voltage and eventually stops the avalanche. If
the SPAD is designed for passive quenching, a large resistor
in series to the photodiode quenches the avalanche, whereas
in active quenching, an electronic circuit is triggered by the
avalanche current to stop it. Single photons thus produce
a clear output signal that can be counted and timed. This
output signal is typically independent of the number of photons
producing electron-hole pairs in the depletion region, so two
photons detected in quick succession will not increase the pulse
height, and pile-up inspection based on pulse height [21, 62] is
not feasible.

SPADs and APDs have a much smaller active area than
photomultipliers, typically between 10 and 100 µm in diameter.
They can have larger quantum efficiency than photocathode-
based photoelectronic vacuumdetectors, up to about 80%. SPADs
have a low dead-time and consequently high count rate, with
transit time spread of 10s of ps comparable to MCPs [82, 83].
However, they do have a charge carrier diffusion tail (a type of
afterpulsing) in the IRF. Another characteristic feature of SPADs
is their dark noise, typically tens of counts/s depending on the
operating voltage and temperature [84] and is a key difference
compared to photoelectronic vacuum devices for which 0.02
events cm−2s−1 have been quoted [71]. For typical nanosecond
fluorescence lifetime measurements in 50 ns time windows, this
is not a key issue, but the dark noise consideration gains in
importance as the detection window and fluorescence lifetime
to be measured increase, and the count rate drops. It is also an
important point to consider when enlarging the size of the light
sensitive area in SPADs, as the dark noise increases with the
area [84].

2.4. Single Photon Avalanche Diode (SPAD)
Arrays
SPADs can be arranged into arrays for spectroscopy or imaging,
and can be manufactured by complementary metal oxide
semiconductor (CMOS) technologies [85]. One-dimensional
arrays [86–91] can have a good fill-factor, since the light-sensitive
regions can be adjacent, with the timing electronics placed away
from the illuminated area. Two-dimensional SPAD arrays can
be used as a camera for direct wide-field imaging, where each

SPAD is a pixel that can independently perform photon arrival
time detection via TCSPC [92–94]. One of the features of such
an approach is that it yields enormous overall count rates of
GHz [95]. In addition to TCSPC operation, they can be used in
gated mode [96]. Two-dimensional arrays built for fast photon
timing have a fill factor well below 100% (e.g., from∼1% [97, 98]
to ∼50% [99]) because the majority of the area in each pixel is
occupied by electronic circuits to perform the timing. Quantum
efficiencies of around 60% have been reported [100], which
compares favorably to photocathode-based devices. Large arrays
of SPADs have been demonstrated to be suitable for TCSPC
[95, 101], and the development of these detectors is currently
developing at a fast pace [102].

2.5. Silicon Photomultipliers (SiPM)
Silicon photomultipliers, also known as solid state
photomultipliers, or multi-pixel photon counters (MPPCs)
are arrays of hundreds to tens of thousands of integrated SPADs,
each of which can detect photons individually and independently
[103–105]. However, unlike in SPAD arrays, they are all
connected to a common readout. Upon detection of a photon in
a SPAD, an electrical signal is generated by the SPAD. This can
be added to the signal from other SPADs that have detected a
photon, to generate a pulse whose amplitude is proportional to
the number of photons detected by the SiPM—this is the analog
operation of the SiPM, which yields information about the
photon flux. Alternatively, the number of SPADs that detected
a photon can be counted separately, so that the number SPADs
producing a signal is proportional to the number of incident
photons, or the photon flux.

Interestingly, SiPMs have a photon number resolving
capability: one, two, three or more detected photons can easily
be resolved [103]. A pulse height distribution of the SiPM
output shows characteristic peaks corresponding to the number
of photons detected, in addition to picosecond arrival timing. The
latter feature has been used in employing a SiPM with an active
area of 1 mm2 for TCSPC [106].

One feature of SiPMs and SPAD arrays is optical cross-talk.
The detection of a photon by the semiconductor can create an
infrared photon, which in turn can be detected by a neighboring
SPAD [107–109]. However, while the effect exists in principle,
it can be minimized with an appropriate SPAD design, and
cross-talk as low as 1% has been reported [109].

SPAD arrays and SiPMs can be manufactured by CMOS
technologies, but are usually produced using an ad hoc
technology [85]. This is a photolithographic fabrication process
using field effect transistors for logic functions in various
integrated circuits, but also for analog circuits in image sensors;
for example, the 160×128 SPAD array in Veerappan et al. [92]
has been quoted to have 60 million transistors. While the latter
SPAD array was manufactured using 130 nm CMOS technology,
the latest SPAD arrays have been produced in 40 nm CMOS
technology [110], allowing smaller features on the SPAD array.
The pixel pitch, for example, 18.4 µm in x and 9.2 µm in
y is the smallest one reported for SPAD arrays at the time
of writing, much smaller than, for example, the 50 µm pitch
used in Veerappan et al. [92]. Since the light-sensitive area
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FIGURE 6 | (A) A schematic current-voltage characteristic for a diode. A SPAD is biased above the breakdown voltage of the diode, whereas an APD is biased below

the breakdown voltage. (B) A schematic of a photodiode in reverse mode. A photon absorbed in the depletion region (i) creates an electron-hole pair, which through

impact ionization produces a pulse for timing.

in a pixel has to share the available space with the timing
electronics, the fill-factor (i.e., the ratio of light-sensitive area to
total pixel area) is less than 100%, if both are implemented in
a two-dimensional layer. This is currently the case, but three-
dimensional integration, where the light-sensitive part and the
electronics are implemented in separate layers which are then
put together to form the SPAD array, or SiPM, is an area of
active and rapid development, and 100% fill-factor devices will
likely be produced in the near future. This would be a very
welcome development for many application areas, including
biophotonics [102, 111]. Three-dimensional integration will also
enable placement of FPGA-like (field programmable gate array)
structures beneath the sensor, for detailed analysis of the photon
flux, e.g., mean fluorescence lifetime determination without
reading out the arrival time of every photon [112–114].

2.6. Hybrid Detectors
Hybrid photodetectors combine the PMT vacuum tube with
photodiode semiconductor technology: a photoelectron liberated
from the photocathode is accelerated through a high voltage (up
to 10 kV) directly onto an avalanche diode, biased below the
breakdown voltage (see Figure 6A) where it generates a large
number of electron-hole pairs, one per each 3.7 eV [115]. Thus,
well over 1,000 electron-hole pairs are created by a single photon,
which are further amplified in the diode, see Figure 7. One
advantage of this technology is that the single gain step produces
a narrow pulse height distribution [115, 116], which can be used
to detect photon numbers. From the timing point of view, this
single gain step results in low transit time spread and therefore
low timing jitter [117].

Hybrid detectors feature lower dead-times (<1 ns) compared
to either PMTs or SPADs (tens of ns). Also, the IRF of such
detectors is, unlike that of a SPAD, PMT or MCP, free of
afterpulsing or charge carrier diffusion tails, which reduces
counting background and results in a considerably increased

FIGURE 7 | In a hybrid detector, the photoelectron from the photocathode is

accelerated through a high voltage into the p-n junction, where it creates a

large number of electron-hole pairs. The gain is further increased by impact

ionization, producing a timing pulse at the anode.

lifetime accuracy for a given number of detected photons
[117, 118].

Hybrid detectors are now the most commonly used detectors
in point-scanning TCSPC FLIM applications. This is due to their
high quantum efficiency for GaAsP photocathodes (∼50%), their
large area (compared to SPADs) and fast time resolution (20 ps)
[51]. Sixteen channel version of hybrid detectors are available.
The principle behind hybrid detectors has also been used to create
pixelated detectors for imaging (i.e., electron-bombarded CCDs
[115, 119, 120] and CMOS cameras [121, 122]) but these devices
have not been modified for fast timing applications.

2.7. Superconducting Detectors
Superconducting single photon sensors are a relatively new
technology. Superconducting nanowire single photon detectors,
developed in 2001 [126], have potential for low jitter, short
dead-time and high count rates [125]. In combination with
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FIGURE 8 | (A) Schematic of leading edge discrimination. The fixed threshold times the pulses (all arriving at the same time t = 0) at different times t1, t2, and t3,

depending on the pulse height. (B) Schematic of constant fraction discrimination. The original input pulse is split into two, one is attenuated, and one is delayed and

inverted. The zero-crossing when the two pulses are added is independent of the pulse height.

TCSPC, an IRF of 2.7 ps has been reported, currently the shortest
TCSPC IRF on record [127]. Transition edge sensors were first
demonstrated in 1995 [128] and have 100 ns jitter and long dead-
time making them unsuitable for fast timing applications [129].
The same is true for superconducting tunnel junction detectors,
the single photon events have microsecond rise times, depending
on the details of the superconducting material. They do have an
intrinsic wavelength resolution, though, which is a very attractive
feature. The biggest drawback of superconducting sensors is
that they have to be operated at liquid helium temperature.
Although they are an exciting development in the field of single
photon detection, they currently find applications mostly in
quantum optics, astronomy and long distance communications
[129]. Consequently their development is aimedmore toward the
infrared wavelengths rather than visible light currently used in
FLIM, to the best of our knowledge have not been used for infra-
red FLIM and are therefore out of scope for this review. For more
information, see recent reviews [33, 34, 125, 129].

3. PHOTON TIMING TECHNOLOGY

3.1. Leading Edge and Constant Fraction
Discrimination
After the electronic pulse created by a photon leaves the detector,
it may pass through a pre-amplifier before it encounters some
kind of discriminator. The discriminator sets the threshold for
the pulse to be accepted, and shapes it for detection by the timing
circuit. Leading edge discrimination sets a fixed threshold for
the incoming pulse, and crossing this threshold provides the
timing reference. If the pulses are of a constant amplitude, this
is a feasible approach, for example for excitation laser trigger
pulses. However, if the pulse height varies, then leading edge
discrimination introduces an experimental uncertainty, time
walk, which degrades the precision of the timing, as indicated
in Figure 8A.

This time walk can be minimized by using a constant fraction
discriminator (CFD). A CFD splits the input pulse in two,
attenuates one of them, and delays and inverts the other, before
they are added again, as shown in Figure 8B. The zero-crossing is

independent of the pulse height. Therefore, for pulses for varying
pulse height, as is typical for single photon detectors, a CFD
minimizes the dependence of the photon arrival timing on the
pulse height. The delay is chosen according to the rise time of the
leading edge of the pulses to be timed.

3.2. Time-to-Amplitude Converter (TAC)/
Analog-to Digital Converter (ADC)
As the earliest photon timing technology, the TAC was derived
from the delayed coincidence circuit [11]. It measures the time
between a laser pulse and the arrival of a photon, and converts
this time difference into a measurable voltage amplitude. A TAC
typically starts charging a capacitor upon receipt of a “start”
pulse, and stops charging it when a “stop” pulse arrives, such that
the capacitor charge is proportional to the time elapsed between
“start” and “stop.” In practice, to avoid resetting the electronics
after every laser pulse, TACs are usually operated in reversed
start-stop mode where the arrival of the photon starts the TAC
and the arrival of the next laser pulse stops it [130].

To record statistics of photon arrival times (e.g., fluorescence
decays), the TAC output pulse, the height of which is
proportional to the charge on the capacitor, is processed by
an analog-to-digital converter (ADC). The ADC resolves the
TAC voltage into a digital equivalent of the photon detection
time, which is then used to address a memory location for the
arrival time bin and increment it by one count. In early TCSPC
systems the ADC was the bottleneck both in terms of speed and
channel uniformity. This has been resolved by the development
of electronics; the electronics required for TAC/ADC systems
are relatively complicated, as the TAC requires a highly linear
voltage ramp for precise operation, and the ADC has to be able
to resolve the voltage into thousands of time channels with equal
width [48, 49]. The integral non-linearity of a TAC refers to the
actual length of the time window compared to what it should be
according to the settings. The differential non-linearity refers to
the variation of the counts from time channel to time channel,
and this is typically around 1%.

Nowadays TAC/ADC systems can achieve very fast timing in
the order of a few ps. In this case the photon timing capabilities
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are usually limited by the timing jitter in the detector (i.e., transit
time spread), and, with commonly used ps pulsed diode lasers,
the optical excitation pulse width.

3.3. Time-to-Digital Converter (TDC)
TDCs are relatively new compared to TAC/ADC technology.
As a fully digital system, a TDC counts clock cycles between a
start and a stop pulse [131, 132]. The time resolution of a TDC
is determined by the clock speed, typically from a few tens to
hundreds of ps at best (e.g., a 1 GHz clock has time resolution
of 1 ns). In principle, TDC time resolution can be improved by
using time interpolation circuits to measure clock cycle fractions,
but in this case many advantages, such as simple circuit design
and short dead-time are lost.

Although timing resolution of TDCs can be worse than
those of TACs, they have some advantages over the TAC/ADC
technology. TDCs can have low dead-times in the 1 ns regime,
and are favorable in applications where low dead-times are a
priority. TDCs can in principle measure any time span, unlike
a TAC which has a limited voltage range, and are more robust
against environmental changes (e.g., temperature) [53].

TDCs are much easier to upscale than TAC/ADC technology.
For this reason TDCs have found widespread use in SPAD
arrays, and the development of this technology is expected
to continue. Recently a 32-channel TCSPC system has been
developed employing the hybrid integration of a custom 32
SPAD array with 32-channel active quench and time to analog
converter array [87, 133, 134]. Although the fill-factor and
SPAD performance are compromised by having such a large
number of detectors and timing electronics on a single substrate,
this detector has a TDC in each pixel with 55 ps resolution,
allowing independent TCSPC in each pixel of a 32×32 pixel
array simultaneously.

TAC/ADC systems, based on charging a capacitor with
a constant current source [135], were and are mainly used
in fluorescence spectroscopy systems, as they are a mature
technology with the best timing precision and good linearity.
However, they have a dead-time that does not make it feasible
to time the arrival of two photons in one excitation cycle.
TDC systems are based on clock cycles, and typically have
a lower time resolution and higher differential and integral
non-linearities than TACs, but they have a very short dead-
time which allows timing of multiple photon arrivals after one
excitation pulse [53]. They are also compact, and TDCs are
typically the choice of timing circuit used on TCSPC-based SPAD
arrays (although TACs have also been implemented [101]). For
implementation in CMOS, on a SPAD array, a stable power
supply, the power consumption and the heat generated by its
operation, the temperature stability as well as non-uniformity
across all pixels are all important considerations [135].

3.4. Streak Cameras
Streak cameras differ significantly from the other photon timing
methods introduced in this review and are less common, but
they are the fastest detectors available and have some uses in
FLIM applications where extremely fast timing resolution is
needed. Although they can photon count, they do not need

TACs and ADCs or TDCs to perform the photon arrival
timing, instead they convert photon arrival time into spatial
position on a phosphor screen. They can be considered a
more integrated or complete imaging system compared to
PMTs, MCPs or SPADs which produce a pulse to be timed by
appropriate separate electronics. Similar to image intensifiers,
photon detection capability of a streak camera is based on
electron amplification inside an MCP, but deflector plates and
a voltage sweep circuit are placed between a photocathode
and the MCP such that the photoelectrons liberated from the
photocathode experience a deflecting voltage before hitting the
MCP. The voltage experienced by the electron depends on the
photon arrival time at the photocathode, therefore photons
arriving at different times end up in different locations on the
phosphor screen which is imaged by a camera, see Figure 9. This
detection mode is often combined with spectral dispersion in
orthogonal direction, such that the image has time distribution
in one axis and spectral distribution in the other.

An obvious disadvantage is that one spatial dimension is
taken up by the time axis, and the other possibly by spectral
detection, so the camera is capable of measuring only one
point at a time. It is possible to operate a streak camera in a
line scanning mode, where the one spatial dimension in the
camera images the time and the other one of the sample spatial
directions, and a line is scanned across the sample for a two-
dimensional image [136, 137]. Alternatively, a streak camera
can be combined with a point-scanning confocal or two-photon
microscope, where the time and spectral coordinates are obtained
from the streak camera and the image is formed by usual point-
scanning methods [138–140].

The operation of a streak camera is not necessarily based on
single photon detection, although they can be operated in single
photon mode [140, 141]. The voltage sweep can be adjusted
for the required time resolution and dynamic range—timing
resolution in the sub-ps regime is possible with this method.
Wider use of streak cameras is limited by their cost, also the time

FIGURE 9 | Streak camera principle of operation. A photocathode converts

photons into photoelectrons which pass through a pair of deflection plates,

before being amplified and converted back into an optical image with a

phosphor screen. Due to the deflection plates, timing information is converted

into spatial information. Reproduced from Biskup et al. [139].
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required for scanning an image and data processing to obtain a
FLIM image can be lengthy.

4. FLUORESCENCE LIFETIME IMAGING

In FLIM microscopy, the timing of photons is used to build a
histogram of photon arrival times—which is the fluorescence
decay—in each pixel of an image, as schematically illustrated
in Figure 2A. The decay is fitted with an exponential decay
function (Equation 2) that yields the fluorescence lifetime,
which is typically nanoseconds, and often depends on the
microenvironment of the molecule, or the proximity of
other fluorescent molecules. Therefore FLIM has found many
applications, especially in the biological sciences, for monitoring
the microenvironment and/or protein interaction [142–145].

When choosing a detector for FLIM, there is no simple
answer for the “best” choice—this depends on the microscope
and the sample. Fluorescence lifetimes are typically in the
order of a few nanoseconds and in some applications IRFs of
several hundred ps may be acceptable, but in order to measure
complex multiexponential decays, or detect subtle changes in
living specimens, fast timing of photon arrival is essential [51].

Apart from timing of individual photons, the time it takes
to acquire a whole image is also very important in FLIM. For
biological imaging and especially live cell applications, photon
efficiency and light dose are critically important. Usually a
compromise has to be found between timing accuracy, data
acquisition speed and illumination light dose. FLIM methods
can be generally divided into two categories: in scanning FLIM
a laser beam is scanned over the image pixel by pixel and the
image is recorded with a point detector (Figure 10A), whereas
wide-field FLIM collects decays for the pixels in parallel fashion
(Figure 10B) [47, 146].

4.1. Scanning FLIM
While the earliest fast fluorescence timing experiments were
point measurements, usually measuring solutions in a cuvette,
the development of laser scanning confocal microscopes [41]
enabled TCSPC-based FLIM in the 1990s, and opened up new
applications for FLIM in biological research. In scanning FLIM
a laser beam is scanned over the image pixel by pixel, and
the image is recorded with a point detector such as a PMT,

SPAD or a hybrid detector. For proper analysis of the decay,
a histogram is required for each pixel of the image, with good
photon statistics in each pixel. The excitation repetition rate
is fundamentally limited by the fluorescence lifetime to be
measured so that the sample has time to decay to the ground
state before a new excitation pulse, and to avoid photon pile-
up, the detection rate is usually limited to 1% of the excitation
repetition rate at the brightest pixel. This can make image
acquisition slow, typically a few minutes per image. Scanning
FLIM is widely used, and it provides the benefits of confocal
or multiphoton excitation microscopy, i.e., optical sectioning,
reduced background blur and reduced photobleaching outside
the focal point. Combination with spectral detection or
polarization is also relatively straight-forward.

One limiting factor in acquisition speed is the dead-time of
the detector and the timing electronics; this is the time required
to reset the electronics, during which any arriving photon will be
lost. PMTs can have dead-times of several tens of ns, while SPADs
and hybrid detectors have improved this to<1 ns. On TAC/ADC
based systems an upper limit to the detection efficiency is usually
placed by the TCSPC electronics, which have typical dead-times
in the order of 100 ns. TDCs have improved this to <1 ns, albeit
with considerable loss of timing resolution [51].

Today, many commercial setups for scanning FLIM use
hybrid detectors combined with TAC/ADC electronics. Hybrid
detectors combine the advantages of both PMTs and SPADs: they
have high gain, short dead-time, and low timing jitter. TAC/ADC
electronics, on the other hand, have excellent timing resolution
and can achieve IRFs down to 20 ps. While the electronics dead-
time is usually in the order of 100 ns, the detection count rate is
typically limited by the pile-up restrictions below 1 MHz.

It is possible to improve the overall image acquisition speed
by using multiple detectors [147, 148] to reduce the dead-time
and distribute the photons over the detectors e.g., by spectral
dispersion. Multi-point scanning with SPAD arrays has also been
demonstrated [97, 98] which enables real-time imaging of a
FRET-based biosensor to study cell signaling, without trade-off
between speed, noise and precision [149].

4.2. Wide-Field FLIM
In wide-field FLIM, the entire sample is illuminated to produce
fluorescence, and the decay for each pixel is acquired in a parallel

FIGURE 10 | Schematic diagram of the acquisition principle for (A) scanning and (B) wide-field FLIM. (A) In scanning FLIM, a focussed laser beam is raster-scanned

over the image pixel by pixel to excite the fluorescence, and the photon arrival timing is performed with a point detector, separately in each pixel. (B) In wide-field

FLIM, the entire sample is illuminated with a collimated excitation beam to excite the fluorescence, and the photon arrival timing is done with a position-sensitive

detector. DM is dichroic mirror.
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manner using some kind of camera, i.e., a position-sensitive
detector. There aremany different methods to performwide-field
FLIM, including time-gating and frequency-domain methods
which are not based on timing single photons and are out of scope
of this review—for more information see, for example, [20, 150,
151]. Image intensified fast cameras [152, 153], as well as a time-
stamping camera, TimepixCam [154, 155], have been used for
timing single photons, but the photon timing resolution of these
devices is limited from nanoseconds to microseconds, and thus
they are more suitable for microsecond phosphorescence lifetime
imaging rather than fast timing applications for nanosecond
fluorescence decays. However, the latest TimepixCam version
has 1.5 ns timing resolution [155] which would be suitable for
measuring fluorescence decays of tens of nanoseconds.

For wide-field single photon timing on the picosecond time
scale, MCPs and SPAD arrays are the most commonly used
detectors. MCPs are a mature technology, and are used in
many fields of science. Similar to PMTs, MCPs are capable of
high timing resolution with IRFs down to 20 ps [79]. As they
provide many channels, the position information is preserved
during the signal amplification process. However, the MCPs
themselves do not provide positional read-out, so they need to
be combined with position read-out anodes [61, 156, 157]. Many
different architectures have been designed [47], but usually the
position read-out restricts the detection rate to a maximum of
one photon per excitation pulse. Although advanced read-out
architectures can improve this [158], overall this method does
not offer significant improvement to the acquisition speed over
scanning methods.

SPAD arrays are a more recent development in wide-
field single photon detection. Unlike MCPs where the
position read-out often limits the detection rate to a
maximum of 1 photon/excitation pulse, SPADs can count a

photon/pixel/excitation pulse independently and therefore have
potential for enormous count rates, and hence short acquisition
times. The TDCs used in SPAD arrays can have an order of
magnitude worse timing resolution than MCPs, but this is still
acceptable for many FLIM applications where typical lifetimes
are in the order of a few nanoseconds. The latest SPAD arrays
can have fill factors of 50% [99], a great improvement over
the megaframe SPAD arrays with 1% fill factor [97, 98], but
they generally do have some non-uniformity across the array.
However, these specifications are continuously improving, as
this technology is currently developing at a fast pace [102, 110].

Wide-field photon counting methods are especially useful
for combining FLIM with microscopy techniques that usually
require a wide-field detector, such as TIRF [159] or lightsheet
[160] illumination methods. They are also indispensable in live
cell imaging, where the uniformly distributed, extremely low
light dose enables long term observation of sensitive specimens
[61, 156, 161, 162].

5. APPLICATIONS

FLIM with fast timing has a vast range of applications in many
different fields of science [143, 163]. FLIM is often used for
monitoring the microenvironment of living cells, such as pH
[164], ion concentration (Ca2+, Cl−, K, Na,...) [165], viscosity
[166, 167], temperature [168, 169], or oxygen levels [170, 171].
FLIM is also the most precise methods for detecting FRET,
which can be used for monitoring protein interaction, tension
and folding [18]. A number of reviews and textbooks have
delved into more details of the technique and its concepts, its
implementations, applications and data analysis methods [20, 48,
49, 51, 151, 172–181].

FIGURE 11 | Applications of fast scanning FLIM. (a,b) Metabolic state monitoring of cells with fast scanning FLIM. The images show the bound fraction of FAD, which

decreases for cancer cells. Reproduced from Becker et al. [183].
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FIGURE 12 | FLIM viscosity measurement. Fluorescence intensity (a,c) and FLIM images (b,d) for live SK-OV-3 human ovarian carcinoma cells incubated with two

different viscosity-sensitive dyes (bottom & top). The fluorescence lifetimes are encoded in two discrete color scales, blue for a long lifetime range, indicating a higher

viscosity, and yellow for a short lifetime range, indicating a lower viscosity. The lifetime range for the fluorescent molecular rotor dyes used in (b) is 1,400–1,850 ps in

yellow and 1,850–2,200 ps in blue, and for the dye used in (d) 800–1,250 ps in yellow and 1,250–1,800 ps in blue. Scale bars: 10 µm. Reproduced from [185].

FIGURE 13 | Wide-field TCSPC-based FLIM with TIRF. (A) TIRF and (B) wide-field FLIM images of HeLa cells. (C) Fluorescence lifetime histograms and (D)

representative fluorescence decays. The fluorescence lifetime difference between the images is due to selective excitation of the membrane-sensitive dye.

Reproduced from Hirvonen et al. [159].
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FIGURE 14 | TCSPC-based lightsheet FLIM images of cancer cell spheroids with two different fluorescent labels, one throughout the spheroid and one on the surface

only. (A) xy FLIM image, with the color-encoded fluorescence lifetime contrast given by the color scale bar on the left, (B) xz FLIM image, (C) yz FLIM image, and (D) xy

fluorescence intensity image, with a 100 µm scale bar to indicate spatial dimensions. (E) Representative fluorescence decays of samples with one or both fluorescent

labels on a semi-logarithmic plot. (F) Fluorescence lifetime histograms of samples with one or both fluorescent labels. Reproduced from Hirvonen et al. [160].

Typical fluorescence lifetimes are on the scale of a few
nanoseconds which in principle can tolerate IRF widths of a
few hundred ps. However, fast ps timing accuracy helps in
detecting subtle changes in the microenvironment of living cells,
or changes in FRET levels, especially in applications where the
overall imaging speed is also a critical parameter [149].

Commercial scanning systems are now available that routinely
achieve both fast photon timing accuracy, and fast overall image
acquisition times. A confocal FLIM system has been reported
with IRF FWHM <25 ps, which achieves count rates of up to
20 MHz [182]. The system uses a single detector but routes the
photons into four separate timing channels, thereby shortening
the TCSPC electronics dead-time. This system can obtain a 256
× 256 pixel FLIM image in about 0.5 s.

This type of system has been used, for example, formonitoring
the metabolic state in living cells [183], see Figure 11. This
approach allows for an optical biopsy to be obtained, to assess
cells for possible signs of disease, without employing mechanical
methods for tissue removal or chemical methods for analysis.
This so-called autofluorescence FLIM (because the sample does
not need to be stained with fluorescence dyes, the intrinsic
fluorescence of cells is used) is used for clinical diagnostics
of skin [184]. Two lasers were multiplexed to alternatingly
excite the endogenous fluorophores NAD(P)H and FAD which
provide a read-out of the metabolic state, detected in two
FLIM channels. Information on the metabolic state was derived
from the fluorescence decays of NAD(P)H and FAD, which
both have a fast few 100 ps and a slow ns scale component
corresponding to bound and unbound fractions. A fast FLIM
system is able to detect subtle changes in the component

amplitude ratios and therefore changes in the metabolic state of
the cells.

FLIM has also been used for monitoring viscosity in living
cells using viscosity-sensitive fluorescent molecular rotor dyes
[185], see Figure 12. Viscosity is the resistance of a fluid to flow,
and is a key parameter determining chemical or biochemical
reaction rates. Traditionally, bulk viscosity is measured by
mechanical methods, but the use of fluorescent molecular
rotors allows optical viscosity measurements. For this approach,
only a very small sample is needed, and in combination with
fluorescence microscopy and FLIM allows mapping viscosity
on a micrometer scale, for example in living cells and their
organelles [186].

The FLIM examples in Figures 11 and 12 are based on raster
scanning a single point across the image, and performing TCSPC
in each pixel separately, and, depending on the circumstances,
it typically takes minutes to acquire a sufficient amount of
photons for fluorescence decay analysis. The imaging speed can
be improved by multi-point scanning. An 8 × 8 beamlet array
was used to illuminate a sample, with a 32× 32 pixel SPAD array
detecting the emission from the spots excited by these beamlets
with 55 ps timing resolution. Each beamlet scanned a 32 × 32
pixel area, producing a final image with 256 × 256 pixels. The
original system had image acquisition time of 10 s / optical slice,
the authors were able to detect FRET and calculate differences in
cell biochemistry between sample [97, 98]. An improved version
was able to image four optical planes simultaneously with 4 ×

4 beamlets in each optical plane, improving overall acquisition
speed by a factor of 64 compared to conventional scanning FLIM
[187]. With a more powerful laser, the generation of 32 × 32
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beamlets could allow 8 × 8 beamlet acquisition of 16 individual
planes simultaneously.

In wide-field TCSPC imaging, MCPs provide excellent timing
resolution, but they need to be combined with a position-
sensitive read-out [61, 156, 157]. Recently an MCP detector
with picosecond timing resolution was combined with a delay
line anode for position-sensitive read-out, and this detector
combined with fluorescence microscopy techniques that are
difficult to implement with scanning technologies [188].

TIRF microscopy is a method where an evanescent wave,
created by reflection of an excitation beam via total internal
reflection on a microscope cover slip, penetrates a few hundred
nanometers into the sample. This technique is typically used
to excite dyes or fluorescent proteins in or near membranes
close to the coverslip, without creating background fluorescence
from regions inside the cell. TIRF images are usually recorded
with a camera, rather than raster scanning. Figure 13 shows a
comparison of TIRF (left) and wide-field (right) fluorescence
lifetime images of HeLa cells where the lifetime difference
between the images is due to a membrane-sensitive dye [159].
The TCSPC-based wide-field FLIM approach for TIRF relies on
the crossed delay line anode detector, which provides spatial and
timing information for each detected photon.

Lightsheet fluorescence microscopy is another microscopy
approach which is typically carried out using a camera. Figure 14
shows lightsheet FLIM images of cancer cell spheroids with
two different fluorescent labels, one throughout the spheroid
and one on the surface only [160]. Again, without a position-
sensitive detector with picosecond time resolution, TCSPC-based
lightsheet FLIM is hard to perform.

6. CONCLUSIONS

FLIM is a widely used imaging technique in the life sciences
which allows not only the localization of fluorophores, but
also the monitoring of their microenvironment and their

interaction, typically via their nanosecond fluorescence decay.
Photon counting methods allow the measurement of photon
arrival time with picosecond time resolution. Both detectors and
electronics play a critical role in fast timing of photons. From
the detector side, transit time spread in the signal amplification
process is a critical parameter for fast timing, whereas low
dead-time and high detection efficiency are also important in
fluorescence applications. For timing, the mature TAC/ADC
technology can now achieve timing accuracy of a few ps, and is
the most precise technology to use for fast timing applications.
TDCs are a newer technology, whose timing capabilities are
still limited to tens of ps by clock speeds, but they are easier
to produce, more robust against environmental variations and
easier to upscale, for example, to use in megapixel detector array
technology for SPADs and SiPMs.

For fluorescence measurements, TCSPC has the
best signal-to-noise ratio of the standard time-resolved
imaging methods, and is accurate enough to allow multi-
exponential fluorescence decay fitting. The extremely low
illumination intensity, distributed evenly over the field of
view, is beneficial especially in life science applications
where it allows long-term monitoring of living cells and
organisms. The development of fast TCSPC methods
will also benefit fields where single photon or particle
time-of-flight measurements are required, for example
LIDAR, neutron imaging ion velocity mapping or photon
correlation techniques.
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Time-resolved luminescence measurement is a useful technique which can eliminate

the background signals from scattering and short-lived autofluorescence. However, the

relative instruments always require pulsed excitation sources and high-speed detectors.

Moreover, the excitation and detecting shutter should be precisely synchronized by

electronic phase matching circuitry, leading to expensiveness and high-complexity.

To make time-resolved luminescence instruments simple and cheap, the automatic

synchronization method was developed by using a mechanical chopper acted as both

of the pulse generator and detection shutter. Therefore, the excitation and detection

can be synchronized and locked automatically as the optical paths fixed. In this paper,

we first introduced the time-resolved luminescence measurements and review the

progress and current state of this field. Then, we discussed low-cost time-resolved

techniques, especially chopper-based time-resolved luminescence detections. After that,

we focused on auto-phase-locked method and some of its meaningful applications,

such as time-gated luminescence imaging, spectrometer, and luminescence lifetime

detection. Finally, we concluded with a brief outlook for auto-phase-locked time-resolved

luminescence detection systems.

Keywords: time-resolved, luminescence, auto-phase-locked, chopper, imaging

INTRODUCTION

Time-resolved techniques have beenwidely applied to the study of ultrafast photophysical processes
(Wirth, 1990; Walker et al., 2013), the research of temporal behavior of chemical systems
(Piatkowski et al., 2014), biological detection and imaging (Connally and Piper, 2008; Berezin
and Achilefu, 2010; Bünzli, 2010; Cicchi and Pavone, 2011; Strat et al., 2011; Becker, 2012; Yang
et al., 2013; Grichine et al., 2014; Lemmetyinen et al., 2014; Lu et al., 2014; Bui et al., 2017; Luo
et al., 2017; Zhang et al., 2018; Zhu et al., 2018b; Liu et al., 2019). Since these techniques can
detect the luminescence change in time domain, they play a more and more important role as
many long-lived luminescence materials and probes were developed (Connally and Piper, 2008;
Bünzli, 2010; Yang et al., 2013; Zhang et al., 2018). Time-gated luminescence detection is known
as one kind of time-resolved method, which can operate detecting gate after pulse excitation with
a delay time (Connally and Piper, 2008; Lemmetyinen et al., 2014; Zhang et al., 2018). Therefore,
the background signals caused by scattering and short-lived autofluorescence could be eliminated,
and the signal-to-noise ratio would be improved significantly. Luminescence lifetime detection
is another mainly used method, which can detect the luminescence decay rates by recording the
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luminescence intensity vs. pulse excitation (Cicchi and Pavone,
2011; Becker, 2012; Liu et al., 2019). Since the luminescence
lifetimes of many probes are sensitive to microenvironments,
lifetime imaging can exhibit significant differences that covered
by luminescence intensity, and is more and more widely used in
biological imaging to observe functional and molecular events
(Connally and Piper, 2008; Berezin and Achilefu, 2010; Bünzli,
2010; Cicchi and Pavone, 2011; Strat et al., 2011; Becker, 2012;
Damayanti et al., 2013; Yang et al., 2013; Grichine et al., 2014;
Lemmetyinen et al., 2014; Lu et al., 2014; Bui et al., 2017; Luo
et al., 2017;Wang et al., 2017; Zhang et al., 2018; Zhu et al., 2018b;
Liu et al., 2019).

To achieve the time-resolved luminescence detection, the
temporal resolution of related instruments should be high
enough, since most luminescence probes exhibit luminescence
lifetimes rang from sub-nanoseconds to milliseconds (Berezin
and Achilefu, 2010; Bünzli, 2010; Yang et al., 2013; Zhang et al.,
2018). With the development of pulse light sources, optical
detectors and high-speed shutters, many instruments could
achieve nanosecond-resolved luminescence detection (Krishnan
et al., 2003; Urayama et al., 2003; Biskup et al., 2004; Connally
et al., 2006; Qu et al., 2006; Sun et al., 2009; Gahlaut and
Miller, 2010; Strat et al., 2011; Damayanti et al., 2013; Grichine
et al., 2014; Hirvonen et al., 2014; Lu et al., 2014; Bergmann
et al., 2016; Pominova et al., 2016; Bui et al., 2017; Luo
et al., 2017; Wang et al., 2017; Zhu et al., 2018b; Liu et al.,
2019). Photon sensitivity is another important factor in time-
resolved luminescence detections. Since the luminescence decays
exponentially after pulse excitation (Berezin and Achilefu, 2010;
Bünzli, 2010; Yang et al., 2013; Zhang et al., 2018), the photon
signals are significantly fewer than that under continuous-
wave (CW) excitation. Although increasing the exciting power
or exposure time could produce more luminescence photons,
the photobleaching of many organic dyes would decrease the
accuracy of the time-resolved luminescence measurements.
Thus, it is necessary to increase the efficiency of photon detecting
to improve the signal-to-noise ratio. Particularly in luminescence
lifetime detections, a detecting cycle is usually divided into
many intervals, each of which should have enough photons for
luminescence lifetime analysis (Cicchi and Pavone, 2011; Becker,
2012; Liu et al., 2019).

Because of these requirements, high-speed and sensitive
detectors, such as PMT (photomultiplier tube) (Strat et al., 2011;
Grichine et al., 2014; Bui et al., 2017; Luo et al., 2017; Zhu
et al., 2018b), SPAD (single-photon avalanche diode) (Damayanti
et al., 2013; Lu et al., 2014; Wang et al., 2017), streak camera
(Krishnan et al., 2003; Biskup et al., 2004; Qu et al., 2006;
Bergmann et al., 2016; Pominova et al., 2016) or intensified
camera (Urayama et al., 2003; Connally et al., 2006; Sun et al.,
2009; Gahlaut and Miller, 2010; Hirvonen et al., 2014) are
essential in many instruments for time-correlated single-photon
counting (TCSPC). In addition, theses detectors always need to
be synchronized with the ultrafast laser sources, leading to highly
precise and complicated optical systems. Some reviews have
summarized the principle and development of time-resolved
luminescence detection techniques (Connally and Piper, 2008;
Berezin and Achilefu, 2010; Bünzli, 2010; Cicchi and Pavone,

2011; Becker, 2012; Yang et al., 2013; Lemmetyinen et al., 2014;
Zhang et al., 2018; Liu et al., 2019). Most of these techniques
are mainly used in detecting nanosecond-delayed fluorescence.
As the developments of phosphorescence, delayed fluorescence
and upconversion luminescence materials, these materials could
emit luminescence with a delay time over microseconds or
milliseconds (Marriott et al., 1991, 1994; Verwoerd et al., 1994;
Vereb et al., 1998; Connally et al., 2006; Connally and Piper,
2008; Bünzli, 2010; Gahlaut and Miller, 2010; Connally, 2011;
Jin, 2011; Jin and Piper, 2011; Damayanti et al., 2013; Yang et al.,
2013, 2019; Grichine et al., 2014; Hirvonen et al., 2014; Jin et al.,
2014; Lu et al., 2014; Zhang et al., 2014, 2018; Bergmann et al.,
2016; Pominova et al., 2016; Zheng et al., 2016; Zhu et al., 2016,
2018a,b; Bui et al., 2017; Chen T. et al., 2017; Wang et al., 2017;
Sakiyama et al., 2018; Zhu and Shu, 2018, 2019; Deng et al., 2020;
Liu et al., 2020), greatly reducing the requirement of temporal
resolution and the cost of the instruments. Combining with the
use of low-cost shutters and automatic synchronization methods,
CW light sources and common cameras were successfully used
to accomplish the time-resolved luminescence detection with the
temporal resolution ranging from microseconds to milliseconds
(Marriott et al., 1991, 1994; Verwoerd et al., 1994; Vereb et al.,
1998; Connally, 2011; Jin, 2011; Jin and Piper, 2011; Jin et al.,
2014; Zhang et al., 2014; Zheng et al., 2016; Sakiyama et al., 2018;
Zhu and Shu, 2018, 2019; Zhu et al., 2018b; Yang et al., 2019;
Deng et al., 2020). In this review, we will focus on these low-
cost time-resolved techniques, especially chopper-based time-
resolved luminescence detections.

OVERVIEW OF TIME-RESOLVED
TECHNIQUES

A time-resolved luminescence detection instrument is usually
composed of a pulse source, an optical detector and a
synchronous control component (Krishnan et al., 2003; Urayama
et al., 2003; Biskup et al., 2004; Connally et al., 2006; Qu et al.,
2006; Connally and Piper, 2008; Sun et al., 2009; Gahlaut and
Miller, 2010; Cicchi and Pavone, 2011; Strat et al., 2011; Becker,
2012; Damayanti et al., 2013; Grichine et al., 2014; Hirvonen et al.,
2014; Lemmetyinen et al., 2014; Lu et al., 2014; Bergmann et al.,
2016; Pominova et al., 2016; Bui et al., 2017; Chen T. et al., 2017;
Luo et al., 2017; Wang et al., 2017; Zhang et al., 2018; Zhu et al.,
2018b; Liu et al., 2019, 2020). To achieve a temporal resolution
of nanoseconds, many instruments equipped with a picosecond
or even femtosecond laser (Krishnan et al., 2003; Urayama et al.,
2003; Biskup et al., 2004; Qu et al., 2006; Sun et al., 2009; Grichine
et al., 2014; Pominova et al., 2016; Bui et al., 2017; Luo et al.,
2017; Zhu et al., 2018b), which is expensive. In order to increase
the repetition rates and shorten the acquisition time, some lasers
usually reach a frequency up to dozens of MHz (Damayanti et al.,
2013; Luo et al., 2017), which is however not suitable for detecting
luminescence with microseconds delay. Nowadays many TTL
(transistor-transistor logic) modulated lasers and LEDs (light-
emitting diode) could generate pulses within width range from
nanoseconds to microseconds (Connally et al., 2006; Gahlaut and
Miller, 2010; Hirvonen et al., 2014; Chen T. et al., 2017; Liu
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et al., 2020), which may produce more excited states per pulse
than picosecond or femtosecond laser when exciting the long
luminescence lifetime materials. The laser diodes and LEDs with
various wavelength ranges are significantly cheaper than ultrafast
lasers. And their emission stability and service life are better than
that of mercury and xenon lamps.

Since many laser diode and LED sources are cheap and
can be easily equipped in various optical systems, the optical
detector becomes a key element in the instruments for time-
resolved detection of long-lived luminescence. Various kinds of
optical detectors used for time-resolved luminescence imaging
are listed in Table 1. The temporal resolutions of PMT and
SPAD can attain to nanoseconds, even to picoseconds with the
sensitivity of single photon, so they are widely used to measure
the luminescence lifetimes in TCSPC (Cicchi and Pavone, 2011;
Strat et al., 2011; Becker, 2012; Damayanti et al., 2013; Grichine
et al., 2014; Lu et al., 2014; Bui et al., 2017; Luo et al., 2017; Wang
et al., 2017; Zhu et al., 2018b; Liu et al., 2019). But they could
not distinguish photons in different space domain. To achieve
luminescence lifetime imaging, these detectors and pulse lasers
were usually equipped on the confocal laser scanning systems
(Damayanti et al., 2013; Grichine et al., 2014; Lu et al., 2014; Bui
et al., 2017; Wang et al., 2017), which have been popularized for
luminescence microscopic imaging. However, the luminescence
lifetime imaging based on point-by-point scanning is time
consuming in detecting lifetimes over microseconds. The low
repetition rate usually led to a long acquiring time over several
minutes (Grichine et al., 2014; Lu et al., 2014; Bui et al., 2017).
However, in some cases, samples with high concentration of
luminescence particles can emit enough photons during one
pulse cycle (Lu et al., 2014). In other cases, the scanningmode can
be controlled flexibly to exclude the dark pixels for time-domain
detection (Liu et al., 2019).

To improve the efficiency of time-resolved luminescence
imaging, area-array detectors were developed to achieve wide-
field time-resolved luminescence imaging of all the pixels
(Urayama et al., 2003; Connally et al., 2006; Sun et al., 2009;

Gahlaut and Miller, 2010; Li et al., 2010; Guo and Sonkusale,
2012; Hirvonen et al., 2014; Chen et al., 2015; Ingelberts
and Kuijk, 2015, 2016; Chen T. et al., 2017; Ulku et al.,
2019; Henderson et al., 2020; Liu et al., 2020). A common
CCD or CMOS sensor is composed of an area-array of
photosensitive silicon diodes, each of which could sense photons
in microseconds (Henderson et al., 2020), but the actual frame
rate is probably no more than hundreds of frames per second due
to the limitation of readout time. To achieve both high gain and
nanosecond resolution, micro channel plate (MCP) is developed
and serves as a high-speed electronic shutter in the intensified
cameras, which are widely used in wide-field time-gated imaging
(Urayama et al., 2003; Connally et al., 2006; Sun et al., 2009;
Gahlaut and Miller, 2010; Hirvonen et al., 2014; Chen T. et al.,
2017; Liu et al., 2020). The streak tubes in streak cameras could
distinguish photons in picoseconds (Krishnan et al., 2003; Biskup
et al., 2004; Qu et al., 2006; Bergmann et al., 2016; Pominova
et al., 2016). But these high-speed cameras are very expensive.
In order to image the luminescence lifetime globally, some labs
developed a variety of novel CMOS cameras (Henderson et al.,
2020), which could implement time-gated control (Ingelberts
and Kuijk, 2015, 2016), phase recording (Guo and Sonkusale,
2012; Chen et al., 2015; Ulku et al., 2019) or TCSPC (Li et al.,
2010) on their sensor chips. Although these cameras could obtain
luminescence lifetime images much faster than the scanning
imaging, some of them were limited to detect mono or double
exponential luminescence decay. Only a few of them have been
used commercially, and their costs are still high.

In addition to the excitation sources and detectors, precise
circuit systems with small timing jitter are usually used to
synchronize the camera or shutter with the pulse excitation in
many time-resolved detection systems (Krishnan et al., 2003;
Urayama et al., 2003; Biskup et al., 2004; Connally et al., 2006;
Qu et al., 2006; Sun et al., 2009; Gahlaut and Miller, 2010; Cicchi
and Pavone, 2011; Strat et al., 2011; Becker, 2012; Hirvonen
et al., 2014; Bergmann et al., 2016; Pominova et al., 2016; Chen
T. et al., 2017; Luo et al., 2017; Liu et al., 2019, 2020). For

TABLE 1 | Photo detectors used in time-resolved detections.

Detector Imaging method Temporal

resolutiona

Luminescence lifetime

detected

References

PMT Scanning <30 ps 50 ps−1ms Strat et al., 2011; Grichine et al., 2014; Bui et al., 2017;

Luo et al., 2017; Zhu et al., 2018b

SPAD Scanning <1 ns 0.8 ns–ms Damayanti et al., 2013; Lu et al., 2014; Wang et al., 2017

Streak camera Scanning <1 ps 0.26 ns−1ms Krishnan et al., 2003; Biskup et al., 2004; Qu et al.,

2006; Bergmann et al., 2016; Pominova et al., 2016

Intensified camera Wide-field 0.2 ns 0.6 ns−1ms Urayama et al., 2003; Connally et al., 2006; Sun et al.,

2009; Gahlaut and Miller, 2010; Hirvonen et al., 2014;

Chen T. et al., 2017; Liu et al., 2020

Gated CMOS Wide-field <1 ns 0.45–4 ns Ingelberts and Kuijk, 2015

Current-assisted CMOS Wide-field <1 ns 1.5–4 ns Ingelberts and Kuijk, 2016

CMOS phase imager Wide-field 0.11 ns ns–µs Guo and Sonkusale, 2012; Chen et al., 2015

SPAD imager CMOS Wide-field < 1 ns 1–80 ns Li et al., 2010; Ulku et al., 2019

aThe temporal resolution is represented by the gate time or the delay step of the detector.
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detecting the delayed luminescence within nanoseconds, the
related instruments are always composed of elements, such as
ultrafast lasers, high-speed cameras and precise control circuits,
which are very complicated and expensive to be popularized.
However, there is no need to detect the microsecond-delay
luminescence with nanosecond shutters, and a wide range of
technologies were developed in the past decades to reduce the
cost for time-resolved detection of phosphorescence and delayed
fluorescence (Marriott et al., 1991, 1994; Verwoerd et al., 1994;

FIGURE 1 | Schematic of pinhole shifting for scanning imaging of the delayed

luminescence.

Vereb et al., 1998; Connally, 2011; Jin, 2011; Jin and Piper, 2011;
Jin et al., 2014; Zhang et al., 2014; Zheng et al., 2016; Sakiyama
et al., 2018; Zhu and Shu, 2018, 2019; Zhu et al., 2018b; Yang et al.,
2019; Deng et al., 2020).

Some methods based on CW excitation were even developed
to achieve time-resolved luminescence detection (Nuñez et al.,
2013; Petrášek et al., 2016; Zhu, 2019). In 2008, Ramshesh
et al. reported a luminescence lifetime imaging on a commercial
confocal laser scanning microscope (Ramshesh and Lemasters,
2008). As long as the scanning speed is fast enough, the pixels
would emit delayed luminescence lagging behind the excitation
spot (Figure 1). By just shifting the pinhole of the microscopy,
the phosphorescence lifetime imaging of a europium complex
was accomplished with sub-millisecond resolution (Grichine
et al., 2014). Although a pulsed Ti:Sapphire laser was used for
multiphoton excitation, this method can be easily implemented
on other confocal microscopes without additional attachments.
However, the temporal resolution is limited by the scanning
speed, which is in conflict with prolonging the exciting and
dwelling time for producing enough photons. Additionally, the
interferences caused by the scattering from the exciting spots
further limited the improvement of signal-to-noise ratio. In 2016,
Petrášek et al. reported a method which realized luminescence
lifetime imaging in a standard confocal microscope without any
modifications (Petrášek et al., 2016). During pixel scanning,
the emitted luminescence would decrease as the scan velocity
increased. Based on the dynamical processes of the excited
states under CW excitation, the phosphorescence lifetime of a
ruthenium complex was estimated to be about microseconds at
each pixel.

For wide-field time-resolved imaging, low-cost shutters are
used more and more widely for detecting luminescence with a
delay over microseconds (Marriott et al., 1991, 1994; Verwoerd
et al., 1994; Vereb et al., 1998; Connally, 2011; Jin, 2011; Jin
and Piper, 2011; Jin et al., 2014; Zhang et al., 2014; Zheng et al.,
2016; Sakiyama et al., 2018; Zhu and Shu, 2018, 2019; Zhu et al.,
2018b; Yang et al., 2019; Deng et al., 2020). Notably, a mechanical
chopper in combination with a highly sensitive camera is an

TABLE 2 | Chopper-based time-resolved luminescence imaging.

Light source Camera Synch control Temporal

resolutiona

Luminescence lifetime

detected

References

488 nm laser CCD Circuit 50 µs ∼ 1ms Marriott et al., 1991

Mercury lamp CCD Circuit 210 µs 0.56–0.89ms Marriott et al., 1994

UV LED CCD Circuit 11–16 µs >0.1 msb Jin, 2011; Jin and Piper, 2011

Xenon lamp Color CCD Circuit ≤88 µs >0.1 msb Zhang et al., 2014

980 nm laser EMCCD Circuit ≤23 µs µs–msb Zheng et al., 2016

UV LED CCD Auto <260 µs 0.2–0.7ms Connally, 2011

980 nm laser CCD Auto 50–200 µs <msb Zhu et al., 2018b

405 nm laser Color CCD Auto ≤10 µs 2–60 µs Zhu and Shu, 2019

405 nm laser CCD Auto ≤128 µs ∼200 µs Sakiyama et al., 2018

405 nm laser sCMOS Auto ≤20 µs 16 µs Yang et al., 2019

aThe temporal resolution is represented by the switching time or the delay time.
bThese lifetimes were estimated from the properties of similar luminescence materials.
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alternative in time-gated luminescence imaging (Marriott et al.,
1991, 1994; Vereb et al., 1998; Connally, 2011; Jin, 2011; Jin and
Piper, 2011; Jin et al., 2014; Zhang et al., 2014; Zheng et al., 2016).
The details of the time-resolved luminescence imaging based
on some mechanical choppers are shown in Table 2. Compared
with electro-optic or acousto-optic choppers, the mechanical
choppers could provide 100% modulation, which is independent
of wavelength (Selzer and Yen, 1976). Although the switching
time of commercial mechanical choppers is always shorter than
electronic switches and intensifiers inmany high-speed detectors,
they could be well used in time-resolved luminescence imaging
and spectrum detection with a delay time over microseconds
(Marriott et al., 1991, 1994; Vereb et al., 1998; Connally, 2011;
Jin, 2011; Jin and Piper, 2011; Jin et al., 2014; Zhang et al., 2014;
Zheng et al., 2016; Sakiyama et al., 2018; Zhu and Shu, 2018, 2019;
Zhu et al., 2018b; Yang et al., 2019; Deng et al., 2020). Now, wewill
review some principles and applications of mechanical choppers
used in time-resolved luminescence detection, particularly the
auto-phase-locked method developed in our previous work.
Finally, we will give a brief outlook for the auto-phase-locked
time-resolved luminescence detection systems, and hope some
improvements of the systems and original applications can be
realized in future.

INTRODUCTION OF MECHANICAL
CHOPPERS

A mechanical chopper is usually composed of a motor which
could drive a rotating wheel, mirror or prism to modulate a
continuous light beam into light pulses (Hoffmann and Jovin,
1971; Selzer and Yen, 1976; Gembicky et al., 2005; Förster et al.,
2015). As shown in Figure 2, the rise or fall time of a pulse
chopped by a wheel with slots could represent the temporal
resolution, which can be expressed as:

restime =
rbeam

v

where rbeam and v represent the radius of the light beam and the
orbital velocity of the disk, respectively. In order to accomplish a
temporal resolution as high as possible, a faster rotating speed

FIGURE 2 | Diagram of commercial chopper and chopper wheel.

and bigger wheel is preferred. However, the rotating speed is
limited by centrifugal stress and the torque required to overcome
aerodynamic drag (Wenthen and Snowman, 1973). Therefore,
the wheel size is limited by its tensile strength to prevent it from
bursting apart.

In 1971, Hoffmann and Jovin constructed a chopper which
can rotate a prism up to 7,000 rounds per second (RPS), further
modulating a continuous laser beam to produce nearly 0.5-ns
rise-time rectangular-shaped pulses of laser light (Hoffmann and
Jovin, 1971). Then in 1976, Selzer and Yen used an air turbine
handpiece to develop a chopper which can rotate as fast as
8,300 RPS and span the region from 500Hz to 300 kHz with a
single blade change (Selzer and Yen, 1976). Although the chopper
rotated fast, the wheel diameter is only 12.5mm, so as to reduce
the torque load on the turbine. For wheels with diameter over
100mm, many lab made choppers could spin over hundreds Hz.
A 339-mm-diameter wheel with thickness from 30mm at the
center to 0.5mm at outermost rim could rotate at 998 RPS, which
was used to extract picosecond X-ray pulses (Förster et al., 2015).

Although many lab made choppers could rotated over
1,000 RPS (Hoffmann and Jovin, 1971; Selzer and Yen, 1976;
Gembicky et al., 2005), the commercial choppers are usually
designed to have a max rotating speed of only 100 RPS. Some
commercial choppers can rotate at 270 RPS and its frequency
can be up to 120 kHz with 445-slot blade (Model-310CD,
Scitec Instruments Ltd.). Therefore, the temporal resolutions
of many chopper-based time-resolved detection systems were
limited to microseconds. To maintain the chopping speed and
phase-locking, many choppers have integrated some electrical
circuitries to monitor and control the wheel rotation. The
commercial choppers usually have a controller which can get
the reference signal by the optical switch at the edge of
the wheel (Figure 2), and convert optical signals into TTL
signals, further accomplishing the synchronization with other
equipment, such as light sources and signal generators for many
optical measurements.

THE CHOPPER-BASED TIME-RESOLVED
DETECTION BY ELECTRICAL
SYNCHRONIZATION

In many time-resolved luminescence detection systems, the
detection shutter and excitation pulse should be synchronized.
For the CW light sources, one chopper could be used to
generate pulsed excitation, while another chopper acted as a
shutter synchronized to the first one for time-gated luminescence
detection (Figure 3) (Marriott et al., 1991, 1994; Vereb et al.,
1998). By using different exciting sources, Marriott et al. used this
method to image the delayed luminescence of acridine orange
(Marriott et al., 1991) and a Europium (III) complex (Marriott
et al., 1994), respectively. The phase difference between the two
choppers could be adjusted by the controllers to acquire a series
of images with different delay time, so the luminescence lifetime
can be measured at each pixel.

Nowadays, many laser and LED sources can be modulated
by TTL signals, hence the reference signals of the choppers
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can be used to achieve the synchronization of excitations
to the chopping cycles. In 2011, Jin used the clock signal
from the chopper to achieve the synchronization of the gated
detection cycle in a time-gated luminescence microscopy, which
was used to achieve real-time direct-visual inspection and
true color imaging of Cryptosporidium parvum labeled by
europium and terbium complexes (Jin, 2011; Jin and Piper,
2011). However, the power or the frequency of currently available
UV LEDs at 300–340 nm was not high enough for exciting
some terbium complexes. They used a high-power xenon flash
lamp synchronized to accomplish dual-color visualization of
the time-gated phosphorescence (Zhang et al., 2014). Then this
method was applied to synchronize a 980 nm laser to accomplish
time-gated upconversion luminescence imaging of mice by
Zheng et al. (2016). The lanthanide upconversion nanoparticles
always require excitation by high-power lasers over W/cm2,
which usually cause substantial scattering even with the used of
filters under CW excitation. While in time-gated imaging, high-
contrast upconversion luminescence was visualized with a high
signal-to-noise ratio.

THE CHOPPER-BASED TIME-RESOLVED
DETECTION BY AUTO SYNCHRONIZATION

The auto synchronization method was developed to avoid
phase mismatch between excitation and detection. This method
was easier to implement than electrical synchronization, since
the excitation and detection paths were modulated by one
chopper wheel simultaneously. The phase difference of excitation
and detection could be locked even though there were some
frequency jitters, which made the method called auto-phase-
locked time-resolved detection (Connally, 2011; Sakiyama et al.,
2018; Zhu and Shu, 2018, 2019; Zhu et al., 2018b; Yang et al., 2019;
Deng et al., 2020). Even before the spread of motor technology,
a manual chopper consists of two coaxial wheels was invented
by Becquere in 1859 for the detection of phosphorescence with
millisecond-delay (Berezin and Achilefu, 2010). The two wheels
with holes were not lined up, so the sample between the two
wheels was excited by a beam of incident sunlight through

FIGURE 3 | Schematic of the time-gated phosphorescence microscope

equipped with two choppers.

one hole, and the phosphorescence was viewed through the
other hole. The coaxial wheels ensured the phase difference and
achieved a temporal resolution of 0.8 ms.

In 2011, an auto synchronous luminescence time-resolved
microscopy equipped with a special chopper was designed by
Connally (2011), as shown in Figure 4. Two mirror finishes
were fabricated by highly polishing the aluminum rotor face and
lied at an angle of 45 to the motor axis with a radial sweep at
the perimeter of 90, further reflecting the excitation light beam
periodically. Then the delayed luminescence emitted from the
sample could pass the chopper at intervals between reflections,
which could precisely synchronize the excitation pulse, the
resolving period, and the detection phase. A compact high-power
UV LED was employed as the excitation source, and the images
of Giardia lamblia cysts indirectly labeled with a europium
chelate/streptavidin conjugate were captured successfully.

To accomplish the auto synchronization with one chopper
wheel, Pollak and Maszkiewicz claimed a method in a patent in
1990 (Pollak and Maszkiewicz, 1990). The excitation path was
fixed nearly parallel to the detecting path, so that two paths
could pass through the slots with different rotation radiuses of
only one wheel at the same time, where the outer slots were
used to generate pulse excitation and the inner slots act as a
detecting shutter (Figure 5). The phases of the excitation and
detection can be synchronized automatically as long as their
optical paths are fixed without the requirement of complex phase
matching circuitry or control system. The delayed luminescence
could pass the chopper wheel when the excitation was blocked

FIGURE 4 | Schematics of gated autosynchronous luminescence detection

with the special designed chopper in excitation and detection process.

FIGURE 5 | Schematics of gated autosynchronous luminescence detection by

a chopper wheel. The diagram (right) shows the time-gated luminescence

detection when the wheel rotating.
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with appropriate phase difference even if there were some
frequency jitters.

The method was also used in a time-gated luminescence
spectrometer (Saito et al., 2005). Similarly, the wheels with single
circle of slots can also be used to synchronize the excitation
and detecting, and the gate time is nearly the same as the pulse
width (Sakiyama et al., 2018; Zhu and Shu, 2018, 2019; Zhu
et al., 2018b; Yang et al., 2019; Deng et al., 2020). Since the auto
synchronization greatly simplified the instruments and reduced
the cost, this auto-phase-locked time-resolved technique has
been well used in time-gated luminescence imaging (Sakiyama
et al., 2018; Zhu et al., 2018b; Yang et al., 2019), spectrometer
(Zhu and Shu, 2018) and luminescence lifetime detection (Zhu
and Shu, 2019; Deng et al., 2020).

TIME-GATED LUMINESCENCE
DETECTION AND IMAGING

The low-cost and auto-phase-locked time-gated luminescence
measurement system can be used for time-gated luminescence
spectra measurement, which can decrease the scattering
interference from exciting light effectively (Sakiyama et al.,
2018; Zhu et al., 2018b; Yang et al., 2019). With different
types of excitation light sources used, both of background-
free downconversion and upconversion delayed luminescence
spectra detection can be achieved successfully.

As shown in Figure 6, the spectra of Tm/Yb doped NaYF4
nanocrystals at different chopping frequency were measured
(Zhu et al., 2018b). Compared to the steady-state spectra, most
scattering signals of the exciting laser at about 980 nm were
eliminated effectively at time-gated mode (Figure 6A). With
a low background, there was a clear emission peak caused
by the radiative transition of Yb3+ (2F5/2 →

2F5/2), while
it was covered by the scattering light in the steady state
spectrum. No obvious upconversion luminescence was detected
at a low chopping frequency, and the delayed luminescence
enhanced significantly as the chopping frequency increased
(Figure 6B), which is resulted from that the delay time was

shorten as the chopping frequency increased. This method
was also used to measure the downconversion time-gated
luminescence spectra of some fluorescence molecules with
a delay time of only a few microseconds (Zhu and Shu,
2018).

The auto-phase-locked method was then used to construct
an upconversion luminescence microscopy for time-gated
luminescence imaging. The delayed luminescence of the
Murine B16 melanoma cells incubated by water-dispersed
Er/Yb doped NaYF4 nanocrystals was captured by a color
CCD (Zhu et al., 2018b). The background of the steady-
states was much higher than that of the time-gated images,
though the images in steady state mode showed brighter
luminescence (Figure 7). There were even some signals outside
of the cell which was probably the scattering signals from the
exciting light, while the time-gated image exhibited a clean
background despite the high exciting power. The auto-phase-
locked method was also used to accomplish the time-gated
imaging of silicon quantum dots with downconversion long-
lived luminescence in biological tissue, and greatly increased
the signal-to-noise ratio (Sakiyama et al., 2018; Yang et al.,
2019).

LUMINESCENCE LIFETIME DETECTION
AND IMAGING

Although time-gated method can detect delayed luminescence,
it can hardly distinguish the delayed signals with similar
luminescence lifetimes, to measure which the luminescence
intensity change in time domain should be recorded. Therefore,
we developed a simple way to adjust the delay time to achieve
luminescence lifetime analysis on the time-gated system. Since
the chopper can be placed on a displacement platform, it
can be moved vertically, hence the phase difference between
pulse excitation and shutter can be adjusted easily and flexibly
(Figure 8). As shown in Figure 9A, when the altitude of the
chopper changed with a variation of h which is much less than
the distance between the light path and the chopper center (h≪

FIGURE 6 | Steady-state emission spectra (A) and time-gated emission spectra (B) of Tm/Yb doped nanocrystals (Tm 2%, Yb 18%). λex = 980 nm. The exciting

power is about 1W. Inset: the delayed luminescence emission at different chopping frequency. Reprinted from Zhu et al. (2018b). Copyright (2018), with permission

from Elsevier.
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FIGURE 7 | The red channels and their gray distributions of the microscopic images at steady state (the inset arrow indicating some scattering signals) and

time-gated with a chopping speed of 1,000Hz. Reprinted from Zhu et al. (2018b). Copyright (2018), with permission from Elsevier.

l1, l2), the variation of the phase difference (ϕ) can be expressed
as (Zhu and Shu, 2019):

1ϕ =
1θ

2π/n
= (

l1

l21 + h21
+

l2

l22 + h22
)
nh

2π

where n represents the number of the chopper slots and 1θ is
central angle variation. By using an oscilloscope equipped with
two parallel silicon photodiodes to measure the phase difference
(Figure 9B), the phase difference variation (1ϕ) was proved to
be linear with the altitude variation of the chopper (h), which also
means that the delay time (1t) was also linear with the altitude
variation of the chopper, since the delay time can be calculated by:

1t = T • 1ϕ

where T is the chopping period. Herein, a simplified method
was developed later for measuring the delay time with no
additional detectors. Firstly, the altitude variation (H) of one
period which corresponds to 2π phase difference was measured.
Therefore, the change of the delay time can also be calculated by
(Deng et al., 2020):

1t = T •
h

H

Combining the phase difference adjustment with the time-
gated detection, the spectrally resolved luminescence lifetimes
can be measured. As shown in Figure 10A, the spectra of
a classical TADF (thermally-activated delayed fluorescence)

FIGURE 8 | Schematics of the phase modulation by changing the altitude of

the chopper wheel.

molecule, BTZ-DMAC, at different delay time were recorded by
a spectrograph (Deng et al., 2020). Two long-lived excited states
with lifetimes of 30 and 120 µs, respectively, were revealed by
fitting the integral of luminescence signals at all wavelengths
at different delay time. It is easy to find that the longer-
lifetime excited state occupies a larger proportion, and the
maximum intensity of the two excited states were gained at
608 and 616 nm, respectively (Figure 10B), suggesting a small
energy gap between different excited states probably caused by
conformation differences.

Using a CCD camera as a detector, global luminescence
lifetime imaging was achieved with a temporal resolution of
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FIGURE 9 | Diagram of the change of the chopper altitude. (A) Schematic diagram of adjusting the phase difference between pulse excitation (left spot) and shutter

(right spot). (B) The phase difference (φ) vs. the altitude variation of the chopper wheel (the delay time 1t = T • ϕ). Reprinted from Zhu and Shu (2019). Copyright

(2019), with permission from Elsevier.

FIGURE 10 | (A) Time-gated luminescence spectra of BTZ-DMAC measured at different delay time at chopping frequency of 1 kHz. Inset: the structure of BTZ-DMAC.

(B) The luminescence spectra of the two excited states with different lifetimes. Reprinted from Deng et al. (2020). Copyright (2020), with permission from Elsevier.

microseconds (Zhu and Shu, 2019). As the phase difference was
adjusted by changing the altitude of the chopper, a series of
time-gated luminescence images with different phase difference
can be gained and used for luminescence lifetime imaging of
a typical thermally activated delayed fluorescence materials,
4CzIPN. As shown in Figure 11, the time-gated image exhibited
low scattering light and background which was accomplished
by the auto-phase-locked principle. The delay time increased
as the phase difference increased, further leading to a decrease
of the luminescence intensity. The luminescence lifetimes at
each pixel were estimated by fitting the luminescence intensity
represented by the grayscales at each pixel at different delay time
with the exponential function. In this way, the luminescence
lifetime imaging of 4CzIPN powders could be constructed, as
shown in Figure 11, where different colors were used to represent
different lifetimes ranging from 2 to 3.5 µs. Practically, the delay
time was adjusted in steps much smaller than the gate width
(>50 µs) in these experiments, resulting in overlapping gates.
However, the lifetimes within a few microseconds could be well-
measured, because a moving resolution of 10µm of the stage

could achieve a temporal resolution of sub-microseconds for the
delay control. In addition, the rise and fall time of the shutter
was proved to have little effect on the exponential fitting at a
constant chopping frequency (Zhu and Shu, 2019). Compared to
luminescence lifetime imaging systems based on confocal laser
scanning systems (Cicchi and Pavone, 2011; Strat et al., 2011;
Becker, 2012; Damayanti et al., 2013; Grichine et al., 2014; Lu
et al., 2014; Bui et al., 2017; Luo et al., 2017;Wang et al., 2017; Zhu
et al., 2018b; Liu et al., 2019), this method will save much time in
luminescence lifetime imaging of long-lifetime luminescence.

CHALLENGES AND PROSPECTS

The auto-phase-locked method exhibited great potential in
time-resolved luminescence detection and imaging. Since the
method could significantly reduce the phase jitters, the temporal
resolution is mainly limited by the rotational speed of the
chopper. To our knowledge, the fastest orbital velocity of a
wheel driven by a chopper was 1,063 m/s (Förster et al., 2015),
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FIGURE 11 | Steady-state, time-gated and luminescence lifetime imaging of 4CzIPN. Inset: the structure of 4CzIPN. Reprinted from Zhu and Shu (2019). Copyright

(2019), with permission from Elsevier.

suggesting a rise time of 95 ns for opening a 0.1-mm-wide
light beam, which can be used to test most phosphorescent and
delayed luminescence (Bünzli, 2010; Yang et al., 2013; Zhang
et al., 2018). Another important feature of this method is that
the temporal accuracy of the delay time or the phase difference
depends on the moving accuracy of the stages. This method is
absolutely different with the phase modulation based on circuit
control. With a high-precision stage, the time step could be much
shorter than the chopper shutter. Combining with the ultrafast
mechanical chopper, the auto-phase-locked method may be used
to measure the luminescence lifetimes of tens of nanoseconds.

Despite some defects of the mechanical chopper, such as
the rotating instability, there are no other shutters with both
low cost and high modulation depth for broadband light. Some
MEMS (micro electromechanical system) choppers may reach a
much higher frequency than mechanical choppers (Chao et al.,
2007; Tsuchiya et al., 2016; Chen P. et al., 2017; Chen T. et al.,
2017), but they were mainly used for modulating light sources.
These vibration-based choppers are safer to be used than the
ultrafast mechanical chopper. If two incoherent light beams were
modulated by a MEMS chopper, the auto synchronization could
be implemented for time-gated luminescence detection.

As the developments and applications of luminescence
materials, such as phosphorescence, delayed fluorescence and
upconversion luminescence materials become more and more
widely, we believe the time-resolved techniques would be more
and more used for measuring luminescence lifetimes and
spectra. And the time-resolved luminescence imaging would be
a powerful method for their applications in biological imaging
and detections. To detect the long-lived luminescence of these
materials, there is no need to use high-speed detectors and
ultrafast light sources. A laser or LED modulated by a chopper
with a pulse width of a few microseconds may be more suitable
than ultrafast lasers to excite the luminescence with lifetime over
sub-millisecond. Compared to the approaches based on electrical
synchronization, the auto synchronization method avoids the

phase jitters caused by the mechanical jitters of the choppers.
Because the auto-phase-lockedmethod needs no synchronization
circuits, the control element could be simple, which could
be propitious to construct miniaturized apparatuses for time-
resolved detection.

In addition to the development of device hardware, the
backward analysis of the dynamical photophysical process
may be used to develop novel methods for time-resolved
luminescence detection. It is possible to use Petrášek’s method
(Petrášek et al., 2016) on some chopper-based systems for
luminescence lifetime imaging by setting no phase difference
between excitation and detection. By changing the chopping
frequency instead of the phase difference, the approximations
of the luminescence lifetimes may be estimated. The ideas and
principles are still being developed. We believe the methods
as well as choppers would be useful to construct low-cost
instruments for microsecond-resolved luminescence detection
and imaging.
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Though much of the interest in fluorescence in the past has been on measuring spectral

qualities such as wavelength and intensity, there are two other highly useful intrinsic

properties of fluorescence: lifetime (or decay) and anisotropy (or polarization). Each

has its own set of unique advantages, limitations, and challenges in detection when it

comes to use in biological studies. This review will focus on the property of fluorescence

lifetime, providing a brief background on instrumentation and theory, and examine

the recent advancements and applications of measuring lifetime in the fields of high-

throughput fluorescence lifetime imaging microscopy (HT-FLIM) and time-resolved flow

cytometry (TRFC). In addition, the crossover of these two methods and their outlooks

will be discussed.

Keywords: fluorescence lifetime, high-throughput approaches, fluorescence lifetime imaging microscopy, flow

cytometry, frequency domain, time domain

INTRODUCTION

The fluorescence lifetime is a unique optical parameter that has been exploited for many decades
for a variety of biological applications. The fluorescence lifetime is defined as the average time
a molecule spends in an excited state prior to returning back to its relaxed ground state. When
measured, most organic fluorophores have a fluorescence lifetime that ranges between 100 ps
and 15 ns [1]. When this lifetime is measurable, the information that it encodes reveals direct or
indirect changes of the fluorophore itself, as well as its surroundings. Every fluorescence molecule
has a unique fluorescence lifetime, and the value of the lifetime is reflected by the chemical and
physical characteristics of the microenvironment in which the fluorophore resides [2]. Moreover,
the fluorescence lifetime is independent of fluorescence brightness; thus, the fluorescence lifetime
can be detected from dim fluorescence signals, making accurate measurements of fluorophores
that are dim or in low concentrations possible. With these unique characteristics, the lifetime of
a fluorophore has become quite valuable in life sciences. For example, Förster resonance energy
transfer (FRET), a phenomenon where fluorescence properties are altered when two fluorophores
are in close proximity (<10 nm), can be more accurately quantified using lifetime compared to
other fluorescence properties [3]. This and other advantages have led to a variety of novel bio-
inspired applications where the resulting lifetime data reveal new discoveries. Since the fluorescence
lifetime continues to be a sought-after optical parameter, we use this review to focus on technologies
that measure fluorescence lifetime with a focus on higher-throughput systems.

The applications of fluorescence lifetime measurements range significantly. Some examples
include separating fluorophores that have similar spectra but different lifetimes [4–13], exploiting
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the difference in lifetime of free and bound metabolites for
metabolic study and diagnosis [14–24], using FRET to screen for
binding or inhibition of exogenous and endogenous molecules
of interest [2, 5, 25–35], evaluating the conformation and
stability of proteins or other molecules in varying environments
[31, 36], or even using lifetime as an additional parameter in
fluorescent inks for anti-counterfeiting [37], though this list is
far from exhaustive. New methods and technologies continue to
be discovered, further establishing the wide-reaching significance
and potential of fluorescence lifetime. Along with these distinct
advantages and potential, there are unique challenges present in
measuring fluorescence lifetime. Most of these difficulties arise
from the short timescale of fluorescence decay, though these
are now much easier to overcome given the current state of the
modern laser, microchip, and other optoelectronic technologies.
Ranging from hundreds of picoseconds to tens of nanoseconds,
recording the process requires high-speed excitation, detection,
and data acquisition hardware and techniques.

Measuring the fluorescence lifetime is traditionally
approached in one of the two ways: with optoelectronics
that involves either time-domain or frequency-domain
measurements (see Figure 1). In the time domain, the timing
of fluorescence photons is directly measured, often against a
pulse of excitation light, as if the excitation light is starting
a clock or a timer. A few of the most common time-domain
methods are time-correlated single-photon counting (TCSPC),
time gating, and direct waveform recording or pulse sampling.
TCSPC uses fast electronics and/or fast detectors to measure
the arrival time of individual photons. These arrival times of
the photons are then gathered into time bins and visualized
with a histogram. As shown in Figure 2, less photons will be
present in the time bins as the fluorescence decays, causing the
shape of the histogram to be representative of the decay curve

FIGURE 1 | Depiction of typical time-domain data (left) and frequency-domain data (right). Lifetime determination in the time domain is a function of the decay curve

created by a histogram of photon arrival times. For the frequency domain, the lifetime is a function of the phase shift between the laser excitation and fluorescence

emission light.

and showing graphically the probability density function of the
photon arrival times [38]. Though TCSPC can be very accurate
and have a high temporal resolution, the throughput is heavily
dependent on the ability of the detector and electronics to avoid
photon pile-up. This is caused by the dead time, a period after
initial triggering where no photons will be recorded until the
detector and electronics are re-primed. Reducing dead time has
been a main source of innovation for increasing throughput
and will be discussed further along with detection devices.
Unlike TCSPC, time gating does not record the fluorescence
decay in terms of individual photon timing but handles the
measurements in short sections of time that cover a set portion
of the decay curve, stitching those sections together digitally
for the full picture. Direct waveform recording uses high-speed
digitizers and records the entire waveform of the fluorescence
signal, from which the lifetime information is then extracted. The
latter two methods are not as affected by, or avoid entirely, the
issue of detector dead time and thus can have faster acquisition
speeds, but they are generally not as sensitive or accurate
as TCSPC.

Tomeasure fluorescence lifetime in the frequency domain, the
excitation source intensity is modulated, causing the resulting
fluorescence signal to follow the same pattern. However, due
to the fluorescence decay time, the fluorescence signal will be
shifted compared to the excitation source signal. This phase
shift is directly proportional to the fluorescence lifetime and can
be extracted mathematically, i.e., using Fourier transforms [39].
Since this method employs continuous fluorescence detection
rather than pulsed or gated detection seen in most time-domain
methods, photon pile-up does not occur and frequency-domain
lifetime detection can be used at much higher throughputs,
such as those seen in flow cytometry [40]. However, the
performance is more dependent on the brightness of the sample
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FIGURE 2 | Fluorescence lifetime imaging microscopy image of autofluorescence from a white blood cell-enriched sample excited at 402 nm and collected at

>520 nm (a). Fluorescence decay curves for each blood-cell type was generated using time-correlated single-photon counting (TCSPC) along with a biexponential

decay curve fit (b). Plots of average fluorescence lifetime (c) and integral fluorescence intensity for each cell type (d). Adapted with permission from [23] © The Optical

Society.

and measurements are generally lower in accuracy, resolution, or
both compared to what is achievable in the time domain.

Both time-domain and frequency-domain high-throughput
methods will be discussed in the context of fluorescence
lifetime imaging microscopy (FLIM) and time-resolved flow
cytometry (TRFC) in the following sections of the review. A
summary of the lifetime techniques to be discussed is provided
in Table 1.

HIGH-THROUGHPUT FLIM (HT-FLIM)

The large field of FLIM that encompasses many different
methods, instruments, and applications is attributed to the
long-standing history of fluorescence microscopy. Increasing
the speed and throughput capabilities of FLIM systems reduces
the imaging time and can increase multiplexing capabilities,
magnifying its usefulness in many applications, particularly those

that are time-sensitive, such as real-time imaging or clinical
diagnosis. However, increasing speed and/or throughput usually
entails compromises, typically in the form of reduced temporal
or spatial resolution and accuracy. The opposite is also generally
true; if high accuracy and resolution are desired, then image
acquisition time is long. These compromises can often be a
function of the microscopy platform used, such as widefield vs.
confocal, or be a result of the detection and data acquisition
systems. Figure 3 contains a schematic picture of a general FLIM
setup. This review focuses onmore recent systems from literature
in the past decade or on those leading the advancement in HT-
FLIM methods and technology with discussions on capabilities,
innovations, trade-offs, and current applications. Since TCSPC is
to some extent a gold standard and is heavily utilized in FLIM
[11], discussion of systems and applications will be separated by
those that are TCSPC-based and those that are not, including
frequency-domain FLIM.
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TABLE 1 | Common fluorescence lifetime sensing techniques.

Technique Theory/Principle Detection method Advantages Limitations

TCSPC (Time

domain)

Timing of fluorescence photons

is measured against a pulsed

excitation source and organized

into a histogram representing the

fluorescence decay curve.

Timing electronics paired with

detectors (PMTs, hybrid PMTs,

APDs), or silicon-based

detectors with built-in timing

circuitry (SPADs with TDCs).

Very high accuracy

and temporal

resolution

Photon

pile-up/detector dead

time. Lower

throughput.

Time gating (Time

domain)

Similar to TCSPC, but only small

sections of the fluorescence

decay curve are measured at a

given time or across a given

detection channel.

Limits or

eliminates issues

of pile-up and/or

dead time for

faster acquisition.

Typically less sensitive

and/or accurate

compared to TCSPC.

Direct waveform

recording

Entire fluorescence waveform is

captured and used to extract the

fluorescence lifetime.

Fast detectors paird with

high-speed digitizers to convert

the analog signal real-time.

Frequency domain Decay time results in a phase

shift between fluorescence and

excitation source that is directly

proportional fluorescence lifetime

and can be calculated using

Fourier transforms.

Function generators required to

modulate excitation source.

Standard fluorescence detectors

and high speed data acquisition

systems.

Continuous

detection with very

high throughput.

Accuracy, resolution, or

both are more

dependent on

fluorophore brightness.

FIGURE 3 | Basic schematic picture of a generalized FLIM system. Pulsed

excitation light passes through the microscope to the sample and the

excitation light travels back through and is deflected to a detector with a

dichroic mirror. Both laser and detector setups are then connected to timing

electronics for lifetime calculation.

TCSPC in HT-FLIM
TCSPC is a long-used and extensively researched method in
FLIM due to its hardware availability, high sensitivity, resolution,
and various possible implementations. The main setback for
TCSPC with regard to throughput is photon pile-up caused
by dead time in the detector and timing electronics, during
which valuable information is lost from the photons that are
not detected. As a result, much of the research involved in
increasing TCSPC throughput is centered on either decreasing
the dead time or finding ways to mitigate the effects of dead
time and reduce photon pile-up. Traditionally, photomultiplier

tubes (PMTs) are used, operating in single-photon counting
mode with separate electronics for signal processing and analysis.
In the context of TCSPC, this only provides one channel for
photon timing with limited throughput [41]. One solution to
this issue is parallelization, which theoretically can be applied
to any detector/timing electronic setup, given there is enough
funding, space, and power available. In 2012, however, one group
presented a more elegant, highly parallelized solution capable of
10× the photon counting rates of traditional TCSPC using an
iteration of their novel single-photon avalanche diode (SPAD)
array that included an accompanying array of time-to-digital
converters (TDCs) and circuitry to perform lifetime estimations
in real time on one chip made using a CMOS process [42]. Since
then, the technology has been continuously improved through
increasing the SPAD array pixel count [43], creating a multi-focal
system to increase resolution and detector efficiency, and moving
from a widefield to a laser-scanning approach for live FRET
studies [26]. The attractiveness of having a scalable, accurate, all-
in-one TCSPC solution built into a microchip has encouraged
others to develop their own SPAD array systems using similar
CMOS processes for specific applications, such as a high-speed,
large pixel count camera for fluorescence lifetime imaging at
high frame rates [44]. For a more in-depth look at the history,
architecture, and application of SPADs in FLIM and other fields,
the recent review by Bruschini et al. is recommended [45].

Although integrated silicon photomultiplier SPAD arrays are
highly versatile and provide great temporal resolution, they are
not a universal answer for TCSPC. Apart from the standard PMT
and counting hardware setup, there are hybrid detectors (called
hybrid PMTs) that combine the photocathode and vacuum tube
from PMTs with avalanche diodes, similar to those seen in SPADs
but operated at lower voltages, resulting in much lower detector
dead times (<1 ns) compared to PMTs and SPADs alone (>10
ns) [41]. When paired with fast timing electronics, such as fast
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TDCs, systems employing hybrid detectors for TCSPC can have
count rates comparable to some SPAD arrays while being simpler
and made entirely from off-the-shelf products [11]. As a result,
system complexity and cost can bemore dependent on the timing
electronics than the hybrid PMTs and be chosen to fit the needs
of the application.

Non-TCSPC-Based HT-FLIM
Time-gated approaches to FLIM involve recording the
fluorescence decay kinetics in small sections of time (gates)
and then combining those sections. This gives the same final
result as TCSPC: a decay curve that represents the probability
density function of photon arrival times used to calculate the
fluorescence lifetime. These gates can be measured sequentially
using one channel or simultaneously using multiple timing
channels for higher acquisition throughputs. As a result,
detector dead time is less of an issue than in TCSPC, but
photon efficiency is lower since only part of the decay curve is
being recorded at a time, though the multichannel techniques
lessen this loss of photon efficiency. Analogous to integral
approximation methods in calculus, having more time gates with
smaller widths results in higher lifetime accuracy, particularly
for fluorophores with short lifetimes or multiexponential
decay, while having a longer overall detection time improves
accuracy for longer fluorescence lifetimes [46]. Adding more
gates or increasing the detection window size leads to longer
acquisition times and lower throughput; however, analysis

algorithms [21, 47] and even deep learning [22] have been
implemented to maintain accuracy while collecting less images
or gates. Similar detectors used for TCSPC can be used
in time-gated FLIM, including modified SPAD arrays with
gating electronics.

Select methods that do not fall under the main umbrellas of
TCSPC or time gating are direct waveform recording (DWR)
and frequency-domain FLIM (fd-FLIM). Similar to TCSPC and
time gating, a pulsed laser source and common detectors, like
PMTs, are used, but instead of the typical timing electronics
following the detector, a high-speed digitizer records the entire
analog waveform coming out of the detector, largely avoiding
the issue of dead time inherent in photon counting. One recent
application of DWR can be found in a fluorescence lifetime
microplate reader using a high-intensity laser to allow for a fast
and accurate lifetime recording and FRET recording, covering a
384-well-plate in 3min in the early designs and, more recently,
a 1,536-well-plate in the same amount of time [6, 29, 30, 32].
Generally being a simpler option to acquire fluorescence lifetime
images at high frame rates, fd-FLIM remains viable for those
who require speed over the high accuracy or sensitivity. Some
recent implementations of fd-FLIM include an automated wide-
field system built from commercial parts for FRET analysis of
samples in 96-well-plates or microscope slides [28] and the
use of a modulated laser in light-sheet microscopy with a
CMOS camera to perform real-time, 3D fluorescence lifetime
imaging [48].

FIGURE 4 | Images of NAD(P)H in 4T1 cells taken from a 2D monolayer culture and 3D matrix culture showing differential interference contrast microscopy (a,e),

two-photon fluorescence intensity (b,f), and two-photon FLIM (c,g) along with histograms of the fluorescence lifetimes from the FLIM images (d,h). These images

highlight the usefulness of two-photon excitation to image live cells in vivo as there were differences in cell metabolism, as indicated by NAD(P)H fluorescence,

between cells cultured in a typical lab environment (2D monolayer) and those cultured in a more realistic environment (3D culture). Adapted with permission from [20]

© 2018 International Society for Advancement of Cytometry.
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Multiphoton Excitation
Another notable facet of FLIM technologies is the capability
of multiphoton excitation. Traditional FLIM systems use
one-photon excitation, where the absorption event of one
photon provides the energy required to raise an electron
to an excited state. However, as first theorized in 1929
and later proven in 1961, it is possible for two (or more)
lower-energy, longer-wavelength photons to simultaneously
interact with an electron to result in excitation [49]. This
results in a number of benefits, such as less damage and
deeper penetration in live samples, given the longer excitation
wavelength, greater spectral separation between the excitation
light and emission light, and the inherent ability to perform
optical sectioning due to the non-linear relationship between
excitation light intensity and multiphoton absorption [50]. Since
much greater light intensity is required to make up for the
lower probability of more than one photon simultaneously
being absorbed, multiphoton excitation typically employs the
use of highly focused, femtosecond-pulsed lasers. This allows
for moments of very high intensity and low overall laser
power felt by the sample and, consequently, is already an
ideal excitation setup to perform FLIM and can utilize the
lifetime detection methods discussed previously. Due to the
nature of the advantages fundamental to multiphoton excitation,
applications often involve in vivo imaging (see Figure 4), viewing
dynamic biological processes over time, or imaging fluorophores
with short-wavelength absorption within delicate live samples
[13, 17, 19, 20, 26, 51].

TIME-RESOLVED FLOW CYTOMETRY

Time-resolved flow cytometry remains a niche field when
compared to FLIM, mainly owing to the high-throughput nature
of flow cytometry methods. TRFC was first demonstrated in the
1990s in the form of “phase-sensitive flow cytometry” (PSFC) [52,
53]. PSFC used analog phase-sensitive detection electronics, in
which the excitation source and photodetectors were homodyned
to resolve phase shifts between the modulated excitation source
and the fluorescence emission (see Figure 5). The amplitude-
demodulated fluorescence signal was phase-shifted to π/2+ϕ1

with respect to the reference signal to directly calculate the
fluorescence lifetime value. This concept was demonstrated
using Chinese hamster ovary (CHO) cells that were exogenously
labeled with fluorescein isothiocyanate (FITC) and propidium
iodide (PI). After binding, a mean lifetime of 3.5 ns was reported
for FITC, whereas the mean lifetime of bound PI was measured
to be at 15.0 ns. Digitalization of time-resolved waveforms
shortly followed [54], allowing for more rapid analysis including
the introduction of dual-frequency analysis [55] for improved
single-cell analysis and the first chromophore quenching study
in TRFC [56]. DNA content was analyzed in viable cells with
exogenous DNA-binding probes [57], bringing about cell-cycle
analysis using TRFC, and it progressed to the analysis of fixed
cells to quantify and discriminate DNA and RNA content [58,
59]. TRFC emerged from NFCR during the late 2000s, and the
niche technology began to mature and became a more versatile

FIGURE 5 | Basic schematic of a frequency-domain TRFC system. A function

generator is used to modulate the laser that is then focused onto a small

interrogation point in the flow path of the sample. The scattered excitation light

and fluorescence emission light are directed toward the detectors, producing

analog signals that are amplified and digitized by the analog-to-digital

converter.

technology that focused on overcoming limitations found in
conventional flow cytometry [60].

Frequency-Domain TRFC
The advancements in electro-optical technologies and
instruments have facilitated a currently widespread use of
frequency-domain flow cytometry (fd-FCM) systems [39].
Some examples of these advancements include the ability to
directly modulate a solid-state laser at radiofrequency, modular
high-speed transimpedance amplifiers, high-speed analog-to-
digital conversion with field programmable gating array (FPGA)
capabilities, and the overall size reduction of processing hardware
[40]. The main advancement that has benefited from TRFC is
the data-acquisition systems with digital sampling rates in excess
of 100 mega samples per second (MSPS). Using these systems
enabled researchers to perform TRFC for lifetime analysis as
well as sorting with modified commercial systems [4, 7, 39]. For
example, sorting based on the fluorescence lifetime was made
possible using digital signal processing (sort purities >90%) as
well as the development of pseudophasor analyses [4, 7, 61].
The sorting feasibility study which was performed involved
separating yeast cells that expressed fluorescence proteins
(XFPs) having co-spectral emission [7]. That is, different XFPs
with similar emission spectra were measured and separated
based on their fluorescence lifetime values. The observed
difference is illustrated in the pseudophasor graphs given
in Figure 6.

Sorting-based TRFC and non-sorting TRFC measurements
both benefit from the use of phasor analysis (Figure 7). Phasor
graphing is quite useful to TRFC because a phasor plot
is comparable to a cytometry scatter plot. Scatter plots are
useful for setting sort gates and for drawing conclusions about
population distributions. Phasor plots were first introduced
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FIGURE 6 | Results from an infrared fluorescent protein study (iRFP). Left, top: An iRFP with an emission maximum of 682 nm expressed a fluorescence lifetime value

of 0.95 ± 0.08 ns. Right, top: An iRFP with an emission maximum of 713 nm expressed a fluorescence lifetime value of 0.65 ± 0.07 ns. Bottom, left: Dot-plot

illustrating fluorescence vs. side-scatter for both the iRFP populations. Conventional fluorescence-activated cell sorting applies population gating to sort and enrich

populations of interest. Significant overlap would inhibit users from achieving high sort yields. Authors from Yang et al. [62] applied time-resolved sorting to achieve

maximum sort yields. Time-resolved data is processed by a fast Fourier transform and is transposed to frequency spectrums. Direct current and modulating

frequencies are identified to calculate the phase value on a per-event basis. The subtle differences with respect to phase values between the two iRFPs illustrate two

distinctive populations that permit sorting. Figure adapted with permission from The Optical Society ® [62].

with FLIM data. With phasor analysis, the lifetime data
are coordinate-transformed such that the magnitude of the
demodulation value is represented as a magnitude (point) in
the phasor space, and the phase-shift value is represented by
the angle of the vector relative to the horizontal axis of the
phasor graph. With TRFC, each point on the phasor graph
is representative of the signal from a single cell; thus, for
each cell, the intensity-weighted average of all present lifetime
components [8] is considered. If the weighted value falls at the
outer semi-circle, the signal obtained is a single fluorescence
lifetime, not a combination of more than one. When the
weighted phasor value for a given cell is observed to be

inside the semi-circle, it can be inferred that multiple decay
kinetics are present. Thus, the value represents the presence of
multiple fluorescence lifetimes [63]. The robustness of phasor
graphing was demonstrated in a TRFC FRET integrin study
where surface integrins varied in their conformational states
in the absence and presence of artificial stimuli. The study
found the existence of multiple photophysical states of an
antigen-conjugated chromophore that were not easily resolved
with TRFC alone (see Figure 8) [31]. Phasor analyses can
generally improve TRFC data collection and provide a way to
statistically map lifetime changes, which is important for many
biological applications.
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FIGURE 7 | (A) A graphical representation of a phasor graph. Raw data is transposed to the frequency domain by applying a discrete Fourier transform. Data are

visualized in a frequency spectrum where the phase (φ) and modulation (M) factors are extrapolated to construct the phasor graphs. Calculated events that fall directly

on the phasor universal circle represent a single exponential lifetime, whereas calculated events falling within the phasor universal circle represent multiple exponential

lifetimes. Alternatively, it is possible to gain insight into the weighted mean lifetime by calculating fractional contributions of different lifetime components using lifetime

component vectors as represented in part (B).

The many single-cell analysis and sorting applications
that have benefited from the use of TRFC include both
digital frequency-domain and time-domain (described later)
approaches. Some examples of frequency-domain TRFC include
the measurement of fluorescence protein translocation within
cells. TRFC measurements of protein movement were studied
in the context of autophagy [25], in which the lifetime of
enhanced green fluorescence protein (EGFP) when bound to
the LC3 protein was affected depending on how the fusion
protein was sequestered inside the cell. Thus, the lifetime was
an indirect measure of the punctae localization of EGFP-LC3
into autophagosomes. In other examples, TRFC was used to
study enzyme activity during apoptosis with the aid of tunable-
FRET bioprobes [27]. The goal of the specialty bioprobes was
to enable quantitative analysis of enzyme activity for high-
content screening toward the discovery of potent anti-cancer
agents. This work was later extended by the inclusion of TRFC
phasor analyses, which provided statistical “fingerprints” of
the loss of FRET, which was correlated to caspase enzyme
activity at the onset of apoptosis [34]. In other fd-FCM studies,
apoptosis-dependent phagocytosis of bacteria-inoculated cells
was examined to determine if EGFP lifetimes could be used
as a pH indicator, since pH changes are often expected in the
phagosome microenvironment during phagocytosis of bacteria
cells by macrophages [9]. A decrease in the EGFP fluorescence
lifetime by ∼1 ns was measured with fd-FCM as EGFP-labeled
bacteria were taken in by the macrophage cells. Finally, in
more recent studies, lifetime changes in the metabolic cofactor,
NAD(P)H, have been measurable with TRFC. These metabolic
mapping studies contribute to a growing body of FLIM research
on the bound and free states of NAD(P)H, which influences the
decay kinetics of this endogenous fluorophore. When measured
with a cytometry system, the NAD(P)H fluorescence lifetime
can be screened for large numbers of cells, thereby revealing
the heterogeneity in the metabolic state from cell to cell [18].

The lifetime measurement of NAD(P)H as well as flavin adenine
dinucleotide is common in FLIM and is now being studied
using fd-FCM.

Time-Domain TRFC
Time-resolved flow cytometry with time-domain systems
has also been designed and optimized for a variety of
biological applications. Time-domain flow cytometry (td-
FCM) systems excite cells with consecutive excitation pulses, and
the fluorescence decay is measured over a given time resolution.
These cytometers perform photon counting with optoelectronics
that capture photons and bin them with respect to their arrival
time [64]. As discussed previously, in time-domain FLIM, the
systems that acquire time decay kinetics can be slower than
their frequency domain counterparts due to dead times between
detection windows. In td-FCM, pulse back-up occurs, resulting
in the counting of losses as the event rate increases. However,
in the time domain, multiple lifetimes can be readily calculated
cell by cell. In a recent example, td-FCM was demonstrated with
PMT detectors, TCSPC control modules, and microfluidic-based
flow control. This work, by Nedbal et al., captured photons in
20 µs time bins and fit data with exponential decay models.
The throughput of this system reached approximately 3,000
events min−1; in contrast, fd-FCM systems count at rates up to
60,000 s−1. However, in 2016, advancements were made with
respect to CMOS sensors, providing higher-resolution timing
through embedded FPGAs and reducing data transfer rates and
CPU power needed to process raw data. The implementation
of a CMOS SPAD array in conjunction with a series of eight
time-interleaved TDCs greatly reduced signal pile-up, allowing
for a maximum sample rate of 60,000 s−1 with very low error
rates [65].

Other unique hybrid td-FCM systems have been developed in
order to enhance the ability of a cytometer to capture multiple-
decay kinetic signals while retaining a high event rate. One

Frontiers in Physics | www.frontiersin.org 8 April 2021 | Volume 9 | Article 64855346

https://www.frontiersin.org/journals/physics
https://www.frontiersin.org
https://www.frontiersin.org/journals/physics#articles


Bitton et al. High-Throughput Fluorescence Lifetime Technologies

FIGURE 8 | Phasor graph analysis for a Förster resonance energy transfer (FRET) study that resolved integrin conformational changes in the presence of artificial

stimuli. (A) Transfected U937 1ST cells were labeled with conjugated donor probe Leucine-Aspartic Acid-Valine binding residue conjugated to fluorescein

isothiocyanate (LDV-FITC). The LDV residue has an affinity for the binding site on the inactive α4 integrin. (B) Acceptor probe PKH-26 (red, lipophilic fluorescent cell

membrane dye), which binds to the cell membrane, was introduced to the cell suspension. Immediate quenching occurs because of the proximity of the donor probe

to the acceptor probe. The population transits to the center of the phasor graph, indicating the presence of multiple fluorescence lifetimes as some cells are

undergoing FRET and some are unaffected. (C) Artificial stimuli formyl Methionine-Leucine-Phenylalanine-Phenylalanine (fMLFF) elicits activation of α4 integrins.

Integrins extend to their activated state, effectively removing the donor probe out of the proximity of the acceptor probe. Significant heterogeneity was present due to

cell response or lack thereof to the artificial stimuli. (D) Contour plots illustrating the distribution and overlap of FRET and loss of FRET populations. Noticeable shifts

were seen between the two populations, indicating a general response to the artificial stimuli. Figure adapted with permission from The Optical Society ® [31].

example of this was a td-FCM system in which the excitation
source was “pulsed” over the moving cell multiple times with
the aid of acousto-optic deflection [5]. The laser was “rastered”
across the cell several times in the span of 25 ns, enabling
the ability to acquire multiple single exponential decay and
dual exponential decay waveforms per cell in a single spectral
channel. To resolve the decay kinetics of the excited fluorophores,

a post-processing deconvolution analysis was applied to the
scatter and fluorescence waveforms. If a single exponential
decay is assumed to be present, a convolution of the Gaussian
function gives the exponential curve of the former Gaussian
curve, allowing the calculation of the fluorescence lifetime value.
If multiple decays are present, re-convolution is performed
using the Fourier convolution theorem. A Gaussian function is
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FIGURE 9 | Timeline highlighting the advances in FLIM and TRFC from the past decade and moving forward.

first convoluted with the proper multi-exponential decay model
and then deconvoluted to separate instrument response from
species that contribute to the measured fluorescence lifetime.
In similar examples, digital signal processing (DSP) approaches
were used to calculate the fluorescence lifetime in the time
domain by estimating the time delay between a fluorescence
and scattered light signal [61, 66]. Light pulse signals collected
from conventional cytometry (forward scattered light waveforms
and fluorescence waveforms) were compared offline [61] with a
variety of interpolation or fitting algorithms to prove that this
value correlates to the average fluorescence lifetime [61]. Other
advanced processing approaches were demonstrated by using a
modified chirp Z-transform (MCZT) to acquire high-resolution
spectral data. This was followed by a fine-interpolated correlation
peak (FICP) algorithm applied and integrated with a time-
domain cross-correlation function to permit the calculation of
time delay between the forward scattered light and fluorescence
signal [66].

Sample isolation and enrichment through fluorescence-
activated cell sorting (FACS) is also possible with td-FCM using
a technique known as fluorescence-activated droplet sorting
(FADS). A recent study employed TCSPC [67] for oil droplet-
basedmicrofluidic sorting and sample encapsulation. The sample
was measured based on the emitted spectra and fluorescence
lifetime value. Sort decisions were made using multiparametric
information. Fluorescence intensity and lifetime measurements
within an acceptable value triggered the FPGA of the data
acquisition system to send a signal to a function generator
that activated dielectrophoresis electrodes to isolate the cells
that fall within the targeted threshold. Sort purities achieved
for mScarlet and mCherry RFPs at a sort rate of 2,500 events
min−1 were 80 ± 1% and 97 ± 1%, respectively. Furthermore,
Hung et al. demonstrated an approach that would permit
the encapsulation of multiple cells per droplet, permitting the
system to achieve sorting times for RFP libraries (∼108 events)

within 3 h, which is three times faster than state-of-the-art
cell sorters.

Aside from fluorescence-based measurements, it is possible
to acquire longer luminescence lifetime values with slightly
altered electronic and td-FCM instrumentation setup. As a recent
example of this, autofluorescence crosstalk was resolved using
Europium-doped polystyrene beads and THP-1 cells. A td-FCM
system was designed to measure the long lanthanide lifetimes
of Eu (range of µs or ms). The luminescence decay was long
enough to not interfere with shorter fluorescence signals [68].
The long-lifetime td-FCM instrument measured the focused
cells acoustically, and the throughput was lower compared to
conventional cytometry. Similarly, Kage et al. [69] developed
a td-FCM system to measure the lifetime values of four types
of quantum-dot-doped polymer beads. In this study, it was
demonstrated that longer lifetimes of the quantum-dot-doped
beads can be discriminated from shorter lifetimes found in
dye-based beads by measuring the respective decay by separate
tempo-spectral channels.

DISCUSSION (FLIM AND TRFC
CROSSOVER AND FUTURE)

The measurement of fluorescence lifetime is becoming an
increasingly useful and necessary tool for studying biological
characteristics and phenomena from the tissue level down to
the protein level. Tables 1, 2 highlights modern innovations in
fluorescence lifetime instrumentation and applications, which
are also depicted by the flow diagram in Figure 9. Many of
the limitations in using fluorescence lifetime are related to
throughput, particularly in the realm of detection hardware
and computational processing power. This review discussed the
evolution of fluorescence lifetime techniques in the fields of FLIM
and TRFC, which are technologies that are raising the bar for
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TABLE 2 | Fluorescence lifetime measuring technology and methods in the past decade.

References Technology and methods Brief summary

Yuan et al. [70] Fluorescence spectrometer, AOTF, optical

biopsy

AOTF and collection of first-order diffraction beams. Acquisition of 200 nm

time-resolved spectra in 4 s.

Houston et al. [39] Frequency domain TRFC, lifetime-based

sorting, ORCAS

Open reconfigurable cytometric acquisition system (ORCAS) adds capability

to perform lifetime analysis on any cytometer with a laser that can be

modulated.

Tyndall et al. [42] TCSPC, SPAD Array, integrated silicon

photomultiplier (SiPM)

Parallelization of TCSPC to overcome photon pile-up. CMOS process used

to make a SiPM with SPAD array, TDCs, and lifetime estimation on-chip.

Li et al. [5] fd-TRFC, fluorescence lifetime excitation

cytometry by kinetic dithering (FLECKD)

Rapid scanning of laser across sample passing through flow cytometer.

Able to discriminate multiple fluorescence lifetimes simultaneously.

Petersen et al. [6] High throughput fluorescence lifetime plate

reader. DIrect waveform recording (DWR)

Waveforms are direclty digitized for lifetime calculation. Fluorescence lifetime

plate reader can image 384-well microplate in 3 minutes with better than

1% accuracy.

Nedbal et al. [2] TCSPC, microfluidic FLIM, Burst-Integrated

Fluorescence Lifetime (BIFL)

Epifluorescent microscope with associated BIFL software used to determine

intensity of fluorescence, photon rate, lifetime, and burst duration for each

cell.

Poland et al. [26] Multifocal multiphoton FLIM (MM-FLIM), SPAD

array, TCSPC, FRET

Parellelized MM-FLIM in both excitation and detection. Technique showed

increased speed in comparison to confocal FLIM and widefield FLIM.

Rocca et al. [65] TCSPC, CMOS SPAD array, SiPM, BIFL, Field

Programmable gate arrays (FPGA)

A single-chip is equiped with SiPM capable of BIFL using TCSPC for

detection and real-time sorting with FPGA using CMM for lifetime calcuation.

Lee et al. [15] Phasor-FLIM based single cell screening Single-cell traps within a microfluidic device allow for differentiation of cells

based on metabolic differences in NAD(P)H without any labeling using

phasor-FLIM

Mikami et al. [71] Frequency-division multiplexing (FDM) confocal

microscope, imaging flow cytometry

Integration of a dual-frequeny comb that was spatially distributed along with

QAM into FDM. 16,000 frames/s surpassed the fluorescence lifetime limit

Schaaf et al. [32] Red-shifted FRET biosensors (OFP and MFP),

high throughput screening/plate reader

The FRET pair developed increased efficiency, dynamic range, and

signal-to-background of HTS. Can image 1536 well-plate in 3 minutes

Shen et al. [17] Custom continuous-flow bioreactor, real time

two-photon FLIM (2P-FLIM)

2P-FLIM was implemented to continuously monitor live cultures under shear

stress, eliminating traditional interuptions of the bioreactor

Esposito and

Venkitaraman [10]

Hyperdimensional imaging microscopy (HDIM) Parallel detection of orthogonal fluorescence characteristics (lifetime,

polarization, and spectra). Hyperdimensional traits detected with two

multiwavelength TCSPC detectors.

Yao et al. [24] A deep convolution neural network (CNN)

called Net-FLICS (FLIM with compressed

sensing)

Reconstruction of intensity and FLI maps using deep learning.

Reconstruction times of <3 ms/sample, 4 orders of magnitude faster than

previous methodologies

Hirmiz et al. [33] FLIM-FRET combined technology with a

highly-multiplexed confocal microscope

Microscope was coupled to an SPAD array for high resolution and rapid

imaging of FLIM

Karpf et al. [13] Spectro-Temporal Laser Imaging by Difracted

Excitation (SLIDE), imaging flow cytometry

Non-linear microscope with kHz frame rate using a pulse-modulated,

sweeping laser with inertia-free steering. Lifetime recording of 88x106

pixels/s.

high throughput and high content analysis. Currently, there are
still pitfalls (i.e., resolution, accuracy) to increasing the speed
of lifetime acquisition. Nonetheless, advances in technology and
software hint at a future in which the fluorescence lifetime
will be precisely measured at a reasonable throughput without
much compromise.

The future of high-throughput FLIM and cytometry is
indeed foreshadowed by novel machinations of deep learning,
imaging, multiplexing, and intelligent hardware. Use cases in
which lifetime imaging cytometry is possible are emerging (e.g.,
FLIM systems that capture multiple fluorescence parameters
simultaneously at a high throughput [10]). Deep learning is
also trending as it can increase the speed of lifetime analysis by
reducing the number of images acquired without compromising
accuracy or resolution [22, 24]. Hybridization of instruments,
such as combining multiphoton wavelength-swept excitation,

diffraction grating, and galvanometric beam scanners to perform
rapid multiplexed imaging, is also advancing this field [13]. Many
opportunities are possible with these technologies, as well as
SPAD arrays and other high-speed, high-resolution time-domain
lifetime detection methods [2, 65].

The future of high-throughput fluorescence lifetime
will involve huge advancements in instrument and data
analysis. These advancements will likely be built upon
existing, established methods as well as novel innovations
in instrument speed and resolution. The physical tools that
enable high-throughput lifetime analyses will perhaps uncover
traits of cells, cellular processes, and other biochemical
interactions that otherwise are not currently detectable. The
eventual dissemination of such tools will certainly influence
bioscience and will lead to eventual clinical translation for a true
biomedical impact.
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Rare-earth doped nanoparticles (RENPs) have been widely used for anti-counterfeiting

and security applications due to their light frequency conversion features: they are excited

at one wavelength, and they display spectrally narrow and distinguished luminescence

peaks either at shorter wavelengths (i.e., frequency/energy upconversion) or at longer

wavelengths (frequency/energy downconversion). RENPs with a downconversion (DC)

photoluminescence (PL) in short-wave infrared (SWIR) spectral range (∼1,000–1,700 nm)

have recently been introduced to anti-counterfeiting applications, allowing for multilevel

protection based on PL imaging through opaque layers, due to a lesser scattering of

SWIR PL emission. However, as the number and spectral positions of the discrete PL

bands exhibited by rare-earth ions are well-known, it is feasible to replicate luminescence

spectra from RENPs, which results in a limited anti-counterfeiting security. Alternatively,

lifetime of PL from RENPs can be used for encoding, as it can be finely tuned in broad

temporal range (i.e., from microseconds to milliseconds) by varying type of dopants and

their content in RENPs, along with the nanoparticle morphology and size. Nevertheless,

the current approach to decoding and imaging the RENP luminescence lifetimes requires

multiple steps and is highly time-consuming, precluding practical applications of PL

lifetime encoding for anti-counterfeiting. Herein, we report the use of a rapid lifetime

determination (RLD) technique to overcome this issue and introduce real-time imaging of

SWIR PL lifetime for anti-counterfeiting applications. NaYF4:20% Yb, x% Er (x= 0, 2, 20,

80)@NaYF4 core@shell RENPs were synthesized and characterized, revealing DC PL in

SWIR region, with maximum at ∼1,530 nm and PL lifetimes ranging from 3.2 to 6ms.

Imaging of the nanoparticles with different lifetimes was performed by the developed

time-gated imaging system engaging RLD method and the precise manipulation of

the delay between the excitation pulses and camera gating windows. Moreover, it is

shown that imaging and decrypting can be performed at a high rate (3–4 fps) in a cyclic

manner, thus allowing for real-time temporal decoding. We believe that the demonstrated

RLD-based fast PL lifetime imaging approach can be employed in other applications of

photoluminescent RENPs.

Keywords: photoluminescence, time-gated imaging, short-wave infrared, rare-earth ions, nanoparticles,

anti-counterfeiting, rapid lifetime determination
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INTRODUCTION

The forgery and counterfeiting of all kinds have become
a real threat to a number of industries including banking,
pharmaceuticals, electronics, and packaging (Chaudhrya
et al., 2005; Fincham, 2014; Fink et al., 2016). To protect and
ensure legitimacy of valuable commodities, various protection
techniques were introduced, including watermarking, laser
holography, radio-frequency identification, and luminescent
anti-fake patterns. Luminescence-based anti-counterfeiting
strategy has attracted attention due to advantages of good
concealment, difficulty of faking, low production cost, and
feasibility of large-scale production. Luminescent materials
can be used to create protective tags, labels, or packages;
unique patterns [e.g., barcodes or quick response (QR) codes]
can be created, revealing encoded information either under
photoexcitation (with light at certain wavelength or by natural
day/room light) or under specific external stimuli (e.g., pressure)
(Kumar et al., 2014; Liu et al., 2017; Sun et al., 2017; Han
et al., 2019; Abdollahi et al., 2020). Optical properties of those
materials (luminescence spectra, lifetime, etc.) play a crucial role
in optical information encoding and determine properties of the
security patterns.

Rare-earth ion doped nanoparticles (RENPs) are well-known
and widely used due to their light conversion feature that
leads to the spectral fingerprint of their photoluminescence
(PL), distinguishable by large Stokes (downconversion, DC) and
anti-Stokes (upconversion, UC) shifts (Liu et al., 2011; Andres
et al., 2014; Kaczmarek et al., 2017; Mei et al., 2019; Xie et al.,
2019; You et al., 2019). RENPs provide a number of unique
features for anti-counterfeiting and security applications, such as
a color-tunable UC/DC luminescence with long decay time and
excellent stability. In addition, RENPs can feasibly be introduced
into polymeric/polymerizable materials for UC/DC PL pattern
fabrication or transferred to the ink-like solutions compatible
with commercially available inkjet printers for further pattern
printing (da Luz et al., 2015; You et al., 2015; Jee et al., 2020).

Among all the RENPs, Yb3+/Er3+ doped UC nanoparticles
have been widely recognized, extensively studied, and used
in various applications due to their bright UC/DC emission.
Being excited in the intense absorption peak at ∼980 nm, Yb3+

sensitizes Er3+, which manifest UC PL in visible spectral range,
as well as DC PL peaked at ∼1,530 nm (Yi et al., 2004; Li
et al., 2017; Secu et al., 2019). It should be noted that RENPs
with DC PL in short-wave infrared (SWIR) spectral range
are increasingly employed in various imaging applications, due
to lesser scattering. SWIR light can penetrate deeper through
opaque media in comparison with visible and near-infrared one
(Bashkatov et al., 2005; Laurenzis and Christnacher, 2013; Göhler
and Lutzmann, 2016; Golovynskyi et al., 2018). SWIR is usually
defined by the hardware manufacturers as ∼1,000–1,700 nm
spectral range, which is associated with a range of sensitivity of
InGaAs detectors and, correspondingly, InGaAs-based imaging
cameras. At the same time, the SWIR term specifically defines
the spectral range beyond 1,500 nm (Golovynskyi et al., 2018),
especially in rapidly emerging bioimaging field that utilizes
exogenous photoluminescent probes, including Yb3+/Er3+

doped RENPs (Wang et al., 2018a; Lv et al., 2019; Hazra
et al., 2020; Li et al., 2020). Along with this, anti-counterfeiting
applications of the SWIR emitting nanoparticles have also
been recently reported, suggesting PL imaging of 3D patterns
and multilevel anti-counterfeiting protection based on imaging
through opaque layers (Tan et al., 2020; Platel et al., 2021).

Despite all advantages, use of RENPs for anti-counterfeiting
has some limitations. In particular, the number and spectral
positions of the discrete luminescence bands provided by rare-
earth ions are well-defined and known, making a replication
of the luminescence spectra relatively feasible and limiting
security of an anti-counterfeit coding. On the other hand,
lifetime of UC/DC PL from RENPs can be finely tuned in
broad temporal range (from microseconds to milliseconds) by
multiple methods, including the changes of dopant types and
content, along with tailoring nanoparticle morphology and size
(Wang and Liu, 2008; Deng et al., 2015; Fan, 2018; Ortgies
et al., 2018; Wang et al., 2018b, 2019; Liang et al., 2019; Mei
et al., 2019). This provides much broader range of possibilities
for anti-counterfeiting patterns in comparison with the encoding
based on PL spectra. The PL lifetime encoding dimension
has recently been demonstrated for the anti-counterfeiting
applications, exploiting time-domain PL lifetime measurement
and time-gated imaging of anti-counterfeiting patterns created
with SWIR emitting RENPs (Tan et al., 2020). At the same
time, a decrypting of PL lifetime encoded information, as well
as practical use of time-gated PL imaging systems in anti-
counterfeiting applications depend on the precision of time-
gated imaging setup and the image acquisition/processing time.
The main part of the time gated imaging method is a precise
synchronization of imaging camera shutter with the excitation
pulse along with an introduction of a controllable delay between
the excitation pulse and start of camera exposure to distinguish
the decaying PL signal (Figure 1A). Time-gated PL imaging
data (i.e., sequence of PL images) can be acquired through a
stepwise increase in the delay time, with sequential acquisition
of PL image for every delay (Figure 1B). Next, the obtained
hypercube (stack of PL images acquired with different delays) is
processed, revealing the encrypted PL lifetime information (Fan,
2018; Ortgies et al., 2018; Ziniuk et al., 2019). Processing of the
hypercube can involve different PL lifetime unmixing protocols,
from simplemonoexponential fitting to linear mixture analysis to
multiexponential fitting, or even more sophisticated approaches.
These lifetime unmixing methods are applied for each pixel of
the images and include complicated calculations, resulting in
highly time-consuming process and revealing one of the major
drawbacks of using PL lifetime in anti-counterfeit coding: the
inability of instant (real-time) interpretation of the encrypted
information. A scanning time-gated setup with point-to-point
PL decay acquisition with consequent lifetime determination
was recently proposed as a powerful solution for real-time
discrimination of the PL lifetimes from multiple particles (Lu
et al., 2014); however, the real-time wide-field PL lifetime
imaging remains a challenge. To overcome this issue, we propose
to employ a rapid lifetime determination (RLD) approach.
Following this approach, lifetime of a monoexponential PL decay
can be calculated from as few as two points of an exponent and PL
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FIGURE 1 | (A) Schematic representation of the PL signal selection using time-domain filtering. (B) Stack of time-gated PL images acquired with gradually increased

delay time. (C) Three-step rapid lifetime determination scheme for real-time anti-counterfeiting imaging, where t1 and t2 are delay times for acquiring Image 1 and

Image 2 with Im1 and Im2 intensity values, respectively, and τ is PL lifetime calculated for each pixel.

lifetime mapping can be feasibly obtained (Sharman et al., 1999;
Chan et al., 2001; Liu et al., 2014):

τ =
t2 − t1

ln
(

Im1
Im2

) ,

where t1 and t2 are delay times for acquisition of Image 1 and
Image 2 with Im1 and Im2 intensity values, respectively, and τ

is the PL lifetime (Figure 1C). Furthermore, by simultaneously
applying the RLD approach to each pixel of an image and
repeating imaging process in the cyclic manner, a real-time
PL lifetime imaging can be achieved. Herein, we report on
applications of the RLD approach for real-time imaging of
SWIR luminescence temporal codes created using RENPs doped
with Yb3+/Er3+ and emitting in 1,500–1,600 nm spectral region
under 975-nm pulsed excitation for anti-counterfeiting and
security applications.

RESULTS

Core@shell RENPs of NaYF4:20% Yb3+, x% Er3+ (x = 0, 2, 20,
80)@NaYF4 were synthesized using the co-precipitation method
at high temperature, as described in the Materials and Methods
section. Representative transmission electron microscopy images
(TEM) of the parent core NaYF4:Yb3+/Er3+ and core@shell
NaYF4:Yb3+/Er3+@NaYF4 nanoparticles are presented in

Figures 2B,C, revealing uniform size (around 5.5 and 11.5 nm,
respectively) and morphology of the resulting nanoparticles.

According to the energy level diagram for Yb3+/Er3+

(Figure 2A), under excitation at 975 nm, the synthesized
core@shell RENPs manifest multiphoton UC PL peaked at 650,
540, and 410 nm and originated from higher energy levels
of Er3+ (Figure 2D). At the same time, an intense DC PL
peaked at ∼1,530 nm (Er3+ emission) is observed, along with
a weaker Yb3+emission band at ∼1,000 nm (Figure 2E). As
the efficiency of excitation energy transfer between Yb3+ and
Er3+ in NaYF4:Yb3+/Er3+ RENPs is known to depend on the
dopant concentrations, an observed change in the intensities
of UC/DC PL from Yb3+ and Er3+ is expected when varying
Er3+ dopant concentrations. Indeed, when the concentration
of Er3+ in the core was increased from 0, 2, 20, to 80%, the
emission of Yb3+ at∼1,000 nm decreases, evidencing an increase
in the efficiency of the excitation energy transfer from Yb3+ to
Er3+ (Figure 2E). This was also confirmed by the shortening of
the Yb3+ PL lifetime with an increase in Er3+ concentrations
(Figure 2F). It is worth noting that UC/DC PL from Er3+ has
been detected even for the RENPs that are suggested to have
no Er3+, indicating Er3+ impurity of unidentified concentration,
which was introduced during RENP synthesis. At the same time,
as one can see in Figures 2D,E, an increase in Er3+ concentration
from 2 to 20 and 80% resulted in a noticeable decrease in the
ratio of UC and DC PL intensities. The intensity of UC PL
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FIGURE 2 | (A) Scheme of energy levels along with activation/deactivation pathways in Yb3+/Er3+ co-doped nanoparticles. (B,C) Representative TEM images of

NaYF4: Yb
3+, Er3+ core and NaYF4:Yb

3+,Er3+@NaYF4 core@shell RENPs, respectively. (D,E) UC PL and DC PL spectra of NaYF4:Yb
3+,Er3+@ NaYF4 core@shell

nanoparticles under 975-nm excitation. (F) PL decays acquired at 1,000 nm (Yb3+ emission), (G) DC PL decays acquired at 1,530 nm (Er3+ emission), along with the

monoexponential fits and corresponding residuals.

relatively to DC PL is significantly higher for NaYF4:20%Yb3+,
2% Er3+@NaYF4 RENPs than for NaYF4:20%Yb3+, x% Er3+

@NaYF4 (x = 20, 80). This is evidently associated with the

concentration quenching effect (Ding et al., 2014; Rabouw et al.,
2018), which is also confirmed by the decrease in the lifetime
of DC PL of Er3+ ions. Using monoexponential fitting, the
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lifetime values were found to be ∼6ms for NaYF4:20%Yb3+,
2% Er3+@NaYF4 RENPs and 4 and 3.2ms for RENPs with 20
and 80% of Er3+. The DC PL decays are shown in Figure 2G

along with fitting curves and residuals. It should be noted that
the coefficients of determination (R2) were calculated to be 99.36,
99.35, and 99.59% for 6, 4, and 3.2ms, respectively, confirming
the accuracy of the monoexponential fitting.

The synthesized Er3+ doped core@shell nanoparticles
with intense SWIR luminescence of long and tunable
monoexponential lifetimes can be considered as promising
constituents providing temporal codes for anti-counterfeiting
patterning in scattering (opalescent) media, which is based
on time-gated PL SWIR imaging (Tan et al., 2020). We have
previously reported a home-built time-gated SWIR imaging
system capable of collecting precisely delayed optical images
of SWIR PL from RENPs excited by a pulsed laser at 975 nm
(Ziniuk et al., 2019). For real-time imaging of SWIR PL lifetimes,
the setup was set to acquire two PL intensity images with
different delays and RLD algorithm was applied to images
in order to reveal lifetimes encoded in each image pixel. To
validate this concept, we imaged three Eppendorf tubes filled

with suspensions of RENPs with 2, 20, and 80% of Er3+ and
DC PL lifetimes of 6, 4, and 3.2ms, respectively (Figures 3A,B).
Utilizing two SWIR PL intensity images acquired with 1- and
5-ms delays and RLD algorithm (Figure 1), lifetime images were
acquired at the rate of 4 fps, demonstrating the possibility to
employ the SWIR PL lifetimes as coding (patterning) parameter
in real-time anti-counterfeiting application (Figure 3C). The
lifetime histogram obtained in post-imaging processing from
the lifetime image file clearly visualizes the presence of three
separate components in the lifetime images (Figure 3D). It is
worth noting that due to the scattering of the emitted light,
some area of the image (e.g., edges of Eppendorf tubes) shows
different lifetimes arising from a mixture of PL signals from
different samples.

Next, a model of an anti-counterfeiting pattern was fabricated.
The letters “S,” “Z,” and “U” were cut from a printing paper,
soaked in the suspensions of RENPs with 2, 20, and 80% of
Er3+ and glued between two sheets of paper. In such a way,
an “SZU” pattern (Figure 4A) invisible to the naked eye was
created, in which a different type of nanoparticle marked every
letter. Next, steady-state and time-gated SWIR PL imaging

FIGURE 3 | (A) Bright-field imaging of Eppendorf tubes with NaYF4:20%Yb, x%Er@NaYF4 (x = 2, 20, 80% right to left). (B) Steady-state SWIR PL imaging of

Eppendorf tubes with RENPs suspensions acquired by the SWIR camera with 975-nm excitation and 1,200-nm long-pass filter. (C,D) PL lifetime image obtained

using RLD approach and corresponding lifetime histogram.
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FIGURE 4 | (A) Bright-field image of paper with invisible patterns acquired by SWIR camera at room illumination. (B) Steady-state PL intensity imaging revealing a

SWIR PL pattern hidden under paper layer and excited by continuous wave laser irradiation at 975 nm. (C,D) Time-gated SWIR PL images acquired with 2- and 7-ms

delays after pulsed excitation at 975 nm, respectively. (E) SWIR PL lifetime image generated with using RLD algorithm using images shown as (C,D). (F) Lifetime

image histogram illustrating pattern of three separate lifetime-encoded letters.

of the pattern coded by SWIR PL lifetime were performed,
using 975-nm excitation from laser diode in continuous wave
(CW) and pulsed modes. When comparing steady-state and
time-gated PL images, significantly improved signal-to-noise
ratio for time-gated images can be clearly seen, demonstrating
advantage of time-gating to cut off scattering of the excitation
light (Figures 4B,C). Two time-gated SWIR PL images obtained
for 2- and 7-ms delays (Figures 4C,D) were further processed
by RLD-based software to determine lifetimes in each pixel
(thus, revealing coded information) and produce the lifetime
image shown in Figure 4E. Lifetime distribution histogram
obtained from the lifetime image clearly shows encoding of each
photoluminescent letter (Figure 4F).

Finally, we have demonstrated the ability of the time-gated
SWIR PL imaging setup and the RLD-based software, which
process two PL intensity images of different delays to generate
PL lifetime image, to working in real time. Two videos were
acquired with this aim: (1) video of physical movement of the
paper with the pattern in and out of the SWIR camera field of
view (acquired by a cell phone camera); (2) computer screen
recording with the LabVIEW-based software, which controls
the SWIR camera, processes PL intensity images, and generates
PL lifetime image using the RLD algorithm. These two videos
were synchronized afterwards and four frames of each one were
extracted and positioned next to each other to illustrate real-
time PL lifetime imaging of anti-counterfeiting pattern. The

stages of the anti-counterfeiting SWIR PL imaging, illustrated by
combinations of the synchronized video frames, are presented
in Figure 5. It shows the images when the patterned paper
is about to be moved into the imaged area (Figure 5A), the
pattern is moved into the SWIR camera field of view (imaged
area), PL intensity image is acquired (Figure 5B), PL lifetime
image is generated (Figure 5C), and the patterned paper is
removed out of the imaged area (Figure 5D). The timecodes,
which are seen in every selected video frame, are in a format of
“hours:minutes:seconds:frames” (frames from 0 to 30 are counted
within the current second). The total time between inserting
patterned paper in the imaged area and removing it from there
is <3 s, while PL lifetime image is seen to be generated in <1 s, as
also confirmed by Supplementary Video 1.

DISCUSSION

We report on the real-time determination/imaging of SWIR PL
lifetimes for anti-counterfeiting applications using time-gated
SWIR PL imaging setup with pulsed laser diode as an excitation
source, RENPs as anti-counterfeiting temporal tags, and an RLD
method for fast decoding. It is worth noting that while the
developed approach is applicable in broad temporal range (from
tens and hundreds of microseconds to tens of milliseconds),
the use of lifetimes of several milliseconds makes this method
highly beneficial, due to combined advantages of simplicity, high
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FIGURE 5 | Timeline and major stages of RLD-assisted real-time decoding of

SWIR PL pattern illustrated by the photographic images, selected video

frames, and corresponding screens of the RLD-based software decoding

lifetimes. Timecode (00:00:xx:yy) in every presented video frame shows

seconds of the video (xx) and number of the frame within current second (yy).

(A) The paper with invisible pattern is to be moved into the imaged area (time:

16 s, frame 1). (B) SWIR PL intensity image appearing when the pattern is

moved into the imaging area (time: 16 s, frame 9). (C) Lifetime image generated

after receiving two sequential time-gated images with different delays followed

by RLD-based processing (time: 16 s, frame 21). (D) The paper with invisible

pattern is moved out of the imaged area (time: 18 s, frame 18).

speed, and accuracy. Throughout the conducted experiments
with NaYF4:20%Yb3+, x%Er3+@NaYF4, the usability of such
SWIR emitting RENPs as SWIR PL lifetime-coded tags for real-
time anti-counterfeiting and security applications was shown.
The Yb3+/Er3+ doped RENPs exhibit bright SWIR PL peaked
at ∼1,530 nm, with a lifetime that can be precisely tuned
in a wide range by manipulation of Er3+ content, making
these RENPs a highly promising material for anti-counterfeiting
and security applications. Use of RLD algorithm allowed us

to perform real-time imaging of PL lifetimes of RENPs both
suspended in liquid and deposited on a paper. Three samples
of RENPs with different SWIR PL lifetimes were clearly
distinguished and lifetime values were determined in the post-
processed images as well as in real-time running test with SWIR
photoluminescent pattern.

It should be noted, however, that the use of the RLD method
has its own limitations. First, it requires the PL decays to
be monoexponential (Chan et al., 2001). In this regard, the
employed RENPs are suitable as their PL decays can be well-fitted
with a single exponent (Figure 2G). This also leads to an inability
of RLD approach to separate (unmix) multiple signals in the
single image pixel. This limitation can be addressed by utilization
of dual lifetime determination (DLD) method, which can be
considered as a modified version of RLD. In DLD, four PL images
with different delay times are acquired and the RLD method
is repeated twice for two different components in single pixel
(two images to determine shorter component and two images
for longer component) (Nagl et al., 2009), which results in longer
data acquisition in comparison with simple RLD. However, DLD
application is not needed when the PL in the imaged pattern is
known to decay monoexponentially, as in our work. Another
limitation of the RLD (and DLD) method is that the lifetime
values are to be known preliminarily before the experiment
(testing) in order to maximize the signal-to-noise ratio and,
hence, the precision of the measurements. Nevertheless, this
appears to be feasible in anti-counterfeiting applications.

In conclusion, our results open the pathway to real-time
imaging of PL lifetimes for anti-counterfeiting applications. A
combination of the PL time-gating system with RLD-based
approach appears to be highly promising for applications in
various fields, including information storage, real-time in vivo
bioimaging, and particle tracking.

MATERIALS AND METHODS

Synthesis of RENPs
The NaYF4: 20% Yb3+, x% Er3+ NPs (x = 0, 2, 20, 80) were
prepared following the method previously reported (Li et al.,
2017). First, RE-OA precursor was prepared using the following
procedure. (0.8-x) mmol YCl3·6H2O, 0.2 mmol YbCl3·6H2O, x
mmol ErCl3·6H2O, and 3 mmol sodium oleate were mixed with
3ml of deionized water, 3.5ml of absolute ethyl alcohol, and
7ml of hexane, and the resulting mixture was heated at 60◦C
overnight. The organic phase solvent containing Ln-OA (Ln =

Y, Yb, Er) was collected through a separatory funnel, and washed
three times with deionized water in a separatory funnel. Second,
the obtained Ln-OA precursor was mixed with 8 mmol sodium
oleate, 5.2ml of OA, 5.1ml of OM, and 9ml of ODE. The solution
was then heated up to 100◦C under argon gas protection with
vigorous magnetic stirring for 60min. Subsequently, 8 mmol
solid ammonium fluoride was added to the solution and kept at
100◦C for another 30min. Last, the reaction mixture was heated
to 300◦C at a rate of 10 K·min−1, kept at this temperature for
30min, and then allowed to cool down to room temperature
naturally. The resulting products were precipitated by addition
of 20ml of ethanol, collected via centrifugation at 6,000 rpm for
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10min, washed twice with a 1:6 hexane/ethanol mixture, and
finally dispersed in 10ml of hexane for further use.

Preparation of NaYF4: Yb, Er@ NaYF4
RENPs
The thermal decomposition method was utilized to coat the
NaYF4 shell with a thickness of about 3 nm on NaYF4: Yb,
Er core. Typically, 0.5 mmol Y2O3 dissolved in 10ml of
trifluoroacetic acid (TFA) aqueous solution with a concentration
of 50%. The solution was heated at 90◦C under stirring until
the solution transformed into transparency, and then, the
solution was evaporated to dryness under argon gas, yielding
the shell precursor (CF3COO)3Y. Afterwards, 2 mmol of sodium
trifluoroacetate (0.272 g) was added to (CF3COO)3Y precursor,
together with 10ml of OA, 10ml of ODE, and 2.5ml (0.25 mmol)
of the pre-prepared NaYF4: 20% Yb3+, x% Er3+ NPs (x = 0, 2,
20, 50, 80); the mixture was then heated at 120◦C for 30min to
distill low-boiling liquid, such as water and hexane. Then, the
solution was heated to 300◦C at a rate of 10 K·min−1 under argon
protection. After keeping 30min at 300◦C, the reaction mixture
was cooled to room temperature and the product was isolated as
described above for the NaYF4: Yb3+, Er3+ core NPs.

Measurements of PL Spectra and Lifetimes
UC and DS PL spectra in visible and NIR range were obtained
using HORIBA Fluorolog-3 spectrofluorometer attached to an
iHR320 spectrometer (Horiba) coupled with thermoelectrically
cooled NIR-PMT detector (H10330B-75, Hamamatsu). As an
excitation source, the fiber-coupled laser diode emitting at
975 nm (QSP-975-10, QPhotonics, USA) controlled by a laser
driver (Arroyo Instruments, 4308-QCW) was employed: a
collimated beam from the diode was introduced inside the
sample chamber of the Fluorolog-3 and directed on the
sample cuvette. Laser diode was used in CW mode for the
PL spectra acquisition and in pulsed mode (100 µs pulse
width) during PL lifetime measurements. In the latter case,
signal from the output of the NIR PMT was recorded by the
Digital Phosphor Oscilloscope (TDS 3034C, Tektronix) using a
variable feed-through terminator (VT2, Thorlabs), and the PL
decays were averaged over 128 excitation pulses. The iHR320
spectrometer was set to 1,000 and 1,530 nm for Yb3+ and
Er3+, respectively. In addition, sync out signal from the laser
driver was directly connected to an oscilloscope for external
triggering. The experimentally obtained PL decays were fitted
monoexponentially using Origin Pro software (OriginLab).

Security Labeling
The imaging pattern was obtained by the direct deposition of
RENP hexane suspension onto a commercially available printing
paper, which was cut to form the “SZU.” Furthermore, those
letters with deposited nanoparticles were placed between two
sheets of the same white printing paper. This step allows our
pattern to be invisible to the naked eye.

SWIR PL Imaging
A home-built SWIR time-gated imaging system was developed
based on a NIR-SWIR camera (Xeva-1.7-320, Xenics, Belgium),

which is equipped with focusing optics (TEC-M55MPW,
Computar, USA) and operates in 900–1,700 nm spectral range
(Ziniuk et al., 2019). During imaging, the 1,200-nm long-pass
filter (1200LP from Edmunds Optics.) was used in order to
cut off Yb3+ emission and scattering from the exciting laser. A
975-nm fiber-coupled laser diode (QSP-975-10) powered by a
QCW capable laser driver (Arroyo Instruments, 4308-QCW) was
used as an excitation source, providing a power density of 30
mW/cm2 at the sample. Pulse modulation with 10-Hz repetition
rate was performed in a burst mode in order to achieve one pulse
per trigger received from the LabVIEW developed software. An
InGaAs camera was synchronized with laser diode pulses using
the “Sync out” output of the laser driver and triggered to capture
image at precisely controlled delay times (10 µs to few seconds)
and kept integrating for 10ms. For the RLD, pairs of images with
different delay times were obtained. For the image involving a
single lifetime, the lifetime of each pixel can be determined by
equation (Figure 1C). By synchronizing laser triggering, image
acquisitions, and data processing, the process can be repeated,
thus giving the real-time lifetime data as fast as four frames
per second. All the mentioned operations were carried out using
LabVIEW software.
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Intensity- and amplitude-weighted average lifetimes, denoted as τI and τA hereafter, are

useful indicators for revealing Förster resonance energy transfer (FRET) or fluorescence

quenching behaviors. In this work, we discussed the differences between τI and τA

and presented several model-free lifetime determination algorithms (LDA), including the

center-of-mass, phasor, and integral equation methods for fast τI and τA estimations.

For model-based LDAs, we discussed the model-mismatch problems, and the results

suggest that a bi-exponential model can well approximate a signal following a

multi-exponential model. Depending on the application requirements, suggestions about

the LDAs to be used are given. The instrument responses of the imaging systems were

included in the analysis. We explained why only using the τI model for FRET analysis can

be misleading; both τI and τA models should be considered. We also proposed using

τA/τI as a new indicator on two-photon fluorescence lifetime images, and the results

show that τA/τI is an intuitive tool for visualizing multi-exponential decays.

Keywords: fluorescence lifetime imaging, lifetime determination algorithm, average lifetimes, multi-exponential

decays, lifetime image visualization, FRET—fluorescence resonance energy transfer

1. INTRODUCTION

Fluorescence lifetime imaging (FLIM) is a crucial technique for assessing microenvironments
of fluorescent molecules [1, 2], such as pH [3], Ca2+ [4, 5], O2 [6], viscosity [7], or
temperature [8]. Combining with Förster Resonance Energy Transfer (FRET) techniques, FLIM
can be a powerful “quantum ruler” to measure protein conformations and interactions [9–12].
Compared with fluorescence intensity imaging, FLIM is independent of the signal intensity
and fluorophore concentrations, making FLIM a powerful quantitative imaging technique for
applications in life sciences [13], medical diagnosis [14–16], drug developments [17–19], and
flow diagnosis [20–22]. FLIM techniques can build on time-correlated single-photon counting
(TCSPC) [23–25], time-gating [26–28], or streak cameras [29]; they record time-resolved
fluorescence intensity profiles to extract lifetimes with a lifetime determination algorithm
(LDA) [1]. There is a rapid growth of real-time applications that fast analysis is sought
after [12, 30]. Traditional LDAs usually use the least square method (LSM) or maximum
likelihood estimation (MLE) [31] to analyze decay models chosen by users, and model-fitting
analysis follows a reduced chi-squared criterion [1]. In reality, however, it is difficult to
know the exact decay model as fluorescent molecules in biological systems can demonstrate

62
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complex multi-exponential decay profiles. For instance, a
mixture of fluorophores, a multi-tryptophan protein, single
fluorophores in varied environments, and single-tryptophan
proteins in multiple conformational states [1] can show multi-
exponential decays as

f (t) = A

p
∑

i=1

qiexp(−t/τi), where

p
∑

i=1

qi = 1, (1)

where A represents the amplitude, qi and τi (i = 1, . . . ,
p) denote the amplitude fractions and lifetimes, respectively,
and p is the number of lifetime components. There are
time-domain or frequency-domain [32–35] FLIM systems to
measure a fluorescence decay. In this work, we focus on time-
domain approaches.

Suppose the instrument response function (IRF) of the
measurement system is irf (t), the task performed by FLIM
analysis tools is to extract f (t) from the measured decay h(t), as

h(t) = irf (t) ∗ f (t). (2)

The problems with traditional LSM or MLE are two-fold. (1)
It is challenging to categorize a fluorescence emission into a
specific exponential model described by Equation (1) in complex
biological processes. An arbitrary choice of p in Equation (1)
simply based on reduced chi-squared tests [36] would lead
to totally different interpretations. As the fitting routine is
not mathematically unique; a measured decay could be fitted
equally well with a bi-exponential or a tri-exponential model.
(2) To ensure the accuracy, it usually needs a high photon
count (long acquisition time) when p ≥ 2 [37]. Instead of
completely extracting qi and τi (i = 1, . . . , p), which is doubtful
as mentioned above and time-consuming, in many applications,
it is often useful to determine only the average lifetime which
can be expressed in two forms [1]: the intensity-weighted
average lifetime

τI =

p
∑

i=1

qiτ
2
i /

p
∑

i=1

qiτi, (3)

and the amplitude-weighted average lifetime

τA =

p
∑

i=1

qiτi/

p
∑

i=1

qi =

p
∑

i=1

qiτi. (4)

The question about which average lifetime we should use
according to the applications has been investigated in [38]. For
instance, they suggested:

(a) τA can estimate the energy transfer efficiency in FRET [39],

E = 1−
IDA

ID
= 1−

τDA,A

τD,A
, (5)

where E is the energy transfer efficiency, IDA and ID are the
fluorescence intensities of the donor in the presence and absence
of energy transfer, respectively, and τDA,A and τD,A are τA

of the donor in the presence and absence of energy transfer,
respectively. E can further estimate the donor-acceptor distance.

(b) τA can also assess dynamic quenching behaviors, described
by the Stern-Volmer equation [40],

I0

I1
= 1+ KD[Q] =

τ0,A

τ1,A
, (6)

where I0 and I1 are fluorescence intensities, τ0,A and τ1,A are τA

of the fluorophore in the absence and presence of the quencher,
respectively,KD is the Stern-Volmer quenching constant, and [Q]
is the concentration of the quencher. Additionally, the average
radiative rate constant can be expressed as, kr = QE/τ1,A, where
QE is the quantum yield.

(c) τI can be used to estimate the average collisional constant
kq from the Stern-Volmer constant KD.

Average lifetimes can either be calculated by extracting the
lifetime components using model-based LDAs and then using
Equations (3) and (4). Or they can be directly obtained with
model-free LDAs, such as hardware-friendly center-of-mass
methods (CMM) [41–44], the phasor method (Phasor) [45–47],
the rapid lifetime determination method (RLD) [30, 48–51], or
the integral extraction method (IEM) [52, 53], without assuming
any decay model.

In this work, we theoretically investigated two types of
average lifetimes evaluated by model-free LDAs, examined the
performances of τA and τI estimations using different LDAs, and
suggested the choices of LDAs in terms of accuracy, precision,
and estimation speeds according to the applications. We also
described a multi-exponential decay visualization tool using the
ratio τA/τI . Experimental results demonstrate the performance
of τA/τI in comparison with Phasor.

2. THEORY

In this section, we derived the average lifetimes determined by
the model-free methods, CMM, Phasor, and IEM and described
the general work flow of average lifetime estimations with the
model-free and model-based LDAs.

As Equation (2), the measured signal h(t) is the convolution of
f (t) with irf (t). Here we focus on the signal hm and irfm obtained
from a TCSPC system, as shown in Figure 1,

hm =

m
∑

k=0

irfk−m · fm,m = 0, 1, 2, . . . ,M − 1, (7)

irfm =

∫ (m+1)1t

m1t
irf (t)dt,

fm =

∫ (m+1)1t

m1t
f (t)dt = A

p
∑

i=1

qiτie
−

m1t
τi [1− e

−
1t
τi ],

where hm is the photon count collected in Bin m at
tm = (m + 1/2)1t, M is the number of bins, and 1t is
the time resolution.

(a) CMM
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FIGURE 1 | Illustration of hm and irfm obtained with a TCSPC system.

The average lifetime evaluated with CMM is

τCMM =

∫

∞

0 t · h(t)dt
∫

∞

0 h(t)dt
−

∫

∞

0 t · irf (t)dt
∫

∞

0 irf (t)dt
=

∑p
i=1 qiτ

2
i

∑p
i=1 qiτi

≃

∑M−1
m=0 tm · hm
∑M−1

m=0 hm
−

∑M−1
m=0 tm · irfm
∑M−1

m=0 irfm
, (8)

which is equal to τI . The derivation of Equation (8) is shown in
the Appendix.

(b) Phasor

The average lifetime evaluated with Phasor is

τP =
s

gω
=

∑p
i=1 qiτ

2
i /(1+ ω2τ 2i )

∑p
i=1 qiτi/(1+ ω2τ 2i )

, (9)

where ω = 2π/T, T = M1t is the measurement window, and g
and s are the phasor components expressed as

g =

∫

∞

0 f (t) · cos(ωt)dt
∫

∞

0 f (t)dt
=

∑p
i=1 qiτi/(1+ ω2τ 2i )

∑p
i=1 qiτi

=
Rh + s · Iirf

Rirf
,

s =

∫

∞

0 f (t) · sin(ωt)dt
∫

∞

0 f (t)dt
=

∑p
i=1 ωqiτ

2
i /(1+ ω2τ 2i )

∑p
i=1 qiτi

=
Ih · Rirf − Rh · Iirf

R2
irf

+ I2
irf

,

where

Rh =

∫

∞

0 h(t) · cos(ωt)dt
∫

∞

0 h(t)dt
≃

∑M−1
m=0 hm · cos(ωtm)

∑M−1
m=0 hm

,

Ih =

∫

∞

0 h(t) · sin(ωt)dt
∫

∞

0 h(t)dt
≃

∑M−1
m=0 hm · sin(ωtm)

∑M−1
m=0 hm

,

Rirf =

∫

∞

0 irf (t) · cos(ωt)dt
∫

∞

0 irf (t)dt
≃

∑M−1
m=0 irfm · cos(ωtm)

∑M−1
m=0 irfm

,

Iirf =

∫

∞

0 irf (t) · sin(ωt)dt
∫

∞

0 irf (t)dt
≃

∑M−1
m=0 irfm · sin(ωtm)

∑M−1
m=0 irfm

.

τP is a weighted average lifetime whose weights are
qiτi/(1 + ω2τ 2i ). If τi ≪ T, then the weights are approximately
equal to qiτi, i.e., τP is close to τI .

(c) IEM

For IEM, the underlying exponential decay should be
extracted by a model-free deconvolution method. With the

estimated exponential decay f̂m, the average lifetime with IEM is

τIEM = −

∫

∞

0 g(t)dt
∫

∞

0 g′(t)dt
=

∑p
i=1 qiτi

∑p
i=1 qi

≃ −
1t

∑M−1
m=0 Sm · f̂m

f̂M−1 − f̂0
,(10)

g(t) = A

p
∑

i=1

qiτie
−t/τi [1− e−1t/τi ],

where Sm = [1/3, 4/3, 2/3, 4/3, 1/3] are the coefficients for
numerical integration based on Simpson’s rule. τIEM is actually
an estimator for τA.

Figure 2 summarizes the flow diagram for τI and τA

estimations with different algorithms used in this study. The
simulated signals hm and irfm are directly sent into CMM and
Phasor blocks to estimate τI . The estimated fm (from hm and
irfm with the Laguerre expansion deconvolution method with
L = 16 and α = 0.912 [54, 55]) is sent to IEM to estimate τA

and sent to the bi-decay center-of-mass method (BCMM; j = 2)
[56], the variable projection method (VPM; j = 2) [57], or LSM
with a j-exponential model (denoted as LSM-j), to estimate τI

and τA. CMM and Phasor are fast as no deconvolution routine
is needed, whereas IEM, BCMM, VPM, and LSM are direct or
iterative estimation approaches once fm is extracted. Artificial
neural network assisted analysis tools [58, 59] can be included
in this diagram, but they are out of the scope of this work.

3. RESULTS

3.1. Simulations
In reality, it is difficult to characterize a real fluorescence profile
with a suitable exponential model described in Equation (1).
To demonstrate how model-free analysis can be beneficial, we
examined two scenarios. Case A: we used exponential decay
signals with p = 1 ∼ 4 to assess the influence of the model
mismatch between the signal and the algorithm on τI and τA

estimations. This study is to investigate the scenario when users
select a j-exponential model to analyze a p-exponential decay
(p can be different from j). Case B: we generated synthetic bi-
exponential (p= 2) decay signals to assess the performances of τI
and τA estimations with the model-free and model-based LDAs.

The performances of lifetime estimations can be assessed in
two aspects: (1) the accuracy Bn = |τ̂n− τn|/τn and the precision
Fn =

√
Ntotστ̂n/τ̂n [60], where n= I or A for the intensity- or the

amplitude-weighted lifetimes, τn and τ̂n are actual and estimated
values, στ̂n is the standard deviation of τ̂n, and Ntot is the total
photon count. The lower the F, the higher the precision (F = 1
for the ideal case).
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FIGURE 2 | Flow diagram for τI and τA estimations.

TABLE 1 | τi , τI, and τA for p = 1 ∼ 4 with qi = 1/p.

p τ i (ns) τ I (ns) τA (ns)

1 2.5 2.5 2.5

2 0.1, 2.5 2.40 1.3

3 0.1, 1.3, 2.5 2.04 1.3

4 0.1, 0.9, 1.7, 2.5 1.92 1.3

3.1.1. Case A: Model Mismatch
Ideally, a bi-exponential signal should be analyzed by a bi-
exponential model. For instance, BCMM, VPM, and LSM-2
are used for bi-exponential decay models, and LSM-j for j-
exponential models, j > 2. However, in realistic biological
processes, it is difficult to know precisely how many lifetime
components a decay profile contains. In traditional FLIM analysis
tools, users usually need to select an exponential model to fit
measured decays and use the reduced chi-squared to evaluate
the goodness-of-fit. If the reduced chi-squared is not satisfactory,
then a different exponential model is chosen. This process
continues until the reduced chi-squared is acceptable. Often
different exponential models can produce similar reduced chi-
squared values, and the question is which fitting we should use?
It is quite common that a j-exponential model might analyze a
signal containing p lifetime components and j 6= p. We would
like to know if p is unknown to the user, whether using a different
analysis model (j 6= p) would lead to a different biological story.

We generated exponential decay signals hm (m = 0,. . ., M-1)
to test the LDAs for τI and τA estimations. hm can be artificially
generated with f (t) = A

∑p
i=1 qiexp(−t/τi), where p = [1, 2,

3, 4], qi = 1/p, and the IRF is approximated with a Poisson
distribution irfm = exp(λ)λm/m! with λ = 500 ps, FWHM ≃

300 ps, andM = 256. The measurement window T = 10 ns, and
the total photon count Ntot = 103. τi, τI , and τA for each p are
summarized in Table 1.

The performances of τI and τA estimations with the simulated
exponential decays are shown in Figures 3A–D for BI , FI , BA, and

FA, respectively. For model-free LDAs, BI and BA are below 10%
and are independent of p. For LSM-1, when p = 1, BI , and BA
are zero, whereas when p > 1, BI and BA increase especially
for p = 2. For model-based LDAs where j > 1, BCMM, VPM,
and LSM-j have similar performances even for p 6= j, seemingly
suggesting that a bi-exponential model can well approximate a
signal following an arbitrary p-exponential model. We generated
100 signals with τi and qi chosen randomly in the ranges of
0.1 ∼ 2.5 ns and 0.1 ∼ 0.9, respectively, for each p. BCMM,
VPM, and LSM-2 were used to fit the signals with bi-exponential
decays. The goodness-of-fit is judged by the reduced chi-squared
χ2

=
1
M

∑M−1
m=0 (fm − fc,m)2/fm, where fm and fc,m are actual and

fitted signals of Binm. The box plots of χ2 for BCMM, VPM, and
LSM-2 are shown in Figures 3E–G, respectively. The χ2 values
are insensitive to p for the three LDAs so that we conclude that
a bi-exponential decay is suitable to approximate an arbitrary
p-exponential decay (p ≤ 4).

Therefore, if the decay model of the signal is inaccessible,
model-free and model-based LDAs, BCMM, VPM, and LSM-2
are enough for τI and τA estimations.

In practice, users can choose an optimization algorithm and
set initial conditions to analyze FLIM images when LSM-2 is
used. We would like to know how they can affect τI and τA

estimations. Four bi-exponential decays, Decays 1 ∼ 4, with
different parameters (q1, τ1, τ2) were analyzed using LSM-2 with
different initial conditions (q10, τ10, τ20), denoted as Init. 1 ∼ 4
listed in Table 2 with Ntot = 103. When either of the estimated
τ1 and τ2 is larger than T (10 ns), we say that the estimation
fails. The probabilities of producing a failed trial, P(τ1 or τ2 >

10) and producing biased τI and τA with BI and BA > 0.3, i.e.,
P(Bn > 0.3), n = I orA, are shown in Figure 4. Figures 4A–F are
the LSM-2 results with the unconstrained and constrained trust-
region-reflective (TRR) algorithms, respectively. The constraints
are 0 < q1 < 1 and 0 < τ1, τ2 < 10 ns. Figures 4G–I are the
LSM-2 results using the Levenberg-Marquardt (LM) algorithm.
For the unconstrained TRR, the performances are relatively
sensitive to initial conditions. P(τ1 or τ2 > 10) for Init. 4 is
quite significant which results in large P(Bn > 0.3), n = I
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FIGURE 3 | Performances of τI and τA estimations with exponential decay signals using different algorithms, (A) BI, (B) FI, (C) BA, and (D) FA. (E–G) Box plots of χ2

for BCMM, VPM, and LSM-2.

TABLE 2 | Bi-exponential decays and initial conditions for τI and τA estimations

with LSM-2.

Decay Parameters Init. Initial conditions

q1 τ1 τ2 q10 τ10 τ20

1 1/2 0.1 2.5 1 1/2 0.1 0.5

2 4/5 0.1 2.5 2 1/2 0.1 2.5

3 1/2 0.5 1 3 1/2 2 4

4 1/2 1 2.5 4 1/2 4 6

or A, for all four decays. Although Init. 3 leads to a low P for
Decays 2 ∼ 3, P(BA > 0.3) for Decay 1 rises to 0.7. Thus, if the
initial conditions are not chosen properly, the quality of τI and
τA images cannot be guaranteed. The constrained TRR and LM
are insensitive to initial conditions. Although the LM has failed
trials, they barely affect P(Bn > 0.3), n = I or A. Therefore, to
ensure accurate τI and τA estimations, the constrained TRR and
LM are recommended for LSM-2.

3.1.2. Case B: Performances of Average Lifetime

Estimations
As mentioned above, it might be challenging to use a proper
exponential model to describe realistic biological processes; a bi-
exponential model might well approximate them. Here we will
use a bi-exponential model to explain why model-free LDAs have
the benefits of higher photon efficiency and faster analysis than
model-based LDAs for τI and τA estimations.

hm can be artificially generated with the same IRF used in Case
A and f (t) = A[q1exp(−t/τ1)+ (1−q1)exp(−t/τ2)], where τ1 <

τ2 and q1 is the amplitude fraction of τ1. Figure 5A shows the

signal and IRF. In FRET and dynamic quenching applications,
the fluorescence lifetime of the donor fluorophore is in general
decreasing, and we assume τ2 = 2.5 ns and τ1 varying from 0.1 to
2.5 ns to emulate FRET or quenching. The theoretical τI , τA, and
τP with q1 = 0.5 are shown in Figure 5B. τP has a negative bias
from τI . With T/τ2 increasing, τP approaches τI . Figure 5B that
two different (τ1, τ2) sets can deliver the same τI , for instance,
(0.32, 2.5) ns and (2.1, 2.5) ns have the same τI of 2.3 ns.

Therefore, only estimating τI can be misleading. Figure 5B
also shows that the dynamic range of τI is only 2.5–2.23 =

0.27 ns and within which the above problem persists. Whereas
τA does not have this problem for this case. We conducted
Monte Carlo simulations to estimate τI and τA with the simulated
signals, including Poisson noise under different conditions
q1 = 0.2, 0.5, and 0.8.

The performances of τI and τA estimations with bi-
exponential decay signals are shown in Figures 6A–D for BI , FI ,
BA, and FA, respectively. For τ̂I , BI,CMM , and BI,BCMM are roughly
10 and 8%, respectively determined by T/τ2. The larger T/τ2 is,
the smaller BI becomes (with FI,CMM and FI,BCMM being closer to
1). Phasor has a lower accuracy when q1 becomes larger and τ1

smaller, and it is less precise than CMM. VPM and LSM-2 both
have a smaller BI = 3% but higher FI (1.5 ∼ 5) than CMM and
BCMM. For τ̂A, BA is 7% except for τ1 = 0.1 ns, and FA is around
5 for the four LDAs. Figures 6C,D show that if only τA is needed,
there is no need to resort to slower model-based LDAs.

For τI estimations, LSM-2 and VPM are preferred when high
accuracy is required. Still, they are slower and have lower photon
efficiency than CMM and BCMMwhichmeans the photon count
should be higher to have similar precision, for instance, a relative
standard deviation of 5% can be reached with Ntot = 3,600
for LSM-2 and Ntot = 500 for CMM and BCMM. When the
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FIGURE 4 | (A,D,G) P(τ1 or τ2 > 10), (B,E,H) P(BI > 0.3), and (C,F,I) P(BA > 0.3), for estimations of Decays 1 ∼ 4 with Init. 1 ∼ 4 using (A–C) the unconstrained

TRR, (D–F) the constrained TRR, and (G–I) the LM algorithms.

FIGURE 5 | (A) Simulated signal (blue) and IRF (black), (B) theoretical τI (blue), τA (black), and τP (magenta) average lifetimes with q1 = 0.5.

accuracy of CMM or BCMM (10% @ T/τ2 = 4) is acceptable,
CMM or BCMM should be employed for their high photon
efficiency and estimation speeds. CMM is faster than BCMM as
it can work without deconvolution. For τA estimations, since the
performances of IEM, BCMM, VPM, LSM-2 are similar, IEM can
be the right candidate for fast analysis. Notice that the τA method
is less photon efficient than the τI method as FA is higher than FI .

3.2. Experimental Results
tSA201 cells, which are a transformed human kidney cell
line, were co-transfected with hP2Y12-eCFP and hP2Y1-eYFP
receptors. After 48 h of transfection, the cells on the coverslips
were washed once gently with PBS followed by fixation with

ice-cold methanol for 10 min at room temperature. After
being washed three times with PBS, they were mounted
on to glass microscope slides with Mowiol. The microscope
slides were then stored in the dark at room temperature
overnight to allow the coverslips to dry, then stored at 4◦C for
later use.

Cells were imaged on LSM510 (Carl Zeiss) equipped with a
TCSPC module (SPC-830, Becker & Hickl GmbH), to determine
the fluorescence lifetime and consequently the amount of FRET.
The donor is CFP with the excitation wavelength range of
350 ∼ 500 nm and the emission wavelength range of 450
∼ 600 nm. The acceptor is YFP. The sample is scanned
pixel by pixel by a femtosecond Ti:Sapphire laser (Chameleon,
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FIGURE 6 | The performances of τI and τA estimations with bi-exponential decay signals with τ1 = 0.1 ∼ 2.5 ns, τ2 = 2.5 ns, q1 = 0.2, 0.5, 0.8, (A) BI, (B) FI and (C)

BA, (D) FA.

Coherent) with an average output laser power of 3.8 W at
800 nm, as a two-photon excitation source to reduce cellular
damage. The laser power is controlled with two polarizers.
The repetition rate is 80 MHz with illuminating duration
<200 fs. The emitted fluorescence signal from the donor is
collected through a 63× water-immersion objective lens (N.A.
= 1.0), a 480 ∼ 520 nm bandpass filter, and transferred into a
photomultiplier tube (PMT) detector. The FLIM scanning was
performed in a dark room containing the microscope. A set of
experimental data (256 × 256 pixels, M = 256, T = 10 ns) was
collected over an exposure period of up to 15 min. The IRF
is obtained from the measurement of dried urea [(NH2)2CO]
[61].

3.2.1. Average Lifetime Images With LSM, CMM, and

IEM
Figures 7A,C show the τI and τA images of the data evaluated by
LSM-2 with an execution time of 410 s. The lifetime images were
evaluated on Matlab R2016a, 64-bit with the Intel(R) Celeron(R)
CPU (2950M @ 2 GHz) with 20923 pixels above an intensity
threshold. Figures 7B,D show the τI and τA images evaluated
by CMM and IEM with execution times of 0.25 and 92.3 s,
respectively. IEM can be further accelerated to 0.6 s per image
with histogram classification methods (we will report the details
soon), as shown in Figure 7E. Although Fast-IEM causes a small
bias in some pixels, themean square error is acceptable with 0.005
ns2. The color bar represents lifetimes and the pixel brightness
represents photon counts. The Figures 7F,G are histograms of τI
and τA, respectively. Although the histogram of τI with CMM
deviates slightly from the one with LSM-2, CMM is 1,800-fold

faster than LSM-2. If T/τi > 4, the bias of τI with CMM
would become smaller. The τA images are almost the same with
IEM and LSM-2, whereas IEM and Fast-IEM are much faster
than LSM-2.

Since the FRET efficiency E has a linear relationship with the
average lifetimes as shown in Equation (5), Figures 7A–E can also
be used to represent E images with the color bar in the range of 0
∼ 100%. As we mentioned in Introduction, it is straightforward
to obtain E images from τA images, so that Figures 7C–E are
proper E images. If τI images are misused for E, the results would
be different, as shown in Figures 7A,B, leading to a different
biological story.

3.2.2. Visualization of Multi-Exponential Decays With

τA/τI
τI and τA can not only access the essential parameters in FRET
and dynamic quenching processes but also indicate the positions
where multi-exponential decays occur. As mentioned previously,
a fluorescence signal can be approximated by a bi-exponential
decay, so that the ratio of τI and τA can be expressed as

τA

τI
=

[1+ q1(R− 1)]2

1+ q1(R2 − 1)
, (11)

where R = τ1/τ2. The distribution of τA/τI (Figure 8) shows that
when R ≃ 1 or q1 ≃ 0 or 1, τA/τI ≃ 1. With a decrease of R or an
increase of q1, τA/τI decreases. Therefore, the ranges of q1 and R
of a pixel can be determined by τA/τI .

To present the multi-exponential decay visualization
performance of τA/τI , the τI and τA images evaluated by LSM-2,
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FIGURE 7 | (A,C) τI and τA images evaluated with LSM-2, (B,D) τI and τA images evaluated with CMM and IEM, respectively. (E) τA image with Fast-IEM. (F)

Histograms of τI with LSM-2 (blue) and CMM (black). (G) Histograms of τA with LSM-2 (blue), IEM (magenta), and Fast-IEM (yellow). The color bar represents lifetimes

and the pixel brightness represents photon counts. (A–E) Can also represent FRET efficiency (E) images evaluated with the corresponding lifetime images with the

color bar representing the range of E, 0 ∼ 100%. (F,G) Can also be used to show the histograms of E with the upper x label.

Figures 9A,B, were used to generate the τA/τI image as shown
in Figure 9C. The histograms of τI and τA and the phasor plot
are shown in Figures 9D,E. Figure 9F shows the possible range
of q1 and R of the selected pixels in Figure 9C. Figures 9C,F
share the same color bar. Figure 9D shows that τA has a broader
lifetime dynamic range than τI , which is consistent with the
theoretical lines shown in Figure 5B. The τA histogram shows
two clusters with different peaks, whereas the τI histogram only

indicates a single merged group, meaning that there is no way
to differentiate these two clusters. It is why using τI to analyze
samples with a strong FRET can be misleading.

The results of the selected pixels within different τA/τI ranges
are shown in Figure 10, τA/τI = 0.2 ∼ 0.5, and Figure 11, τA/τI

= 0.5 ∼ 1. For the pixels with τA/τI = 0.2 ∼ 0.5, the histograms
clearly show that τA is much smaller than τI , which means the
difference between τ1 and τ2 is significant. Figure 10F shows that
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the ranges of q1 and R are approximately 0.5 ∼ 1 and 0 ∼ 0.2,
respectively. For the pixels with τA/τI = 0.5 ∼ 1, τA is closer to
τI , meaning the pixels have decays close to mono-exponential.
Separating the average lifetime images with τA/τI is easier than

FIGURE 8 | Distribution of τA/τI with q1 = 0 ∼ 1 and R = 0 ∼ 1.

phasor plots because τA/τI is one dimensional and phasors are
two dimensional. Furthermore, τA/τI can show the q1 and R
ranges more intuitively than phasor plots. τA/τI can be a useful
tool to visualize the properties of the fluorescence decays within
a lifetime image.

4. DISCUSSION

In realistic samples, fluorescence signals always follow multi-
exponential decay models. However, extracting lifetime
components with a traditional fitting method is a time-
consuming process. For some applications that require
calculating FRET efficiency and accessing dynamic quenching
behaviors, average lifetimes are satisfactory. Model-free lifetime
determination algorithms can be used to evaluate average
lifetimes directly, for instance, CMM and Phasor for intensity-
weighted average lifetimes τI and IEM for amplitude-weighted
average lifetimes τA. Discussions of the influence of the model
mismatch between the real signal and the model-based LDAs
on τI and τA estimations suggest that a bi-exponential model
can well-approximate a signal following a multiple-exponential
model. The results of the Monte-Carlo simulations suggest that
VPM and LSM based on a bi-exponential model can be used
for applications requiring high accuracy. The constrained TRR
and LM algorithms with proper initial conditions are supported
for LSM to guarantee accuracy. In contrast, CMM and IEM are
recommended for applications requiring high estimation speeds.

FIGURE 9 | (A) τI-intensity image, (B) τA-intensity image evaluated by LSM-2, (C) τA/τI ratio image, (D) histograms of τI (yellow) and τA (blue), (E) phasor plot, and (F)

distribution of τA/τI of the selected pixels in (C).
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FIGURE 10 | (A) τI-intensity image, (B) τA-intensity image evaluated by LSM-2, (C) τA/τI ratio image, (D) histograms of τI (yellow) and τA (blue), (E) phasor plot, and

(F) distribution of τA/τI of the selected pixels in (C) with τA/τI = 0.2 ∼ 0.5.

FIGURE 11 | (A) τI-intensity image, (B) τA-intensity image evaluated by LSM-2, (C) τA/τI ratio image, (D) histograms of τI (yellow) and τA (blue), (E) phasor plot, and

(F) distribution of τA/τI of the selected pixels in (C) with τA/τI = 0.5 ∼ 1.
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We also explained why τI models can be misleading, and τI

and τA models should be considered. Experimental data were
used to compare the performances of LSM-2, CMM, and IEM
for evaluating τI and τA images. Similar τI and τA images were
generated, whereas CMM and IEM are much faster than LSM-2.
The data were further analyzed with τA/τI , which is capable of
indicating the possible ranges of the amplitude proportion of
the short lifetime and the ratio of the short and long lifetimes.
We believe τA/τI is a useful and intuitive tool for visualizing
multi-exponential decays in a lifetime image.
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APPENDIX

Derivation of τCMM . Take the integration of t · h(t) and h(t),

∫

∞

0
t · h(t)dt =

∫

∞

0
t

∫

∞

0
irf (t − t′) · f (t′)dt′dt

=

∫

∞

0

∫

∞

0
(t − t′) · irf (t − t′) · f (t′)dt′dt

+

∫

∞

0

∫

∞

0
irf (t − t′) · t′ · f (t′)dt′dt

=

∫

∞

0
[t · irf (t)] ∗ f (t)dt +

∫

∞

0
irf (t) ∗ [t · f (t)]dt

=

∫

∞

0
t · irf (t)dt

∫

∞

0
f (t)dt

+

∫

∞

0
irf (t)dt

∫

∞

0
t · f (t)dt, (A1)

∫

∞

0
h(t)dt =

∫

∞

0
irf (t)dt

∫

∞

0
f (t)dt. (A2)

Dividing Equation (A1) by Equation (A2) gives

∫

∞

0 t · h(t)dt
∫

∞

0 h(t)dt
=

∫

∞

0 t · irf (t)dt
∫

∞

0 irf (t)dt
+

∫

∞

0 t · f (t)dt
∫

∞

0 f (t)dt
. (A3)

Then,

τCMM =

∫

∞

0 t · f (t)dt
∫

∞

0 f (t)dt
=

∑p
i=1 qiτ

2
i

∑p
i=1 qiτi

=
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0 t · h(t)dt
∫
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0 h(t)dt
−
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0 t · irf (t)dt
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0 irf (t)dt

≃

∑M−1
m=0 tm · hm
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m=0 hm
−

∑M−1
m=0 tm · irfm
∑M−1

m=0 irfm
. (A4)
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Conventional flow cytometry is a valuable quantitative tool. Flow cytometers reveal

physical and biochemical information from cells at a high throughput, which is quite

valuable for many biomedical, biological, and diagnostic research fields. Flow cytometers

range in complexity and typically provide multiparametric data for the user at rates

of up to 50,000 cells measured per second. Cytometry systems are configured such

that fluorescence or scattered light signals are collected per-cell, and the integrated

optical signal at a given wavelength range indicates a particular cellular feature such

as phenotype or morphology. When the timing of the optical signal is measured,

the cytometry system becomes “time-resolved.” Time-resolved flow cytometry (TRFC)

instruments can detect fluorescence decay kinetics, and such measurements are

consequential for Förster Resonance Energy Transfer (FRET) studies, multiplexing, and

metabolic mapping, to name a few. TRFC systems capture fluorescence lifetimes at rates

of thousands of cells per-second, however the approach is challenged at this throughput

by terminal cellular velocities. High flow rates limit the total number of photons integrated

per-cell, reducing the reliability of the average lifetime as a cytometric parameter. In

this contribution, we examine an innovative approach to address this signal-to-noise

issue. The technology merges time-resolved hardware with microfluidics and acoustics.

We present an “acoustofluidic” time-resolved flow cytometer so that cellular velocities

can be adjusted on the fly with a standing acoustic wave (SAW). Our work shows that

acoustic control can be combined with time-resolved features to appropriately balance

the throughput with the optical signals necessary for lifetime data.

Keywords: flow cytometry, FRET, time-resolved flow cytometry, fluorescence lifetime, acoustofluidic

INTRODUCTION

Flow cytometry is a robust statistical apparatus common to many research fields as well as
the medical industry. Cytometry methods involve analyzing individual cells with the aid of
laser excitation light, which excites fluorophores conjugated to the cell of interest. Specialty
photo- detectors measure the intensity of the emitted fluorescence signal or excitation light that
is scattered by the cell. This high-throughput technique is also used to separate subpopulations of a
heterogeneous population of cells based on the fluorescence signal measured. The excitation light
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that is scattered by the cell is directionally measured (forward
scatter and side scatter) and also provides information about the
cell—generally morphological changes such as size, granularity,
etc. [1].

Recent advances in lasers and data acquisition systems have
led to the ability to measure, cytometrically, an additional
fluorescence parameter, this being the fluorescence lifetime
[2]. Uniquely designed cytometry approaches that extract
fluorescence lifetimes are known as time-resolved flow
cytometry (TRFC) systems. The fluorescence lifetime parameter
is independent of the fluorescence intensity and can provide
additional multiplexing capabilities [3–5]. For example,
TRFC was recently employed in an application in which the
endogenous fluorophore, NAD(P)H, was measured to identify
metabolic changes during apoptosis since it is well-known
that this metabolite undergoes fluorescence lifetime shifts
during enzymatic reactions important for energy generation
[6]. To obtain the fluorescence lifetime of a fluorescent
compound, a modulated laser excites the fluorophore on or
within the cell. This modulated excitation source leads to
a fluorescence signal modulated at the same frequency and
a similarly modulated scattered light signal [2, 7, 8]. Due
to the fluorescence decay, a phase difference between the
scattered laser light and the emitted fluorescence results. The
fluorescence lifetime is thus calculated from the difference in
these phases.

One other significant area of development in flow cytometry is
throughput and synergism with imaging and on-chip detection.
Many advancements have been made with cytometers that
employ micron-sized channels to control and manipulate cells.
Microfluidic devices have an abundance of advantages over
disadvantages. When small volumes and quantities are used,
then sample analysis and sorting becomes facile. Additionally,
microfluidic systems are favored because miniaturization leads
to reduce operational costs. Biomedicine has been most
significantly impacted by microfluidic approaches [9, 10] that
also contain microelectromechanical systems (MEMS), or more
commonly, “lab on a chip” [11] devices. MEMS provide a
way to perform analytical measurements based on passive
and proactive interrogation. These lab-on-a-chip systems thus
enable cells to be aligned, stretched, deflected, labeled, treated,
excited, lysed, sequenced, and more. In other words, the
control and manipulation of cells is quite impressive with
microfluidics, and the clever chip-based systems found today
are not only versatile but also portable, low-cost, and massively
parallelized. In general, the MEMS systems that incorporate
optical signals for cell interrogation involve careful control of
the cell as it is moved through small channels and across
a focused laser beam. For single-cell analyses, cells must be
aligned and ideally move in single file. The alignment can
be accomplished by dielectrophoretic focusing [12], inertial
focusing [13], magnetophoresis [14], or acoustophoresis [15], to
name a few of the most widely used approaches. The end goal
for such systems is to achieve high spatiotemporal resolution
resulting in a crisp image of a single cell, or an ample optical
signal that can be used to make interpretations about the cell (i.e.,
phenotype, genotype, etc.).

Herein we combine both emerging areas of flow cytometry:
time-resolved measurements and microfluidics. These
technologies are merged and discussed in this contribution
for the purpose of achieving higher fluorescence lifetime
resolution and to enable the detection of low-level optical signals
from cells. Our objective is to adapt TRFC onto a microfluidic
platform for control with acoustics to achieve the necessary
fluorescence sensitivity and high temporal resolution (∼100 s
of picoseconds) during cell counting and eventually sorting.
Interestingly, there have been very few TRFC systems designed
onto microfluidic chips that measure real-time fluorescence
lifetimes. The fluorescence lifetime is challenging to read-out
during cell measurements because the timing of decay must be
calculated with on-chip digital signal processing using frequency-
domain analyses. Although in past work we implemented the
fluorescence lifetime as a sorting parameter on a traditional
cytometer, we found it challenging to sample the optical signals
at an adequate level. A higher signal-to-noise is necessary for
higher timing resolution. Unfortunately the tradeoff remains;
cells can either be moved through a laser at a high throughput
(∼1–10 µs), or slowed down so that the amount of time that
photons can be collected is increased (100 µs−100ms) for a
robust lifetime read-out.

In this contribution we adopt microfluidics in order to
evaluate how a slower flow rate might improve our ability to
perform TRFC. We thus apply standing acoustic waves (SAW)
for cell movement and alignment. This acoustophoretic approach
works synergistically with quiescent and laminar flow regimes.
Particles/cells are transported by a laminar flow, and their motion
is controlled dependent on a set of cellular physical properties
such as particle compressibility, particle size, and density. With
SAW, piezoceramic actuators composed of perovskite crystals
are mechanically excited to propagate an ultrasonic sound wave
that permeates through a matching layer, meeting, and reflecting
off the reflecting layer to produce a SAW with respect to the
microchannel geometry, compositematerial of themicrochannel,
and the speed of sound in the fluid. With more control over
photon collection and cell movement, we plan to make it possible
to calculate more than one fluorescence lifetime per cell (i.e.,
multiple decay kinetic acquisition), and address outstanding
questions in the fluorescence lifetime field. The following report
discusses work toward this goal.

METHODS AND MATERIALS

System Overview
The time-resolved acoustofluidic flow cytometer (TRAFFC)
described herein (see Figure 1) was designed to be modular.
Each component was procured, assembled, and optimized to
fit onto a standard 2 × 2 optical breadboard. The components
include the chip, optics, detectors, electronics, and data system
described herein.

BennuBio, Inc (Albuquerque, NM) kindly gifted us the
acoustic chip, which consisted of an aluminum core (125 ×

12mm) with a 500µm wide microchannel. The aluminum core
is bonded between two borosilicate slides (125 × 12mm) which
create the matching and reflecting layer for acoustic focusing.
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FIGURE 1 | Schematic representation of the TRAFFC system. The system is an epifluorescence-like arrangement where emission light is reflected and collected at 0◦

(fluorescence and imaging CMOS camera). Light scatter is collected through low angle scattering through the dichroic beam splitter and plate beam splitter. To

achieve a laser spot size commonly found in commercial cytometers, the laser beam is expanded three times before being focused down onto the sample plane on

the acoustofluidic device. Optical aberrations are cleaned with adjustable irises (AI).

The inlet and outlets contain luers (IDEX Corp., Northbrook,
IL) epoxied onto respective outlets. On the reverse side of
the device is a piezoceramic (PZT, lead zirconate titanate)
transducer (30 × 30mm). Two leads extend outward from
the PZT and are connected to a power amplifier (Electronics
and Innovation, LTD, Rochester, NY) and arbitrary function
generator (Tektronix, Beaverton, OR), respectively. Sample is
introduced to the acoustofluidic device using a Chemyx Fusion
200 syringe pump (Stafford, TX). When initially optimizing the
system and establishing a fluorescence baseline, a flow rate of 50–
100 µL/min was used. As fluorescence detection was established,
flow rates were varied between 10 and 500 µL/min. This work
used flow rates of 250 µL/min.

The TRAFFC optical system was developed with a single
laser excitation source, a 2-channel detector arrangement
(fluorescence and light scatter), and a CCD camera for imaging.
The excitation source was a blue diode laser (OBIS LX 488 nm,
Coherent Inc., Santa Clara, CA) with a maximum optical
power output of 150 mW. To assure minimal reflection from
the device channel walls, the laser spot was minimized to a
Gaussian-like profile with a diameter of ∼180µm through a
series of three-lens expansion systems. The first expansion set
of lenses had focal lengths of 50 and 200mm, respectively. The
second and third set of lenses consisted of lenses with focal

lengths of 50 and 100mm as diagrammed in Figure 1. The
laser reflected off a dichroic beam splitter (495LP, Semrock,
Rochester, NY) and was directed to the acoustofluidic device.
For steady-state fluorescence measurements, the laser operated
at 50 mW in continuous wave mode. For acquisition of
fluorescence decay kinetics (fluorescence lifetime), the laser
operated in digital modulation mode and was modulated at a
sinusoidal radio frequency of 195 kHz by an arbitrary function
generator. Fluorescence was collected by an objective (LMPLFLN
20X, NA=0.4, Olympus, Waltham, MA), passed through a
bandpass filter (515/30 nm, Semrock, Rochester, NY), and was
split into two image components (10:90 plate beam splitter,
Thorlabs, Newton, NJ). The emission signal was captured by
a photomultiplier tube (PMT, Hamamatsu model type R928)
and a CMOS camera (ORCA-Flash4.0 V3 CMOS Hamamatsu
Photonics, San Jose, CA). Light was focused onto the camera
sensor and PMT window through respective Plano convex
lenses (f = 100mm, Thorlabs, Newton, NJ). A PMT for optical
backscatter was positioned after a second 10:90 plate beam
splitter. The fluorescence PMT voltage was set at an offset
of −480V, and the exposure time for the CMOS camera was
32ms (∼40 frames per second). The camera was operated
using HCImage Live software suite (Hamamatsu Corporation,
Sewickley, PA) with a Dell OptiPlex computer (32 GB of RAM,
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Round Rock, TX. Data were collected using a custom data
acquisition system with a sampling rate of up to 50 megasamples
per second (50 MSPS); data transfer was through a FireWire 400
cable to a FireWire PCIe adapter.

Testing Samples
Fluorescent microspheres as well as fluorescently labeled cells
were used to evaluate the performance of the preliminary
TRAFFC system. Standard flow cytometry microspheres
with known fluorescence lifetimes included FlowCheck R©

fluorospheres (Beckman Coulter, Indianapolis, IN) and Yellow-
Green (YG) fluorospheres (Polysciences Inc., Warrington, PA).
All microspheres and cells were prepared at a concentration of
∼1.0 × 106 particles/mL. The cells used for testing included
a MCF-7 breast cancer line. Cells were cultured in 5mL
DMEM containing 10% by volume fetal bovine serum, 1mM

of sodium pyruvate, and 2mM of L-glutamine to make a final
concentration of 1× for the latter two components. The cells,
cultured in a 37◦C, 5% (v/v) CO2 environment, were harvested
when concentrations reached∼1.5× 10 cells/mL. Additional cell
preparation for TRAFFC measurements included fixation and
labeling with the fluorescence dye, propidium iodide (PI). The
protocol included removing cells from culture and centrifuging
at 350 × G for 5min. Cells were then washed twice with DPBS,
gently vortexed and fixed with 3mL of 70% ethanol. Fixation
included storing cells for ∼1 h in a −20◦C freezer. Cells were
then centrifuged at 1,150 RPM for 5min and re-suspended
in 7mL of 50µg/mL RNase. Fluorescence labeling included
adding 35 uL of propidium iodide at 37◦C for 30min. The final
working concentration for the MCF-7 cells was verified by a
hemocytometer and the Countess II Automated Cell Counter
(Thermo Fisher Scientific, Waltham, MA,). Fluorescent labeling

FIGURE 2 | Fluorescence and reference waveforms plotted, and resultant frequency spectrums analyzed offline in MATLAB for (A) YG fluorospheres, (B) FlowCheck®

fluorospheres, and (C) PI-labeled MCF-7 cells.
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for MCF-7 cells were also checked prior to experiments with an
ECHO Revolve Microscope (ECHO, San Diego, CA.) with a 10X
objective in both upright mode and under fluorescence inverted
mode (data not included).

RESULTS

General Fluorescence Measurements
The preliminary tests performed on the TRAFFC system
included fluorescence measurements detected from both
fluorescence microspheres and the PI-labeled cells. Future
work will optimize the of capture backscattered light, which
is important for cell characterization and robust fluorescence
lifetime calculations and is discussed later. The fluorescence
signals from the PMT were amplified with a transimpedance
amplifier (TIA, DC-100, ARI Corp.) with a low noise 60
dB gain and overall low voltage signal contribution of 1mV,
peak-to-peak. The fluorescence signals after amplification were
observed using an oscilloscope as well as the custom DAQ
system described previously. Figure 2 is a graph showing
examples of the fluorescence data collected. The signals have a
“modulated pulse” shape, similar to standard digital cytometry
measurements we have performed previously [8]. The signals
expectedly follow an increase in fluorescence and decrease
as an acoustically focused microsphere and/or cell enters the
laser excitation site and rapidly exits. These waveforms after
collection can be compiled and stored as comma separated
value files (.csv) for off-line analysis. Accordingly, MATLAB
(Natick, MA) was used to read and plot the waveforms for
further investigation. As can be seen by Figure 2, the pulse width
is wide, which indicates a mean flow velocity (0.16670.1.m s −1)
and mean differential pressure of ∼11 PSI that fosters a longer
dwell time in the beam. An item to note is how the outlet of
sample to waste may affect these dwell times. The outlet waste
tube is submerged in fluid at all times to negate backpressure
“shockwaves” up through the outlet tube that would be incurred
by break-off droplets. However, by keeping the outlet tube
submerged, it is possible that changes in differential pressure
occur and may affect sample velocity and signal duration
(pulse widths).

In addition, the TRAFFC system uses standing acoustic wave
(SAW) focusing, an alternative to sheath-driven hydrodynamic
focusing. A more in-depth analysis of acoustic focusing is
discussed later. Briefly, SAWs generated a pressure node
across the center cross-section of the microchannel. A
modest flow rate was used to assure particles/cells had
sufficient time to be captured by the SAW. Finally, to
enable optimized acoustic focusing and, maximum dwell
time within the detection aperture, particle focusing was
initiated 3mm downstream from the detection aperture.
Figure 2 includes the modulated reference signal plotted with
the fluorescence pulse to demonstrate DAQ capture of both
for fluorescence lifetime measurements. Finally, Figure 2

includes the frequency spectrum results of the Fourier analysis,
which is one step toward calculating the fluorescence lifetime
(further described below). Transit times are also plotted against
fluorescence intensities.

Intensity and Lifetime Measurements
Figure 3 provides a statistical summary of the fluorescence
intensity and lifetime measured of the fluorescence microspheres
and fluorescently labeled cells. Microsphere data collection was
repeated 6 times after calibration. To calibrate the lifetime
measurements, we used YG fluorospheres as a calibration
reference, which have a known lifetime value ∼3 ns. Thus, we
calculated the anticipated phase shift value (1φexpected) to adjust
the signals prior to measuring other microspheres and cells. For
the calibration analysis, ∼3,000 events were collected. Data were
analyzed offline in MATLAB (as seen in Figure 2). A Discrete
Fourier Transform (DFT) was applied to the fluorescence and
reference waveforms. The frequency spectrum revealed the DC
and modulation frequencies for each respective waveform. Phase
angles were extracted for each waveform and the phase shift value
was calculated (φFL- φReference = 1 φcalculated). Phase correction
was then made and applied to all experiments for the remainder
of the measurements made.

Also After calibration, FlowCheck R© fluorospheres were
measured with the TRAFFC system (∼3,000 events for n = 6
experiments). Data included the mean intensity, event count,
and percent coefficient of variation (standard deviation/mean
× 100). The FlowCheck R© fluorospheres displayed a bright
intensity at a mean intensity of 32317A.U. with a CV of
+/−11.76%. This is in comparison to YG fluorospheres (mean
fluorescence intensity = 12730 a.u and cv = 33.43%). Finally,
MCF-7 breast cancer cells were evaluated (n = 6 trials,
and ∼1,000 events). The mean fluorescence intensity from
the labeled cells was measured to be 21958 a.u. with a cv
of 5.56%.

Fluorescence lifetime analyses were performed on
FlowCheck R© Fluorospheres, YG fluorospheres and PI-labeled
MCF-7 cells. We collected waveforms at a low sampling
frequency (195 kHz) to adjust for digitization of long pulse
widths. Waveforms were analyzed when collected by both
the laboratory oscilloscope as well as a DAQ system. Data
acquired by the oscilloscope included only a single particle/cell
measurement whereas DAQ-recorded waveforms included up
to 1,000 events. Lifetimes calculated from the oscilloscope are
provided in Table 1. The FlowCheck R© and YG fluorospheres
recorded a mean lifetime value of 6.25 ± 1.66 ns and 5.16 ±

1.51 ns, respectively. These values are close to many previous
reports for these fluorescence microspheres [4]. DAQ-derived
lifetimes were calculated to be 5.07 ± 1.66 ns for FlowCheck R©

fluorospheres and 3.01 ± 7.63 ns for YG fluorospheres. The PI-
labeled MCF-7 cells were measured similiarly and processed for
average fluorescence lifetime measurements. The oscilloscope-
derived mean lifetime for the PI when intercalated into a cell
was calculated to be 8.38 ± 2.09 ns. When the PI-labeled
cells were processed in bulk after collection by the DAQ, a
calculated mean lifetime value was found to be 5.73 ± 0.76 ns.
Propidium iodide is known to have an average fluorescence
lifetime when intercalated into the DNA of a cell that ranges
from 8 to 12 nanoseconds. Our results include a wider lifetime
range, which suggests the need to optimize the modulation
frequency and make digitization adjustments when longer pulses
are collected.
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FIGURE 3 | Dot plot, intensity, and lifetime histogram data for fluorospheres and MCF-7 cells. (A) A polygon gate was applied to the entire dot plot population for YG

fluorospheres. The mean intensity was recorded at 12730A.U. with a CV of 33.43%. The corrected mean lifetime was recorded as 5.07 ± 1.66 ns from DAQ

acquisition. (B) The same method was applied for FlowCheck® fluorospheres with respect to the dot plot gating. Mean intensity value was measured at 18394A.U.

with a CV of 13.29%. The mean corrected lifetime was measured at 5.07 ± 1.66 ns with visible bi-modal populations. (C) Propidium-labeled MCF-7 cells were

acquired for up to 1,000 events. Mean fluorescence intensity was measured at 21958A.U. with a CV of 5.56%. Mean corrected lifetime was measured at 5.73 ±

0.76 ns. (D) The acoustofluidic device used in the modular TRAFFC system.

TABLE 1 | Mean fluorescence intensity values, oscilloscope and DAQ calculated

fluorescence lifetime values for FlowCheck fluorospheres, yellow-green

fluorospheres and PI-labled MCF-7 cells.

Particle Mean intensity

(A.U.)

CV% Rigol

oscilloscope

calculated τ (ns)

DAQ

calculated τ

(ns)

FlowCheck®

fluorospheres

32317 11.76 6.25 ± 1.66 5.07 ± 1.66

Yellow-green

fluorospheres

12730 33.43 5.16 ± 1.51 3.01 ± 7.63

PI Labeled

MCF-7 Cells

21958 5.56 8.38 ± 2.09 5.73 ± 0.76

Acoustic Focusing
Upon evaluating the acoustic focusing component of the system,
we found optimal settings necessary for measuring cell and
microsphere signals. The TRAFFC system used one-dimensional
acoustic focusing as opposed to two-dimensional focusing as

found in recent studies by others [16]. One dimensional focusing
involves acoustic focusing applied only across the width of the
channel as opposed to the width and height of the channel. From
here, we calculate the theoretical frequency needed to create a
pressure node (SAW) at the center of the microchannel. The
equation is as follows:

f =
cm

2D

where cm is a constant and is the speed of sound in water which
is 1,480m s−1. The width of the channel for our acoustofluidic
device is 0.5mm. After calculating with these numerical values,
we concluded a frequency of 1.48 MHz that is needed to generate
a single pressure node for acoustic focusing. In experimental
analysis, we found that best focusing for polystyrene beads
>5µm was found at 1.53 MHz with amplitude of −9 dB that
yielded power amplified output of 12 Vp−p. Our one-micron
beads required an amplitude of −2.5 dB, leading to a power
amplified a 16 Vp−p. MCF-7 cells required a 1.51 MHz driving
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frequency but a lower amplitude of −12 dB, netting a voltage of
9 Vp−p.

DISCUSSION

The data collected from the TRAFFC system described herein
are preliminary, and although this modular cytometer requires
further optimization, many steps have been achieved to establish
lifetime measurements in combination with acoustically-driven
flow of samples through a microchip. The TRAFFC system
is capable of slower flow velocities and can adequately focus
cells and microspheres for measurement. We observed longer
integration times compared to conventional TRFC systems we
have developed in past work. Importantly, the larger pulse
widths, required us to reduce the digitization rate; this limitation
will be a focus of our future work. In general, the significance
of this preliminary work is that acoustic focusing can be
accomplished for lifetime analysis with cells and microspheres,
and this is an important step toward control of sample
for eventual multi-lifetime analyses and sorting. With the
FlowCheck R© and YG fluorospheres, as well as PI-labeled cells,
we measured bright and reproducible fluorescence intensity and
fluorescence lifetime measurements. In the following sections we
draw conclusions from this work related to the areas that require
significant improvement, which include detection of light scatter,
data acquisition, and acoustic control.

LIGHT SCATTER

The current design we present herein is that of an acoustically
focused cytometer without the ability to collect light scattered
from cells. Scattered light from the laser excitation source
is important in cytometry because it roughly provides
morphological and cytoplasmic features synergistically with
fluorescence. The scatter parameter may also be of importance
for sorting and separation of cells from debris. The TRAFFC
system we present is designed to capture optical backscatter,
which is currently challenged by de-focused background light.
One way to optimize this is to design the TRAFFC system such
that the acoustofluidic device is oriented horizontally (angling
the device for low angle scattering capture) so as to negate
background laser intrusion into the scatter optical channel.
While it is possible to fabricate a device with optical waveguides
or use of ultrasonic backscatter, we seek to reduce the complexity
and costs associated with modular cytometry system.

DATA ACQUISITION

During the acquisition of fluorescence data we found that the
transit time of the cell through the excitation source was indeed
slower (relative to traditional cytometry). Yet this slow-down
led to long cytometric pulses. The width of the pulse required
down sampling of the digitized pulses thus limiting our real-time

FIGURE 4 | Acoustic focusing performance. (A) Unfocused FlowCheck® particles passing through the device at 10 µL/min. White bar equals 100 pixels. (B) Acoustic

field activated, and particles align to the pressure node in the center of the device’s channel. (C) Graphical representation of acoustic focusing in-action. As the

particles pass through the PZT generated SAW, alignment takes place along central pressure node. (D) Transit time in milliseconds vs. fluorescence intensity plotted

for MCF-7 cells (up to 15 milliseconds) and the transit time (∼200 µs) for a single MCF-7 cell in milliseconds.
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analysis of the fluorescence lifetime. However, this did not hinder
our ability to acquire fluorescence lifetimes in the nanosecond
range. Time resolutions and transit time spreads for our DAQ,
oscilloscope and PMT are 1 µs, 500 ps, and 1.5 ns, respectively.
We found that reducing the sampling rate to 0.195 MHz, and
ADC clocks to 1.56 MHz allowed for the capture of the entire
fluorescence pulse. Another feature is that the DAQ offers the
ability to control modulation cycles that are used to calculate
the DFT, which calculates the phase shift needed for lifetime
measurements. This is significant to our offline analysis. When
we perform a Discrete Fourier Transform (DFT) on a single
waveform or in bulk, we can expect the phase extracted from
the frequency analysis to be very close to the actual phase value
that is unique to the fluorophore. Increased modulation cycles
minimizes phase errors. Error rates have been demonstrated
in the past to be lower (phase shift errors at or below 0.4◦)
at modulating frequencies under 10 MHz. This translates to
lifetime errors estimated to be around ∼0.10 ns. At smaller
pulse widths, the increase in cycles would have a minimal effect
whereas larger pulse widths see a more dramatic change with
respect to error minimization. Although increased pulse widths
can decrease the fluorescence lifetime standard deviation, when
the modulation frequency is low, this variance is high. That is,
at a higher the frequency the number of cycles increases; at the
same high frequency a shorter pulse would have a less accurate
DFT calculation compared to a longer pulse. Thus, in this work
we show that the pulse width can be achieved and with adequate
frequencies we should be able to achieve very high-resolution
fluorescence lifetimes within tenths of a nanosecond.

ACOUSTIC FOCUSING

Finally, we determined that while acoustic focusing is possible
there is a range of optimal frequencies that will dictate future
measurements depending on the cell and sample measured.
Upon evaluating the acoustic performance (Figure 4) we found
that alignment was possible for particles as small as 3-micron
with minor adjustments to acoustic parameters. Larger particle
sizes aligned to the pressure nodes at higher flow rates which
is also promising for higher-throughput measurements. In the
data we present herein (cytometry histograms), cells alignment
outperformed microsphere alignment (based on %cv), which
is likely due to the density of the cells and the acoustic

settings chosen. Owing to the fact that acoustic focusing has
been optimized by others, we can draw on knowledge of what
frequencies are optimal and identify the theoretical frequencies
needed with our specific PZT (i.e., optimum resonant frequencies
such as 1 vs. 0.1 kHz steps). These parameters are generally
straightforward for optimization of our TRAFFC system.

Overall, this short report presents steps toward the
development of a fully functional TRAFFC system. We
provide evidence that fluorescence lifetimes can be measured
from cells and microspheres with a goal to continue to refine
the optofluidic design. We plan to focus on the limitations in
the optical measurements as well as real-time data acquisition.
Our goal is to use the TRAFFC system for key applications
such as FRET, immunophenotyping, lanthanide-labeled vesicle
detection, and metabolic mapping. Ultimately this instrument
can be transformative for the flow cytometry field at large.
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We utilize a cost-effective frequency-domain fluorescence lifetime imaging microscope to

measure the phase lifetime of mTFP1 in mTFP1-mVenus fluorescence resonance energy

transfer (FRET) constructs relevant to the VinTS molecular tension probe. Our data were

collected at 15 modulation frequencies ω/2π selected between 14 and 70 MHz. The

lifetime of mTFP1 was τD = 3.11 ± 0.02 ns in the absence of acceptor. For modulation

frequencies, ω, such that (ω · τD) < 1.1, the phase lifetime of mTFP1in the presence

of acceptor (mVenus), τDAφ , was directly related to the amplitude-weighted lifetime τDAave

inferred from the known FRET efficiency (EtrueFRET) of the constructs. A linear fit to a plot of
(

ω · τDAφ

)

vs.
(

ω · τDAave

)

yielded a slope of 0.79 ± 0.05 and intercept of 0.095 ± 0.029

(R2
= 0.952). Thus, our results suggest that a linear relationship exists between the

apparent E
app
FRET based on the measured phase lifetime and EtrueFRET for frequencies such

that (ω · τD) < 1.1. We had previously reported a similar relationship between E
app
FRET

and EtrueFRET at 42 MHz. Our current results provide additional evidence in support of this

observation, but further investigation is still required to fully characterize these results.

A direct relationship between τDAφ and τDAave has the potential to simplify significantly data

acquisition and interpretation in fluorescence lifetime measurements of FRET constructs.

Keywords: fluorescence lifetime, imaging microscopy, live cell assays, fluorescence resonance energy transfer,

frequency domain, mTFP1

INTRODUCTION

Förster (or fluorescence) resonance energy transfer (FRET) is the non-radiative transfer of
excitation energy from a donor fluorophore to an acceptor chromophore [1]. FRET occurs when the
donor and acceptor are within close proximity, typically on the order of 1–10 nm, and depends on
the inverse of this distance raised to the sixth power. The efficiency of energy transfer also depends
on the physical optical properties of the two fluorophores, the alignment of their dipole moments,
and the extent of overlap between the donor’s emission spectrum and the acceptor’s absorption
band. FRET has important applications for measurements made in the biological sciences where
one seeks to detect and characterize protein interactions. In addition, a multitude of biological
sensors based on FRET have been designed to track cellular function, including intracellular
changes to calcium, enzyme activation, or molecular tension [2]. We are interested in mechanical
forces, which play an important role in the structure and function of a cell. For this reason, it is
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important to investigate methods by which these forces can be
measured. One method of measuring forces in cells is through
the use of the vinculin tension sensor (VinTS), which consists
of the tension module TSMod inserted between vinculin’s head
and tail [3]. TSMod itself consists of the fluorescent protein
variants mTFP1 and mVenus acting as a donor-acceptor FRET
pair connected by an elastic linker. The FRET efficiency between
mTFP1 and mVenus can be related to the distance between the
two fluorophores, and therefore, the tension force that the elastic
linker is experiencing [3]. This measurement requires measuring
absolute FRET efficiency as opposed to a relative FRET index.

Several techniques exist to measure FRET efficiency in living
cells, including methods based on intensity measurements,
such as the sensitized emission method [4], and fluorescence
lifetime imaging microscopy (FLIM), including frequency-
domain and time-domain techniques [5, 6]. The sensitized
emission method, which can be achieved on a conventional
epifluorescence microscope, utilizes intensity measurements in
three channels, and requires calibration of the instrument
to calculate FRET efficiency based on these measurements.
In contrast, FLIM requires measuring the lifetime of the
donor in a single imaging channel and does not rely
on intensity calibration. FRET efficiency is obtained from
the measured lifetimes of the donor in the presence and
absence of the acceptor. Nonetheless, FLIM requires specialized
instrumentation to resolve fluorescence lifetime. In addition,
in the case of FRET sensors, data interpretation can be
complex owing to the fact that FRET samples do not exhibit
a single exponential decay. Thus, the FRET efficiency is
given by the amplitude-weighted average lifetime of multi-
or, more typically, bi-exponential decays. Fit-free techniques,
which do not rely on fitting a multi-exponential decay
model to the lifetime data, have been developed to interpret
FLIM-FRET data. One example is the elegant phasor plot
technique [7–12]. Methods incorporating deep learning and
artificial intelligence to process lifetime data have also been
demonstrated [13]. While powerful, the complexity of these
methods and their reliance on costly instrumentation still present
a barrier for the dissemination of FLIM-FRET measurements
in biology.

In a recent study, we measured FRET efficiency by utilizing
a cost-effective frequency-domain FLIM instrument operating at
a single modulation frequency of 42 MHz [14]. We suggested
that the apparent FRET efficiency obtained from phase lifetime
measurements could be directly related to true FRET efficiency,
which is given by the amplitude-weighted average lifetime, and
that such a relationship could be used as a calibration curve to
circumvent the need to fit a multi-exponential decay model to
the data. In this study, we further, investigate the relationship
between apparent FRET and true FRET for different choices
of modulation frequencies. We measure the lifetime of the
donor fluorophore mTFP1 at several modulation frequencies.
We also measure the phase lifetime of mTFP1 in FRET
constructs consisting of the mTFP1-mVenus FRET pair linked
by peptides of various lengths relevant to the molecular tension
probe, VinTS.

METHODS

Sample Preparation
Immortalized baby mouse kidney (iBMK) cells [15, 16]were a
gift from Dr. Eileen White at the Rutgers Cancer Institute of
New Jersey and were cultured on glass coverslips and maintained
in Dulbecco’s Modified Eagle’s Medium (DMEM; Invitrogen)
supplemented with 10% fetal bovine serum (FBS; Gemini), 100
U/ml penicillin and 100µg/ml streptomycin (Invitrogen). The
cells were maintained at 38oC in 8.5% CO2. The cells were
transfected as described previously [17]. For imaging, each
coverslip with the attached cells was mounted on a homemade
stainless-steel slide, and the growth medium was switched to
Leibowitz L15 medium (Invitrogen) supplemented with FBS
and penicillin/streptomycin as above. The imaging medium
contained no phenol red. The cells were imaged between 24
and 48 h after transfection. Imaging was conducted at room
temperature and room air.

The cells expressed either mTFP1 [18] or one of the following
constructs consisting of mTFP1 and mVenus tethered by linkers
of increasing lengths: mTFP1-(GGSGGS)1-mVenus (6 amino
acids), mTFP1-(GGSGGS)2-mVenus (12 amino acids), mTFP1-
(GPGGA)8-mVenus (TSMod, 40 amino acids), and mTFP1-
TRAF-mVenus (229 amino acids [19]). The constructs will
herein be referred to as GGS1, GGS2, TSMod, and TRAF,
respectively. We also note that TRAF typically forms a trimer
[19]. TSMod was obtained from Addgene (TS module Plasmid
# 26021). All the other plasmids were generously provided by
Dr. Brenton Hoffman’s laboratory at Duke University [4, 20].
The plasmids were amplified in DH5α competent Escherichia
coli. DNA purification was carried out using NucleoBond R© Xtra
Midi endotoxin-free (Takara Bio USA, Inc.) according to the
manufacturer’s instructions.

Image Acquisition and Analysis
Fluorescence intensity and lifetime were acquired on a custom-
built point scanning frequency-domain FLIM instrument, which
was previously described in detail and utilizes sinusoidally
modulated laser excitation [14]. Here, fluorescence intensity
and phase lifetime images of mTFP1 were acquired using a
laser diode with 450 nm excitation sinusoidally modulated at
manually selected frequencies ranging between 14 and 70 MHz
(Supplementary Table 1). The fluorescence signal was filtered by
a 40 nm emission bandpass centered at 479 nm and measured
with a photomultiplier tube. We had previously established that
the fluorescence emission of mVenus in this acquisition channel
is negligible. The microscope was fitted with a Nikon 40X dry
objective with NA = 0.75. The excitation power was 20–23 µW
at the sample. The images consisted of 1,024 × 1,024 scanned
points with a dwell time of 6.8 µs per point. The instrument’s
phase offset was subtracted using a calibration sample of known
lifetime as previously explained [14]. For this, we used a sample
of Coumarin 6 (Sigma-Aldrich # 546283, ∼0.1mM) dissolved in
100% ethanol (lifetime of 2.5 ns [21]) sandwiched between a glass
slide and a coverslip using an adhesive well (Secure-Seal Spacers,
Thermo-Fisher). The thickness of the sample was 0.12mm.At the
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FIGURE 1 | Representative images of iBMK cells expressing mTFP1 and the FRET constructs mTFP1-TRAF-mVenus, mTFP1-TSMod-mVenus,

mTFP1-(GGSGGS)2-mVenus, and mTFP1-(GGSGGS)1-mVenus acquired at 450 nm excitation with emission centered at 479 nm. (A–E) Fluorescence intensity in

arbitrary units (a.u.). (F–J) Corresponding fluorescence lifetime images (color scale in ns). All images are captured with 1,024 × 1,024 points and 6.8 µs dwell-time per

point. The cells were manually segmented.

beginning of every experiment, the calibration was performed at
each of the modulation frequencies used during data acquisition.
Once calibration is completed, the instrument measures at each
image pixel, the phase difference, φ, between the sinusoidally
modulated excitation and emission signals and calculates the
sample’s phase lifetime (or apparent lifetime) from [5]:

τφ ≡ τ app =
tan (φ)

ω
=

tan (φ)

2 · π · f
(1)

ω is the laser modulation frequency in rad/s; f is the frequency in
Hz. Before analysis, the images were preprocessed by removing
pixels with intensity signal below 0.02 intensity counts and for
which an accurate measurement of lifetime cannot be made
reliably.We also removed pixels with lifetime above 5 ns from the
analysis. Finally, the images were manually segmented to ensure
that the analysis was limited to the regions containing cells.

The measured phase lifetime is equal to the true lifetime of the
fluorophore when the fluorescence can be modeled as a single
exponential decay. This is expected to be the case for mTFP1
[18]. In contrast, the lifetime of mTFP1 within a FRET construct
in presence of the mVenus acceptor is expected to exhibit more
than one exponential decay [5]. The amplitude-weighted lifetime
denoted here as τDAave is given by Equation 4.30 in [5]. If the FRET
efficiency EtrueFRET is known, then the amplitude-weighted lifetime
may be inferred from Equation 4.31–4.32 in [5]:

EtrueFRET = 1−
τDAave

τD
(2)

τD is the lifetime of the donor fluorophore in the absence of
the acceptor fluorophore. Our donor is mTFP1, and our donor-
acceptor FRET pairs are GGS1, GGS2, TSMod, and TRAF. In

this paper, the FRET efficiency of all constructs was measured
independently in our laboratory using the sensitized emission
method with the calibration technique described previously in
Menaesse et al. [17] These measurements gave (mean± standard
deviation of N = 3 experiments) EtrueFRET = 0.567 ± 0.021 (n =

64 images) for GGS1, 0.524 ± 0.01 (n = 90 images) for GGS2,
0.285 ± 0.006 (n = 90 images) for TSMod, and 0.044 ± 0.01
(n = 90 images) for TRAF (Supplementary Note 2). Each value,
together with the value of τD, may be used to obtain τDAave for
each construct (Supplementary Table 3). We also define here the
“apparent” FRET efficiency, E

app
FRET , obtained from the measured

phase lifetime of the construct, τDAφ , using the following equation:

E
app
FRET = 1−

τDAφ

τD
(3)

τDAφ is the measured phase lifetime (apparent lifetime) of the
donor fluorophore in the FRET construct while it is in the
presence of the acceptor fluorophore. For a given modulation
frequency ω, Equations 2, 3 may be re-written as:

(

ω · τDAave

)

= (1− EtrueFRET) · (ω · τD) (4)

and
(

ω · τDAφ

)

= (1− E
app
FRET) · (ω · τD) . (5)

Thus, we are able to compare directly the measurement of τDAφ

and E
app
FRET made in our FLIM system to τDAave and EtrueFRET measured

by the intensity-based sensitized emission method. Unlike τDAave ,
which is expected to remain the same to the extent that the FRET
efficiency of a given construct remains the same, τDAφ and E

app
FRET
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FIGURE 2 | Fit of φ = tan−1 (2π f · τD) to data from cells expressing mTFP1 at

15 different modulation frequencies. The measured phase, φ, is obtained from

Equation 1. The best fit yielded τD = 3.1143 ± 0.017 ns (χ2
= 0.0699).

are expected to change as a function of modulation frequency [5].
We therefore expect a priori that τDAave 6= τDAφ .

RESULTS

Representative images depicting the measured lifetime and
intensity of each of the FRET constructs are shown in Figure 1.
An estimate of fluorescence lifetime (τφ), was obtained from
the mode (most frequent value) of the fluorescence lifetime
distribution for each imaged field of view. We report the
mean and standard deviation of τφ across N independent
experimental repeats. Details of this analysis may be found in
Supplementary Note 3. The measured fluorescence lifetime of
mTFP1 expressed in the absence of mVenus, τTFPφ , was converted
to measured phase using Equation 1 and plotted as a function
of modulation frequency (Figure 2). A fit of (ω · τD) to the
measured phase as a function of modulation frequency yielded
τD = 3.11± 0.02ns (χ2

= 0.0699) for mTFP1. The phase lifetime
measurements made for the four FRET constructs at the different
modulation frequencies are listed in Supplementary Table 4. At
f = 42.1875 MHz, we obtained (mean ± standard deviation of
n images) τDAφ =1.72 ± 0.12 (N = 5) for GGS2; 2.13 ± 0.13 ns
(N = 4) for TSMod, and 2.59 ± 0.08 ns (N = 4) for TRAF. In
addition, we measured here τDAφ = 1.44 ± 0.07 ns (N = 3) for
the GGS1 construct at 42.1875 MHz. Our results corroborate our
previous values for TSMod and TRAF [14]. However, the mean
GGS2 lifetime at 42.1875MHz was 0.2 ns longer compared to our
previous data.

To investigate the effect of modulation frequency on lifetime
and FRET efficiency, we used τD = 3.11 ns and the known
true FRET efficiencies to obtain the expected lifetime τDAave

of the constructs using Equation 2 (Supplementary Table 3).
As explained in the Methods section, the FRET efficiency of
the constructs was obtained independently using the intensity-
based sensitized emission method. A relationship between τDAφ

measured at each frequency and τDAave is obtained for all constructs

by plotting
(

ω · τDAφ

)

vs.
(

ω · τDAave

)

in Figure 3A. Figure 3A also

includes a plot of
(

ω · τTFPφ

)

vs. (ω · τD) for mTFP1. The results

in Figure 3A suggest that a linear relationship between τDAφ and

τDAtrue holds for all constructs up to
(

ω · τDAave

)
∣

∣

GGS1 = 0.478 for

GGS1 or ω = 353.429 · 106rad/s (f = 56.25 MHz). Beyond this

modulation frequency,
(

ω · τDAφ

)

begins to deviate significantly

from this linear relationship, especially for the GGS1 and GGS2
constructs, which have short linkers and high FRET efficiency.
Referring this value back to the constant lifetime of mTFP1, this
frequency limit may be re-defined as (ω · τD) = 353.429 · 3.11 ·
10−3

= 1.11. A linear fit to the datapoints collected at frequencies
up to and including 56.25 MHz is shown in Figure 3B. The slope
and intercept of the fit are 0.79 (95% confidence interval ± 0.05)
and 0.029 (95% confidence interval ± 0.031), respectively (R2

= 0.952).
As expected from Equations 4, 5, a similar relationship

should be obtained if we plot
[

(1− E
app
FRET) · (ω · τD)

]

vs.
[

(1− EtrueFRET) · (ω · τD)
]

where E
app
FRET is calculated using

Equation 3 with τD =3.11 ns and the measured phase lifetimes
(Supplementary Table 4), while EtrueFRET is based on the intensity-
based FRET efficiency measurements of the constructs made
independently (see Methods). In Figure 4 we plot E

app
FRET vs.

EtrueFRET for modulation frequencies up to and including 56.25
MHz. We note that for mTFP1, a non-zero intercept was taken

as

(

1−
τTFP
φ

(ω)

τD

)

, and results from the fluctuations in mTFP1

lifetime measured at each frequency. A linear fit is obtained
at each modulation frequency (Figure 4 top inset). As the
modulation frequency increased, so did the y-intercept of the
line of fit. However, the slope of the line of fit was consistently
around 0.65, no matter the modulation frequency. The best fits
occurred for modulation frequencies between 35 and 49 MHz
with an R2 > 0.97. In comparison, the slope of the linear fit in
Figure 3B was 0.79. However, the difference between the slopes
of Figures 3B, 4 is within experimental error.

DISCUSSION

In this report, we use frequency-domain FLIM to measure
the phase lifetime of mTFP1 expressed alone or within
mTFP1-mVenus FRET fusion constructs at different modulation
frequencies. To calibrate our set up we used the 2.5 ns lifetime
of Coumarin 6 in ethanol previously reported by Sun et al.
[21] using frequency-domain FLIM. With this calibration value,
the lifetime of Coumarin 6 in methanol (2.29 ns) was in close
agreement with reported values [22] (Supplementary Figure 3).
Still, variations in the measured lifetime of Coumarin 6 exist.
For example, a lifetime of 2.4 ns was reported for Coumarin
6 in ethanol using time-domain FLIM [22]. Thus, a systematic
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FIGURE 3 | (A): Relationship between
(

ω · τDAφ

)

and
(

ω · τ aveDA

)

for all FRET constructs. For mTFP1, we plotted
(

ω · τ TFPφ

)

vs (ω · τD). For each frequency ω, τDAφ (or

τ TFPφ ) is the measured phase lifetime at that frequency. The average lifetime was calculated using the known FRET efficiency of the constructs measured independently

with the sensitized emission method, τD = 3.11 ns, and Equation 2. The arrow denotes the point at which the data for GGS1 and GGS2 begin to deviate from a linear

relationship. (B) Relationship between
(

ω · τDAφ

)

and
(

ω · τDAave

)

for all constructs, and between
(

ω · τ TFPφ

)

vs. (ω · τD) for mTFP1, up to and including a modulation

frequency of 56.25 MHz. The slope of best linear fit to these data is 0.79 (95% confidence interval of ±0.05). The intercept is 0.095 (95% confidence interval of ±

0.029). R2
= 0.952.

error on the order of 0.1 ns may be attributed to the reference
lifetime of the calibration sample. Such an error, however, would
not affect the nature of the relationships in Figures 3,4.

A fit to the phase modulation data for mTFP1 between 14 and
70 MHz yielded a lifetime of τD = 3.11 ± 0.02 ns (Figure 2),
which is slightly lower than the previously reported lifetime
of 3.2 ns for mTFP1 in buffer [18]. In living cells, published
measurements of mTFP1 yielded a lifetime of 2.98 ns based on
a single exponential decay [3], phase and modulation lifetimes
of 2.7 and 2.8 ns, respectively [23], or 2.65 ± 0.12 ns in the
cytosol and 2.61 ± 0.11 ns in the nucleus based on a single
exponential decay [24]. In that study, a bi-exponential model
yielded a better fit to the data. However, the difference between
the values of τ1 and τ2 obtained from the bi-exponential fits was
<0.1 ns (τ1 = 2.60 ns, τ2 = 2.67 ns in the cytosol, and τ1 = 2.61
and τ2 = 2.64 ns in the nucleus) [24]. Taken together, published
reports point to the fact that mTFP1 lifetime is monoexponential.
A double exponential fit to our data in Figure 2 results in two
indistinguishable lifetimes (τ1D = τ2D = 3.088e−9 ns, α1: 0.5,
χ2: 0.0683) (Supplementary Figure 4) and corroborates those
previous results.

Our results for the FRET constructs suggest that for
modulation frequencies such that (ω · τD) . 1, the behavior
of the measured phase lifetime of mTFP1 as a function of
average lifetime was close to linear (Figure 3B). As explained in
Methods, the average lifetime was determined using Equation 2
and the FRET efficiency measured separately with the intensity-
based sensitized emission method. Based on the relationship in
Figure 3B, we hypothesize that the apparent FRET efficiency,
E
app
FRET , may be linearly related to EtrueFRET for frequencies, ω, such

that (ω · τD) . 1.1 or f . 56.25 MHz for our mTFP1-mVenus

FRET constructs. These relationships are empirical and require
further theoretical characterization. We had previously observed
this linear behavior at f = 42 MHz [14]. Here, we show
that such a relationship may hold at additional frequencies
chosen such that (ω · τD) . 1.1. Within this range, a linear
fit to the experimental relationship between E

app
FRET and EtrueFRET

at each modulation frequency resulted in slight differences in
slope that are within the measurements’ experimental error,
while the intercept varied with fluctuations in mTFP1 lifetime
measurements. These differences in slope and fluctuations in the
measured lifetime of mTFP1 may explain the difference between
the slope of the linear fits in Figures 3B, 4. We also note here
that the choice of frequency in frequency-domain FLIM can
be based on a “best” frequency determined to optimize lifetime

resolution and given by ω2
best

=

(

1+
√
3
)

2·τ 2
=

1.366
τ 2

[7]. Thus,
(ωbest · τD) = 1.17 and slightly exceeds the value of ∼1.1 under
which the linear relationships shown in this study would hold.
This, however, suggests choosing the higher frequencies within
our range of (ω · τD) . 1.1 is expected to lead to a more precise
characterization of the relationship between E

app
FRET and EtrueFRET .

For (ω · τD) . 1.1, the relation between E
app
FRET and

EtrueFRET may be used as a calibration curve to convert the
measured phase lifetime at a single modulation frequency to
a measurement of FRET efficiency and therefore, circumvent
the need for fitting lifetime data to bi- or multi-exponential
decay models or the need for more complex interpretation of
the phase and demodulation data. Applications of frequency-
domain FLIM in FRET experiments have extensively relied
on the relationship between the phase and demodulation of
the emission signal. Data fitting techniques applied to the
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FIGURE 4 | Relationship between E
app
FRET and EtrueFRET for the protein constructs at each modulation frequency. E

app
FRET was calculated at each modulation frequency using

the measured τDAφ , τD = 3.11 ns, and Equation 3. For mTFP1, a non-zero intercept was taken as
(

1− τ TFPφ (ω)/τD

)

, and results from the slightly different mTFP1

lifetime measurements, τ TFPφ , that were made at each frequency While the slopes related to each modulation frequency are similar, the intercepts generally increase

with increasing modulation frequency. Exact parameters of these linear fits are found in the top inset.

phase and demodulation measurements have been used to
infer the fractional contributions of bi-exponential decays
using single [25–27] or multiple [28] modulation frequencies.
Phase and demodulation measurements have also been used
to follow “FRET trajectories” by locating individual image
pixels on the phasor plot to infer a FRET index [7–12]. By
comparison, a direct relationship between E

app
FRET and EtrueFRET

has the potential to simplify significantly acquisition and
interpretation of FLIM-FRET data. Our studies are specifically
relevant to the vinculin tension sensor, VinTS, which consists
of TSMod inserted between the head and tail of vinculin [3].
We expect TSMod to stretch in the range of FRET efficiencies

tested here. Therefore, we expect to be able to determine
VinTS’ FRET efficiency in an unknown sample using the
measured phase lifetime at a single modulation frequency and
the E

app
FRET vs. EtrueFRET relationship as we had previously suggested

[14]. However, FRET sensors that operate outside this range
or that have a different donor-acceptor pair would need to
be recalibrated.

Deviations in the relationship between EtrueFRET based on the

sensitized emission method and E
app
FRET based on FLIM could

be due to the presence of unpaired donors or errors in the
calibration of EtrueFRET . We had previously estimated the fraction
of paired donors to be 1–1.03 or close to 1 in our constructs
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(Supplementary Note 2 in [17]). This is achieved by choosing
an acceptor (mVenus) with short maturation time [29, 30] and
observing cells at least 24 h post-transfection. Furthermore, the
value of ETSMod = 0.286 that we used to find the calibration
factor G to infer EtrueFRET (See Supplementary Note 2) is based
on the value reported by Gates et al. obtained with an error of
0.015 after pixel-based measurements from several hundred cells
[4]. Such an error would result in <0.13 uncertainty in the G
factor. We believe that a more significant source of variation in
EFRET values is the variation in the local cellular environment
and biological variations across different cells. A limitation of our
studies was, therefore, the use of a single global value of EtrueFRET
measured in a separate set of cells and taken as representative
of all the pixel data for a given construct. As such, we did not
compare the relationship between E

app
FRET and EtrueFRET on a same-

cell or even on a same-pixel basis. Still, our current results provide
additional evidence to further investigate the validity of the linear
relationships suggested by our data and the frequency regime in
which they apply.
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On Synthetic Instrument Response
Functions of Time-Correlated
Single-Photon Counting Based
Fluorescence Lifetime Imaging
Analysis
Dong Xiao1*, Natakorn Sapermsap2, Mohammed Safar1, Margaret Rose Cunningham1,
Yu Chen2 and David Day-Uei Li 1

1Strathclyde Institute of Pharmacy and Biomedical Sciences, University of Strathclyde, Glasgow, United Kingdom, 2Department
of Physics, University of Strathclyde, Glasgow, United Kingdom

Time-correlated single-photon counting (TCSPC) has been the gold standard for
fluorescence lifetime imaging (FLIM) techniques due to its high signal-to-noize ratio and
high temporal resolution. The sensor system’s temporal instrument response function (IRF)
should be considered in the deconvolution procedure to extract the real fluorescence
decay to compensate for the distortion on measured decays contributed by the system
imperfections. However, to measure the instrument response function is not trivial, and the
measurement setup is different from measuring the real fluorescence. On the other hand,
automatic synthetic IRFs can be directly derived from the recorded decay profiles and
provide appropriate accuracy. This paper proposed and examined a synthetic IRF
strategy. Compared with traditional automatic synthetic IRFs, the new proposed
automatic synthetic IRF shows a broader dynamic range and better accuracy. To
evaluate its performance, we examined simulated data using nonlinear least square
deconvolution based on both the Levenberg-Marquardt algorithm and the Laguerre
expansion method for bi-exponential fluorescence decays. Furthermore, experimental
FLIM data of cells were also analyzed using the proposed synthetic IRF. The results from
both the simulated data and experimental FLIM data show that the proposed synthetic IRF
has a better performance compared to traditional synthetic IRFs. Our work provides a
faster and precise method to obtain IRF, which may find various FLIM-based applications.
We also reported in which conditions a measured or a synthesized IRF can be applied.

Keywords: time-resolved imaging, photon counting, deconvolution, fluorescence microscopy, instrument response
function

1 INTRODUCTION

Fluorescence lifetime imaging (FLIM) has become a versatile and powerful analytical tool for
biomedical applications. Compared with fluorescence intensity imaging, FLIM is not only less
susceptible to experimental artifacts in excitation/detection setups, optical paths, or fluorophore
concentrations, but can also provide abundant cellular information [1–4]. FLIM offers a unique route
for probing and visualizing intracellular physical parameters such as temperature, pH, O2, and ion
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concentrations, and it can be promising for cancer diagnosis
[5–9]. Furthermore, in combination with Föster resonance energy
transfer (FRET) techniques, FLIM-FRET techniques are excellent
tools for studying protein-protein interactions, cellular
metabolisms, and conformational changes of proteins in living
cells [10–12].

Measurements of fluorescence lifetimes can be carried out
either directly in the time domain or indirectly in the frequency
domain. In particular, time-correlated single-photon counting
(TCSPC) has become the gold standard. It is prevailing among
scientific communities for its abilities to offer better temporal
resolution and signal-to-noize ratio (SNR) performances [13, 14].
A typical TCSPC FLIM system has an ultrafast pulse laser to
excite the specimens and a single photon detector, either a
photomultiplier tube (PMT) or a single-photon avalanche
diode (SPAD), and a time-to-digital converter (TDC) to time-
tag captured photons. By repeating this process, a temporal decay
histogram can be built. The fluorescence decay measured in the
time domain can be described by a sum of multiexponential
decays [1]:

f (t) � ∑n
i�1

αie
−t/τi + ε(t ≥ 0) (1)

where f(t) is the total fluorescence decay with n different
exponential components. τi and αi are the lifetime and
corresponding fractional weight of the ith components,
respectively. The sum of all fractional values, a1 + a2 +. . ., is
normalized to 1 and ε represents the additional noise. However,
since the duration of the excitation pulse and the temporal
resolution of the TCSPC system cannot be ignored, the
instrument response function (IRF) of the detection system
should be considered. Therefore, the measured decay
histogram y(t) is not the true fluorescence decay profile, f(t),
of the specimens under inspection. Instead, it is f(t) convolved
with the IRF, i(t).

y(t) � f (t)pi(t) �∫t

τ�0
f (τ) i(t − τ)dτ (2)

The IRF is usually characterized by its full width at half
maximum (FWHM), typically in several hundred picoseconds.
It is a function of the uncertainties contributed from the laser
excitation, the detector, and the TCSPC. To compensate the IRF
and recover f(t), the IRF of the system needs to be measured in
advance. And the fluorescence lifetimes of specimens are
retrieved by the iterative deconvolution of a pre-defined single
or multiple decay model with the measured IRF using nonlinear
least-squares deconvolution (NLSD) methods. The result is
compared with the recorded decay profile until the residual
error is sufficiently small [14].

Ideally, the IRF of the system can be measured using a sample
with an ultrashort lifetime [15]. In real FLIM systems, the samples
can be dyes with a fluorescence lifetime about tens of picoseconds
such as Erythrosine B, pinacyanol iodide, or Allura Red [16–19].
However, the sample lifetime is comparable to the temporal
resolution of the TCSPC system. The measured IRF using
these samples have a pronounced effect on the measurement

of specimens like NAD(P)H, which has multiexponential decays
with short lifetime components. In real experiments, the IRF
signal is often hard to be detected because the quantum yield of
fast decay fluorophores is low. Another drawback is that the
spectral ranges of the dyes are limited. It is reported that the
emission spectra of dyes with short fluorescence lifetimes only
exist at the range larger than about 525 nm [20]. For example, the
emission spectrum of pinacyanol iodide starts from 550 nm, and
that of Allura Red is from 550 nm to 750 nm [16, 19]. No dye has
been found with an emission spectrum covering all visible
wavelengths. Therefore, it is difficult to find suitable dyes for
every spectra window of interest. For a two-photon FLIM system,
some other IRF measurement techniques based on Hyper-
Rayleigh scattering (HRS) or second harmonic generation
(SHG) have been proposed [21–23]. For example, the
plasmon-enhanced gold luminescence can yield a wide-range
ultrafast second-harmonic HRS signal, which can be used as a
calibration sample for IRF measurements for a multiphoton
FLIM system [22]. The second harmonic signal generated on
the surface of urea crystals, potassium dihydrogen phosphate
crystals or collagen fibers is also widely applied to measure the
IRF [23]. However, there are still many restrictions that limit their
performances. The HRS or SHG signals are easily corrupted by
many artificial reflected or scattered signals in optical systems
within the instrument.

Furthermore, the wavelengths of both HRS and SHG signals
are only half of the excitation wavelength. Emission filters are
required to ensure that signals are detected. For a multispectral
FLIM system with multiple detectors, the situation becomes
much more complex as the whole optical path should be
rearranged to allow all detectors to detect signals effectively.
Strictly speaking, the entire experimental setup should exactly
keep the same with that for fluorescence lifetime measurements,
or the measured IRF would be inaccurate. But this is difficult or
impossible for many practical FLIM systems. Additionally, some
detectors, especially for SPAD, have a wavelength-dependent
temporal response known as the color effect [1]. In this case,
the HRS or SHG signals cannot be used as the IRF should be
measured within the same spectra with the fluorescence signals.

Measurements of IRF increase experimental complexity and
burden. What is worse, for some clinic or in-vivo FLIM-based
applications, the IRF cannot be measured. Hence, it is desirable to
directly extract the IRF information from the recorded decay
profiles without extra measurements. One method uses synthetic
gaussian or single exponential decay function to approximate to
IRF by adjusting its width and position to give the best fit to the
fluorescence decay signal. Such a method shows good precision
and a wide dynamic range that can resolve lifetimes close to the
FWHM of the IRF. However, one critical drawback for TCSPC
FLIM is time-consuming curve-fitting analysis. It becomes worse
for the synthetic IRF due to an extra fitting and optimization to
determine the synthetic function pixel by pixel. Another method
uses an automatic synthetic IRF or differential synthetic IRF,
widely adopted in commercial FLIM data analysis software, e.g.,
SPCImage (Becker and Hickl, Berlin, Germany). The calculation
procedure of such a synthetic IRF can be divided into two steps: 1)
the rising edge of the recorded decay profile is fitted with a
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suitable function R(t); 2) the synthetic IRF is then calculated as
dR(t)/dt [24]. The synthetic IRF has been proved to yield precise
fitting results in a deconvolution procedure. Nevertheless, the
dynamic range of the synthetic IRF is limited. To obtain
acceptable fitting results, the lifetimes of fluorescence signals
should be several times longer than the FWHM of the IRF;
otherwise, the analysis will be heavily biased. In this work, we
proposed a new strategy to generate synthetic IRFs. This newly
proposed synthetic IRF is directly extracted from the recorded
summed decay histogram of all pixels, which has advantages: a
broader dynamic range and higher accuracy. Bi-exponential
fluorescence decay models were used in deconvolution
procedures for more general FLIM-FRET applications. For
better quantitively evaluations, simulated data was analyzed
using a nonlinear least square deconvolution algorithm.
Moreover, we also examined the fast deconvolution method’s
deconvolution performance based on the Laguerre expansion
with the proposed synthetic IRF. The real experimental FLIM-
FRET data obtained from the two-photon FLIM system were
further analyzed and compared using different automatic
synthetic IRFs.

2 THEORY AND METHOD

For simplification, considering a single exponential decay f(t) � e-t/τ.
In order to evaluate i(t) from y(t), one can obtain the equation by
performing both sides of Eq. 2 with the Laplace transform:

I(s) � Y(s)/F(s) � sY(s) + 1
τ
Y(s) (3)

where Y(s), F(s), and I(s) are the Laplace transform pairs of y(t),
f(t), and i(t), respectively. s is a complex-valued number. By
performing the inverse Laplace transform on Eq. 3, The
temporal IRF i(t) is then expressed as

i(t) � dy(t)
dt

+ 1
τ
y(t) (4)

If the lifetime is large enough, the second item on the right side of
Eq. 4 can be neglected, and the IRF can be directly estimated from
the measured decay. This only holds for decay components with
lifetimes much larger than the FWHM of IRF. However, if the
lifetime is close to the FWHM of IRF, the estimated IRF is
significantly shortened, which biases the calculated lifetimes
toward longer values. As for multiexponential decays, since the
overall decay is the linear combination of single exponential
decays described in Eq. 1, the conclusion is also suitable for
this situation. Thus, a compensation method needs to be
proposed to extend the applied range of a synthetic IRF.

A series of noiseless decay curves with different lifetimes and
their corresponding synthetic IRFs were analyzed to investigate
the effect of a fast decay component on the synthetic IRF. A
Gaussian function approximates the IRF with a typical FWHM,
w � 300 ps, referred to as “the true IRF”, i0(t). The measured
decays were then generated by convolving single exponential
decays with i0(t) with 256 time-bins over a range of 10 ns. The

synthetic IRF is(t) was obtained by calculating the measured
decays’ difference and setting the negative values to zero.
Figure 1A shows the measured decays with three different
lifetimes and their corresponding synthetic IRFs (is(t)). It is
evident that as the lifetime τ increases, the difference between
is(t) and i0(t) diminishes as Eq. 4 suggests. On the contrary, when
τ is approximate to w, for example, τ � 2w, the FWHM of is(t) is
noticeably smaller than that of i0(t). The results agree well with
the above theoretical analysis. Another essential feature is that the
fast decay components have more influence on the descending
edge of the is(t), which accounts for the significant contribution to
the decrement of the FWHM in is(t). For a smaller τ, the
descending edge of is(t) has a steeper slope. On the contrary,
the rising edge almost keeps unchanged as τ changes from 2w to
10w. To compensate for the influence of the fast decay
component, one possible approach is to use the mirror
symmetry of the rising edge to replace the descending edge.
The new synthetic IRF can be then referred to as the mirror-
symmetric synthetic IRF and denoted by im(t), which is
calculated by

im(t) � dy
dt

u(t0 − t) + dy(t0 − t)
dt

u(t − t0) (5)

where t0 is the peak position of the is(t) and u(t) is the step
function. Figure 1B shows the relative error of FWHM. The
relative error is defined as | wi -w|/w × 100 where wi is the
FWHM of is(t) or im(t). From Figure 1B, the error of is(t) shows
an exponential increase when τ/w moves toward 1. In contrast,
im(t) offers better performance. The error is much smaller than
that of is(t) within the whole dynamic range. Even when the
lifetime is the same as the FWHM of the IRF (τ � w), the error is
still less than 10%. The precise evaluation of the IRF leads to
better fitting results in the deconvolution procedure. Moreover,
the dynamic range of the proposed IRF can be extended for
faster decay components with a lifetime close to the FWHM of
the IRF.

3 SIMULATIONS ON FLUORESCENCE
LIFETIME IMAGING IMAGES

To compare the deconvolution performances of the two synthetic
IRFs is(t) and im(t), both synthetic IRFs were tested with
simulated TCSPC data. It is possible to calculate the bias
accurately, and standard deviation since all simulated decays’
parameters are already known. As shown in Eqs 1, 2, different
synthetic IRFs are applied in the deconvolution procedure of
TCSPC data with a various number of decay components. Here a
bi-exponential decay with fast and slow decay components is
considered. A bi-exponential decay model has broad applications
and can be used to describe the quenched and unquenched states
of fluorophores, the decays of endogenous fluorophores, and
FRET donors, to name just a few [12]. A bi-exponential decay
model is defined as

f (t) � ae−t/τ1 + (1 − a)e−t/τ2 (6)
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where τ1 and τ2 are the two different lifetimes and a is the
proportion (0 < a < 1). The synthetic measured decays can then
be generated by convolving f(t) and the pre-defined real
IRF ir(t)

y(tm) � ∑m
k�0

ir(tm − tk)f (tk) + εm m � 1, 2, . . . , 256 (7)

Here the observation window is T � 10 ns with 256 time-
channels, and ε is the additive Poisson noise. ir(t) has a Gaussian
profile with w � 300 ps. In the simulations, a series of TCSPC
FLIM images with 100 × 100 pixels were generated, and the total
photon count per pixel within the observation window was
assumed to be Nc. τ2 is the longer lifetime and fixed at 2.8 ns,
whereas τ1 is a short lifetime varying from 0.2 to 1.0 ns. The
proportion a ranges from 0.2 to 0.8 with a 0.2 step interval.
Figures 2A,C show two examples of the simulated FLIM images’
intensity map. The parameters in (a) and (b) are a � 0.4, τ1 � 0.8
ns, τ2 � 2.8 ns, Nc � 10,000 and a � 0.8, τ1 � 0.4 ns, τ2 � 2.8 ns, Nc

� 5000, respectively. Due to the Poisson noise, the intensity of
each pixel is slightly different and fluctuated around Nc. The

corresponding phasor plots of (a) and (c) are shown in (b) and
(d), respectively. In the phasor plots, the real and imaginary parts
of the Fourier transform of the decay profile correspond to the
horizontal and vertical coordinates, respectively. And the
fluorescence decay detected in each pixel can be projected to a
single point on a phasor plot [25–27]. In Figures 2B,D, the
projected point of a single exponential decay is located on
the semicircle, whereas that of a bi-exponential is located on
the straight line between two different lifetimes. For a FLIM
image with a relative lower Nc, the points are spread within a
larger area, indicating that the noise has a pronounced effect on
the decay profiles. The traditional method to estimate IRF is
computationally complicated and inaccurate because the peak
position varies due to the noise and jitter. Here, we propose a new
approach to extract the IRF based on the measured FLIM images
obtained by a single-channel scanning sensor: we estimated the
IRF by summing all pixels’ histograms together. Since the SNR of
the Poisson noise is proportional to the photon count, the total
decay can be regarded as a noise-free decay curve and is used for
calculating the synthetic IRF. As shown in Figure 2E, the
summed decay of all pixels, Y(t), and a decay in a pixel in

FIGURE 1 | (A) Decay curves with different lifetimes and their synthetic IRFs. (B) Errors for is(t) and im(t) when τ/w is changing from 1 to 10.

FIGURE 2 | Simulated FILM images with a � 0.6, τ1 � 0.8 ns, τ2 � 2.8 ns, andNc � 10,000 for (A) and a � 0.2, τ1 � 0.4 ns, τ2 � 2.8, andNc � 5000 for (C). (B,D) are
the corresponding phasor plots of (A,C). (E) Normalized intensity plots for Y(t) and the single decay in a pixel in (A). Generated synthetic IRFs using the total decay are
depicted in dash lines.
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Figure 2A are presented. Compared to a single decay curve, the
noise has a negligible effect in Y(t). The two synthetic IRFs were
then obtained from Y(t) and used for the deconvolution in
each pixel.

Firstly, the nonlinear least-squares deconvolution (NLSD)
based on the Levenberg-Marquardt algorithm was applied for
recovering the parameters of the decays in Eq. 6. Figures 3A,C,E
show the bias plots (Δa/a, Δτ1/τ1 and Δτ2/τ2) of the
deconvolution fitting results using is(t) and im(t) with Nc �
106. For better comparing is(t) and im(t), the photon counts
were intendedly set to a high value so that the decay curves
are less affected by noise. As a reference, a, τ1 and τ2 were also
calculated using the true IRF, ir(t), for each pixel. The calculated a,
τ1 and τ2 using is(t) have a larger bias within the whole dynamic
range. When using is(t), Δa/a is generally larger than 10% and
even reaches 100% when τ1 is closed to 0.2 or 1 ns. The situation
is worse for τ1, where Δτ1/τ1 is around 100% for all cases,
indicating that is(t) cannot be used for resolving τ1. is(t) also
failed to estimate τ2 when τ1 is closed to 1ns. In contrast, Δa/a,
Δτ1/τ1 and Δτ2/τ2 are generally less than 1% using ir(t). As for
im(t), the biases are significantly reduced. The bias for all three
parameters is lower than that of ir(t). In particular, the bias of τ2
for im(t) is the same as that of ir(t).

Figures 3B,D,E show the corresponding precision F-value �
(σg/g)·Nc

0.5 (g � a, τ1, or τ2) plots for (a) (c) and (e), respectively,

where σg is the standard deviation of g [28, 29]. For the ideal
condition, F � 1. For most realistic FLIM analysis, F >> 1. The
F-values for a, τ1 and τ2 using is(t) are in general larger than
those using im(t) or ir(t). Surprisingly, the F-values for im(t) and
ir(t) are nearly the same throughout the whole dynamic range. It
also shows that using im(t) instead of is(t), the instability effect of
the synthetic IRF on the deconvolution procedure can be
eliminated.

The deconvolution performances of is(t) and im(t) under
relatively low photon counts were also assessed. For many
applications such as real-time FLIM imaging for investigating
cell dynamics or high-throughput screening, the acquisition time
is usually kept low, resulting in low photon counts in pixels.
Figures 4A–F show the bias, and F-value plots for simulated
fluorescence decays with Nc � 5000 in each pixel. In this case, the
noise considerably distorts the decay curve. As shown in Figures
4A,C,E, all three IRFs yield worse bias performances compared
with those shown in Figure 3. Also, the gaps between the bias
plots for all three parameters decrease, showing that in low
photon counts, the deconvolution procedure becomes
insensitive to the differences between IRFs. Nevertheless, im(t)
still shows better performances to resolve τ2 when τ1 is smaller
than 1 ns. For determining τ2, im(t) also yields similar
performances with ir(t). Moreover, im(t) has similar precision
performances with ir(t), showing smaller F-values for all variables

FIGURE 3 | (A,C,E) normalized bias plots for a, τ1 and τ2 when Nc � 106. The corresponding F-value plots are depicted in (B,D,F).
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compared with those of is(t). On the other hand, is(t) can yield an
extremely large F-value for resolving τ2. Therefore, it
demonstrates that im(t) can provide a better estimation of the
true IRF.

Although NLSD fitting routines have been widely used for
FLIM analysis, they still have intrinsic limitations. They are
usually time-consuming and computationally intensive.
Moreover, they are prone to overfitting problems when the
fluorescence signal is heavily contaminated by noise. An
alternative fast least-squares deconvolution based on Laguerre
expansion (LSD-LE) was recently developed [30–34]. LSD-LE has
been proven to be a robust and effective method showing much
faster deconvolution speed than traditional methods. It also
shows superior sensitivity in disease diagnoses. In brief, Eqs.
2, 6 can be rewritten in discrete forms；

y(k) � ∑k
i�1

i(k − i)f (i) + ε(k), k � 1, 2, . . . ,N (8)

f (k) � ae−(k−1)ts/τ1 + (1 − a)e−(k−1)ts/τ2 (9)

where ts is the time bin width. LSD-LE expands the fluorescence
single f(t) onto an ordered set of orthonormal Laguerre basis
functions bl(k; α) as:

f̂ (k) � ∑L−1
l�0

clbl(k; α) (10)

where L is the Laguerre dimension and α (0<α < 1) is the scale
parameter of LBF, and cl is the lth expansion coefficient. The lth
discrete LBF is defined as:

bl(k; α) � α(k−1)(1 − α)1/2 ∑L−1
l�0

(−1)i( k

i
) · ( l

i
) α1−i(1 − a)i,

l � 0, 1, . . . , L − 1

(11)

Under the Laguerre expansion, Eq. 9 becomes:

y(k) � ∑k
i�0

∑L−1
l�0

cli(k − i)bl(i; α) + εk (12)

Equation 12 is the Laguerre expansion form of the fluorescence
signal, which can be linearly parameterized by the expansion
coefficient cl. Also, the normalized sum of squared errors (NSSE)
is defined as:

NSSE �
∣∣∣∣∣∣∣∣∣∣ f̂ − f

∣∣∣∣∣∣∣∣∣∣2/
∣∣∣∣∣∣∣∣ f ∣∣∣∣∣∣∣∣22 (13)

To obtain the expansion coefficient cl, the expansion of the
fluorescence signal with LBFs becomes a fitting problem where
NSSE reaches its minimal value. We would like to assess how is(t)
behaves in Eq. 13. Therefore, the constrained LSD-LE is applied
to recover the decay parameters using synthetic IRFs and the true

FIGURE 4 | (A,C,E) Normalized bias plots for a, τ1 and τ2 when Nc � 5000. The corresponding F-value plots are depicted in (B,D,F).
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IRF [30]. The LBF parameters were set as the optimized value as
(α, L) � (0.92,16) [32]. The total photon counts in each pixel are
Nc � 5000. The normalized bias and F-value plots are shown in
Figures 5A–F. Not surprisingly, is(t) still has the worse
performance (larger bias and F-value). It is unable to estimate
τ1 robustly. Meanwhile, it fails to recover τ2 when τ1 approaches
1 ns. im(t) has almost the same deconvolution results with the true
IRF ir(t) in terms of the bias and F-value. It further demonstrates
that compensating the descending edge of synthetic IRF is an
effective way to improve the precision and the applied lifetime
range of the synthetic IRF.

4 EXPERIMENTAL FLUORESCENCE
LIFETIME IMAGING-FÖSTER RESONANCE
ENERGY TRANSFER DATA ANALYSIS
To evaluate the performances of the new automatic synthetic IRF
in real experiments, FLIM-FRET imaging data of tSA201 cells
transfected with eCFP-eYFP (enhanced green fluorescent protein
and enhanced cyan fluorescence protein) pair were investigated.
FLIM-FRET is a well-established technique for studying protein-
protein interactions within a nanometer scale. FRET refers to the
non-radiative energy transfer between an excited fluorescent

molecule (the donor) and a non-excited different fluorescent
molecule (the acceptor) when they are close, which leads to the
shortening the donor lifetime. The eCFP-eYFP pair is the most
widely used donor-acceptor pair in various in-vitro or in-vivo
FRET applications. The lifetimes of the eCFP-eYFP pair with/
without FRET are known priorly, thus serving as a reference to
evaluate the FRET between interacting proteins. Here the FLIM-
FRET technique was used to assess the proximity of interacting
proteins.

A two-photon FLIM system including a confocal microscope
(LSM 510, Carl Zeiss), a femtosecond Ti: sapphire laser
modulated source (Chameleon, Coherent) with excitation
wavelength 800 nm, and the TCSPC acquisition system (SPC-
830, Becker and Hickl GmbH) was used to obtain IRF and FLIM
data. The exciting laser source’s duration is less than 200 fs, and
the repetition rate is 80 MHz. The bin width of the TCSPC is
0.039 ns, and each measured histogram contains 256 time bins.
Firstly, the IRF of the system was measured using the SHG signal
from the urea ((NH2)2CO) microcrystal. A thin layer of urea
crystal obtained from air-dry concentrated urea droplet was
placed on a microscope slide and was covered by a coverslip.
The emitted SHG signal was then collected by a photomultiplier
(PCM-100, Becker & Hickl GmbH) after passing through a
×63 water-immersion objective lens (N.A. � 1.0) and a

FIGURE 5 | (A,C,E) Normalized bias plots for a, τ1 and τ2 when Nc � 5000 using LSD-LE method with (α, L) � (0.92,16). The corresponding F-value plots are
depicted in (B,D,F).

Frontiers in Physics | www.frontiersin.org March 2021 | Volume 9 | Article 6356457

Xiao et al. Synthetic IRF for FLIM Analysis

99

https://www.frontiersin.org/journals/physics
www.frontiersin.org
https://www.frontiersin.org/journals/physics#articles


650 nm short-pass filter. The emitted fluorescence signals from
the cell samples were also collected using the same system except
that a 535–590 nm bandpass filter was used.

The tSA201 cells were grown to 60% confluence on 13 mm
glass coverslips located in 24 well plates. The cells were
transfected with hP2Y12-eCFP or co-transfected with hP2Y12-
eCFP and hP2Y1-eYFP. After 48 h of transfection, the cells on the
coverslips were washed once gently with PBS followed by fixation
with ice-cold methanol for 10 min at room temperature. Then
they were washed 3 times with PBS before they were mounted on
to glass microscope slides with Mowiol. The microscope slides
were then stored in the dark at room temperature overnight to
allow the coverslips to dry, then held at 4°C for later use.

The analyzed results of tSA201cells with transfected co-
transfected eYFP are shown in Figure 6. The eYFPs work as
acceptors and their lifetimes increase when FRET occurs.
Figure 6A shows the grey-scale fluorescence intensity image.
Although the fluorescence intensity can be an indicator of FRET,

it is susceptible to photobleaching and spectral cross-talk in FRET
pairs, thus greatly limiting its application range in real scenarios.
From the intensity image, it is difficult to evaluate the FRET
among cells. The summed histogram Y(t) of all pixels and the
measured IRF ir(t) are shown in Figure 6B, in which ir(t) has
already been aligned with the rising edge of Y(t). Two synthetic
IRFs is(t) and im(t) derived from Y(t) are shown in lines with
markers. The main peaks of synthetic IRFs are well agreed with
the measured IRF. Also, the pre-pulse in ir(t) is slightly smaller
than that in synthetic IRFs. The descending edge of is(t) is quite
short in the log-scale plot because the negative part of is(t) is
truncated to zero. This problem is mitigated by replacing the
descending edge by the rising edge in im(t). The FWHM of im(t) is
nearly the same with ir(t). It is worth noting that there are many
complex sub-structures of after-pulse in ir(t), caused by ion-
feedback in the PMT. However, the amplitudes of these after-
pulses are two orders in the magnitude smaller than the peak of
ir(t); therefore, the effect of these after-pulses can be neglected.

FIGURE 6 | Analyzed results of tSA201 cells with co-transfected eYFP. (A) Grey-scale fluorescence intensity image. (B) Measured IRF, ir(t), and the summed
histogram, Y(t), are plotted with a green and black solid line, respectively. ir(t) and im(t) are shown in dash lines with markers. (C–F) τ1, τ2, a, and τamp-ave images using the
experimental IRF (ir(t)) and constrained LSD-LE method with (α, L) � (0.92,16).

Frontiers in Physics | www.frontiersin.org March 2021 | Volume 9 | Article 6356458

Xiao et al. Synthetic IRF for FLIM Analysis

100

https://www.frontiersin.org/journals/physics
www.frontiersin.org
https://www.frontiersin.org/journals/physics#articles


Figures 6C–F shows τ1, τ2, a and τamp-ave images for the bi-
exponential model using the experimental IRF (ir(t)) and
constrained LSD-LE method with (α, L) � (0.92,16). The τamp-

ave is the amplitude-average lifetime defined as τamp_ave � aτ1 +(1-
a)τ2. The shorter lifetime τ1 and longer lifetime τ2 are depicted in
Figures 6C,D, respectively. A better contrast can be observed
form these two figures. The image of the proportion a is shown in
Figure 6E, which is typically used to calculate the FRET
efficiency. One remarkable phenomenon that can be observed
from the image is the proportion a at the edges of the cells is
relatively smaller than the surrounding, which is attributed to the
lifetime of eYFP becoming longer due to a higher FRET efficiency.
As a comparison, Figure 6F shows the amplitude-weighted
average lifetime, from which we can observe the changed
lifetime in the range of the whole cells.

To compare the deconvolution performances of is(t) and im(t)with
that of ir(t), the corresponding lifetime images for two automatic
synthetic IRFs were calculated. For a better comparison, the scatter
plots of τ1, τ2, and two kinds of average lifetimes named amplitude-
weighted average lifetime (τamp-ave) and intensity-weighted average
lifetime (τint-ave) vs. α are shown in Figures 7A–D, respectively.
τint-ave is also taken into consideration, defined as
τint−ave � [aτ21 + (1 − a)τ22]/[aτ1 + (1 − a)τ2]. For τ1 and τ2 in
Figures 7A,B, it is easy to see that the lifetime distributions
obtained from is(t) (dots with blue “+” marker) are significantly
different from that of ir(t) (green “.” marker). The clusters obtained
by im(t) and is(t) are discernible. It demonstrates that the
deconvolution results using is(t) can lead to a large bias
compared to the results using ir(t) and a wrong interpretation of
the data. For example, for τ1with sub-nanosecond lifetime, α should
be less than 0.8 according to the ir(t) deconvolution results. Still, the
results using is(t) leads to large dots distributions at α > 0.8 (top left

corner in Figure 7A). This problem also happens for τ2. On the
other hand, for the proposed synthetic IRF im(t), the cluster shape of
the data is almost identical with that of ir(t), indicating that im(t) is
more suitable for recovering the real parameters. As for the average
lifetimes τamp-ave and τint-ave in Figures 7C,D, interestingly, the
cluster shapes of three IRFs are similar, but the deviation of the
results with is(t) from the other two is still noticeable. Compared to
the cluster for ir(t), the overall clusters for is(t) have a larger
distribution range. Additionally, is(t) can yield an obvious
artificial cluster at α � 0, which is eliminated for im(t). Hence, it
is safe to prove that im(t) shows superior deconvolution
performances than is(t). It is worth noting that, for lifetimes
down to or even smaller than the FWHM of the IRF, for
example, the gold nanoparticles used as the biomarkers, both the
synthetic IRFs would lead to a large deviation as shown in Figure 1B.
Therefore, synthetic IRFs are not suitable for deconvolution analysis.
Although our synthetic can well approximate the true IRF, it does
not consider the pre-pulse and sub-structure after the main peak of
IRF. However, both only cause negligible effects in TCSPC
measurements because their magnitudes are generally two orders
smaller than the main peak.

5 CONCLUSION

In conclusion, we proposed a strategy for obtaining the
synthetic IRF of TCSPC based FLIM experiments. Compared
to the simple differential synthetic IRF, the dynamic range of the
mirror-symmetric synthetic IRF is significantly expanded. Even
when the lifetime is close to the FWHM of the system’s true IRF,
the proposed synthetic IRF can resolve the lifetime with high
accuracy. At the same time, the accuracy is also much improved

FIGURE 7 | Calculated τ1 (A), τ2 (B), τamp-ave (C) and τ int-ave (D) vs. α using three different IRFs, is(t), im(t) and ir(t).
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in the whole dynamic range. The proposed synthetic IRF was
also applied to analyze bi-exponential decays with simulated
data using both nonlinear least-square deconvolution and
Laguerre expansion methods. The results show that the
mirror-symmetric synthetic IRF has higher accuracy and a
lower standard deviation. Additionally, the proposed
synthetic IRF can resolve the more extended lifetime
component in the whole dynamic range, unattainable in the
simple differential synthetic IRF. We further investigated the
proposed synthetic IRF with the real experimental FLIM-FRET
data. Both simulated and experimental data show that the
proposed synthetic IRF has superior performance than
traditional synthetic IRF.
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Single-Cell Biochemical Multiplexing
by Multidimensional Phasor Demixing
and Spectral Fluorescence Lifetime
Imaging Microscopy
Kalina T. Haas1,2*, Maximilian W. Fries1, Ashok R. Venkitaraman1 and Alessandro Esposito1

1The Medical Research Council Cancer Unit, University of Cambridge, Cambridge, United Kingdon, 2Institut Jean-Pierre Bourgin,
INRAE, AgroParisTech, Université Paris-Saclay, Versailles, France

Revealing mechanisms underpinning cell function requires understanding the relationship
between different biochemical reactions in living cells. However, our capabilities to monitor
more than two biochemical reactions in living cells are limited. Therefore, the development
of methods for real-time biochemical multiplexing is of fundamental importance. Here, we
show that data acquired with multicolor (mcFLIM) or spectrally resolved (sFLIM)
fluorescence lifetime imaging can be conveniently described with multidimensional
phasor transforms. We demonstrate a computational framework capable of demixing
three Forster resonance energy transfer (FRET) probes and quantifying multiplexed
biochemical activities in single living cells. We provide a comparison between mcFLIM
and sFLIM suggesting that sFLIM might be advantageous for the future development of
heavily multiplexed assays. However, mcFLIM—more readily available with commercial
systems—can be applied for the concomitant monitoring of three enzymes in living cells
without significant losses.

Keywords: sFLIM, FRET biosensors, TCSPC, spectral demixing, biochemical multiplexing

INTRODUCTION

The fluorescence lifetime (τ) is the average time a fluorescent molecule spends in the excited state
before returning to the ground state with the emission of a photon [5, 44]. Often, τ depends on the
physicochemical characteristics of the environment surrounding the fluorophore but does not depend
on the fluorophore concentration; thus, fluorescence lifetime sensing has been applied successfully to
probe cell biochemistry (e.g., pH, analyte concentration, enzymatic activities, protein–protein
interactions, and conformational changes). Fluorescence lifetime imaging microscopy (FLIM) is
commonly used to map cell biochemistry in a quantitative and low-invasive way [18, 28, 45, 46].

Genetically expressed (e.g., using fluorescent proteins) biosensors permit researchers to probe
diverse biochemical reactions exploiting the use of Forster resonance energy transfer (FRET). FRET
is the non-radiative transfer of energy from a donor fluorophore to an acceptor molecule that can
occur when the two molecules are sufficiently close, typically <10 nm [13, 37]. FRET causes a loss in
fluorescence intensity (quenching) and a decrease of the donor’s fluorescence lifetime, both of which
are directly proportional to the fraction of energy transferred from the donor to the acceptor. Thus,
FRET can be exploited to quantify interactions at the nanometer scale via using a diffraction-limited
microscope [75]. This property makes FRET an excellent tool for minimally invasive assays to probe
molecular interactions, signal transduction, and biochemical activity in living cells [2, 48].
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Historically, the estimation of fluorescence lifetime relied on
the iterative fitting of the experimental decays [4, 31] or simple
analytical relations between signals integrated in a few time-
windows (e.g., [65]). Over the last decade, however,
nonparametric data analysis using frequency-domain
techniques [20, 33, 41], phasor-based representation [10, 18,
25, 35, 68], and extended phasors [8] have become very
popular in the community. This strategy is simple,
computationally efficient, and, more importantly, does not
require model assumptions (e.g., mono or bi-exponential) that
in complex, multiplexing assays might easily break down (e.g.,
because of background, cross-talks, and spurious signals). This is
especially important at the low photon budget we must operate
instrumentations to minimize phototoxicity.

With a large palette of fluorescent proteins that can be used
to construct FRET biosensors of different colors (from the UV/
blue to near infrared [3, 16, 27, 40, 53, 54, 66]), we can monitor
multiple signaling events in living cells. Dual FRET biosensing
was demonstrated with different experimental configurations
and demixing analysis frameworks: multichannel ratiometric
detection [1, 30, 57, 67], simultaneous homo-FRET and hetero-
FRET detected with time-resolved anisotropy and global
analysis [74], and dual-color FRET–FLIM to follow two
biosensors using time-domain analysis [17]. However, the
simultaneous detection of three and more FRET pairs
remains challenging. Previously three-protein interaction was
measured using “triple fluorophore” three-way FRET sensing [7,
29, 64, 69].

Recently, we have shown that the rational design of FRET
pairs aimed to optimize the utilization of the visible spectrum
enables multi-color FLIM (mcFLIM) to multiplex at least three
FRET probes with a single excitation laser [27] at the speed and
resolution necessary for live cell imaging [71]. The utilization
of additional excitation wavelengths and hyperspectral
detection might extend this strategy to the integration of a
higher number of markers, biosensors, or optogenetic tools
[39, 67, 71].

However, computational frameworks for the robust and
sensitive multiplexing of FRET are at their infancy, and
further work is necessary to improve our multiplexing
capabilities. Phasor analysis of time decays has often been
applied to quantify FRET for single probes by separating the
two states of a typical sensor (low/high FRET) [10, 14, 18, 26,
35, 36, 38, 41, 47, 49, 50, 55, 60, 70, 72, 73]. Similarly, the
integration of spectrally resolved FLIM (sFLIM) [34] and
multidimensional phasor analysis has been successfully
applied to the quantification of single FRET probes [25].
In Fries et al. [27], we have illustrated how to utilize
multicolor FLIM and multidimensional phasors for
demixing three FRET probes. However, to our knowledge,
the demixing of multiple fluorescent species (donor,
acceptors, and FRET for several probes simultaneously)
has not been sufficiently explored.

In this work, first we briefly illustrate the development of a
photon-efficient spectrally resolved FLIM based on off-the-shelf
components. Second, we demonstrate the generalization of the
NyxSense computational framework which we had first

introduced for mcFLIM applications [27]. Most importantly,
we provide a detailed comparison of various algorithms aimed
to provide efficient dimensionality reduction by
multidimensional phasors that can be used for demixing
three FRET pairs by spectral FLIM (either multicolor or
spectrally resolved FLIM).

We show that phasors of higher dimensionality significantly
improve demixing algorithms for both mcFLIM and sFLIM. We
demonstrate that while spectrally resolved FLIM could provide
advantages in demixing of more than three FRET probes, state-
of-the-art fast time-correlated single-photon counting (TCSPC)
still attains very high performances with significant implications
for future developments of multiplexing time-resolved
platforms.

MATERIALS AND METHODS

Microscopy
We have developed a simple spectrally resolved FLIM (sFLIM)
setup built with off-the-shelf components, including a 16-channel
multi-anode GaAsP photomultiplier tube (PML-16-GASP16,
Becker&Hick GmbH) placed at the de-scanned port of a SP5
Leica Confocal Microscope (Leica Microsystems
United Kingdom, Ltd.). Spectral dispersion was achieved with
a direct vision prism (G331120000, LINOS, GmbH) to provide a
simple alignment and low optical losses. Notably, GaAsP
photomultiplier tubes provide very high quantum efficiencies
(45% at 500 nm) compared to the previous generation of
photocathodes available (<20% for the bialkali PML-16-1),
without compromising the instrument response function of
the system significantly (220 vs 200 ps, nominal values
provided by the manufacturer). The electrical signals from the
photomultiplier assembly were routed to time-correlated single-
photon counting electronics (SPC-150 by Becker & Hick GmbH)
utilizing a single arm of the hyperdimensional imaging
microscopy electronics we have described previously [19].
Single confocal plane images were acquired with a 40x oil
objective (Leica HCX PL APO CS 40.0 × 1.25 OIL UV), 256 ×
256 pixel image size, and 120 s acquisition time. A simultaneous
two-photon excitation of the FRET pairs was achieved with a Ti:
Sapphire Laser Chameleon Vision II (Coherent Inc.) tuned at
860 nm.

Cell Culture And Time-Lapse Imaging
For time-lapse imaging, we used HeLa-CCL2 cell lines
(European Collection of Cell Cultures #93021013)
expressing the three sensors with the plasmid described in
[27]. The sensors have been fully characterized in our former
publication: TagBFP-sREACh, mAmetrine-msCP576, and
mKeima-tdNirFP, fused with the flexible linkers containing
the sequences VDTTD, DEVDR, and LEHD that are cleaved
preferentially by caspase 2, caspase 3, and caspase 9,
respectively. Cells were periodically mycoplasma-tested
and STR profiled using the services of the CRUK
Cambridge Institute. Cells were treated with the genotoxic
drug cisplatin to induced cell death and imaged for 8 h at 1 h
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intervals in LabTek II glass-bottom chambered slides (Nunc,
#1.5) containing a 400 µl Leibovitz (L-15) medium
supplemented with 10% FCS, 100 μM Cisplatin, and 0.9%
NaCl. Multidimensional phasor fingerprinting of individual

components was performed just before the time-lapse
experiment, with HeLa-CCL2 cells transiently transfected
with donor fluorophores not fused with an acceptor, and a
donor–acceptor fusion pair (known FRET), as shown in [27].

FIGURE 1 | Reference spectrally resolved fingerprint. (A) Diagrammatic representation of exponential decay curves (τ from ∼0 ns in blue to 240 ns in crimson)
shown in the time-domain (left) and time phasor space (circles, right panel). (B) Diagrammatic representation of Gaussian spectra (colored curves) and their
representation as spectral phasors (solid circles). (C) Representative image of HeLa cells expressing a blue caspase-2 sensor (see Supplemetary Figure S1 for green
and red sensors) with the spectrally resolved time decay N (τ, λ) integrated over the mask of a single segmented cell is shown (inset). (D) Spectra of the blue (blue
solid line), green (green solid line), and red (red solid line) positive controls (fusion constructs) and of the corresponding negative controls (only donors, dashed lines). Each
curve was normalized to the total number of counts. The horizontal arrows indicate which spectral bins were used to emulate three-channel (ch.) multicolor FLIM
(mcFLIM) data. Spectrally resolved time-decay N (τ, λ) (left panels in (E–H)) and corresponding spectrally resolved phasors (sTP

���→
, right panel in (E–H)) for the blue donor

(E,G) and positive control (F,H) for sFLIM (E,F) and emulated three-channel mcFLIM (G,H). Inserts are magnifications of the same graphs. (I) The same data from the
blue positive (stars markers and label B) and negative (round marker and label b) controls are shown transformed also as time-(TP), spectral-(SP), and time-spectral-
phasor (TSP) space. Note, figure (I) is the same for spectrally resolved FLIM (sFLIM) and mcFLIM. In all panels, DCT-discrete cosine transform, DST-discrete sine
transform; λ-marks spectral domain or spectral transformation (λDCT/λDST); τ-marks time-domain or time phasor transformation (τDCT/τDST).
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Data Analysis
All the analyses were performed with custom-writtenMatlab script
package freely available at https://github.com/inatamara/
NyxSense. Segmentation, tracking, and application of NyxSense
to mcFLIM have been described previously [27]. Briefly, cell
segmentation was performed on the intensity images (decay
curves and spectral channels were integrated) with the
combination of an active contour algorithm [9] and a manual
curation of the mask. Subsequently, cells were tracked between two
consecutive images using a nearest neighbor approach, and mis-
tracked cells were manually reassigned. A spectrally and time-
resolvedmeasurement for each cell was then achieved by summing
the two-dimensional TCSPC histograms within the cell mask. The
latest version of NyxSense (used here) also provides the capability
to analyze spectrally resolved FLIM data. The performance of
NyxSense for spectrally resolved or multicolor FLIMwas evaluated
using the same datasets. mcFLIM was generated by binning to the
sFLIM spectral channels 1–6, 7–13, and 14–16, for channels 1, 2,
and 3, respectively.

Multidimensional Phasor-Based Demixing
of Spectrally Resolved Fluorescence
Lifetime Imaging Microscopy Data
In the phasor space, single exponential decays are mapped to
points on a semicircle described by the equation (x-0.5)2 + y2 �
0.52 (Figure 1A) [12, 18].

The time phasor coordinates are defined by the real and
imaginary parts of the Fourier transform of the exponential
decay function, and calculated as a discrete cosine (DCT) and
a discrete sine (DST) transform, respectively. Points lying inside
this semicircle correspond to mixed exponentials, being either
inherently multi-exponential or a mixture of single-lifetime
components. Similarly, all possible spectral phasors lie on arcs
bounded by a circle x2 + y2 � 1, resulting from the Fourier
transform of pure Gaussian spectra (Figure 1B) [22, 23, 23, 25].
The two-dimensional time-spectral phasor (TSP) is a two-
dimensional Fourier transform, in which values are also
bounded by a circle x2 + y2 � 1.

The phasor transform key advantage is additivity: a mixture of
the spectral or lifetime components corresponding to a linear
combination of phasors. This permits rapid demixing using a
system of algebraic equations. A point in a phasor space
corresponding to the combination of two lifetimes or spectra
lies on the line connecting these two pure components. The
distance to each pure component along connecting line segments
translates directly to its fractional contribution within the
mixture. In general, a phasor representing a mixture of n
components is enclosed by a polygon with n vertices defined
by the phasors of elementary components [23].

For every cell at each time point, we calculated multidimensional
phasors: spectrally resolved time phasors (sTPs), spectrally
integrated time phasors (TPs), spectral phasors (SPs), and time-
spectral phasors (TSPs). The time-spectral phasor is a two-
dimensional transformation along the time dimension followed
by the transform along the spectral dimension.

Spectrally integrated time phasors (TPs) were obtained as TP
� τDCT + i*τDST, where τDCT and τDST are discrete cosine and
sine transforms, respectively (Eqs. 1,2).

τDCT � ∑
τ

Nτ cos(φτ)/NTOT , (1)

τDST � ∑
τ

Nτ sin(φτ)/NTOT , (2)

where NTOT � ∑τλNτλ is the total number of photons detected
for a given cell, Nτλ denotes spectrally resolved time decay, Nτ �∑λNτλ is time decay, i denotes an imaginary unit, and i2 � −1,
φτ � 2πnp(Siτ − 1/2)/Sτ is a phase for time (τ) phasor
computation, where Siτ is the ith time bin, Sτ is a number of
time bins used to compute the phasor transform (here we used 46
out of 64), and n is a harmonic number.

Time-integrated spectral phasors (SPs) were obtained as SP �
λDCT + i*λDST, where λDCT and λDST are the discrete cosine
and sine transforms, respectively (Eqs. 3,4).

λDCT � ∑
λ

Nλ cos(φλ)/NTOT , (3)

λDST � ∑
λ

Nλ sin(φλ)/NTOT , (4)

where Nλ � ∑λNτλ is a spectrum and φλ � 2πnp(Siλ − 1/2)/m is
a phase for spectral (λ) phasor computation, where Siλ is the ith
spectral bin, m is a number of spectral bins used to compute the
phasor transform (16 for sFLIM and 3 for mcFLIM), and n is a
harmonic number.

Time-spectral phasors (TPs) were obtained as TSP � τλDCT +
i*τλDST, where τλDCT and τλDST are discrete cosine and sine
transforms, respectively (Eqs. 5,6).

τλDCT � ∑
λ

⎛⎝∑
τ

Nτλ cos(φτ)⎞⎠cos(φλ)/NTOT , (5)

τλDST � ∑
λ

⎛⎝∑
τ

Nτλ sin(φτ)⎞⎠sin(φλ)/NTOT . (6)

Spectrally resolved time phasors (sTPs) were obtained as sTP �
λDCTτ + i*λDSTτ, where λDCTτ and λDSTτ are discrete cosine
and sine transforms for each spectral channel, respectively
(Eqs. 7,8).

λDCTτ � ∑
τ

Nτλ cos(φτ)/NTOT , (7)

λDSTτ � ∑
τ

Nτλ sin(φτ)/NTOT . (8)

The fluorescence signatures of cells or reference samples were
then characterized by the multidimensional phasors defined by
the complex vector Px

�→ � [TP SP TSP sTP1 / sTPm ],
where the subscript x indicates the multidimensional phasors of
the measurement or the reference fingerprints. The subscript m
denotes the number of spectral channels for sFLIM (m � 16) or
mcFLIM (m � 3).
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Demixing of sFLIM can be achieved by minimization of a
complex nonlinear multivariable constrained function (CF) with
respect to fractional contributions of the six control signatures (C).
At each minimization step, CF is computed as a squared residual
between experimental phasors (Pexp

��→
) and phasors estimated using

the fractional contributions (Pest
��→

):CF � ∑n(Pexp
��→− Pest

��→)2, where n is
a number of elements in Pest

��→
, Pexp
��→

, and the Pexp
��→ � [ sTP��→

TP SP TSP].
Pest
��→ � [sTP��→

est TPest SPest TSPest ] is a nonlinear vectorial function of
the fractional contributions C

→ � (c1/ck). The spectrally resolved
time phasors are estimated as sTP

��→
est � PI

→
⊙RHO
����→− 1

,RHO
����→ � C

→
B̂M

T
,

and PI � C
→((B̂M⊙ ̂sTPctr)T)†, where ⊙ denotes Hadamart

operation, B̂M � (N1
λ

�→
/Nk

λ

�→
), ̂sTPctr � (sTP1����→

/sTPk
���→), where N→k

λ �∑τN
k
τλ is a column vector of spectrum and sTPk

���→
is a column vector

of spectrally resolved time phasors for the kth control signature.
TPest � ∑kCkTPk, SPest � ∑kCkSPk, and TSPest � ∑kCkTSPk,
where TPk, SPk, and TSPk are time, spectral, and time-spectral
phasors for the kth control signature. However, the minimization of
the complex CF renders undetermined system for certain phasor
combinations (e.g., Pest

��→ � [ TPest SPest TSPest ], three equations
for six unknown variables, and most of mcFLIM Pest

��→
combinations). To assure that the system of equations is not
underdetermined, to compare mcFLIM and sFLIM, we used real
and imaginary parts of Pexp

��→
and Pest

��→
separately, that is, Pexp

��→ �
[real( sTP��→) imag( sTP��→) real(TP SP TSP) imag(TP SP TSP)] and

Pest
��→ � [real(sTP��→

est) imag(sTP��→
est) real(TPest SPest TSPest)

imag(TPest SPest TSPest)] and the remainder is as described above.
We note that the demixing results using complex CF and real CF
(with twice as much equations) are almost the same even for the
mcFLIM. In addition, for the minimization involving Pest

��→ �
[ TPest SPest TSPest ] for mcFLIM/sFLIM or Pest

��→ � [ sTPest�����→ ] for
mcFLIM, the phasors were calculated at the first and the second
harmonic. This assured that the number of equation is greater than
the number of parameters to estimate, which was necessary to
calculate the standardized residuals (see Eq. 10).

The minimization procedure was achieved using fmincon
Matlab solver. The lower (LB) and upper bonds (UB) for the
fractional contributions were constrained to 0 and 1, respectively.
The initial values for the fractional contributions were typically 0
for all the control signatures.

The relative enzymatic activity (REA) for each FRET sensor
(caspase) was calculated using the following equations:

REA � fd/[fd + func/(1 − E)], (9)

where fd and func are the fractional contribution of the donor-only
and uncleavable sensor control signatures, respectively, E is FRET
efficiency, and division by (1 − E) compensates for the change in
brightness. To avoid the division by a very small number leading
to large errors, REA was set to 0 for fd and func typically below
0.01–0.02. We note that in the specific case of proteolytic sensor,
REA represents the cumulative enzymatic activity of the proteases
as cleavage is irreversible (until new sensors are expressed de novo).

The standardized phasor residuals were calculated as a
difference between experimental phasors and phasors
calculated using the unmixed fractional contributions.

Resstand �
∣∣∣∣∣∣Pexp
��→− Pest

��→∣∣∣∣∣∣/(σ̂ �����
1 − hii

√ ), (10)

where σ̂ is the estimated residual standard deviation and hii is a
leverage of the ith observation (i.e., ith element of the residual
vector): σ̂ � ∑n(Pexp

���→− Pest
��→)2/(n − p),where n is the number of

equations (number of elements in Pest
��→

or Pexp
���→

) and p is the
number of parameters (six control signatures).

The root mean square deviation (RMSD) for the REA was
computed as follows:

RMSDREA �
���������������������������
∑
t,P

(REA0(t, P) − REA(t, P))2/Nt

√
, (11)

where P is a FRET pair (B, G, R), Nt � 8 is the number of the
experimental time points, REA0 is the known enzymatic
activity (the ground truth), and REA is obtained from the
demixing.

Simulating Spectrally Resolved
Fluorescence Lifetime Imaging Microscopy
Data
The following equation was used to generate time- and spectrally
resolved emission for each FRET pair (n):

E(t, λ)n � (fDeD(λ)
τD

)⊗e− t
τD + (r0eA(λ)

τA

− (1 − fD)(1 − r0) (τD − τDA)
(τA − τDA)τDeA(λ))⊗e

− t
τA+

((1 − fD) eD(λ)
τD

− (1 − fD)(1 − r0) (τD − τDA)
(τA − τDA)τDeA(λ))⊗e

− t
τDA ,

(12)

where eD(λ), eA(λ) are the spectrally resolved normalized
emission profiles, τD, τA are a lifetime of the donor and
acceptor, respectively, and τDA � τD(1 − E) is a donor lifetime
in the presence of acceptor. fD is a fraction of free donors and r0 is
a fraction of the directly excited acceptors. The donor and
acceptor absorption cross-sections, quantum efficiencies, the
transition rates, and the donor-to-acceptor ratio were set to 1.
Finally, ⊗ is a convolution operation. The final counts per pixel
was calculated as follows:

E(t, λ)tot � N1E(t, λ)1 + N2E(t, λ)2 + N3E(t, λ)3, (13)

where N1, N2,N3 are the total photon count for each FRET pair,
respectively, which was set to 2,600 photons. The lifetime decays
were modeled as a single exponential. The donor and acceptor
emission spectra (eD(λ), eA(λ)) were modeled as the Lorentzian
curves. The synthetic images containing simulated three FRET
pairs were generated with the following parameters: the donors’
lifetimes (τD) were 2.3, 2.5, and 2.7 ns for FRET pairs 1–3,
respectively, the acceptors’ lifetimes (τA) was set to 0.3 ns, and
FRET efficiencies 0.35 for each FRET pair. The donors’ spectra
maxima were 470, 515, and 570 nm and FWHM 55 nm, and the
acceptors’ spectra maxima were 505, 550, and 605 nm with
FWHM 55 nm for each fluorophore. The acceptor direct
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excitation relative to the donor excitation was set to 5 or 0%. The
Poisson noise was added using the Matlab function imnoise and
resulted in ∼12% noise.

RESULTS

Multidimensional Phasor Fingerprint
Provides an Efficient Method for
Dimensionality Reduction
To test the capabilities of the computational framework
presented in the Methods section, we used the NyxBits
sensor platform we have described recently to sense
cleavage of different substrates (the peptides VDTTD,
DEVDR, and LEHD) that are preferentially cleaved by
caspase 2, caspase 3, and caspase 9, respectively [27]. In our
former work, we demonstrated the capability of mcFLIM to
demix the blue (labeled as B in all figures, caspase 2), green (G,
caspase 3), and red (R, caspase 9) FRET pairs excited at the
same wavelength (Figure 1). Upon cleavage, each sensor yields
two principal components with different lifetimes and spectra:
an unquenched donor (labeled with the small b, g, and r letters
in all figures) and the uncleaved donor–acceptor undergoing
FRET (B, G, and R). Thanks to the large Stokes shifts of the
probes and acceptor chromophores of a very low quantum
yield, the free acceptors are excited with low efficiency and
have a minor impact on our experiments. Here, we
characterize the three FRET sensors and compare the
performance of mcFLIM and sFLIM using a simple and
optically efficient spectrally resolved FLIM (see Materials
and Methods).

Each sFLIM image has two spatial dimensions (x, y–here 256 ×
256), the time-resolved fluorescence decay histogrammed in
64 time bins (τ) and a spectral dimension represented with 16
spectral bins (λ). The spectrally and time-resolved fluorescence
decay of each pixel can therefore be represented in an abstract
space of high dimensionality (64 × 16 � 1,024 numbers, or
photon-counts). Multidimensional phasor transforms
permitted us to project this space onto a space of lower
dimensionality where the fluorescence characteristics detected
in each pixel are described by a vector Pexp

���→ � [ sTP��→
TP SP TSP]

(see Eqs. 1–8) of 19 complex components (6 for mcFLIM).
Although different combinations of phasor transforms have
been used previously, here we maintain a higher
dimensionality of Pexp

���→
than other works [23, 52, 61] to ensure

sufficient features are preserved during dimensionality reduction.
Aiming to limit acquisition time and phototoxicity that affect
biologically relevant measurements, we have acquired typically
1,000–1,500 photons per pixel. Rather than on pixel basis, we
perform cell-based demixing by segmenting and thresholding
(pixels with typically minimum ∼200 photons are retained)
individual cells and integrating photons collected within each
cell. In the time-spectral domain (τλ), the biochemical state of a
cell is thus described by a surface spanned by the number of
photons (N), spectral information (λ), and time decay (τ)
(Figures 1C,D).

The reference phasors were obtained by imaging cells
expressing only one control signature, that is, only a donor
or a sensor rendered non-cleavable by substituting the
substrates with a proteolytically stable sequence. Figures
1E,F show the unquenched blue donor (b) and a blue
uncleavable FRET pair (B) fingerprints, respectively,
including spectrally resolved lifetime, decays (N[λτ]),
spectrally resolved time phasors (sTPs), spectrally
integrated time phasors (TPs), time-integrated spectral
phasor (SP), and time-spectral phasors (TSPs) (see also
Supplementary Figure S1). We compare the biochemical
sensitivity of spectral FLIM to multicolor FLIM by binning
the 16 spectral bins into three channels that numerically
emulate multicolor detection (Figures 1D,G,I,
Supplementary Figure S1, see also Material and Methods).
This strategy permitted us to compare the computational
performance of the two methods, without having to account
for differences in the detection efficiency of two detection
systems that would be otherwise difficult to control
experimentally.

Multidimensional Phasor-Based Demixing
Minimizes Cross-Talks Between Sensors
Subsets of the components of Pexp

���→
(sTP
��→

) have been previously
used to demix single FRET pair (donor and acceptor fluorescence,
and interacting donor–acceptor pairs [25]). Different subsets of
Pexp
���→

(TP, SP, and TSP) were applied to separate three fluorescence
components using phasor plots [52], and blindly demix three
signal components for contrast enhancement in tissue imaging
[24, 61]. Here, we used the full complement of the features
described by Pexp

���→
(sTP
��→

with the combination of TP, SP, and
TSP) and experimental reference fingerprints to ensure
robustness and reproducibility of the results. First, we tested
our framework by demixing single FRET pair images containing
only two reference components (b-B, g-G, or r-R; Figure 2). This
approach permitted to evaluate false-positive detection of the four
other components that were not present in a sample. For this, we
recorded time-lapse sFLIM images of cells expressing individual
sensors (B, G, or R) after exposure to the genotoxic drug cisplatin.
Cisplatin induces irreparable DNA damage, leading to switch-like
activation of caspases that execute apoptosis. Figure 2A shows
that the biochemical trajectories of cells undergoing apoptosis
(Figure 2B) tend to trace a line connecting two control
fingerprints (i.e., FRET and no-FRET). The FRET control
corresponds to uncleaved sensors; that is, no caspase is
activated. During the apoptosis, caspases are activated, sensors
get cleaved, and the experimental phasors (black line, Figure 2A)
approach no-FRET control phasors signatures. In Figure 3 and
Supplemetary Figures S2, S3, we compare spectral demixing
using different components of the multidimensional phasors Pexp

���→
for both sFLIM and mcFLIM. The single-cell traces of the blue-
and green-emitting biosensors displayed linear trajectories in a
phasor space (Figure 2A). The demixing correctly detected the
fractional contribution of control fingerprints (Figure 3,
Supplemetary Figures S2, S3), which resulted in ∼80 and
∼50% final sensor cleavage (cumulative relative enzymatic
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FIGURE 2 |Multidimensional phasor representation of time-lapse sFLIM of single FRET pairs. (A)Multidimensional phasor transforms (here, only TP, SP, and TSP
are shown) of the representative cells expressing blue-only sensor (top row, cell 1), green-only sensor (middle row, cell 2), and red-only sensor (bottom row, cell 3).
Cells were treated with cisplatin and imaged for 8 h. The black circles (experimental measurements taken every hour) and lines represent the biochemical trajectory of a
cell projected on the different phasor spaces that should span from the negative control fingerprints (stars labeled B, G, and R, uncleavable sensors) to the donor-
only references (colored circles labeled b, g, and r). (B) Intensity images (total photon-counts/pixel of sFLIM images) of the cells analyzed in (A). In panel (A), DCT-discrete
cosine transform, DST-discrete sine transform; λ-marks spectral domain or spectral transformation (λDCT/λDST); τ-marks time-domain or time phasor transformation
(τDCT/τDST).
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activity (REA)) for a cell expressing the green (G) or the blue (B)
sensor, respectively. However, we note that the red sensor (R) can
display curved trajectories in the phasor space in several
experiments, observation we attribute to non-idealities of the
mKeima/tdNirFP, including residual fluorescence of tdNirFP and
occasional photo-conversion of mKeima that can occur at higher
excitation regimes. However, despite these non-idealities,
demixing of the red FRET pair is also sufficiently robust.

For the single FRET pairs (demixing of two components), we
observed that the different combinations of sTP

��→
and TP, SP, and

TSP components rendered comparable results as by the results
shown in Figure 3, Supplementary Figures S2, S3 for both
mcFLIM and sFLIM. To compare different demixing
methodologies, we provide two figures of merits, the mean
standardized phasor residuals, where the mean is taken over
observations (i.e., the number of equations) (see Eq. 10,Materials
and Methods), either summed over time (Figure 3) or time-
dependent (Supplementary Figures S2D, S3D). From
Figure 3C, we see that the largest fitting errors for the sFLIM
occur with the demixing using the smallest Pexp

���→
subset (TP, SP,

and TSP) (see also Supplementary Figure S2D). Demixing with
different combinations of sTP

��→
with TP, SP, and TSP rendered

similar results. In comparison, mcFLIM showed higher residuals
for sTP

��→
and SP than for sTP

��→
or TP, SP, and TSP alone. Yet, when

sTP
��→

and SP demixing was calculated with the first and the second
harmonic combined (as it is for sTP

��→
and (TP, SP, and TSP)), the

residuals were lower (data not shown). However, to avoid errors
caused by overfitting, we utilized the second harmonics when
essential to have a determined system of equations (see also
Material and Methods). For mcFLIM sTP

��→
or (sTP

��→
, TP) alone, the

wrongly detected components were not present in a sample
(Supplementary Figures S3A–C). We conclude that the
representation of data with a multidimensional phasor Pexp

���→
improves the overall performance of demixing algorithms for
both spectrally resolved and multicolor FLIM even for the single
FRET pair demixing.

Multidimensional Phasor-Based Demixing
Achieves Efficient Multiplexing of Forster
Resonance Energy Transfer Biosensors
Next, we validated the proposed methodology by summing
photon counts recorded from cells expressing the individual
FRET pairs. This strategy permitted us to test the demixing
algorithms in the presence of typical cross-talks, providing an
experimentally valid ground truth (the known fractional
contributions, calculated in Figure 3). For example,
Figure 4 shows the same data displayed in Figure 3,

FIGURE 3 | Multiplexing biochemical reactions using multidimensional phasor-based demixing. (A,B) Results of the multidimensional phasor-based demixing of
the time-lapse data shown in Figure 2 using (sTP

���→
, TP, SP, and TSP) phasors and presented as a relative enzymatic activity (REA, top) for sFLIM (A) andmcFLIM (B). The

complete set of results for each algorithm is shown in Supplementary Figures S2, S3. (C) Themean standardized phasor residuals summed over time for the demixing
of the three cells shown in panels (A,B) and Figure 2 (see Eq. 10 Materials and Methods).

Frontiers in Physics | www.frontiersin.org May 2021 | Volume 9 | Article 6371238

Haas et al. Biochemical Multiplexing by Spectral FLIM

111

https://www.frontiersin.org/journals/physics
www.frontiersin.org
https://www.frontiersin.org/journals/physics#articles


summed, and then demixed either using sFLIM or mcFLIM.
With this validation dataset and the analysis of the residuals,
we observe that both spectrally resolved and multicolor FLIM
provide efficient and comparable demixing, see also
Supplementary Figure S4. Most importantly, the residual
analysis of both mcFLIM and sFLIM showed that the smallest
fitting errors were observed for the largest sTP

���→
complement

sTP
���→

, TP, SP, and TSP and the highest for TP, SP, and TSP and
sTP
���→

or sTP
���→

and TP. For both mcFLIM and sFLIM sTP
���→

or sTP
���→

and TP alone were not able to detect the small rise in REAR

between 5 and 6 h (Supplementary Figure S4). We note that
this rise is not an artifact as a clear apoptotic phenotype is seen
at 5 h (Figure 2B, red cell).

As phasor residuals do not determine the accuracy in the
estimation of relative enzymatic activities, we also estimated the
root mean square deviation (RMSD) of the REA values when a
ground truth can be estimated (see Eq. 11, Materials and
Methods) by subtracting REA obtained with a single FRET
pair denoted as REA0 (Figure 3) from the REA obtained with
triple FRET demixing (REA, Figure 4B). In Figure 4D, we show
that the RMSD of sFLIM and mcFLIM is very similar.

Next, we applied the proposed methodology to the analysis of
the experimental data with cells co-expressing all three sensors.
Figure 5A shows the time evolution of biochemical traces of two

cells (Cell-1 and 2) that exemplify the different responses we have
described previously [27]. Cell-1 exhibits a robust activation of all
three caspases, while Cell-2 does not. Figures 5B, C show the
demixing results using sTP

��→
, TP, SP, and TSP phasors (see also

Supplementary Figure S5) for sFLIM and mcFLIM, respectively.
The comparison between the 16 spectral-channel sFLIM and the
three-channel mcFLIM demixing suggests that both modalities
can efficiently retrieve the six signatures we analyzed. As for the
semisynthetic data shown in Figure 4, the addition of spectral
phasors and, more generally, the use of the multidimensional
phasors Pexp

���→ � [ sTP��→
TP SP TSP] improve fluorescence lifetime-

based multiplexing of multiple FRET pairs. The residual analysis
showed that sTP

��→
, TP, SP, and TSP produce the smallest and TP,

SP, and TSP and sTP
��→

or sTP
��→

and TP produce the highest fitting
errors. In addition, with multicolor probes and detection
channels optimized for FRET multiplexing, mcFLIM performs
almost as well as spectrally resolved FLIM. However, comparing
red traces in Figures 4B,C, 5B,C, as well as Supplementary
Figures S4A,B, S5A,B, suggests that sFLIM may be more robust
for low fractional contributions of the individual components
(typically below 2–5%). We conclude that the efficient demixing
of three FRET pairs required the combination of sTP

��→
and spectral

phasors SP and TSP for both mcFLIM and sFLIM and that, more
generally, Pexp

���→ � [ sTP��→
TP SP TSP] provides robust demixing.

FIGURE 4 | Validation of the demixing algorithms. The experimental data shown in Figures 2, 3 were summed to generate a synthetic mixed signal (i.e., a cell
expressing three sensors) of known ground truth. (A) The mixed signals are shown as different phasor subspaces. The black circles and lines represent the biochemical
trajectory of a cell projected on the different phasor spaces. Stars represent the fingerprints of the uncleavable sensors (labeled B, G, and R), and the colored circles the
donor-only fingerprints (labeled b, g, and r). (B) These data were demixed using (sTP

���→
, TP, SP, and TSP) phasors of sFLIM data (left) and mcFLIM (right) (see also

Supplementary Figure S4). (C) The standardized phasor residuals summed over time, and (D) REA RMSD for sFLIM (left) and mcFLIM (right).
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Multidimensional Phasor-Based Demixing
is Necessary for Demultiplexing High
Cross-Talk Data
Taken together, the results shown suggest that multicolor FLIM is
already an efficient technique for demix of three FRET pairs when
analyzed with multidimensional phasors although it requires
optimized FRET pairs. With the engineering of faster and
efficient spectral FLIM system, we envisage that sFLIM might
provide a significant advantage for demixing, for example, with
FRET pairs not specifically designed for heavily multiplexed
detection. We therefore investigated how more significant
spectral overlaps might affect the performance of mcFLIM and
sFLIM. We generated a fully synthetic triple FRET pair images (see

Eqs. 12,13,Material andMethods,Figure 6, Supplementary Figure
S6). In the presence of higher overlap, the spectrally resolved time

phasors sTP
��→

[25] (TP, SP, TSP) or (sTP
��→

, TP) phasors alone [24, 61]
resulted in incorrect demixing for both mcFLIM and sFLIM,
especially for the green and red FRET pairs that exhibit a larger
spectral overlap, Figures 6F,G. The combination of (TP, SP, TSP)
and sTP

��→
was necessary for robust demixing (Figures 6E–G and

Supplementary Figure S6). Further increase in the overlap between
the green and the blue FRET pair still led to correct demixing with
sFLIM and mcFLIM, Supplementary Figure S7.

Once again, multidimensional phasors provided more robust
demixing performing optimally in all the tested conditions. With
low-to-medium spectral overlap, mcFLIM performs almost as

FIGURE 5 | Multidimensional phasor-based demixing of three biochemical reactions. (A) Time-lapse experiment showing two representative cells expressing all
three sensors. Data are represented in the TP, SP, and TSP phasor subspaces. The black circles and lines represent the biochemical trajectory of a cell. Cells were
treated with cisplatin and then imaged for 8 h every 1 h. Stars represent the reference fingerprints of the uncleavable sensors (labeled B, G, and R), and colored circles
show the donor-only references (labeled b, g, and r). (B,C) The results of demixing using (sTP

���→
, TP, SP, and TSP) phasors for sFLIM (top) and mcFLIM (bottom) for

two different cells, respectively (see also Supplementary Figure S5). (D,E) The standardized phasor residuals summed over time for cell-1 (top) and cell-2 (bottom).
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well as spectral FLIM, but sFLIM (both supported by the open-
source NyxSense code we provide) is more robust to the choice of
algorithm and—intuitively—to increasing spectral overlaps.

DISCUSSION

Time- or spectrally resolved imaging has become very accessible,
thanks to commercial confocal microscopes frequently installed
in core facilities that can support these applications. Such
technologies offer opportunities to match the increasing
demands for enhanced multiplexing of fluorescent markers.
The quantitative characterization of biochemical network
dynamics is an invaluable application of multiplexed
fluorescence to formulate or test hypotheses at the interface
between cell and systems biology. Nevertheless, this
application is comparatively immature, at least concerning

more quantitative approaches extended to small biochemical
networks. Demultiplexing several biochemical activities from
complex photophysical datasets is still a challenge that
requires breaking new grounds to enable the robust
characterization of biochemical networks at single-cell
resolution [7, 15, 30, 62]. This challenge is made harder by the
nonideal conditions necessary to image living cells. For example,
the need to minimize photon toxicity leads to low photon counts
and spurious signals. In addition, the use of several fluorescent
proteins that are determined by the need for multiplexing
constraints (spacing between excitation/emission spectra)
might exacerbate issues such as improper maturation of
acceptor chromophores and brightness, photobleaching, and
photochromism.

Therefore, here we contribute to this endeavor with a
framework based on multidimensional phasor transforms,
representing efficient and intuitive methods for demixing three

FIGURE 6 |Multidimensional phasor-based demixing of high multiplexed synthetic data. (A) Spectra of the simulated blue (blue solid line), green (green solid line),
and red (red solid line) positive controls (uncleavable sensors) and of the corresponding negative controls (only donors, dashed lines). Each curve was normalized to the
maximum. Data were simulated as 16 spectral bins, and channel 1–3 show which bins were summed to obtain three-channel mcFLIM. (B) A simulated REA0 curves. (C)
A simulated noisy image. (D) Time-lapse simulated data combining three sensors. Data are represented in the TP, SP, TSP phasor subspaces. The black circles
and lines represent the biochemical trajectory of a simulated data. Stars represent the reference fingerprints of the uncleavable sensors (labeled B,G, andR), and colored
circles show the donor-only references (labeled b, g, and r). (E) The results of demixing using (sTP

���→
, TP, SP, and TSP) for sFLIM (left) and mcFLIM (right) (see also

Supplementary Figure S6). (F) REA RMSD. (G). The phasor standarised residuals for sFLIM (left) and mcFLIM (right) (see also Supplementary Figure S7).
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FRET pairs excited at a single wavelength. Building on work
published by us and others (e.g., [21–23, 25, 27, 61]) we extended
this computational framework, including higher phasor
dimensionality. We demonstrate its efficacy to demix three
FRET pairs imaged at a single excitation wavelength that we
previously optimized for the multiplexing and by simulating
synthetic triple FRET pair images with more spectral overlap.
We provide a description of our methodology and the extension
to spectrally resolved FLIM of the NyxSense computational
platform that we had briefly described only for mcFLIM [27].
This platform is available in the public domain (https://github.
com/inatamara/NyxSense) and could be used by the community
to test, further improve, or simply use the methodology we
proposed. Spectrally resolved FLIM is readily available
commercially, and several bespoke implementations aimed to
make available cost-effective and user-friendly solutions have
been also published (e.g., [6, 42, 43, 51, 56, 58, 61, 63, 76],
promising increased availability of such sophisticated assays in
the near future. We showed that the combination of spectrally
resolved time phasors (sTP

��→
) with the spectral phasors (SP or TSP)

permitted efficient demixing of three FRET pairs, presenting a
low level of direct acceptor excitation using only six control
signatures. Interestingly, the results for sFLIM (16 spectral bins)
and mcFLIM (three spectral channels) were very similar for the
data discussed here, that is, six main control signatures (donor-
only and uncleavable sensors) with a low level of direct acceptor
excitation. However, the sFLIM is more robust to unmix lower
fractional contributions. Spectrally resolved FLIM will therefore
be an essential tool either to demix common FRET pairs with
large spectral overlaps or to further expand our capability to
multiplex more than three biochemical reactions from single
living cells.

However, we suggest that readily available equipment
dedicated to multicolor FLIM, particularly instruments capable
of fast detection, can already perform such complex
experiments efficiently. Therefore, the innovation of detection
technologies of both scanning and wide-field microscopes
can make biochemical multiplexing a routine technique in

the future [11, 32, 47, 59, 60]. We show that excellent
demixing results can be achieved with the open-source
toolbox NyxSense for both sFLIM and mcFLIM. NyxSense
implements the multidimensional phasor transforms that
facilitate the projection of complex multidimensional
photophysical data onto biochemical spaces of lower
dimensionality to represent the biochemical trajectory of
single cells in response to stimuli.
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Cannabidiol Modulates Mitochondrial
Redox and Dynamics in MCF7 Cancer
Cells: A Study Using Fluorescence
Lifetime Imaging Microscopy of
NAD(P)H
Rhys Richard Mould1, Stanley W. Botchway2, James R. C. Parkinson1,
Elizabeth Louise Thomas1, Geoffrey W Guy3, Jimmy D. Bell 1 and Alistair V. W. Nunn1*

1Research Centre for Optimal Health, School of Life Sciences, University of Westminster, London, United Kingdom, 2Central
Laser Facility, Science and Technology Facilities Council, UKRI, Rutherford Appleton Laboratory, Harwell Campus, Oxford,
United Kingdom, 3GW Pharmaceuticals, Salisbury, United Kingdom

The cannabinoid, cannabidiol (CBD), is part of the plant’s natural defense system that
when given to animals has many useful medicinal properties, including activity against
cancer cells, modulation of the immune system, and efficacy in epilepsy. Although there is
no consensus on its precise mode of action as it affects many cellular targets, CBD does
appear to influence mitochondrial function. This would suggest that there is a cross-
kingdom ability to modulate stress resistance systems that enhance homeostasis. As
NAD(P)H autofluorescence can be used as both a metabolic sensor and mitochondrial
imaging modality, we assessed the potential of this technique to study the in vitro effects of
CBD using 2-photon excitation and fluorescence lifetime imaging microscopy (2P-FLIM) of
NAD(P)H against more traditional markers of mitochondrial morphology and cellular stress
in MCF7 breast cancer cells. 2P-FLIM analysis revealed that the addition of CBD induced a
dose-dependent decrease in bound NAD(P)H, with 20 µM treatments significantly
decreased the contribution of bound NAD(P)H by 14.6% relative to the control (p <
0.001). CBD also increased mitochondrial concentrations of reactive oxygen species
(ROS) (160 ± 53 vs. 97.6 ± 4.8%, 20 µMCBD vs. control, respectively, p < 0.001) and Ca2+

(187 ± 78 vs. 105 ± 10%, 20 µM CBD vs. the control, respectively, p < 0.001); this was
associated with a significantly decreased mitochondrial branch length and increased
fission. These are all suggestive of mitochondrial stress. Our results support the use of
NAD(P)H autofluorescence as an investigative tool and provide further evidence that CBD
can modulate mitochondrial function and morphology in a dose-dependent manner, with
clear evidence of it inducing oxidative stress at higher concentrations. This continues to
support emerging data in the literature and may provide further insight into its overall mode
of action, not only in cancer, but potentially its function in the plant and why it can act as a
medicine.
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INTRODUCTION

Uncontrolled cell growth, or cancer, is frequently associated with
increased aerobic glycolysis (the Warburg effect) and alterations in
mitochondrial function (Trigos et al., 2018). A plant’s ability to
develop tumors could explain why so many secondary plant
phenolic compounds appear to have anticancer activity in both
plant and animal models (Rasouli et al., 2016); over 3,000 species of
plants have anticancer activity in animals, with many modulating
mitochondrial function and apoptosis (Gali-Muhtasib et al., 2015).
Due to the similarities between plant and animal metabolism,
many plant compounds can be considered mitochondrially
targeted drugs for treating cancer (Gorlach et al., 2015). In
plants, mitochondria are central in managing oxidative stress
via thermodynamic buffering, involving enhancement of
antioxidant capacity and uncoupling, as well as detoxification
and induction of programmed cell death (Popov, 2020; Gandin
et al., 2021). This is supported by evidence that some bioactive
plant compounds can protect plant mitochondria (Laus and
Soccio, 2020). Critically, the stress response system has to not
only be adaptive and protect cells but also induce cell death when
necessary, suggesting a biphasic or hormetic dose–response curve.
One such compound, cannabidiol (CBD), has demonstrated a
plethora of pharmacological effects ranging from anti-
inflammatory to anxiolytic, antiepileptic, anticancer, and even
antibacterial (Mechoulam et al., 2002; Gray et al., 2020; Kis
et al., 2019). However, there is still no clear consensus on its
mode of action. Rather than focusing on individual receptors and
channels, here we investigate how it might modulate a key nexus in
cell function, the mitochondrion.

CBD, along with Δ9-tetrahydrocannabinol (THC), is a major
phytocannabinoid and both are well described components of
medicines. Unlike THC, CBD is not psychoactive and is now
being used to treat epilepsy (O’Connell et al., 2017; Baker et al.,
2000). A growing number of studies have demonstrated the
anticancer properties of CBD, in both in vitro and in vivo models
(Ramer and Hinz, 2017; Kis et al., 2019). Proposed mechanisms
include induction of autophagy and mitochondrial-mediated
apoptosis and inhibition of exosome and microvesicle release
(Shrivastava et al., 2011; Armstrong et al., 2015; McAllister et al.,
2015; Kosgodage et al., 2018). Although the exact cellular
mechanisms by which CBD exerts its effects remain unclear
(Ibeas Bih et al., 2015), one potential mechanism may relate to its
ability to interact with the voltage-dependent anion channel 1
(VDAC1) (Rimmerman et al., 2013), which is central to metabolic
reprogramming, apoptosis, and a cancer drug target (Shoshan-
Barmatz et al., 2018). VDAC1 is also important in controlling
mitochondrial morphology as part of the mitochondrial-associated
membrane (MAM) complex and a key controller of calcium flux
(Giorgi et al., 2015). Critically, cancer cells modulate mitochondrial
dynamics to resist apoptosis (Senft and Ronai, 2016). We have
preliminary data that indicate that CBD modulates mitochondrial
dynamics (Nunn et al., 2013), supported by recent studies which
suggest CBDmodulates themembrane order and induces cholesterol
biosynthesis (Guard et al., 2020).

Another important target for CBD, the transient receptor
potential vanilloid 1 (TRPV1) (Bisogno et al., 2001; Iannotti

et al., 2014) is critical in calcium signaling and can lead to its
accumulation by mitochondria (Bujak et al., 2019). CBD
stimulates neuronal survival in models of Parkinson’s disease
via the protein kinase B/mammalian target of rapamycin (AKT/
mTOR) pathway through a mechanism involving TRPV1
(Gugliandolo et al., 2020) and can also induce cancer cell
death by inhibiting AKT/mTOR (Pisanti et al., 2017).
Similarly, CBD reduces oxidative stress, enhances
mitochondrial function, and stimulates G6PDH activity and
the pentose phosphate pathway (PPP) in cerebral ischemia
(Sun et al., 2017). However, enhancing PPP pathway
components in mitochondria, such as G6PDH could, by
reducing oxidative stress, suppress apoptosis and thus enhance
oncogenesis (Redhu and Bhat, 2020). This would begin to explain
why a single compound can both be protective (e.g., in neurons)
and capable of killing cancer cells.

It is possible that CBD directly modulates mitochondrial
function as part of its mode of action. Balance between
reduced nicotinamide adenine dinucleotide (NADH) and
nicotinamide adenine dinucleotide phosphate (NADPH) plays
a key role in balancing oxidative stress. This, in concert with
markers such as reactive oxygen species (ROS), calcium, and
mitochondrial dynamics could be informative in confirming this.
In recent years, 2P-FLIM of the reduced forms of NADH and
NADPH has emerged as a viable means of assessing the redox
state of the cell (Yaseen et al., 2017) and is used to identify
numerous pharmacological, physiological, and
pathophysiological disruptions in NAD+/NADH and NADP+/
NADPH metabolism (Yu and Heikal, 2009; Stringari et al., 2011;
Skala et al., 2007a). The spectral properties of NADH and
NADPH are indistinguishable and are therefore referred to as
NAD(P)H. Moreover, NAD(P)H fluorescence is an effective way
of imaging mitochondria, as NADH is predominantly found in
the mitochondrion (Yu and Heikal, 2009).

NADH is a central cofactor in both anaerobic glycolysis and
aerobic oxidative pathways and plays a critical role in controlling
cellular energy production (Blacker and Duchen, 2016). The
intrinsic fluorescence of NAD(P)H enables two photon
fluorescence lifetime imaging (2P-FLIM) to differentiate
between components of free or bound NAD(P)H species,
thereby reflecting changes in enzymatic function and
representing a potential label-free, direct marker of cellular
metabolism. The excited state lifetime of a molecule allows for
the extraction of additional information, as it is determined by a
wide range of environmental parameters, including oxygen
concentration, pH, ions, molecular binding, and the proximity
to other molecules, making it currently the technique of choice
for functional imaging in live cells and tissue. The use of two-
photon excitation also provides further advantages; for example,
using excitation wavelengths in the near infra-red (NIR) that are
tissue-friendly compared to ultraviolet radiation, decreasing
overall cell and tissue autofluorescence and light scattering,
and improved tissue depth penetration which allows
diffraction limited imaging selectivity, noninvasively confined
to the focal volume (Suhling et al., 2015).

Here we report the use of FLIM to further assess the effects of
CBD on mitochondrial metabolism and morphology in MCF7

Frontiers in Molecular Biosciences | www.frontiersin.org May 2021 | Volume 8 | Article 6301072

Mould et al. Cannabidiol Modulates Mitochondrial Dynamics, Redox

119

https://www.frontiersin.org/journals/molecular-biosciences
www.frontiersin.org
https://www.frontiersin.org/journals/molecular-biosciences#articles


breast adenocarcinoma cells. To achieve this, we used NAD(P)H
autofluorescence by applying 2P-FLIM to provide a label-free
marker of the metabolic state andmitochondrial morphology and
more conventional fluorescent markers to study ROS and
mitochondrial calcium levels.

MATERIALS AND METHODS

Cell Culture
MCF7 cells (from ATCC, provided by Central Laser Facility,
UKRI) were cultured in minimal essential media (MEM),
supplemented with 10% FBS and 1% penicillin/streptomycin.
For the experiments, cells were seeded onto individual dishes or
multiwell plates and treated with 0.005% v/v DMSO (Control) or
1, 5, 10, and 20 µM CBD (Sigma, United Kingdom) for 24 h prior
to assessment at 37°C with 5% CO2 humidified air.

2-Photon Fluorescence Lifetime Imaging
Microscopy
2P-FLIMwas used to image and quantifyNAD(P)H lifetime decay as
a measure of cellular and mitochondrial metabolism. MCF7 cells
were seeded at densities of 1.5 × 105 onto individual glass bottom
dishes (MatTek) and treated as described. Before imaging, cells were
acclimatized for 15min to room temperature. The 2P-FLIM setup
has been described previously (Botchway et al., 2015). Images were
obtained as follows: 750 nm wavelength light for 2-photon excitation
of NADH was generated by a mode-locked titanium sapphire laser
(Mira F900, Coherent Laser Ltd.), producing 180 fs pulses at 76MHz.
This laser was pumped by a solid-state continuous wave 532 nm laser
(Verdi 18, Coherent Lasers Ltd.). Images were collected through a
water immersion 60X 1.2 NA objective on a modified Nikon EC2
confocal scanning system attached to a TE2000-U microscope as
described previously (Botchway et al., 2015). Emission was collected
by the same objective, reflected off a 530 BK-25 filter (Comar Optics,
United Kingdom), passed through a BG39 filter and detected with an
external hybrid GaAsP (HPM-100–40, Becker and Hickl, Germany),
linked to a time correlated single photon counting (TCSPC) module
(SPC830, Becker andHickl, Germany). In this configuration, together
with an average laser power of 0.5mW at the sample, we mostly
observe the fluorescence signal from NAD(P)H with negligible
contribution from the flavins. This was confirmed with solution
phase studies of NAD(P)H and FAD (both purchased from Sigma,
United Kingdom, and used without further purification). We have
performed a dual channel FLIM setup containing BG39 with or
without extra band pass filters (a 440–490 nm band pass filter for
NADH and a 520–570 nm band pass filter for FAD and flavins), and
we did not detect flavin emission in the NADH channel. Solution
concentrations as high as 0.5mM are observed in the flavin-detecting
channel only. The intracellular FAD concentration has been
estimated to be around 8 μM (Kimata et al., 2018). For each of
the five experimental groups (Control, 1, 5, 10, and 20 μmCBD), five
spatially distinct 2P-FLIM images were acquired. Within each image,
five nonoverlapping cells with the highest signal-to-noise ratio were
chosen, equating to 25 cells per treatment group. As NAD(P)H signal
intensity aligns withmitochondrial morphology (See Supplementary

Figure S1), pixels corresponding to the mitochondria or the cytosol
could be manually selected (See Supplementary Figure S2) (the
spatial resolution of the setup was determined to be ∼350 nm) (Alam
et al., 2017). Photon counts of at least 1,000 were used for the
multiexponential analysis, which also excluded nuclear areas from
analysis. The decay curve of each pixel from the 2P-FLIM image was
modeled with a biexponential decay curve, according to Eq. 1, where
I(t) represents fluorescence intensity at time t after the laser pulse.
Goodness of fit was quantified by Chi-squared analysis (See
Supplementary Figure S3). From each pixel two observed
lifetimes were recorded: τFree for free NAD(P)H and τBound for
enzyme-bound NAD(P)H and the contributions of each lifetime
to the overall decay curve, αFree and αBound, respectively (Sharick et al.,
2018; Blignaut et al., 2019).

I(t) � αFreeexp
−t/τ1 + αBoundexp

−t/τ2 [1]

Mitochondrial Reactive Oxygen Species
and Ca2+
Mitochondrial ROS and Ca2+ levels were quantified using the
MitoSOX Red (ThermoFisher, United Kingdom) and Rhod2
(ThermoFisher, United Kingdom) stains, respectively, in
octuplicate, as per manufacturer’s instructions. Briefly, MCF7
cells were seeded at densities of 3.0 × 104 cells per well. Following
treatment, cells were stained with either 5 µM MitoSOX Red or
1 µM Rhod2 for 30 min. Fluorescence was measured on a
FLUOstar Optima microplate reader (BMG, Germany).
Excitation/Emission: 510/580 nm for MitoSOX Red and 552/
580 nm for Rhod2. Fluorescence intensities were normalized to
total cellular protein, measured using the Bradford assay.

Mitochondrial Morphology Analysis
Mitochondrial morphology was analyzed as previously described
(Valente et al., 2017). Briefly, MCF7 cells were seeded at densities of
1.0 × 105 cells per well and treated with DMSO (Control) or CBD for
24 h as described above. Following treatment, cells were stained with
MitoTracker Deep Red andNucBlue (ThermoFisher, United Kingdom)
and imaged using the ThermoFisher EVOS FL2 Auto using a 40X 0.65
NA plan fluorite objective. Five representative images were selected per
treatment group and within each image, the mitochondria of three
spatially distinct cells were selected for analysis. To quantify CBD-
induced changes in morphology, the cells were analyzed with the
MiNA plugin for ImageJ. This script, following a preprocessing stage
of unsharpmasking, local contrast enhancement (CLAHE), andmedian
filtering, binarized and then skeletonized the mitochondrial image to
produce an output of the mitochondrial footprint (the total area of the
binary image), mean length of mitochondrial networks, mean branch
length per network (the mean of the sum length of individual branches
on separate networks) and mean number of networks. Three cells were
analyzed per image for the five images. This experiment was carried out
in triplicate.

Statistics
Data are presented as box plots, the box shows median with 25th
and 75th percentiles, and the whiskers indicate minimum and
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maximum values. Statistical significance was calculated by one-
way ANOVA with Dunnett’s multiple comparison using
GraphPad Prism version 8.0 (GraphPad Software, La Jolla,
California, United States). An adjusted p < 0.05 was
considered statistically significant.

RESULTS

The significant dose-dependent effects of CBD on the
mitochondrial NAD(P)H lifetime are shown in Figure 1.
Figure1A are representative 2P-FLIM–derived images of
bound NAD(P)H in MCF7 cells 24 h post-treatment with
CBD. Each pixel represents the contribution of bound

NAD(P)H to the overall fluorescence decay, αBound, and is
color-coded between 50% (blue) and 1% (red). The images
indicate a shift from high (blue-green) to lower αBound
(yellow-orange) as the concentration of CBD increases.
Quantitative changes in αBound are shown in Figure 1B. CBD
was found to induce a dose-dependent decrease in αBound
(Control: 25.3 ± 3.9% vs CBD 20 μM: 11.3 ± 4.1%, p < 0.001).
CBD had no significant effect on the fluorescence lifetimes of
mitochondrial free NAD(P)H (τFree) and bound NAD(P)H
(τBound), shown in Figures 1C and D, respectively. The mean
values for each are consistent with the literature that describe free
NAD(P)H as having a shorter lifetime of approximately 0.4 ns
and bound NAD(P)H with a longer lifetime of approximately
2.4 ns. No significant effect of CBD was observed on cytosolic

FIGURE 1 | In vitro effects of cannabidiol on NAD(P)H fluorescence decay as measured by 2P-FLIM. (A) 2P-FLIM–derived images of bound NAD(P)H (αBound).
(B–G) Box plots showing the effect of CBD on (B) mitochondrial αBound NAD(P)H (%), (C) mitochondrial τFree (ps), (D) mitochondrial τBound (ps), (E) cytosolic αBound
NAD(P)H (%), (F) cytosolic τFree (ps), and (G) cytosolic τBound. Box shows median with 25th and 75th percentiles, and whiskers indicate minimum and maximum values.
n � 25/group; * � p < 0.05, ** � p < 0.01, *** � p < 0.001; data were analyzed by one-way ANOVA with Dunnett’s test for multiple comparisons using GraphPad
Prism (United States).
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levels of αBound NAD(P)H (Figure 1E). CBD had no significant
effect on the fluorescence lifetimes of cytosolic τFree and τBound
(shown in Figures 1F and G, respectively), and this again aligns
with the literature describing the lifetimes of each species.

The in vitro effects of CBD on mitochondrial morphology in
MCF7 cells are shown in Figure 2. Representative images are
shown in Figure 2A. To quantify these changes in mitochondrial
morphology we applied the MiNA plugin to assess the effects of

FIGURE 2 | In vitro effects of cannabidiol on mitochondrial morphology. (A) Representative images showing changes in mitochondrial morphology 24 h
posttreatment with CBD (1, 5, 10, and 20 µM) or the control (DMSO). Cells were stained with MitoTracker Deep Red and NucBlue (ThermoFisher, United Kingdom) and
imaged using the ThermoFisher EVOS FL2. (B–D) Box plots showing the effect of CBD on (B)mitochondrial footprint, (C)mitochondrial network length, and (D) mean
mitochondrial branch length. Box shows median with 25th and 75th percentiles, and whiskers indicate minimum and maximum values. n � 45/group; *** � p < 0.001;
data were analyzed by one-way ANOVA with Dunnett’s test for multiple comparisons using GraphPad Prism (United States).

FIGURE 3 | In vitro effects of CBD onmitochondrial ROS andmitochondrial Ca2+ production in MCF7 cells. (A) Effects of cannabidiol (CBD) on normalizedMitoSOX
intensity as a marker of mitochondrial reactive oxygen species (ROS) production. (B) Effects of CBD on normalized Rhod2 intensity as a marker of mitochondrial Ca2+

production. Box shows median with 25th and 75th percentiles, and whiskers indicate minimum and maximum values. n � 8/group; ** � p < 0.01, *** � p< 0.001; data
were analyzed by one-way ANOVA with Dunnett’s test for multiple comparisons using GraphPad Prism (United States).
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CBD on mitochondrial area (Figure 2B), network length
(Figure 2C), and branch length (Figure 2D). CBD was found
to induce a dose-dependent decrease in the mitochondrial
footprint (control: 436 ± 133 µm2 vs. CBD 20 μM: 214 ±
86 µm2, p < 0.001, Figure 2B), mean network length (control:
2.7 ± 0.3 µm vs. CBD 20 μM: 1.8 ± 0.2 µm, p < 0.001, Figure 2C),
and mean branch length (control: 4.2 ± 0.7 µm vs. CBD 20 μM:
2.4 ± 0.4 µm, p < 0.001, Figure 2D).

The effects of CBD treatment on mitochondrial ROS and
mitochondrial Ca2+ levels are shown in Figures 3A and B,
respectively. Compared to the controls, the highest dose of
CBD significantly increased the mitochondrial levels of both
ROS (Control: 97.6 ± 4.8% vs. CBD 20 μM: 160 ± 53, p <
0.001, Figure 3B) and Ca2+ (Control: 104.6 ± 10.3% vs. CBD
20 μM: 186.9 ± 78.2%, p < 0.01, Figure 3C).

DISCUSSION

In this study we used FLIM, fluorescence microscopy, and
conventional ROS and calcium detecting stains to investigate
the effects of CBD on NAD(P)H lifetime, calcium and ROS levels,
and mitochondrial morphology in a breast cancer cell line. This
study supports the use of FLIM to investigate how CBD may be
working. The observed increase in mitochondrial ROS and
calcium and enhanced mitochondrial fission and changes in
bound NAD(P)H weighting are suggestive of CBD affecting
mitochondrial function.

Studying mitochondrial function may be useful in explaining
the beneficial actions of many natural products. This is reflected
by the link between mitochondrial morphology and function in
both immune cells (Rambold and Pearce, 2018) and cancer (Chen
and Chan, 2017). Critically, many compounds that can suppress
immunity are also antiproliferative; for instance, rapamycin,
which modulates mTOR, is well known to be activated in
cancer (Rad et al., 2018) and a modulator of mitochondrial
function (Wei et al., 2015). In addition to metabolic
reprogramming, mitochondria play a central role in regulating
cell death, and resistance to proapoptotic signaling is a hallmark
of cancer (Sayers, 2011).

Understanding Warburg to Understand
Cannabidiol
A paradox in the understanding of the function of plant products,
including CBD, is how they can enhance survival of normal cells,
yet kill cancer cells. The Warburg shift, or aerobic glycolysis
(Kroemer, 2006; Wallace, 2012), may be key, as it is overall
antiapoptotic and probably key in the earlier stages of
carcinogenesis, as more advanced cancers often upregulate
mitochondrial function. This has led to the so called “Inverse
Warburg Hypothesis”, which, although not fully understood,
suggests that high levels of mitochondrial metabolism underlie
the observed inverse relationship between degenerative diseases
and cancer. Mitochondria are pivotal in the detection of and
adaptation to stress, sending out redox signals in response to
stress, which may be an important mechanism explaining how

plant secondary metabolites work as medicines via a process
called mitohormesis (Tapia, 2006). Critically, evidence is
accumulating that major plant stress signaling compounds,
such as jasmonates, can modulate mitochondria in both plant
and animal cells (Bömer et al., 2020). Moreover, plant
compounds are known to interfere with glycolytic pathways
and major controllers of metabolism, such as VDAC. Thus,
they appear to inhibit carcinogenesis, but if a tumor does
arise, they can alter its mitochondrial phenotype to restore cell
death (Stevens et al., 2018).

Known Mitochondrial Effects for
Cannabidiol–Controlling Calcium Flux
In cancer cells, reduced endoplasmic reticulum–mitochondria
Ca2+ exchange contributes to apoptotic resistance; increased
intracellular Ca2+ contributes to enhanced cell migration,
facilitating metastasis (Marchi and Pinton, 2016). This is
matched by changes in mitochondrial morphology, making
cells more resistant to apoptosis (Senft and Ronai, 2016).
Critically, mitochondrial function is tightly controlled by
calcium, ranging from stimulation to enhance respiration, to
overload to induce cell death (Rossi et al., 2019)—and in
cancer, calcium flow is directed away from the mitochondrion
(Danese et al., 2017).

CBD modulates TRPV1 and calcium influx into the cell and
potentially into the mitochondrion (Ryan et al., 2009; Mato et al.,
2010; Olivas-Aguirre et al., 2019). More directly, CBD has been
shown to bind to and close VDAC1, a major channel responsible
for transporting Ca2+, potentially responsible for the
immunosuppressive and anticancer effects of CBD
(Rimmerman et al., 2013). In leukemic cells, CBD induces
dose-related mitochondrial dysfunction, leading to apoptosis,
which is associated with mitochondrial calcium overload, loss
of mitochondrial membrane potential, and enhanced ROS
production (Olivas-Aguirre et al., 2019). This all supports
earlier data that CBD application can result in mitochondrial
calcium overload and enhanced ROS production (Ryan et al.,
2009; Mato et al., 2010).

Interpreting the FLIM Data
In response to CBD, we identified a dose-dependent decrease in
mitochondrial bound NAD(P)H (αBound). This appears to
indicate reduced activity of the ETC, as the oxidation of
NADH by complex I is the first point where electrons enter
the ETC (Chakraborty et al., 2016). Indeed, comparable
reductions in NAD(P)H αBound have been observed in
response to known mitochondrial toxins and inhibitors such
as potassium cyanide and rotenone (Bird et al., 2005;
Schneckenburger et al., 2004), while in contrast, agents which
increase metabolic activity increase mitochondrial αBound
NAD(P)H (Alam et al., 2017). So, in relation to our data, the
increase in unbound NAD(P)H may represent an inhibition of
the ETC and/or enhanced TCA leading to increased NADH,
possibly coupled to inhibition of glycolysis and enhanced PPP
activity, a generalized inhibition of metabolism leading more
unbound NAD(P)H, and possibly, inhibition of NADP+ binding
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to G6PDH. The latter effect is a known ability of the polyphenol
epigallocatechin gallate (EGCG) (Shin et al., 2008) which also
modulates mitochondrial function (Oliveira et al., 2016).
Inhibition of G6PD has also been observed for other phenolic
compounds (Adem et al., 2014), while many have also been found
to dissociate hexokinase from VDAC1, which inhibits glycolysis
and can enhance apoptosis (Tewari et al., 2015; Tewari et al.,
2017; Goldin et al., 2008). There is thus, perhaps, a generalization
that many of these bioactive plant compounds have the capacity
to induce metabolic reprogramming, which may also apply to
CBD. Whilst the contribution of each species to the decay curve
were affected by CBD treatment, there were no significant
changes in the lifetimes of each species itself (τfree and τBound).
Changes in τBound are often associated with a redistribution of
NAD(P)H binding sites as a result of a shift in metabolic
pathways (Skala et al., 2007b). The absence of changes in this
study may indicate no such pivot in specific metabolic pathways,
although further studies comparing CBD-mediated τfree and
τBound to agents known to perturb mitochondrial metabolism
would be required to validate this.

In terms of intracellular localization, 2P-FLIM permits highly
localized, label-free, sub-micron determination of the redox state,
enabling the differentiation of the mitochondrial redox response
from that of the cytosol. The lack of effect on free or bound
cytosolic NAD(P)H in our results would seem to indicate that the
actions of CBD are mitochondrial specific, which has been
proposed based on the highly lipophilic properties of CBD
(Huestis, 2007; Ryan et al., 2009). However, the subtle,
interconnected relationships between the many cellular
pathways maintaining stores of NADH are not fully
deconvoluted in the aggregate FLIM signal (Blacker and
Duchen, 2016), making full interpretation difficult. For
example, while cancer cells shift their preferred energy-
generating pathway to aerobic glycolysis (Trigos et al., 2018),
the relative rates of glycolysis and OXPHOS do not appear to
affect the intracellular NADH fluorescence lifetime (Blacker and
Duchen, 2016; Guo et al., 2015).

Insight Into Mode of Action
It should be noted that the 24 h post-exposure protocol employed
here was based on our earlier investigations into the actions of
CBD (Kosgodage et al., 2018) and therefore limits our ability to
define an accurate timescale for the specific cascade of
intracellular events following CBD administration. However,
previous studies have indicated that CBD-triggered increases
in Ca2+ precede any mitochondrial changes in ROS,
membrane potential, or morphology (Olivas-Aguirre et al.,
2019). This might suggest a sequential modulation of various
parts of the cells, starting on the outside and working inwards as
this highly lipophilic compound is absorbed by the cell.

Overall, our FLIM data suggest that CBD induces mitochondrial
oxidative stress in these cancer cells, which correlate with the dose-
related increase in mitochondrial ROS and calcium and evidence of
increased mitochondrial fission. Although cancer cells often display
abnormal mitochondrial dynamics, mitochondrial fission is often a
response to oxidative stress, especially if ROS originates from
damaged mitochondria and is associated with a loss of the

mitochondrial membrane potential and influx of calcium,
leading to mitophagy and renewal or cell death (Sharma et al.,
2019). Mitochondrial fission can also form part of a positive
feedback cytosolic calcium signaling pathway that can promote
autophagy, which also seems to be reliant on increased ROS
production (Huang et al., 2019). Mitochondria have a pivotal
role in maintaining cellular homeostasis by sequestering and
releasing intracellular Ca2+. Within the mitochondria, Ca2+

biphasically affects energy metabolism via activation/inhibition of
mitochondrial enzymes and direct charge alteration of the
mitochondrial membrane potential, which in turn regulates the
supply of electrons into the respiratory chain and production of
ROS (Danese et al., 2017). Ultimately however, prolonged
accumulation of mitochondrial calcium, known as calcium
overload, is associated with the mitochondrial permeability
transition (MPT), a key step in the initiation of apoptosis, and
has been identified in T-cells following treatment with CBD
(Olivas-Aguirre et al., 2019). Indeed, these data support our
previous observations of CBD-induced mitochondrial fission in a
different cell line (Nunn et al., 2013) and our unpublished
observations in several other cell lines. Overall, this supports the
concept that CBD can induce ROS in a range of tissue types,
including monocytes (Wu et al., 2018), glioma stem cells (Singer
et al., 2015), and breast cancer cells (Kis et al., 2019).

To explain this, we suggest that CBD triggers calcium uptake via
TRPV and/or release from endoplasmic stores, which is then taken
up by the mitochondrion. In fact, TRPV1 is also expressed
intracellularly, and it has been suggested to play a role in calcium
signaling to the mitochondrion (Nita et al., 2016). Combined with
data that it may alsomodulate VDAC1 (Rimmerman et al., 2013), we
suggest that as CBD is absorbed by the cell, it sequentially modulates
pathways that can result in either enhanced cellular protection or,
potentially, induction of cell death; key in this is both direct and
indirect modulation of mitochondrial function. Support for this
comes from research that indicates that CBD can induce
autophagy, which could be important in epilepsy (Hosseinzadeh
et al., 2016), alcohol-induced liver damage (Yang et al., 2019), and
cancer (Shrivastava et al., 2011). Autophagy is pivotal in maintaining
overall mitochondrial health and involves VDAC1 andmTOR; a key
trigger of the process is mitochondrial dysfunction (Li et al., 2020).
Induction of mitochondrial stress could lead to mitophagy, which in
some cells restores homeostasis, for instance, ensuring inflammation
resolution, but in others, such as cancer cells, it results in death.
Figure 4 summarizes a possible mode of action. A key point here is
that VDAC1 binds many different proteins, including HK and
components of the Bcl2/Bax, so it is also central in controlling cell
fate and a target for cancer treatment (Shoshan-Barmatz et al., 2017).

In broader terms, our data suggest that CBD, as its actions are
often biphasic, could be mitohormetic (Nunn et al., 2020),
inducing sublethal mitochondrial stress that results in an
adaptive response via increased ROS production (Ristow and
Schmeisser, 2014). In cancer cells, being at higher levels of stress
than healthy cells, this tips them into a terminal oxidative stress.
This selectivity has been observed following treatment of T-cells
with CBD, inducing Ca2+ overload and apoptosis in cell lines
derived from acute lymphobastic leukemia of T-lineage, but not
in healthy T-cells (Olivas-Aguirre et al., 2019). This demonstrates
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the potential of CBD in anticancer therapy by “priming” cells,
through sensitizing the mitochondria to respond better to
chemotherapy and hence reducing the severity of treatment
and side effects (Henley et al., 2017; Kosgodage et al., 2018).

CONCLUSION

Overall, our data support a consistent narrative regarding
mitochondrial modulation by CBD. Our results align with
those of previous studies demonstrating that CBD induces
mitochondrial membrane changes that are not too dissimilar
to a reduction in the mitochondrial membrane potential and
the activation of intrinsic apoptotic pathways (Shrivastava
et al., 2011; Wai and Langer, 2016; Olivas-Aguirre et al.,

2019). Finally, we believe that the use of 2P-FLIM could be
unique in unlocking further details of how CBD works, and we
aim to use the technique to study different cell types to
investigate the proposed mechanism further, for example,
understanding its effects on NADH, NADPH, and FAD
lifetimes. In particular, we will seek evidence of biphasic
effects in response to different doses across a range of
timescales.
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FIGURE 4 | Suggested mode of action of CBD, focusing on some of its known targets, and some inferred from other phenolic compounds. CBD may stimulate
calciumuptake into the cell, possibly by channels like TRPV1 and then into themitochondria, whichmay involve VDAC1. It could then eventually inhibit the electron transport
chain (ETC) and potentially induce the release of hexokinase (HK, which binds to VDAC1; VDAC1 is also key in controlling apoptosis via the BCL/BAX system), and either
directly, or indirectly (e.g., by ROS), inhibits other key enzymes in glycolysis, such as G6PDH or GAPDH. This could first stimulate and then inhibit mitochondrial
function, providing a powerful adaptive signal; initially, themitochondrion can swell while it buffers calcium. However, toomuch calcium influxwill eventually lead to overload,
loss of membrane potential, and inhibition of ATP production. If the amount of calcium influx is transient, or not too large, the mitochondrion has a number of adaptive
strategies, such as mitochondrial permeability transition pore flickering (MPTP) to release excessive calcium and upregulation of antioxidant pathways, which could include
the pentose phosphate pathway (PPP). However, if its membrane potential starts to fall, it could start to fission and stimulate mitophagy/autophagy and initially leads to
mitochondrial biogenesis and eventually leads to induction of cell death; rapid fragmentation does seem to predispose to cell death. The key effect will be to switch off
anabolic growth pathways and enhance stress resistance and catabolism, which could be indicated by a shift in bound NAD(P)H. The outcome is thus likely to be
concentration and cell type dependent, as well as dependent on the initial metabolic state of the cell. A key tipping point in relation to cancer is that the sudden influx of
calcium will potentially increase TCA activity and potentially flow through the ETC, which will increase ROS and shift carbohydrate flux away from growth to stress
resistance, for instance, by inhibiting GAPDH. However, cancer cells are generally a lot more reliant on antioxidant defense systems, as generation of ROS is a key driver of
proliferation, so suddenly enhancing mitochondrial ROS is a recognized anticancer strategy as it can tip cancer cells, but not normal cells, toward cell death.
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FIGURE S1 |NAD(P)H autofluorescence andmitochondrial staining overlap.
Representative images of 2P-derived NAD(P)H autofluorescence and MitoTracker
Red-stained MCF7 cells. Superimposed images show the NAD(P)H signal matching
mitochondrial morphology.

FIGURE S2 | Identifying mitochondrial and cytosolic pixels for analysis.
Representative 2P NAD(P)H FLIM image illustrating selection of pixels to be anaylsed.

FIGURE S3 | 2P NAD(P)H FLIM and the Goodness of Fit (Chi Squared).
Representative 2P NAD(P)H FLIM-derived images for each treatment group, colour-
coded to the obtained chi squared value (χ2).
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Biosensing the Presence of Metal
Nanoparticles by Spectrally- and
Time-Resolved Endogenous
Fluorescence in Water Moss
Fontinalis antipyretica
Alzbeta Marcek Chorvatova1,2*, Martin Uherek1 and Dusan Chorvat1

1Department of Biophotonics, International Laser Centre of the Slovak Centre of Scientific and Technical Information, Bratislava,
Slovakia, 2Department of Biophysics, Faculty of Natural Sciences, University of St. Cyril and Methodius, Trnava, Slovakia

Pollution by heavy metals represents a significant environmental burden. We employed
confocal microscopy with spectral detection and fluorescence lifetime imaging (FLIM) to
evaluate the effect of nanoparticles (NPs) from various metals (Zinc, Nickel, Cobalt,
Copper) on endogenous fluorescence of Fontinalis antipyretica moss. Short term
(3–5 day) exposure to NPs, designed and fabricated by direct synthesis using
femtosecond laser ablation in water, was studied. The green flavonoid and/or lignin
endogenous fluorescence peaking between 500 and 560 nm was found to be
increased by Zn and significantly reduced by Cu. The overall red chlorophyll
fluorescence intensity with a maximum of 680 nm remained largely unchanged after
exposure to Ni and Zn, but was decreased in the presence of Co and completely
abolished by Cu. All NPs but Zn induced changes in the fluorescence lifetimes,
demonstrating increased sensitivity of this parameter to environmental pollution.
Gathered data indicate fast responsiveness of the endogenous fluorescence in the
Fontinalis antipyretica moss to the presence of heavy metals that can thus potentially
serve as a biosensing tool for monitoring environmental pollution in the moss natural
environment.

Keywords: Autofluorescence (AF), FLIM (fluorescence lifetime imaging microscopy), nanoparticle (NP), chlorophyll,
moss, heavy metal, biosensor

INTRODUCTION

In the last decades, the environment has been severely polluted by heavy metals. Despite the fact that
some heavy metals are essential trace elements for the functioning of living organisms, most can be
toxic due to formation of complex compounds within the cells [1]. Excessive levels of metals such as
Co, Cu, or Zn, induced by industrial developments, thus often lead to detrimental effects on living
cells and organisms [2]. Heavy metals induce lipid peroxidation and DNA damage leading to several
diseases, namely various types of cancer [3]. Other potential harmful effects include metabolic
disorders, lung inflammation, hepatic and/or heart diseases, as well as nervous system problems and
foetal as well as birth defects [4, 5]. Mosses, together with algae and higher plants, are highly sensitive
to environmental pollution including that of heavy metals that they are also capable to accumulate
[6]. The decrease in the photosynthetic capacity, inhibition of growth, as well as reduced biosynthesis
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of chlorophylls and/or carotenoids often accompanies metal
toxicity [7, 8]. In the past, diverse investigations proved the
suitability of Fontinalis antipyretica for heavy metal
biomonitoring in natural habitats [9, 10]. Previous research
has demonstrated that aquatic moss Fontinalis antipyretica can
be used as an indicator of heavy metal toxicity [11, 12]. For that
reason, we opted for the Fontinalis antipyretica moss and
evaluated its responsiveness to heavy metals using spectrally-
and time-resolved monitoring of their endogenous fluorescence.

The choice of the appropriate detection method for
environmental monitoring of the presence of heavy metals in
aqueous solution is broadly important. Among available
methods, fluorescence emission spectroscopy is an attractive
approach because of its non-invasiveness, easy-to-use operation
and the widespread availability of equipment for analysis. We
employed both spectrally- and time-resolved fluorescence
monitoring. Time-resolved imaging presents an advanced tool to
monitor changes of the endogenous fluorophores to their
environment directly in living cells [13, 14]. Chlorophyll a is a
well-established fluorescing pigment employed in photosynthesis
[15]. In addition to the chlorophyll fluorescence, NADPH
dependent blue-green fluorescence (BGF) was also described in
isolated chloroplasts [16, 17], while most of the green fluorescence in
the intercellular space was associated with lignins of the intermediate
lamella [18]. We previously demonstrated a sensitivity of
endogenous fluorescence to various environmental stressors
employing the spectrally and time-resolved microscopy in algae
[19, 20]. In this contribution, we focus on endogenous fluorescence,
derived primarily from chlorophylls, but also from flavonoids and/or
lignins, studied by spectrally- and time-resolved imaging in moss.

To study the effect of heavy metals, we have chosen heavy metal
NPs produced by femtosecond laser ablation, as previously
described [21]. NPs possess particular properties related to their
small size, as well as composition. Consequently, they offer a large
number of applications [22–24]. Their interaction with living
organisms was broadly investigated. CuO, as well as ZnO NPs
were shown to have antimicrobial properties [25–27]. Ni and Co
NPs were also demonstrated to induce stress in the microalgae [28,
29]. Under heavy metals exposure, the growth and the chemical
composition of several substances, including chlorophylls, have
been reduced within the first 48 h [30]. We also noted the capacity
of heavy metal NPs to reduce the chlorophyll fluorescence after
10–14 days of exposure in algae [31].

In this contribution, we focus on the effect of heavy metals on
endogenous fluorescence in the Fontinalis antipyretica moss.
Water is an exceptionally essential source for the presence of
life on the Earth. The water quality has been seriously affected
by human activities. Heavy metals enter into the aquatic system
through the agricultural runoff and industrial discharges [32].
Previously, we have demonstrated the sensitivity of marine algae
Dunalliela tertiolecta to laboratory-induced stress with heavymetal
cadmium [19, 33]. The study showed an appearance of the stress-
related light-harvesting complex (LHC), as well as changes at the
endogenous fluorescence levels. We also demonstrated that
endogenous fluorescence can potentially serve as a biosensing
tool for monitoring environmental pollution [34]. Our aim in
this work is to evaluate non-invasively the short term (in terms of

days) exposure of Fontinalis antipyretica moss to chosen heavy
metal NPs (Zn, Ni, Co, Cu), employing spectrally- and time-
resolved studies of their endogenous fluorescence.

MATERIALS AND METHODS

Sample
Water bryophyte green moss species Fontinalis antipyretica was
gathered commercially from aquashop (Aquasymbioza,
Bratislava, Slovakia) and grown under ambient light. For the
measurements, green moss fyloides were cut and placed on a
microscope slide without further modification.

Preparation of Metal Nanoparticles
NPs of the size in the range 10–100 nm were prepared by laser
ablation of metal surfaces, as described previously [21, 31]. In brief,
discs from pure metals were covered by deionised water and we
have employed ultrafast spirit ytterbium amplified laser (HighQ,
SpectraPhysics, Newport, 300 fs pulse width, 1,040 nmwavelength;
4W mean power operated at 100 kHz) that was focused at the
metal disc surface by Plan N 10×/0.25 UIS2 objective (Olympus).
The laser beammovement over the surface was done by motorized
XYZmicropositioner (Walter Uhl TechnischeMikroskopie GmbH
& Co.) via a joystick interface.

Substrates for the fabrication of NPs included following metal
discs of pure elements (Goodfellow Cambridge Ltd.):

The size of the NPs, determined by Scanning Electron
Microscopy [21] reached under 20 nm for Co and Cu,
between 10 and 20 nm for Zn (often aggregating into chunks
up to 80 nm) and between 20 and 80 nm for Ni.

NPs were prepared in distilled water and 20 µl of the solution
with NPs was added without additional modification to Fontinalis
antipyretica moss in 0.5 ml of pure water. In the control sample,
the equivalent of deionized water was added. NPs were
maintained with the moss leaves during 3–5 days before use.
All procedures complied with the Institutional rules and
guidelines of the International Laser Center in Bratislava.

Confocal Imaging
Confocal autofluorescence images were gathered using the laser
scanning confocal microscope Axiovert 200 LSM 510 Meta (Carl
Zeiss, Germany) equipped with objective C-Apochromat 40×, 1.2
W Corr. Moss leaves were excited with the 450 nm laser (Kvant,
Slovakia), fluorescence was detected using two photomultipliers
and 16 channel META detector. Channel 1 was recorded with BP
500–550 IR filter and channel 2 using BP 650–710 IR filter.
Spectrally-resolved blue/green images were recorded between 477
and 638 nm with 11 nm step using 472–643 filter. Spectrally-
resolved red images were gathered between 638 and 713 nm with
11 nm step using 632–718 filter.

Cobalt Co (99.9%), diameter 25 mm, thickness 1.0 mm
Zinc Zn (99.99%), diameter 25 mm, thickness 3.0 mm
Nickel Ni (99.99%), diameter 25 mm, thickness 3.2 mm
Copper Cu (99.99%), diameter 25 mm, thickness 3.0 mm
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Fluorescence Lifetime Imaging Microscopy
FLIM images were recorded using time-correlated single-photon
counting (TCSPC) technique equipped with a 475 nm picosecond
pulsed laser diode (BDL-475, Becker&Hickl, Germany) [14]. The
laser beam was reflected to the sample through an epifluorescence
path of the Axiovert 200 LSM 510 Meta (Zeiss, Germany) inverted
microscope and LP 500 nm filter was used to separate emitted
fluorescence from laser excitation. HPM 100–40 photomultiplier
and SPC-830 TCSPC board were used for detection of time-
resolved signals (both Becker&Hickl, Germany).

Data Analysis
Confocal images were analyzed by ZEN 2011 software (Zeiss,
Germany). FLIM images were analyzed using proprietary
software packages SPCImage (Becker&Hickl, Germany). In the
data fitting procedure, the synthetic IRF function produced by
SPCImage software (Becker Hickl, Germany) was employed as an
instrument response function. Statistical comparison was done by
Origin 6.0 Professional using one-way Anova, with p < 0.05
considered as significant.

RESULTS

Our aim was to examine changes in the spectrally- and time-
resolved endogenous fluorescence of the green moss water

bryophyte species Fontinalis antipyretica following the short-
term (3–5 days) exposure to diverse heavy metal NPs.

Spectrally-Resolved Imaging of the Effect of
Nanoparticles on Endogenous
Fluorescence in Moss
The endogenous fluorescence of the moss was evaluated in the
presence of NPs at two emission windows: first in the green
spectral region, 500–550 nm, and second in the red spectral
region, 650–710 nm in response to excitation at 450 nm
(Figure 1A green and red windows). The two different
channels were chosen because the red chlorophyll fluorescence
was several times higher than the green one. The intensity in the
red spectral region was comprised within the cell chloroplasts
(Figure 1B red “balls”), as expected for the contribution of
chlorophylls [15]. The green fluorescence was mainly situated
in the intercellular space (Figure 1B green “fibres”) and, in part,
also recorded intracellularly. The green fluorescence is most likely
related to the fluorescence of intracellular flavins and flavonoids
when recorded inside the cells and/or lignins when measured as
green “fibres” in the intercellular environment [18].

In the presence of heavy metal NPs, we have observed changes
in the endogenous fluorescence in the moss (Figure 1C). Zn
induced a clear rise in the green fluorescence in the intercellular
space, while Cu attenuated both the green and the red

FIGURE 1 | Fluorescence microscopy images of endogenous fluorescence of Fontinalis antipyretica in control conditions and in the presence of heavy metal NPs.
(A) Images recorded by laser scanning confocal microscopy in control conditions, excitation 450 nm. Green fluorescence channel 1) emission 550–550 nm, red
fluorescence channel 2) emission 650–710 nm, grey channel 3) transmission image, mixed channel 4) overlay of channels 1–3. (B) Amplified section of the overlaid green
and red fluorescence image, (C) the overlay of all channels in the presence of the tested heavy metal NPs (Zn, Ni, Co, and Cu); scale 20 μm.
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FIGURE 2 | Spectrally-resolved images of Fontinalis antipyretica blue/green fluorescence. (A) An original lambda-coded image in control conditions taken with an
11 nm step between 477 and 638 nm, excitation 450 nm. (B)Comparison of the recorded spectra in the presence of individual NPs (n � 28 in Ctrl, n � 20 in Zn, n � 30 in
Ni, n � 28 in Co, n � 37 in Cu). (C) Statistical comparison at 540 nm, *p < 0.05 with one-way Anova. (D) Original recordings in the presence of Zn, Ni, Co and Cu NPs,
scale 20 μm.

FIGURE 3 | Spectrally-resolved confocal microscopy images of Fontinalis antipyretica red fluorescence. (A) An original lambda-coded image in control conditions
taken with an 11 nm step between 638 and 713 nm, excitation 450 nm. (B)Comparison of the recorded spectra in the presence of individual NPs (n � 42 in Ctrl, n � 28 in
Zn, n � 26 in Ni, n � 36 in Co, n � 31 in Cu). (C) Statistical comparison at 680 nm, *p < 0.05 with one-way Anova. (D) Spectrally-resolved confocal microscopy imaging of
the red fluorescence in the presence of Zn, Ni, Co, and Cu NPs, scale 20 μm.
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fluorescence of the moss. Next, to evaluate the spectral
characteristics of the fluorescence that was affected by heavy
metals, we have therefore employed the spectrally-resolved
fluorescence. Spectral changes in the endogenous fluorescence
of the moss were evaluated by spectrally-resolved images taken in
the blue/green spectral region, using an 11 nm step between 477
and 638 nm (Figure 2A). In these conditions, endogenous
fluorescence in control conditions was recordable between 520
and 560 nm (Figure 2B). Using this protocol in control
conditions, the fluorescence peaked at 540 nm. When recorded
at this wavelength, we noted a significant rise in the presence of
Zn (Figure 2C). On the other hand, Cu induced a significant
decrease in this fluorescence, while Ni and Co had a tendency to
reduce it, but this effect did not reach significance. At Figure 2D,
representative images in the presence of NPs are shown.
Aggregation was proposed to play role in the modification of
the lignin fluorescence [35] and we advance that it can also play a
role in this action.

We have also recorded a rise in the blue signal at 477–488 nm
in the presence of all but Zn NPs (Figure 2D, blue colour). This
signal was mostly lacking in control conditions and, as we already
reported previously [31], is most likely related to the reflection on
the metal particles. This fluorescence was mainly situated in the
intercellular space and its lack in the presence of Zn can thus be
related to the rise in the stronger green fluorescence in this
condition.

Red fluorescence of the moss represents the typical chlorophyll
fluorescence [15]. When evaluated using spectrally-resolved
confocal imaging, the fluorescence was taken in the red

spectral region between 638 and 713 nm with an 11 nm step
(see Figure 3A for the original recording in control conditions,
with spectra at Figure 3B). In these conditions, the moss
fluorescence in the chloroplasts peaked at 680 nm, as expected
for the chlorophylls. At this emission wavelength, no change in
the fluorescence was recorded in the presence of Zn (Figure 3C,
with the original recording at Figure 3D). On the other hand, Co
and Cu significantly reduced the red fluorescence at 680 nm
(Figures 3C,D). Ni tends to decrease the chlorophyll signal,
but this effect did not reach significance. The gathered result
uncovered different sensitivities of the chlorophyll fluorescence
to NPs.

Time-Resolved Imaging of the Effect of
Nanoparticles on Endogenous
Fluorescence in Moss
In order to better understand the observed reduction in the
chlorophyll fluorescence in the presence of NPs, we have
employed FLIM. Time-resolved fluorescence was recorded by
TCSPC following excitation at 475 nm, using LP 500 nm
emission filter (Figure 4). In such settings, most of the
recorded fluorescence is situated intracellularly and is derived
from chloroplasts inside Fontinalis anripyretica cells (see
Figure 4A for the original recording of the FLIM image in
control conditions). Fluorescence decays (see example of the
decay curve in control conditions at Supplementary Figure
S1) presented the best χ2 (under 1.2–1.6) for a 3-exponential
decomposition (see lifetime values with corresponding

FIGURE 4 | FLIM images of Fontinalis antipyreticamoss. (A) An original FLIM image in control conditions (CTRL) following excitation at 475 nm, using LP 500 nm
emission filter. Lifetime distribution showed in the range 200–500 ps; (B) histograms of fluorescence lifetimes in the recorded conditions illustrated between 50 and
500 ps. (C) Amplitudes gathered by a 3-exponential decay for fixed lifetimes of 100 ps (a1, component 1) and 350 ps (a2, component 2), with residual third component
a3 (n � 6 in Ctrl, n � 5 in Zn, n � 7 in Ni, n � 6 in Co, n � 4 in Cu). (D) Representative FLIM images in the presence of Zn, Ni, Co and Cu NPs, scale 200–500 ps.
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amplitudes at Supplementary Table S1). At the same time, most
of the fluorescence decayed at tau1. Such fluorescence lifetime
situated between 200 and 500 ps (Figure 4B) which corresponds
well to the chlorophyll fluorescence [20, 36]. In addition to
fluorescence lifetime histograms (Figure 4B), we therefore also
evaluated amplitudes related to the fixed lifetime of 100 ps (close
to low lifetime values recorded in conditions such as Cu) and
350 ps (recorded in most conditions, including the control ones).
In control conditions, the a1/a2 ratio for these fixed lifetimes was
20/73% with a small (7%) residual third component (Figure 4C).

When NPs were applied to Fontinalis anripyretica cells,
statistical comparison of the recorded lifetime histograms
(Figure 4B) revealed that, when compared to control
conditions, Zn induced little or no change in the lifetime
distribution for this fluorescence (Figures 4B,D), with the a1/
a2 unaffected (23/68%, Figure 4C). On the other hand, in the
presence of Co, the a1/a2 ratio reached close to parity (50/45%).
Interestingly, Ni that was unable to induce a significant change in
the overall fluorescence reversed the a1/a2 ratio to 68/28%. Such
reverse of the a1/a2 ratio was even more pronounced in the
presence of Cu, where it reached 89/10% (Figure 4C). This effect
of Cu was also observable at the lifetime histograms (Figure 4B):
as the Cu shortened the fluorescence lifetimes, an appearance of a
very short lifetime around 150 ps was noted. Observed effects of
NPs on the chlorophyll fluorescence lifetimes indicate that the
recorded decrease in the chlorophyll fluorescence in the presence
of NPs is most likely related to the change in the molecular
environment. These results also suggest higher sensitivity of the
fluorescence lifetimes than that of the fluorescence intensity to
environmental stress, making this parameter a potential
biosensing tool for rapid responsiveness of the moss to the
heavy metal presence.

DISCUSSION

Data gathered in this contribution demonstrate that the short-
term exposure for 3–5 days of the Fontinalis anripyreticamoss to
NPs produced from various metal targets using fs laser ablation
[21] induced changes in its endogenous fluorescence. More
precisely, we observed an increase of the green fluorescence in
the spectral region 500–560 nm by the Zn and its decrease by the
Cu NPs. On the other hand, the red chlorophyll fluorescence was
reduced by the Co and Cu NPs and this effect was accompanied
by changes in the fluorescence lifetimes induced by all but
Zn NPs.

Heavy metal pollution is one of the most sensitive
environmental issues due to production and a discharge into
the environment of wastes containing different heavy metals by
various industries. The presence of heavy metals in water and
wastewater is thus increasing [2, 6]. An inhibited biosynthesis of
chlorophylls, together with the decrease of growth-limiting
photosynthesis and respiration [7, 8, 30] belong to the most
frequent symptoms of the metal toxicity. In the present study, we
evaluate the sensitivity of endogenous fluorescence to short-term
exposure of heavy metal NPs in water bryophyte species
Fontinalis antipyretica moss. This green moss is naturally

occurring in sweet water lakes and is thus a good choice for
the study of environmental pollution in water environments [37,
38]. It occurs on submerged rocks and wood in flowing or
standing waters, including sweet water lakes, where it forms
refuge for fish eggs. This moss was found to have good
accumulation properties for metals when used in active
biomonitoring in the river environment [11]. In addition, the
Fontinalis antipyretica moss presents high sensitivity of
chlorophyll fluorescence parameters to environmental changes
[38] and can adsorb some of the heavy metals (Cd, Zn) [39].

Endogenous fluorescence was evaluated in two spectral
regions: the green (peaking between 540 and 560 nm) and the
red (peaking at 680 nm). Previously, the NADPH dependent
blue-green fluorescence (BGF) was described in isolated
chloroplasts [16, 17]. In our experiments, green/yellow
fluorescence stimulated by excitation at 450 nm was most
pronounced between 510 and 560 nm and this fluorescence
inside the cells is most likely derived from NADPH-related
flavins and flavonoids. In addition to the blue-green
fluorescence inside the cells, most of the green fluorescence
was observed in the intercellular space. Such green
fluorescence can be derived from lignins of the intermediate
lamella [18]. This fluorescence was clearly increased in the
presence of Zn NPs and completely abolished in the presence
of the Cu NPs. Metal oxide NPs of ZnO are known to have
antimicrobial properties associated with an increase in the ROS
production [26]. At the same time, aggregation-induced
conjugation from phenylpropane units was believed to be the
main source of the visible emission of lignin and different
phenylpropane aggregates consequently forming the multi-
fluorophore system in lignin micelle [40]. Lignin aggregation
fluorescence behavior has great potential in its microstructure
analysis and a case study of pH/ionic strength-induced solution
behaviour analysis was presented [40]. We propose that such an
oxidative-stress related aggregation-dependent mechanism can
play role in the observed effect of the rise in the intercellular space
green fluorescence by Zn and its decrease by Cu in the Fontinalis
antipyretica moss.

Most of the endogenous fluorescence recorded in our sample
of living moss was in the red spectral region and reached
maximum at 680 nm. This finding is in agreement with
previous observations that the main fluorescence recorded
naturally in all plants is derived from chlorophyll a, a light-
absorbing pigment [15]. Chlorophyll fluorescence is highly
sensitive to changes in the functional state and we employed it
previously as a biosensing tool for tracking algae responsiveness
to environmental modulators [20]. In the presented study, heavy
metal NPs Co and Cu significantly lowered the chlorophyll
fluorescence intensity. A comparable effect was previously
noted in the Chlorella sp. algae after 2 weeks exposure to NPs
[31]. It is well known that heavy metals change the chlorophyll
fluorescence yield and content of photosynthetic pigments
representing sensitive indicators of environmental stress [41].
The toxic effect of Cu was proposed to be due to its oxidative
potential causing the reduction of chlorophylls, leading to a
decrease of oxygen rates and depletion of ATP. The observed
effect of Cu can also be related to the fact that the Cu was
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demonstrated to have a higher adsorption capacity than Ni and
Zn in the moss [42]. On the other hand, Co NPs were shown to
inhibit fresh water algal bloom by decreasing super oxide
dismutase (SOD) activity with increased NPs concentration,
indicating the formation of stress in the microalgae [29].
Notwithstanding, even though cellular alterations were
described by NiO NPs, including effects on the photosynthetic
apparatus via chlorophyll synthesis, photochemical reactions of
photosynthesis and oxidative stress [28], we noted little or no
effect of the Ni NPs on the overall fluorescence intensity. This
indicates lesser sensitivity of the moss to Ni and/or the need for
longer exposure times.

In order to better understand the action of NPs on the red
chlorophyll fluorescence, we have employed time-resolved
fluorescence imaging microscopy. Fluorescence lifetimes
depend on multiple factors that include pH, temperature,
oxygenation, density, as well as presence or absence of
quenchers {reviewed in [43]} and its use represents an
important instrumental advancement. Temporal characteristics
of the endogenous fluorescence served as a biomarker for
changing environment, namely evidencing Cd toxicity
noninvasively in algal cells [44]. In this contribution, FLIM
recordings showed that most of the fluorescence signal in the
Fontinalis antipyretica was situated inside the cell chloroplasts of
the moss leaves. In control conditions, moss leafs exhibited short
fluorescence lifetimes (200–350 ps), which is in agreement with
others [36, 45–47], as well as with our findings in algae [19, 20]. In
pine wood middle lamella, lignin was also shown to have a 300 ns
lifetime. However, in our settings, FLIM images did not reveal
fluorescence in the intercellular space due to its weak fluorescence
when compared to chlorophylls; time-resolved fluorescence
evaluated in this contribution are therefore related mostly to
chlorophylls.

Following exposure to all NPs but Zn, we noted changes in the
fluorescence lifetimes. More precisely, the ratio of a1/a2
components, fixed at 100 and 350 ps, was modified: while in
control conditions, the a2 component was prevailing, in the
presence of Ni, Co and mainly Cu, the contribution of the a1
(100 ps) component became more pronounced. Surprisingly, this
modification was also observed in the presence of Ni, where the
overall fluorescence was unchanged, suggesting higher sensitivity
of the fluorescence lifetimes to environmental stress than that of
the overall fluorescence. Shortening of the chlorophyll
fluorescence lifetime was noted following water stress in plants
[48]. Our previous results in algae demonstrated a decrease in the
chlorophyll fluorescence with acidification, related to the
shortening of the fluorescence lifetimes [20]. Heavy metals are
known to affect the chloroplast ultrastructure, causing lipid
peroxidation in photosynthetic membranes, degradation of
photosynthetic pigments, inhibition of photosystem II (PSII)
activity and electron transport, thus restraining the net
photosynthetic rate [49]. Previously, we have demonstrated the
sensitivity of marine algae Dunalliela tertiolecta to laboratory-
induced stress with heavy metal cadmium [19, 33], with the role
of stress-related light-harvesting complexes (LHC). The
comparable effect can also be involved in the observed actions,
but the exact mechanisms involved still remain to be elucidated.

Nevertheless, our findings indicate that the observed change in
the fluorescence lifetime component ratio, induced by heavy
metals, can be employed for tracing their presence in the
sweet water environment.

One of the problems faced in detecting metal ions with
fluorescent sensors is the emission suppressing effects of some
metal ions, which results in strong quenching of the fluorescence.
Inherently quenching metal ions such as Hg2+, Cu2+, Co2+, Ni2+,
and Fe3+ can interfere with the fluorescent signal of the sensors in
detecting other metals [50]. Non-photochemical quenching of the
chlorophyll fluorescence, described in the presence of heavy
metals [38, 51], can a play role in the observed effect of the
decrease in the fluorescence by both Co and Cu, accompanied by
a rise in the contribution of the shorter fluorescence lifetime
component a1. At the same time, our experiments demonstrate
accumulation of the NPs mainly in the intercellular space, while
the red fluorescence was derived from chloroplasts inside the
cells. This fact, together with the lack of changes in the
fluorescence lifetime during the decrease in the red
chlorophyll fluorescence in the monocellular algae Chlorella sp.
after NPs exposure [31] rather suggests an employment of
intracellular pathways, the effect on LHC, PSII and/or
modification in the intrachloroplast environment in this action
than a direct non-photochemical quenching. Various parameters,
including pH, temperature and water quality were proposed to
play role in the heavy metal adsorption by the Fontinalis
antipyretica moss [38]. However, an exact mechanism
explaining how the NPs enter and/or attach to the Fontinalis
antipyretica moss leaves was not yet elucidated and needs to be
the subject of future studies. Also, the concentration effects, as
well as the time-dependence of the effects of NPs on the moss
should be explored in more details.

Since heavy metals are nonbiodegradable, they accumulate in
the environment and subsequently contaminate the food chain.
This contamination poses a risk to environmental and human
health. The biomass of the aquaticmoss Fontinalis antipyreticawas
proposed to be suitable for the removal of Cd and Zn from aqueous
solutions [39], as this natural material is widely available in most
European lakes and rivers. An improved understanding of heavy
metal uptake by plants from soil can thus help in promoting
phytomining - plant-based eco-friendly mining of metals, which
can be used for the extraction of metals even from low-grade ores
[52]. Data gathered in this contribution demonstrate the fast
capacity of the Fontinalis antipyretica moss to reabsorb heavy
metals, including small size NPs, from the environment. It can thus
be considered as a sorbent for purification of metal-bearing
wastewaters and play role in water cleansing and remediation.

CONCLUSION

In conclusion, we present the application of spectrally- and time-
resolved imaging of endogenous fluorescence in biosensing of
environmental pollution by heavy metal NPs (Zn, Ni, Co, Cu).
Gathered results demonstrate the sensitivity of both, the green
flavonoid and/or lignin fluorescence and the red chlorophyll
fluorescence of Fontinalis antipyretica moss to the short
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(3–5 day) presence of various heavy metal (mostly Zn, Co and
Cu) NPs. The action of all NPs but Zn also uncovered changes in
the fluorescence lifetimes of the red chlorophyll fluorescence,
suggesting an effect on the molecular environment, as well as
increased sensitivity of this parameter to environmental stress.
Our work is the first step towards fast and non-invasive
biosensing of environmental pollution in living moss cells and
their potential use in remediation.
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Fluorescence Immunoassay Platform
Using Mn-Doped AgZnInS/ZnS
Nanocrystals as Signal Transducers
Brandon Gallian1,2, Masoumeh Saber Zaeimian1,2, Derrick Hau3, David AuCoin3 and
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In this work, a time-gated immunoassay platform using low-energy excitable and
fluorescence long-lived Mn:AgZnInS/ZnS nanocrystals as signal transducers was
developed and applied to the detection of the capsular polysaccharide (CPS) of
Burkholderia pseudomallei, a Gram-negative bacterium that is the causative agent of
melioidosis. CPS is a high molecular weight antigen displayed and is shed from the outer
membrane of B. pseudomallei. The immunoassay using the time-gated platform presents
a limit of detection at around 23 pg/ml when CPS is spiked in human serum.

Keywords: nanocrystals, Mn doping, time-gated fluorescence, immunoassay, analytical platform

INTRODUCTION

Time-gated fluorescence measurement using long-lived fluorescence probes is a highly sensitive
signal transduction method in biomedical research [1–5]. In the time-gated measurement, biological
samples are excited using a pulsed optical source. After the excitation, autofluorescence from
biological samples fades out quickly in tens to hundreds of nanoseconds. However, the long-lived
probes continue emitting fluorescence up to milliseconds. Through detecting the time-gated
emission from the probes, the signal-to-background ratio can be significantly enhanced to yield
improved analytical sensitivity or a limit of detection (LOD).

The widely used probes for time-gated measurements mainly include lanthanide complexes or
lanthanide-based nanoparticles, which have long fluorescence lifetimes at microseconds to
milliseconds due to the unique energy bands (i.e., forbidden nature of the 4f transitions) of
lanthanide elements [6]. For biosensing applications utilizing lanthanide-based probes, bulky
laboratory-based instruments are routinely used for time-gated measurements; however, portable
or small benchtop “personal” time-gated instruments are preferred to facilitate point-of-care or in-
field testing [7–11]. One of the challenges is that the absorption spectra of lanthanide-based probes
are generally in the ultraviolet (UV) range, and high-energy optical sources (e.g., 200–365 nm
wavelength with tens or hundreds of milliwatts optical power) are needed to excite these probes in
their applications. For instance, costly light-emitting diodes (LED) at 365 nm wavelength from
Prizmatix (Mic-LEDs, > 200 mW, ∼ $1,500) were reported as the excitation light sources for
lanthanide-based probes [8]. Expensive UV-grade optics are also needed in order to avoid UV-
induced (e.g., 365 nm) strong autofluorescence from glass/optics. Xenon lamps, broadly used in
various instruments as excitation sources, are cheap but relatively large in size, and they need more
strict operating conditions, including high current and kilovolts pulsed voltage to initiate light.
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Additionally, xenon lamps have a long trailing afterglow
(hundreds of microseconds) but are hard to pulse rapidly [9,
10, 12]. UV laser diodes (e.g., <375 nm) as excitation sources are
more expensive (∼$4,000), and their output powers are also
limited. As a result, the UV laser diodes may not be ideal
excitation sources for lanthanide-based probes. High-energy
optical sources not only complicate the instrument
development but also increase the cost. It is important to find
new high-quality probes for time-gated measurement under low-
energy excitation.

Among various probes with long-lived luminescence for time-
gated (or time-resolved) biosensing/imaging [13, 14],
manganese- (Mn-) doped nanocrystals (NCs) including I(II)-
III-VI NCs are attractive in biomedical research (i.e., biosensing/
imaging) [15, 16]. Mn-doped I(II)-III-VI NCs can be synthesized
in a relatively low temperature and a short time (<200°C, 1–2 h,
an energy-saving procedure) and have low toxicity synthesis/
handling/disposal. They also possess excellent optical properties,
including high brightness and long fluorescence lifetimes
resulting from the spin relaxation and slow inversion between
4T1 and

6A1 states of Mn. In spite of these merits, some recent
works on Mn doping into I(II)-III-VI NCs show significant
variations on their absorption/fluorescence spectra and
lifetimes (hundreds of nanoseconds to milliseconds) of the
doped NCs depending on the synthesis approaches/conditions
[17, 18]. Recognizing that the electronic energy bands of the host
NCs could interact with the energy levels of Mn dopants and thus
determine the optical properties of Mn-doped quaternary NCs
[15, 19], we have specifically investigated the interaction between
Mn dopants and host AgZnInS/ZnS NCs by tuning host
composition and also changing Mn spatial distribution and its
concentration in host NCs [19]. Therefore, we achieved Mn-
doped AgZnInS/ZnS (Mn:AgZnInS/ZnS) NCs with optimal
optical properties, including long fluorescence lifetimes (1.33
milliseconds), low excitation energy (excitable at 405 nm
wavelength), minimal emission reabsorption, and adequate
brightness (>40% quantum yield). Compared to lanthanide-
based probes, Mn:AgZnInS/ZnS NC-based probes would not
replace them in all their applications. However, due to their
unique optical properties and the availability of compact and
cheap excitation sources at 405 nm wavelength with appropriate
optical power outputs, Mn:AgZnInS/ZnS NC-based probes could
be more efficient in facilitating the development of cost-effective
small benchtop “personal” instruments. These instruments could
have broader in-field sensing applications and avoid the need/use
of central laboratories.

We have recently presented a compact time-gated
fluorescence instrument using Mn:AgZnInS/ZnS NC-based
probes as signal reporters and applied it for sensitive detection
of copper(II) ions in highly autofluorescent rum (alcoholic
beverage) [20]. Nevertheless, this system adopted a quartz
cuvette with a volume of several milliliters as the sample
holder and an optical path corresponding to such a cuvette. It
is hard for this system to be used in microplate-based
immunoassays, which can handle small sample volumes and
also have wide applications in disease diagnosis,
environmental monitoring, food safety analysis, and so on. It

would be more interesting to develop a small and highly sensitive
time-gated immunoassay platform using microplates and
adopting Mn:AgZnInS/ZnS NC-based probes as signal
transducers. Additionally, we have recently reported
poly(maleic anhydride-alt-1-octadecene) (PMAO) based
zwitterionic amphiphiles to encapsulate hydrophobic ligand
coated nanoparticles for water solubility, minimal nonspecific
binding, excellent colloidal stability, and bioconjugation [21]. In
this work, we redesigned the instrument for the analysis/
measurement on a small sample volume and also applied the
zwitterionic amphiphiles to encapsulate hydrophobic Mn:
AgZnInS/ZnS NCs to form water-soluble probes for
immunoassay. We then mainly investigated whether such a
redesigned instrument together with the Mn:AgZnInS ZnS
NC-based probes can significantly enhance the immunoassay
performance (i.e., lowering the LOD of immunoassay, which is a
major advantage of time-gated measurement).

FIGURE 1 | (A) A small time-gated immunoassay platform integrating a
time-gated optical detector and microplate-based immunoassay using Mn:
AgZnInS/ZnS NC probes as signal transducers. (B) Principle illustration of the
optical unit. (C) The immunoassay format performed in microwells of
microplates: after antigens are switched between antibody-coated magnetic
microbeads and antibody-conjugated NC probes, the NC probes are
released from the immuno-switch-complexes into supernatants for time-
gated signal measurement. (D) The timing sequence for time-gated
measurement on the excitation laser and the PMT.
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For the immunoassay, we utilized a high-affinity
monoclonal antibody (mAb 4C4) to detect purified B.
pseudomallei CPS spiked in human serum. mAb 4C4 was
confirmed to be suitable for use in an antibody-based
detection assay for the diagnosis of B. pseudomallei
infections [22–24]. CPS is expressed on the cell envelopes of
B. pseudomallei, which is listed as Tier 1 select agent by the
CDC and is a Gram-negative bacterial pathogen affecting both
human beings and animals to cause melioidosis [25, 26]. The
immunoassay for the detection of CPS in human biological
fluid can be potentially used in mobile laboratories for in-field
melioidosis diagnosis. It should be noted that culture of B.
pseudomallei from blood or other body fluids is still the gold
standard for diagnosis of melioidosis, but it needs central
laboratories and also takes 3–5 days before a definitive
diagnosis can be made. Thus, developing a compact highly
sensitive immunoassay platform for CPS detection is of
important significance for melioidosis diagnosis and rapid
administration of effective antibiotics.

MATERIALS AND METHODS

The detailed experimental approaches/methods are described in
the Supplementary Material.

RESULTS AND DISCUSSION

Figure 1A presents the small time-gated immunoassay platform
integrating a time-gated optical detector and a microplate-based
immunoassay using Mn:AgZnInS/ZnS NC probes as signal
transducers. Compared to our previously reported instrument
[20], we kept all electronics but redesigned the optical path for
microwell-based detection. Figure 1B illustrates the design of the
optical unit using a dichroic-filter ZT514rc (Chroma) to split
excitation and emission light. The dichroic filter reflects light with
short wavelengths (<514 nm) to the sensing surface/volume but
allows light with long wavelengths (>514 nm) to pass through the
dichroic filter. On the excitation (or laser diode) side, one
planoconvex lens and one biconvex lens direct the laser light
to the dichroic filter. To avoid any possible autofluorescence from
lenses and harmonic wavelengths from the laser diode, a
bandpass optical filter (405 ± 10 nm, Chroma) filter is placed
at the innermost end of the excitation-side slotted lens tube. On
the microwell side, the reflected laser light is focused on a region
of the microwell. The emission light from the sample passes
through the dichroic filter, a biconvex lens, and an emission
filter (655 ± 20 nm, Chroma) and then is focused into a time-
gated photomultiplier tube (PMT). The whole optical path is
built in two lens tubes and a dichroic-filter cage cube with
necessary adapters. The PMT is directly placed at the end of a
lens tube using a PMT-to-C-mount adapter, C-mount-to-SM1
adapter, and a silicone gasket to block out stray light at the
junction of the PMT and C-mount adapter. An adapter
surrounded with a rubber gasket (as a part of the optical
detector) is used to align/seal with each microwell without

touching samples loaded in the microwell. The microplate
under the testing can be manually shifted; thus, each
microwell can be read by the optical detector (with good
alignment and sealing with the optical detector). Before the
use of the instrument, with the continuous turn-on of the laser
diode, the lenses in the excitation branch were manually
adjusted/tuned in their positions to achieve the highest
signal/background ratio for a probe solution with a certain
concentration (e.g., 1 μg/ml) and a blank, which were loaded
in a microwell with a certain volume (e.g., 100 μL). The cost for
the optical detector, including optics and electronics, is ∼$4,000,
with the major spending on PMT and optical filters.

Figure 1C shows the immunoassay format performed in
microwells as we reported before (Ref. 27). In principle,
antigens are first switched between antibody-coated magnetic
microbeads and antibody-conjugated NC probes, and then the
probes are released from the switched immunocomplexes into
supernatant using an appropriate immunoaffinity separation
solution to denature antibodies in complexes. The released
probes were separated from magnetic microbeads and
suspended in the immunoaffinity separation solution for
signal reading under the time-gated mode. The separation of
NC probes from immunocomplexes can avoid the interference
of magnetic beads in fluorescence measurement. In this
immunoassay format, the suspended microbeads have
advantages in efficiently capturing and separating antigens
from complex sample matrices and facilitating all wash
procedures in the assay. Figure 1D illustrates the timing
sequence for time-gated measurement on the excitation laser
and the PMT.

The Mn:AgZnInS/ZnS NCs were synthesized according to our
previous report [19]. In the first step, Mn:AgZnInS were
synthesized by using 0.2 mmol Zn precursor, 0.2 mmol In
precursor, 0.025 mmol Mn precursor, 0.8 mmol sulfur
precursor, and 0.05 mmol Ag precursor. After Mn atoms were
homogenously doped into AgZnInS NCs, a ZnS shell was grown
on NCs to form Mn:AgZnInS/ZnS NCs. Supplementary Figure
S1 shows the material characterization of the prepared Mn:
AgZnInS/ZnS NCs, including their energy-dispersive X-ray
(EDX) spectrum and transmission electron microscopy (TEM)
image. Supplementary Figure S2A presents the absorption and
fluorescence spectra when these NCs were suspended in hexane.
Supplementary Figure S2B shows the fluorescence decay of
these NCs. It can be seen that >40% light intensity remains
within the first 200 μs delay, which is good for time-gated
measurement.

These NCs were produced in organic solvents with naturally
hydrophobic surfaces and needed to transfer water for further
bioapplications. Poly(maleic anhydride-alt-1-octadecene)
(PMAO) can be modified to incorporate zwitterions such as
carboxybetaine (CB) and sulfobetaine (SB) on PMAO
backbones to form amphiphilic polymer PMAO-CB-SB [21].
Here, we applied PMAO-CB-SB to Mn:AgZnInS/ZnS NCs for
NC surface modification. Figure 2A illustrates the basic
method for surface modification. PMAO-CB-SB and NCs
mixed in an organic solvent were added on top of water.
With sonication, organic droplets containing polymers and
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NCs were further broken down and dispersed into water.
Followed up by rotary evaporation, organic solvents in the
droplets were removed and self-assembly between PMAO-CB-
SB and NCs occurred through hydrophobic interaction, while
CB and SB groups are exposed to aqueous solutions. CB and SB
groups coated on NC probes can prevent their aggregation and
significantly lower their nonspecific binding because these
zwitterions can interact with water molecules to form a
stable hydration layer. CB can be further used for
bioconjugation through covalent cross-linking chemistry
using 1-ethyl-3-(3-dimethylaminopropyl)carbodiimide
(EDC) and N-hydroxysulfosuccinimide (Sulfo-NHS) [27]. In
the preparation of the NC probes, they were filtrated through a
0.2 μmmembrane filter. Figure 2B presents the absorption and
fluorescence spectra of the water-soluble NC probes and their
TEM image and a digital image of these probes exposed under

UV light. Figure 2C shows a representative decay of the diluted
NC probes under a single pulse of a laser diode (1 kHz
repetition with a 200 μs pulse width). As shown in this
figure, the NC probes present a long-time fluorescence decay
in the time domain after laser-off and the fluorescence of NC
probes after laser-off does not totally fade out before the next
moment of laser-on. The NC probes are suitable for the time-
gated measurement (picking up a signal after the excitation
light is off).

In order to demonstrate the detection capability of the time-
gated platform, we compared the LODs between this platform
and a standard non-time-gated microplate reader by measuring
a series of diluted solutions with a probe concentration range
from 0.66 ng/ml to 2.1 μg/ml in 5% bovine serum albumin
(BSA). The use of 5% BSA is to mimic a high autofluorescent
sample matrix. In this work, the non-time-gated microplate

FIGURE 2 | (A) Illustration on the preparation method of NC probes for immunoassay. (B) The fluorescence and absorption spectra of the NC probes. The inset
images present a representative TEM image of the prepared NC probes and their emission under UV light. (C) Representative fluorescence decay of the NC probes
diluted in pure water—the NC probes emit fluorescence after laser-off. The inset presents the background for pure water. (D)Calibration curve of the NC probes in water
(with 5% BSAmimicking a high autofluorescent sample matrix) measured using a nongated microplate reader. (E) Calibration curve of the NC probes in water (with
5% BSA) measured using the time-gated platform.
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reader from PerkinElmer was used as a standard instrument,
which is usually used in a central analytical laboratory. As
shown in Figure 2D, the calibration curve established by the
non-time-gated microplate reader (with 405 nm excitation)
indicates a LOD at ∼273 ng/ml. For the time-gated system,
its electronics design/setting and the data processing of this
platform are the same as what we reported [20]: the gain control
voltage of PMT is at 1.080 V (a maximum value) to achieve the
highest gain for the input light to current conversion, the laser
diode is pulsed with 200 µs for excitation with a repetition rate
of 1.024 kHz, and the delay time after laser-off is 50 μs, and the
time period to pick up the signal (the detection window) is
100 μs. The calibration curve measured using this platform
(with a 405 nm laser as excitation) is shown in Figure 2E and
presents a LOD of ∼354 pg/ml. Although two instruments have
different optics and electronics, the difference in LODs clearly
indicates that the time-gated platform as a standalone
instrument is more sensitive or capable of detecting a lower
level of NC probes because it can avoid the high
autofluorescence from BSA.

The immunoassay for the detection of CPS in a microplate was
developed in a format illustrated in Figure 1C. In the assay, anti-
CPS mAb 4C4 was conjugated on both magnetic microbeads and
the NC probes for CPS capture and detection (CPS has multiple
binding sites), respectively. In this assay development, the

experimental approach went through two steps. In the first
step, using the non-time-gated microplate reader as the signal
measurement tool, the assay was optimized and its calibration
curve was then established. In the second step, the same
microplates (used to set up the calibration curve under the
measurement of the nongated microplate reader) was read out
by our time-gated optical detector, and then the LODs by two
different measurement tools were extracted and compared. Both
instruments use the light at 405 nm wavelength for the probe
excitation.

For assay optimization, two sets of magnetic microbeads
were incubated with 0 ng/ml and 100 ng/ml CPS spiked in
phosphate-buffered saline (PBS) with 5% milk, respectively.
Afterward, conjugates (anti-CPS coated probes) diluted from
the stock were applied to each microbead set to form
immunocomplexes. The probes were released from the
immunocomplexes for signal reading using an appropriate
immunoaffinity separation solution to denature antibodies
in the immunocomplexes. The readings from 0 ng/ml and
100 ng/ml CPS were designated as the background and the
signal, respectively. In the assay optimization experiments, we
mainly aimed to identify the dilution number of the stock
conjugates and the appropriate immunoaffinity separation
solution that can achieve higher signal/background ratios.
Figure 3A presents the signals and the backgrounds when

FIGURE 3 | (A) Dilution optimization of antibody-coated NC probes for immunoassay. (B) Optimal selection of immunoaffinity separation solutions for
immunoassay (all separation solutions contain 0.1% BSA and 1% SDS, and the optimization experiments were done with measurements using a standard non-time-
gated microplate reader). (C) Calibration curves of immunoassays measured using a standard nongated microplate reader. (D) Calibration curves of immunoassays
measured using the time-gated platform.
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different dilutions of the stock conjugates were applied for
assay labeling. It can be seen that 10× dilution of the stock
conjugates can achieve a higher signal/background ratio. Thus,
this dilution condition was used in the sequential assays. In the
assay, an appropriate immunoaffinity separation solution is
used to denature antibodies in switched immunocomplexes so
that the NC probes can be released to separate from magnetic
microbeads for signal measurement. The immunoaffinity
separation solution is expected to efficiently release NC
probes from magnetic beads and also stabilize the
fluorescence signal of the released NC probes for reliable
signal measurement. Several immunoaffinity separation
solutions (8M urea with pH7, 8M urea with pH10, and
0.1M glycine with pH10) were tested. Note that these
solutions are supplemented with 0.1% BSA and 1% sodium
dodecyl sulfate (SDS) [27]. The fluorescence stability of the
anti-CPS-conjugated NC probes was tested for 2 h with
different dilutions of the stock conjugates in these
separation solutions and are presented in Supplementary
Figure S3, which indicates that all separation solutions
present a good capability to stabilize the NC probes.
Figure 3B shows the signals and the backgrounds when
these immunoaffinity separation solutions were applied to
release probes for signal reading. As shown in Figure 3B,
the signal/background ratios using 8M urea (pH7) and 8M
urea (pH10) are similar to each other without significant
difference but higher than that using 0.1M glycine (pH 10).
Although both 8M urea (pH7) and 8M urea (pH10) can be
used, 8M urea (pH7) is easier to prepare, handle, and dispose
due to its neutral pH and was used further.

With the optimized conditions, different concentrations of
CPS spiked in PBS with 5% milk or human serum were prepared
and assayed. Figure 3C presents two assay calibration curves
when CPS was spiked in PBS with 5% milk and human serum,
respectively. These calibration curves were established using the
non-time-gatedmicroplate reader as the measurement tool. From
these curves, using the 3σ method, the calculated LODs of assays
are ∼5 ng/ml for CPS spiked in PBS with 5% milk and ∼14 ng/ml
for CPS in human serum. With triplicate running of the
calibration experiments using the non-time-gated microplate
reader, the LOD for CPS spiked in PBS with 5% milk presents
an average value with a standard deviation at 9 ± 4 ng/ml, and the
LOD for CPS spiked in human serum is at 10 ± 5 ng/ml. The same
microplates used to set up the calibration curves in Figure 3C
were also read out using the time-gated optical detector, and the
calibration curves under the time-gated measurement are
presented in Figure 3D. Through the direct comparison
between the curves in Figures 3C,D, it can be clearly seen
that the CPS concentrations at 0.1 ng/ml and 1 ng/ml are
buried in the background under non-time-gated measurement
but can be read out under time-gated measurement. From
Figure 3D, the LODs of assays for CPS spiked in PBS with
5% milk and human serum are calculated to be ∼65 pg/ml and
∼23 pg/ml, respectively. With triplicate running of the calibration
experiments using the time-gated instrument, the LOD for CPS
spiked in PBS with 5% milk present an average value with a
standard deviation at 64 ± 4 pg/ml, and the LOD for CPS spiked

in human serum is at 23 ± 1 pg/ml. When compared to the non-
time-gated microplate reader, the time-gated instrument as a
standalone measurement tool can achieve a much lower LOD (at
least two ordera lower). Through the assay development, it can be
seen that the time-gated immunoassay for the highly sensitive
detection of CPS in human biological fluid is feasible and has the
potential to be used for melioidosis diagnosis.

After the time-gated assay calibration curve (with CPS spiked
in human serum) was established, the assay reliability was tested
by measuring the signals of 100 ng/ml CPS in human serum and
then comparing them to the signal of 100 ng/ml CPS resulting
from the calibration curve. The average recovery is ∼91%, with a
standard deviation at ∼8.8%. The recoveries for triplicates of
lower concentrations (1 ng/ml, 0.1 ng/ml) of CPS in human
serum were also tested. The average recovery for 1 ng/ml CPS
is ∼94% with a standard deviation at ∼9.9%, and the average
recovery for 0.1 ng/ml CPS is ∼89% with a standard deviation at
∼0.5%. The assay accuracy reflected by the average recoveries is in
the range of 89–94%. This study suggests that the time-gated
immunoassay on the detection of CPS in human serum is reliable.

Supplementary Table S1 presents a comparison with several
recently reported assays on CPS detection. An optimized lateral
flow immunoassay (LFIA) using gold nanoparticles as probes/
labels shows LOD at ∼200 pg/ml [23, 28]. An enzyme-based
microplate immunoassay using horseradish peroxidase (HRP) to
react with substrates (3,3’,5,5’-tetramethylbenzidine (TMB) and
H2O2) presents LOD at ∼200 pg/ml [23]. A very recent LFIA
using gold nanoparticles as labels presents LOD at ∼20 pg/ml, but
it was only tested using CPS spiked in PBS buffer with a large
volume (∼50 ml) [29]: 50 ml of CPS-spiked PBS buffer was
filtrated and preconcentrated through a membrane. Please
note that although the filtration/preconcentration approach is
a very good way to enhance assay sensitivities, filtrating a 50 ml of
human serum sample (or samples with complex matrices) could
cause the membrane to be clogged very quickly. Our assay under
the time-gated measurement used 50 µL of samples and can
achieve a LOD at ∼23 pg/ml.

CONCLUSION

In this work, a time-gated immunoassay platform was developed
and applied for the detection of CPS (a biomarker of melioidosis).
This platform integrates a time-gated optical detector and
microplate-based immunoassay using Mn:AgZnInS/ZnS NC
probes as signal transducers. Compared to the immunoassay
under non-time-gatedmeasurement, the immunoassay measured
by the time-gated optical detector presented more than two
orders lower LOD at ∼23 pg/ml (with CPS spiked in human
serum) and broader detection range.

DATA AVAILABILITY STATEMENT

The original contributions presented in the study are included in
the article/Supplementary Material; further inquiries can be
directed to the corresponding author.

Frontiers in Physics | www.frontiersin.org January 2021 | Volume 8 | Article 6254246

Gallian et al. Time-Gated Immunoassay Platform

143

https://www.frontiersin.org/journals/physics
www.frontiersin.org
https://www.frontiersin.org/journals/physics#articles


AUTHOR CONTRIBUTIONS

BG developed the instrument. BG, MZ, and DH worked on
NC probe preparation and immunoassay development. DA
produced and provided antibodies. BG, DA, and XZ discussed
and initiated the concept. BG, DA, and XZ prepared the
manuscript.

FUNDING

Research reported in this work was supported by the NIGMS
grant, R15GM135855, and Nevada Research and Innovation
Corporation under the InNEVenture Fund. The content is
solely the responsibility of the authors and does not

necessarily represent the official views of the funding
agencies.

ACKNOWLEDGMENTS

Purified CPS was graciously provided by P. Brett andM. Burtnick
(School of Medicine, University of Nevada, Reno).

SUPPLEMENTARY MATERIAL

The SupplementaryMaterial for this article can be found online at:
https://www.frontiersin.org/articles/10.3389/fphy.2020.625424/
full#supplementary-material

REFERENCES

1. Soini E, Kojola H. Time-resolved fluorometer for lanthanide chelates–a new
generation of nonisotopic immunoassays. Clin Chem (1983) 29:65–8. doi:10.
1093/clinchem/29.1.65

2. Dickson EF, Pollak A, Diamandis EP. Ultrasensitive bioanalytical assays using
time-resolved fluorescence detection. Pharmacol Ther (1995) 66:207–35. doi:10.
1016/0163-7258(94)00078-h

3. Lövgren T, Meriö L, Mitrunen K, Mäkinen ML, Mäkelä M, Blomberg K, et al.
One-step all-in-one dry reagent immunoassays with fluorescent europium
chelate label and time-resolved fluorometry. Clin Chem (1996) 42:1196–201.
doi:10.1093/clinchem/42.8.1196

4. Hemmilá I, Mukkala VM. Time-resolution in fluorometry technologies, labels,
and applications in bioanalytical assays. Crit Rev Clin Lab Sci (2001) 38:
441–519. doi:10.1080/20014091084254

5. Collier BB, Mcshane MJ. Time-resolved measurements of luminescence.
J Lumin (2013) 144:180–90. doi:10.1016/j.jlumin.2013.06.034

6. Wang X, Chang H, Xie J, Zhao B, Liu B, Xu S, et al. Recent developments in
lanthanide-based luminescent probes. Coord Chem Rev (2014) 273:201–12.
doi:10.1016/j.ccr.2014.02.001

7. Song X, Knotts M. Time-resolved luminescent lateral flow assay
technology. Anal Chim Acta (2008) 626:186–92. doi:10.1016/j.aca.2008.
08.006

8. Jin D, Lu Y, Leif RC, Yang S, Rajendran M, Miller LW. How to build a time-
gated luminescence microscope. Curr Protoc Cytom (2014) 67:2.22.1–36. doi:10.
1002/0471142956.cy0222s67

9. Rodenko O, Fodgaard H, Tidemand-Lichtenberg P, Petersen PM, Pedersen C.
340 nm pulsed UV LED system for europium-based time-resolved fluorescence
detection of immunoassays. Opt Express (2016) 24:22135–43. doi:10.1364/OE.
24.022135

10. Rodenko O, Eriksson S, Tidemand-Lichtenberg P, Troldborg CP, Fodgaard H,
van Os S, et al. High-sensitivity detection of cardiac troponin I with UV LED
excitation for use in point-of-care immunoassay. Biomed Opt Express (2017) 8:
3749–62. doi:10.1364/BOE.8.003749

11. Kim KR, Han YD, Chun HJ, Lee KW, Hong DK, Lee KN, et al. Encapsulation-
stabilized, europium containing nanoparticle as a probe for time-resolved
luminescence detection of cardiac troponin I. Biosensors (2017) 7:48. doi:10.
3390/bios7040048

12. Connally R, Veal D, Piper J. Flash lamp-excited time-resolved fluorescence
microscope suppresses autofluorescence in water concentrates to deliver an 11-
fold increase in signal-to-noise ratio. J Biomed Opt (2004) 9:725–34. doi:10.
1117/1.1756594

13. Suárez PL, García-Cortés M, Fernández-Argüelles MT, Encinar JR, Valledor
M, Ferrero FJ, et al. Functionalized phosphorescent nanoparticles in (bio)
chemical sensing and imaging – a review. Anal Chim (2019) 1046:16–31.
doi:10.1016/j.aca.2018.08.018

14. Schiattarella C, Moretta R, Defforge T, Gautier G, Della Ventura B,
Terracciano M, et al. Time-gated luminescence imaging of positively
charged poly-l-lysine-coated highly microporous silicon nanoparticles in
living Hydra polyp. J Biophotonics (2020) 13:e202000272. doi:10.1002/jbio.
202000272

15. Pradhan N. Red-tuned Mn d–d emission in doped semiconductor
nanocrystals. Chem Phys Chem (2016) 17:1087–94. doi:10.1002/cphc.
201500953

16. Pradhan N. Mn-doped semiconductor nanocrystals: 25 years and beyond.
J Phys Chem Lett (2019) 10:2574–7. doi:10.1021/acs.jpclett.9b01107

17. Manna G, Jana S, Bose R, Pradhan N. Mn-doped multinary CIZS and
AIZS nanocrystals. J Phys Chem Lett (2012) 3:2528–34. doi:10.1021/
jz300978r

18. Tang X, Zu Z, Bian L, Du J, ChenW, Zeng X, et al. Synthesis of Mn doping Ag-
In-Zn-S nanoparticles and their photoluminescence properties. Mater Des
(2016) 91:256–61. doi:10.1016/j.matdes.2015.11.080

19. Zaeimian MS, Gallian B, Harrison C, Wang Y, Zhao J, Zhu X. Mn doped
AZIS/ZnS nanocrystals(NCs): effects of Ag and Mn on NC optical
properties. J Alloys Compd (2018) 765:236–44. doi:10.1016/j.jallcom.
2018.06.173

20. Gallian B, Dong G, Zhu X. A compact time-gated instrument for QDs with low
excitation energy and millisecond fluorescence lifetime as signal reporters, and
its detection application. Rev Sci Instrum (2019) 90:104701. doi:10.1063/1.
5111147

21. Demillo VG, Zhu X. Zwitterionic amphiphile coated magnetofluorescent
nanoparticles – synthesis, characterization and tumor cell targeting.
J Mater Chem B Mater Biol Med (2015) 3:8328–36. doi:10.1039/
C5TB01116G

22. Brett PJ, Burtnick MN, Heiss C, Azadi P, DeShazer D, Woods DE, et al.
Burkholderia thailandensis oacA mutants facilitate the expression of
Burkholderia mallei-like O polysaccharides. Infect Immun (2011) 79:961–9.
doi:10.1128/IAI.01023-10

23. Houghton RL, Reed DE, Hubbard MA, Dillon MJ, Chen H, Currie BJ, et al.
Development of a prototype lateral flow immunoassay (LFI) for the rapid
diagnosis of melioidosis. PLOS Negl Trop Dis (2014) 8(3):e2727. doi:10.1371/
journal.pntd.0002727

24. Marchetti R, Dillon MJ, Burtnick MN, Hubbard MA, Kenfack MT, Blériot Y,
et al.. Burkholderia pseudomallei capsular polysaccharide recognition by a
monoclonal antibody reveals key details toward a biodefense vaccine and
diagnostics against melioidosis. ACS Chem Biol (2015) 10:2295–302. doi:10.
1021/acschembio.5b00502

25. Currie BJ, Kaestli M. Epidemiology: a global picture of melioidosis. Nature
(2016) 529:290–1. doi:10.1038/529290a

26. Limmathurotsakul D, Golding N, Dance DA, Messina JP, Pigott DM, Moyes
CL, et al. Predicted global distribution of Burkholderia pseudomallei and
burden of melioidosis. Nat Microbiol (2016) 1:15008. doi:10.1038/
nmicrobiol.2015.8

Frontiers in Physics | www.frontiersin.org January 2021 | Volume 8 | Article 6254247

Gallian et al. Time-Gated Immunoassay Platform

144

https://www.frontiersin.org/articles/10.3389/fphy.2020.625424/full#supplementary-material
https://www.frontiersin.org/articles/10.3389/fphy.2020.625424/full#supplementary-material
https://doi.org/10.1093/clinchem/29.1.65
https://doi.org/10.1093/clinchem/29.1.65
https://doi.org/10.1016/0163-7258(94)00078-h
https://doi.org/10.1016/0163-7258(94)00078-h
https://doi.org/10.1093/clinchem/42.8.1196
https://doi.org/10.1080/20014091084254
https://doi.org/10.1016/j.jlumin.2013.06.034
https://doi.org/10.1016/j.ccr.2014.02.001
https://doi.org/10.1016/j.aca.2008.08.006
https://doi.org/10.1016/j.aca.2008.08.006
https://doi.org/10.1002/0471142956.cy0222s67
https://doi.org/10.1002/0471142956.cy0222s67
https://doi.org/10.1364/OE.24.022135
https://doi.org/10.1364/OE.24.022135
https://doi.org/10.1364/BOE.8.003749
https://doi.org/10.3390/bios7040048
https://doi.org/10.3390/bios7040048
https://doi.org/10.1117/1.1756594
https://doi.org/10.1117/1.1756594
https://doi.org/10.1016/j.aca.2018.08.018
https://doi.org/10.1002/jbio.202000272
https://doi.org/10.1002/jbio.202000272
https://doi.org/10.1002/cphc.201500953
https://doi.org/10.1002/cphc.201500953
https://doi.org/10.1021/acs.jpclett.9b01107
https://doi.org/10.1021/jz300978r
https://doi.org/10.1021/jz300978r
https://doi.org/10.1016/j.matdes.2015.11.080
https://doi.org/10.1016/j.jallcom.2018.06.173
https://doi.org/10.1016/j.jallcom.2018.06.173
https://doi.org/10.1063/1.5111147
https://doi.org/10.1063/1.5111147
https://doi.org/10.1039/C5TB01116G
https://doi.org/10.1039/C5TB01116G
https://doi.org/10.1128/IAI.01023-10
https://doi.org/10.1371/journal.pntd.0002727
https://doi.org/10.1371/journal.pntd.0002727
https://doi.org/10.1021/acschembio.5b00502
https://doi.org/10.1021/acschembio.5b00502
https://doi.org/10.1038/529290a
https://doi.org/10.1038/nmicrobiol.2015.8
https://doi.org/10.1038/nmicrobiol.2015.8
https://www.frontiersin.org/journals/physics
www.frontiersin.org
https://www.frontiersin.org/journals/physics#articles


27. Zhu X, Duan D, Publicover NG. Magnetic bead based assay for C-reactive
protein using quantum-dot fluorescence labeling and immunoaffinity
separation. Analyst (2010) 135:381–9. doi:10.1039/b918623a

28. Nualnoi T, Kirosingh A, Pandit SG, Thorkildson P, Brett PJ, Burtnick MN,
et al. In vivo distribution and clearance of purified capsular polysaccharide
from Burkholderia pseudomallei in a murine model. PLOS Negl Trop Dis
(2016) 10(12):e0005217. doi:10.1371/journal.pntd.0005217

29. Chen P, Gates-Hollingsworth M, Pandit S, Park A, Montgomery D, AuCoin
D, et al. Paper-based vertical flow immunoassay (VFI) for detection of bio-
threat pathogens. Talanta (2019) 191:81–8. doi:10.1016/j.talanta.2018.
08.043

Conflict of Interest: The authors declare that the research was conducted in the
absence of any commercial or financial relationships that could be construed as a
potential conflict of interest.

Copyright © 2021 Gallian, Zaeimian, Hau, AuCoin and Zhu. This is an open-access
article distributed under the terms of the Creative Commons Attribution License (CC
BY). The use, distribution or reproduction in other forums is permitted, provided the
original author(s) and the copyright owner(s) are credited and that the original
publication in this journal is cited, in accordance with accepted academic practice.
No use, distribution or reproduction is permitted which does not comply with
these terms.

Frontiers in Physics | www.frontiersin.org January 2021 | Volume 8 | Article 6254248

Gallian et al. Time-Gated Immunoassay Platform

145

https://doi.org/10.1039/b918623a
https://doi.org/10.1371/journal.pntd.0005217
https://doi.org/10.1016/j.talanta.2018.08.043
https://doi.org/10.1016/j.talanta.2018.08.043
https://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/journals/physics
www.frontiersin.org
https://www.frontiersin.org/journals/physics#articles


Combining Multicolor FISH with
Fluorescence Lifetime Imaging for
Chromosomal Identification and
Chromosomal Sub Structure
Investigation
Archana Bhartiya1,2, Ian Robinson1,3, Mohammed Yusuf1,2,4* and Stanley W. Botchway5*

1London Centre for Nanotechnology, University College London, London, United Kingdom, 2Research Complex at Harwell
Rutherford Appleton Laboratory, Didcot, United Kingdom, 3Condensed Matter Physics and Materials Science Division,
Brookhaven National Lab, Upton, NY, United States, 4Centre for Regenerative Medicine and Stem Cell Research, Aga Khan
University, Karachi, Pakistan, 5Central Laser Facility, Science and Technology Facilities Council, Rutherford Appleton Laboratory,
Oxon, United Kingdom

Understanding the structure of chromatin in chromosomes during normal and diseased
state of cells is still one of the key challenges in structural biology. Using DAPI staining alone
together with Fluorescence lifetime imaging (FLIM), the environment of chromatin in
chromosomes can be explored. Fluorescence lifetime can be used to probe the
environment of a fluorophore such as energy transfer, pH and viscosity. Multicolor
FISH (M-FISH) is a technique that allows individual chromosome identification,
classification as well as assessment of the entire genome. Here we describe a
combined approach using DAPI as a DNA environment sensor together with FLIM and
M-FISH to understand the nanometer structure of all 46 chromosomes in the nucleus
covering the entire human genome at the single cell level. Upon DAPI binding to DNAminor
groove followed by fluorescence lifetime measurement and imaging by multiphoton
excitation, structural differences in the chromosomes can be studied and observed.
This manuscript provides a blow by blow account of the protocol required to perform
M-FISH-FLIM of whole chromosomes.
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INTRODUCTION

Nuclear chromosomes are composed of chromatin, primarily a complex of deoxyribonucleic acid
(DNA) and proteins, which are arranged into elementary structural units of nucleosomes, each made
up of 147 base pairs. The nucleosome is composed of eight core histone proteins, in a bead on a string
structure forming 11 nm fibers with DNA wrapped around the nucleosomes. Further coiling of these
units leads to highly compact structures. The organization of chromatin into these higher-order
structures and how they are controlled play a role in the so-called DNA condensation process which
still remain a subject of debate as well as representing one of the key challenges in structural biology.
Traditional methods for identifying chromosomes based on large scale (> 100 nm) structure include
Giemsa banding (G-banding) method that displays chromosomes having dark (AT rich regions) and
light (GC rich regions) band, heterochromatin and euchromatin respectively (Sumner, 1982). This
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method is still currently the gold standard for clinical hospital
laboratories and involves analysis at the microscope stage and
requires highly specialized training (Liehr, 2017). More
recently, a modern and user-friendly Fluorescence in situ
Hybridization (FISH)-based protocols for karyotyping
include Multiplex FISH (M-FISH) is being explored.
M-FISH is a fluorescence technique that uses computer-
generated colors from a coding scheme, which analyses the
fluorescence from various pairs of five paints (probes) and uses
DAPI as a counterstain (Speicher et al., 1996). Although
M-FISH is an invaluable and powerful karyotyping tool that
provides detailed analysis of structural rearrangements and
marker chromosomes and does not require intensive
training (Yusuf et al., 2013), it lacks detailed information at
the sub 500 nm level. Its use has been expanded into validating
and karyotyping complex clinical cases after G-banding (Jalal
and Law, 1999) on the same sample. Furthermore, its use has
been demonstrated well in identifying and karyotyping
chromosomes after contrast (Shemilt et al., 2015) and
fluorescence (Yusuf et al., 2011) imaging methods.
Fluorescence lifetime imaging microscopy (FLIM) is a
technique that can map the spatial nature of excited state
lifetime and can act as a reporter when combined with a
sensor to changes in the fluorophore’s environment
(Anthony et al., 2009; Ahmed et al., 2019). FLIM can be
generally applied to a broad field of research including
viruses, plants, mammalian and material research to name a
few (Danquah, et al., 2012; Breeze et al., 2016; Ahmed et al.,
2020). The fluorescence lifetime of a molecule in a particular
environment is fixed and defines the average time the molecule
spends in the excited state before returning to the ground state,
which is typically in the range of several nanoseconds (ns).
Changes in the measured excited state life values is a
characteristic of the fluorophore’s environment such as pH,
viscosity, proximity to other molecules and energy transfer
events via dipole-dipole interactions. FLIM allows the excited
state lifetime of a sample to be measured and imaged on a pixel
by pixel basis. FLIM may be constructed around
epifluorescence microscope configuration, confocal single
and multiphoton excitation microscopy together with
intensified charged coupled device (iCCD) or time-correlated
single photon counting (TCSPC). Epifluorescence-FLIM
mostly use the iCCD method, although recently a wide array
single-photon avalanche photo-diode has been demonstrated)
(Suhling et al., 2019). The application of frequency-domain
lifetime imaging has also been described (Lakowicz, 2006;
Schoberer and Botchway, 2014). However, confocal and
multiphoton FLIM via TCSPC currently provide the best
special and temporal resolution. Although the operation of
the different systems varies, the data interpretation is similar.
The principle of a TCSPC FLIM system is shown in Schematic 1
(and also detailed in Botchway et al., 2015; Schoberer and
Botchway, 2014). FLIM (or the excited state lifetime value) is
less influenced by molecule concentration and photo-bleaching
whilst providing another method of image contrast. Although
the lower the concentration, the longer is the data collection

time. Generally, when photo-bleaching is observed, this can be
easily accounted for by a Stern-Volmer equation.

Recently, chromosome compaction at nanometer length scales
has been suggested along the length of chromosomes imaged
using multiphoton FLIM after DAPI staining (Estandarte et al.,
2016) alone. This was performed on a classical spread of
chromosomes whereby excited state lifetime measurements
have been obtained on all 46 chromosomes. Crucial for
analyzing the FLIM data is the identification of each
chromosome whereby M-FISH plays an important role. Here
we describe a step by step procedure combining FLIM together
with DAPI staining acting as an environment sensor for
investigating chromosome substructure and M-FISH for
chromosome identification and karyotyping.

MATERIALS

All solutions must be prepared using Milli-Q® Millipore water
(prepared by purifying deionized water, to attain a sensitivity of
18 MΩ -cm at 25°C).

Consumable for Extraction of Primary
T-Lymphocytes
(1) 10 ml of blood obtained from a human donor.
(2) BD Vacutainer® lithium heparin tubes (Becton Dickinson).
(3) 5 ml of Histopaque-1077 (Sigma-Aldrich).
(4) Hank’s Balanced Salt Solution (HBSS, Life Technologies)
(5) Sterile pastette (Alpha Laboratories, Eastleigh,

United Kingdom).

Requirements for T-Lymphocytes Cell
Culture
(1) A sterile cryovial containing 3 × 106 T-lymphocytes cells.
(2) Lymphoblastoid cell growth medium (LCGM): consisting of

Roswell Park Memorial Institute [RPMI-1640 (1X)] medium
supplemented with 20% heat inactivated fetal bovine serum
(FBS), 1 mM sodium pyruvate, 2 mM L-glutamine, 100 U/ml
penicillin, 100 μg/ml streptomycin (all from Invitrogen/Life
Technologies).

(3) Stimulating growth medium (SR10): comprised of RPMI
1640 supplemented with 10% heat inactivated FBS, 1 mM
sodium pyruvate, 2 mM L-glutamine, 100 U/ml penicillin,
100 μg/ml streptomycin, 50 μM, 2-mercaptoethanol
(GIBCO/Life Technologies), 20 U/ml recombinant
interleukin-2 (IL2; Sigma-Aldrich) and 0.4 μg/ml
phytohaemagglutinin (PHA; Sigma-Aldrich).

(4) Growth medium (GR10) comprised of SR10 without PHA.
(5) Lethally irradiated lymphoblastoid GM 1899A as feeder cells.
(6) Incubator at 37°C temperature with 5% C02 supply.
(7) Freeze mix: 10% dimethyl sulfoxide (DMSO, Sigma-Aldrich

Company Ltd., Gillingham, United Kingdom) and 90% of
FBS (Life Technologies).

Frontiers in Molecular Biosciences | www.frontiersin.org March 2021 | Volume 8 | Article 6317742

Bhartiya et al. M-FISH-FLIM for Chromosome Characterisation

147

https://www.frontiersin.org/journals/molecular-biosciences
www.frontiersin.org
https://www.frontiersin.org/journals/molecular-biosciences#articles


Reagents for Chromosome Preparation
(1) Colcemid (Karyomax, Gibco by Life technologies (10 μg/ml):

to arrest the cells at metaphase stage.
(2) KCL (75 mM) to lyse the cells (Sigma-Aldrich).
(3) Methanol: acetic acid at the ratio of 3:1 (v/v) for fixation.
(4) Vectashield mounting medium containing 4′,6-Diamidine-

2′-phenylindole dihydrochloride stain (5 μg/ml) DAPI,
Victor Laboratories, H-1200).

(5) DAPI (4 μM) (ThermoFisher Scientific) in Milli-Q®
Millipore water from stock of 40 μM DAPI.

Equipment
(1) Counting cells: The ADAM or equivalent cell counter

(Labtech International Ltd., Uckfield, United Kingdom),
20 µl of cell media of a stimulated T-cells and 20 µl of
each accuStain T and N solutions for total cell count with
a propidium iodide dye and non-viable cells count with
fluorescent dye respectively.

(2) Epifluorescence microscope (Zeiss Z2Axioimager or
equivalent) with 6 filters such as DAPI (counterstain, SP-
100), aqua (31036v2), green (MF-101, orange (31003), red
(SP-107 (SP-103v1) and near infrared (SP-104v2).

(3) ISIS imaging software (MetaSystems) for capturing images
and analysis.

(4) Excitation sources for the multiphoton FLIM were from a Mira
900 F (Ti-sapphire laser (Coherent Ltd., United Kingdom,
Tunable 700–980 nm, pulse length 180–200 fs) pumped by a
Verdi V18, operating at 532 nm with a CW outputs. Here the
laser was tuned to 760 nm. Photons were detected by a hybrid
detector HPM 100–40, connected to a time correlated single
photon counting PC module, SPC830, Becker and Hickl,
Germany.

Solutions for M-FISH
(1) 0.1× Saline-sodium citrate buffer (SSC) stock: Add 1 ml of 20

x SSC (Sigma-Aldrich) in a 200 ml Milli-Q® Millipore water,
pH 7.25. Transfer ∼50 ml of solution in a two Coplin jars,
keeping one jar at room temperature and another in a fridge
at 4 C.

(2) Repeat the above procedure to prepare 2× SSC stock: Add
20 ml of 20× SSC in a 200 ml Milli-Q® water, pH 7.45. Pour
∼50 ml of solution in a two Coplin jars, keep one jar at 70 C
(±1°C) in a hot water bath and another in a fridge at 4 C.

(3) Prepare 0.07 mol/L: add 1 ml of 7 M stock solution in a
100 ml of Milli-Q® water and transfer ∼50 ml of solution in
Coplin jar and stored at room temperature.

(4) 100, 95 and 70% of ethanol series prepared in a Milli-Q®
water. Keep at room temperature.

(5) 0.4× SSC: mix 1 ml of 20× SSC in a 50 ml of Milli-Q® water,
pH 7.2. Keep at 72 C (± 1°C).

(6) 2× SSCT: dissolving 0.05% Tween-20
(Polyoxyethylenesorbitan-monolaurate syrup, sigma P-1379)
in a 50ml of a 2× SSC, pH 7.45 and keep at room temperature.

METHODS

Cell Culture
Lymphoblastoid Cell Line Culture
(1) Thaw a cryovial containing 3 × 106 cells at 37°C in a water

bath for 2 min (mins).
(2) Transfer contents into a 15 ml conical bottom tube

containing 10 ml of lymphoblastoid cell growth medium
(LCGM). Mix the cells by inverting the tube and
centrifuged for 5 min at 1200 rpm (revolution per minute).
Remove the supernatant followed by resuspending the cell
pellet in 10 ml of LCGM.

(3) Transfer the suspended cells into a vented 25 cm2

culturing flask.
(4) Incubate the flask with cells, in the upright position for three

days. At this stage, cells become disaggregated. Count the
cells at daily intervals using the Adam cell counter
[Equipment (1)].

(5) Check if the cell number has reached 0.8 × 106, then add
10 ml of fresh LCGM and transfer the cells to 75 cm2

flask.

Feeder Cell Preparation
(1) Lethally irradiated (40 Gy) lymphoblastoid GM1899A cells

are used as feeder cells for human T-lymphocytes (see 4
below).

(2) The culturing conditions for this lymphoblastoid cell line are
described in the Section Lymphoblastoid Cell Line Culture.

(3) Prepare feeder cells as follows: when cell number reaches
5 × 107 cells per ml, transfer the cells into one or two, 50 ml
conical bottom tubes (depending on the volume) and
centrifuge at room temperature for 5 min at 1200 rpm.
Aspirate the supernatant and resuspend the cell pellet in
5 ml of LCGM.

(4) Lethally irradiate the cells at room temperature with an X-ray
source at dose of 40 Gy (Gray), at dose rate 1.7 Gy per min.

(5) Dilute the lethally irradiated feeder cells in the freeze mix [see
Requirements for T-lymphocytes cell Culture. (7)], Aliquot
1 ml of mixture (cells in 1 ml freeze mix) in each cryovials
and freeze at –80 C in a Mr. Frosty™ (Thermo Scientific)
containers which allow cooling at rate of 1 C per min. After
24 h, vials are transferred to the liquid nitrogen container for
long term storage.

Extraction of Human Stimulated T-Lymphocytes
(1) Collect 10 ml of blood from a donor (22 years old female was

used in our case) into BD Vacutainer® lithium heparin tubes.
(2) Aliquot 5 ml of Histopaque-1077 into a four ∼15 ml conical

bottom centrifuge tubes at room temperature. Mix 10 ml of
blood with 10 ml of Hank’s Balanced Salt Solution at a room
temperature in ∼50 ml tube.

(3) Layer ∼5 ml of diluted blood slowly onto each of the four
tubes containing Histopaque-1077 using a sterile pastette.
Centrifuge the tubes at 1600 rpm for 20 min.
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(4) Aspirate the top serum layer after phase separation from each
tube leaving around 0.5 cm of liquid above the buffy coat cell
layer. Collect the buffy coat using a sterile pastette and
transfer into a 15 ml tube containing ∼10 ml of HBSS.

(5) After mixing by inverting the tubes, centrifuge at 1200 rpm
for 5 min at room temperature. Aspirate the supernatant and
re-suspend the cell pellet with ∼5 ml of HBSS.

(6) Centrifuge the cell suspensions at 1200 rpm for 5 min at room
temperature. Aspirate the supernatant and wash the cells with
∼10ml of HBSS once. Perform cell counting using 20 µl
aliquot of cell suspension. Centrifuge the tubes at 1200 rpm
for 5 min at room temperature and aspirate the supernatant.

(7) Next re-suspend the cells at concentration of 3 × 106 cells per
ml in freeze mix.

(8) Freeze cells at –80 C and transfer the cryogenic vials in Mr.
Frosty™ container. The next day transfer vials to liquid
nitrogen container for long-term storage.

Culturing Conditions of T-Lymphocytes
(1) Thaw cryovial containing 3 × 106 cells at 37 C in a water bath

for 2 min.
(2) Transfer cells with sterile pastette into a 15 ml conical bottom

tube containing 10 ml of stimulating growth medium.
(3) Mix the cells by inverting the tube and centrifuge for 5 min at

1200 rpm, room temperature.
(4) Aspirate the supernatant and re-suspend the cell pellet in

10 ml of SR10 and centrifuge for 5 min at 1200 rpm, room
temperature.

(5) In the meantime, thaw a cryovial of feeder cells in the water
bath at 37°C for 2 min.

(6) Aspirate the supernatant from T-lymphocytes and re-
suspend the cells in 10 ml of SR10.

(7) Transfer the feeder cells with sterile pastette into a 15 ml
conical bottom tube containing T-lymphocytes, mix the tube
by inverting several times and centrifuge at room temperature
for 5 min at 1200 rpm. Aspirate the supernatant and again re-
suspend the cell pellet in 10 ml of SR10.

(8) Transfer the cell suspension into a vented 25 cm2
flask and

incubate at 37°C with 5% CO2 at an angle of about 10° from
horizontal position.

(9) Leave in incubator for 4 days to grow.
(10) Disaggregate cells and count cells daily.
(11) When cells reached a density of 0.8 × 105 cells per ml,

perform a dilution of 1:2 with growth medium.

Cell Counting and Viability
(1) Use the ADAM cell counter or equivalent for cell counting

and viability.
(2) For every cell count, aliquot 20 µl of each “T” and “N”

solutions in two separate Eppendorf. Disaggregate the cells
by shaking vigorously. Aliquot 20 µl of cell media and mix
with T and N solutions separately and incubate for 2 min at
room temperature. After 2 min of incubation, load the
samples into an appropriate T and N positions in the
cartridge and load into the ADAM.

(3) The cell counter provides a value for total cell number (T),
viable cell number (N) and percentage of viable cells.

Chromosome Preparation
(1) Arrest chromosomes at the mitotic stage when the cells are

confluent up to 75–80%.
(2) Transfer the cell media from the culturing flasks into a 50 ml

falcon tube and centrifuge at 1000 rpm for 10 min.
(3) In the meantime, use 20 µl of cell media to count the cells

using an ADAM cell counter. The cell count ranged between
0.32–0.35 × 106 cells per ml.

(4) Aspirate the supernatant and then slowly add 6 ml of pre-
warmed (37°C), hypotonic KCL solution (75 mM), in a
falcon tube.

(5) Immediately, transfer the tube to 37°C water bath for
8–10 min and then centrifuge at 1000 rpm for 10 min.

(6) Meanwhile, prepare fresh fixative of methanol: acetic acid
solution (MAA) also known as carnoys solution at the ratio
of 3:1.

(7) Aspirate the supernatant and quickly add carnoys solution in
the tube, centrifuge the tube at 1000 rpm for 10 min. Repeat
the washing procedure with carnoys solution three washes.

(8) Store the prepared chromosome solutions in –20°C for future use.

Chromosome Mounting
(1) Clean glass slides (Supersoft, VWR international) by soaking

them overnight in 70% ethanol: water solution which
effectively removes grease.

(2) Wipe the slides with colourless soft tissues and place in the
freezer for 30 min before use.

(3) To prepare chromosome spreads, retrieve the cleaned frozen
slides from the freezer, blow on the slides to humidify it and
then drop 20 μl–30 μl carnoys fixed chromosomes from a
height of around 30 cm to obtain good spreads of
chromosomes on the slides.

(4) Place the slides on the hot plate (45°C) to dry. Once the slides
are dried, stain with DAPI/antifade (5 μg/ml) then covered
with a 22 × 50 mm2 cover slip.

(5) Incubate the slides with DAPI for 10 min then observe using
an epifluorescence microscope.

Sample Preparation for Multiphoton
Fluorescence Lifetime Imaging Microscopy
(FLIM)
(1) For lifetime measurement and FLIM of chromosomes,

prepare chromosome spreads according to the sections
Chromosome Preparation and Chromosome Mounting.

(2) Stain fixed chromosomes using 4 μMDAPI and incubate for
20 min in the dark.

(3) Following incubation, soak slides in 1× phosphate buffered
saline (PBS, pH-7.4) for 4 min.

(4) Before imaging, mount DAPI stained slides with 1 drop of
water and cover with a cover slip (22 × 50 mm2, No. 1 or 1.5
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depending on the cover glass thickness specifications of the
imaging objective).

Procedure for DNA Hybridization
(1) Prepare 0.1× SSC and 0.2× SSC, pour into Coplin jars and

place into the refrigerator at 4°C.
(2) Prepare 2× SSC, pour into a Coplin jar and place into a water

bath at 70°C (±1°C).
(3) Carefully remove coverslip from the glass slide following the

FLIM data acquisition.
(4) Place slide in a series of ethanol: 70, 95, and 100% for 30 s in

each solution and leave to dry in air.
(5) Incubate the slides for 30 min in the prewarmed 2× SSC at

70°C (±±1°C) Coplin jar.
(6) Remove the Coplin jar from the water bath and let it cool for

20 min at room temperature.
(7) Meanwhile prepare the M-FISH probe cocktail according to

the intended area for hybridization e.g., 9 µl for an 18 ×
18 mm2 cover slip, 12 µl for a 22 × 22 mm2 cover slip.

(8) Denature the probe by incubating at 75°C (±1°C) for 5 min on
the prewarmed hot plate.

(9) Place on ice for 15 s.
(10) Incubate at 37 C (±1°C) for 30 min on the prewarmed

hot plate.
(11) Once the slides have cooled to room temperature, place the

slides in the Coplin jar containing 0.1× SSC at room
temperature for 1 min.

(12) Denature slides in 0.07 NNaoH at room temperature for 1min.
(13) Place slides into 0.1× SSC 4°C for 1 min.
(14) Place slides into 2× SSC 4°C for 1 min.
(15) Transfer to a Coplin jar with 70% ethanol for 1 min.
(16) Transfer to a Coplin jar with 95 and 100% ethanol and

incubate for 1 min. Allow the slides to air dry.
(17) Pipette the denatured probe cocktail onto the denatured

chromosome preparation and cover with the required sized
coverslip prior to fluorescence imaging.

(18) Seal the coverslip to the slide using rubber cement.
(19) Incubate for 1–2 days in a humidified chamber at

37°C (±1°C).
(20) Following incubation, carefully remove the rubber cement

and the cover slips.
(21) Place slides into the Coplin containing prewarmed (72°C

(±1°C) 0.4× SSC for 2 min.
(22) Incubate slides into the Coplin containing 2× SSCT for 30 s.
(23) Briefly, wash with Milli-Q® water to avoid crystal formation

and leave to dry in air at room temperature.
(24) Apply 20 µl of the DAPI/antifade and overlay with a 24 ×

60 mm2 cover slip and incubate for 10 min.
(25) Proceed with imaging and analysis. Store at –20°C for up to

2 weeks.

Calibrations Prior to FLIM Imaging
(1) Calibrate the motorized sample stage of the FLIM

microscope to the epi-fluorescence microscope.
(2) To correlate chromosome images between two microscopes,

use a reference glass slide “The England Finder” also known

as graticules (Pyser-SGI Ltd.). The graticules is 3″ × 1″ in
size, same as standard glass slides. This has a marked square
grid at 1 mm intervals. Record approximately 20 x, y
coordinates on the graticules using both microscopes.
Generate a linear equation for both X and Y directions
from the obtained coordinates and then apply the same
linear equation to re-locate the chromosome spreads
during the imaging with epifluorescence microscope
and FLIM.

(3) This helps to locate the same chromosome spreads imaged
from an inverted-multiphoton confocal to an upright-
epifluorescence microscope.

(4) Measure the instrument response function (IRF) of the FLIM
setup prior to any data acquisition. The reason for this is to
check the excitation pulse profile of the instrument as well as
correct for noise introduced into the system by for example
radio-frequency pickup by the detector and electrical cables.
Poorly shielded detectors may also be sources of noise.
Where the noise cannot be completely eliminated, the IRF
data can be used to deconvolute the noise from the data. The
IRF peak should be sharp and narrow and depending on the
laser pulse width and detector response, this should not be
larger than the detector response if the laser width is
narrower. Generally, photomultiplier tubes (PMTs) give a
secondary peak in the IRF while hybrid detectors do not. It is
therefore preferable to use hybrid detectors where possible.
These are also less prone to damage by very high fluorescence
intensities and photon count rates. Use crystals of either urea,
potassium dihydrogen phosphate (KDP) or gold
nanoparticles to determine the IRF when using
multiphoton excitation. The NIR laser is tuned to
740–760 nm to excite the crystal followed by detection of
a second harmonic signal. When using one photon
excitation, a highly dilute solution of ludox may be used
with the emission filters replaced by several ND filters to
avoid too much laser power reaching the detector (See
Section FLIM Data Analysis for software generated IRF
modes). The use of multiphoton excitation also has several
advantages over one photon excitation. For example, the use
of NIR light that this less phototoxic to biological samples (in
live cell experiments), reduced detector sensitivity in the red
region, thus reducing background and reduced general
autofluorescence. We found that the use of multiphoton
excitation provided better time lifetime difference between
the centromere and chromosome arm regions than using a
standard 405 nm one photon excitation using light with more
than 40 ps pulse-width. However, we did not investigate
using 365 nm excitation where DAPI maximally absorbs.
In our set up, we obtain 20 ps for a detector with a 25 ps
response (Becker and Hickl HPM-100–06) or 110 ps for a
detector with 110 ps response (Becker and Hickl HPM-
100–40). A 3 mm BG39 band filter is used to remove the
NIR laser light and transmit the fluorescence of the DAPI
signal. Although photobleching does not generally affect
excited state lifetime values, excessively high excitation
average laser powers may lead to photo-induced
fluorescent products. It is therefore best to determine any
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bleaching effects and to avoid higher than necessary
excitation average laser powers. We used 0.1–1.0 mW,
750 nm laser power at the sample.

(5) Calibrate the setup with known fluorophores such as
10–100 µM rhodamine B, 10–100 µM erythrosin B and
10 µM fluorescein, all prepared in water, Aliquot 50 µl of
the required fluorophore solution on a round glass coverslip,
thickness number –1 or 1.5 (VWR international). Place on
the multiphoton confocal microscope stage and raster scan
using NIR light, in the dark to avoid damage to the detector.
Excited fluorescence signals are detected by a hybrid detector
HPM 100–40. Lifetime value of the fluorophores, 1.65, 0.12
and 4.0 ns respectively were obtained. This is within 5% error
of the standard literature value and in line with our daily
calibration operation values.

(6) Once an instrument test and calibration are completed, locate
and record the coordinates of the slide references on the epi-
fluorescence microscope on which the chromosome images
have been captured (see above, Calibrations Prior to FLIM
Imaging, subsections 1 and 2).

FLIM Data Acquisition
(1) Prepare a slide with chromosomes, stained with 4 µM DAPI.

Locate the x, y coordinates of the chromosomes using the
epifluorescence microscope initially followed by the
multiphoton FLIM microscope. Please note there are now
FLIM instruments with combined epifluorescence
attachment for chromosome identifications.

(2) Where the multiphoton microscope has a UV light
(365–405 nm), it is easier to initially use a 405 nm
excitation wavelength before multiphoton FLIM.

(3) Prior to multiphoton imaging mode, make sure the 405 nm
laser is switched off. Due to chromatic aberration in our
microscopes there is a need to adjust the focus for the 760 nm
multiphoton excitation wavelength. Choose optimal
excitation average power to avoid too much
photobleaching of DAPI during multiphoton or confocal
scanning.

(4) For TCSPC FLIM, we use the Becker and Hickl system
although other systems are equally adequate such as the
PicoQuant system. Using the Becker and Hickl data
acquisition software SPCM (version 9.80, 64 bit), set out
parameters such as number of cycles or image frames to
accumulate and the pixels of the image, 512 × 512, to
acquire a clear set of FLIM data (10–30 s) with each
chromatid visible. Image pixel size of 128 × 128 to
2048 × 2048 may be acquired as well as lifetime decay
resolution of 64–1024 (known as time bins). It is worth
noting that low photon counts will determine the pixel
resolution as well as the time resolution. Once the pixel
number and time bins are selected, the acquisition may be
operated in the scan-syn in mode where the data is stored
on the TCSPC PC card, FiFo (file-in file-out) mode, where
the data is stored as photon arrival time and x, y coordinates
directly onto the PC memory (Figure 1).

FLIM Data Analysis
(1) To analyze the raw acquired data, the data file from the

TCSPC is imported into the SPCImage software (version 6.4)
for processing.

(2) During FLIM data acquisition, it is often difficult to or near
impossible to acquire IRF that works well for every pixel in
the image. SPCImage therefore offers several options to
generate an IRF. The Becker and Hickl SPCImage
software uses data from an area around the brightest spot
in the image to calculate an IRF. When “Auto” has been set
the IRF calculation is done automatically after loading data.

(3) In the SPCImage software, it is necessary todiscardpixelswith poor
photon signal to noise ratio and by adjusting the threshold range
between 25 and 35 or allowing the software to automatically
determine this. Ideally pixel binning should be kept to a
minimum between 1 and 3, depending upon intensity of the
image. Higher binning values likely degrade the final FLIM image.

(4) In our case we chose “Incomplete Multiexponential” decay
model as our fitting model to calculate accurate fluorescence
lifetime of a fluorophore (under “Option-Model-Incomplete
Multiexponential”) due to our laser running at around
80 MHz (12.5 ns between laser pulses) and the lifetime of
DAPI does not decay to the baseline before the next pulse.

(5) Chi-square (χ
2
) is used to determine the goodness of

the decay fitting. A chi-square value of unity indicates a
perfect decay curve fitting that is desirable. Chi-square (>1.4)
denotes presence of multiple fluorophore components and
(<0.8) represents poor fit of the data point.

(6) Set appropriate “scatter” and “shift” values then run decay
matrix (under “calculate-Decay Matrix”), for whole image to
obtain the lifetime distribution of whole image. BH software
converts intensity image to false-colored image to generate
lifetime values at each pixel.

(7) It is also necessary to set a false-color range from “Minimum”
and “Maximum” (opt continuous color mode), (under
“Option-Color”). This generally “spreads” out the lifetime
range (example in Figure 2).

(8) Following the analysis, pseudo colored histogram denotes
range of short and long lifetime of a fluorophore stained to
chromosomes. Here, we consider red representing shorter
lifetime and blue representing longer lifetime.

(9) The median, minimum and maximum values of the lifetime
values from the distribution curve may be taken to generate
the range of lifetimes per chromosome and sub-region.

(10) At least three areas of a sample slide and at least three
independent biological samples per chromosome
preparation combination were analyzed, and the average
of the ranges were taken.
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(11) Here, FLIM measurement of the chromosome sample
indicates that chromosome 1, 9, 15, 16 have a shorter
lifetime at the heterochromatin regions compared to the
rest of the chromosomes (Figures 3–5).

NOTES

(1) To remove unbound DAPI rinsed with milli Q water.
(2) Prepared slides werefirst observed under fluorescencemicroscope

(Zeiss Z2 Axio imager with Isis software) for quality assurance of
chromosome spreads then transferred to the FLIM imaging.

(3) A10× objectiveswasused to locate the chromosomes andobserved
the quality of the prepared chromosome spreads. A 60× (water

immersion) or 63× objective (with immersion oil) was used to
visualize the DAPI stained chromosomes at high resolution.

(4) Store the probe away from the light during the process of
denaturation.

(5) OnceM-FISH cocktail is prehybridized, spin briefly to obtain
probe cocktail.

FIGURE 1 | Schematics of TCSPC- FLIM. The sample is scanned using a laser scanning microscope that has a focused beam of a high-repetition-rate pulsed laser
ion. The system can either be one or multiphoton depending on the laser used. The TCSPC detector is attaches to either the confocal or non-descanned port of the
microscope. The detector sends an electrical pulse into the TCSPC module upon detection of every photon. The TCSPC module i) determines the decay time (t) of the
photon ii) receives scan clock signals (pixel, line and frame clock) from the scan controller of the microscope and also iii) is configured as a scanning interface with
two counters X, Y, for the x and y location in the scanning area.With permission from:W. Becker, The bh TCSPC handbook. 8th edition (2019) available on www.becker-
hickl.com Also see (Schoberer and Botchway, 2014; Suhling et al., 2019).

FIGURE 2 | Lifetime distribution of chromosomes measured from image
Figure 3, showed shorter lifetime (red 2.76 ± 0.07 ns) and longer lifetime (blue
2.95 ± 0.04 ns) values of DAPI stained chromosomes.

FIGURE 3 | DAPI lifetime map of a typical chromosome spread with all
46 human chromosomes identified: showing lifetime change along the length
of an individual chromosome, obtained from human T-lymphocytes. The
lifetime values range from 2.76 ± 0.07 ns to 2.95 ± 0.04 ns within a field
of view of 35 µm and scale bar of 5 µm.
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(6) The fluorescence decay function (f) at time, t, is obtained
from the intensities data to obtain the excited state lifetime
(τ) exponential decay as follows:

• a homogeneous population of molecules in the same
environment giving a single exponential.

• f (t) � e−t/τ
• The equation for triple exponential

is: f (t) � ae−t/τ1 + be−t/τ2
• That for a triple exponential

is: f (t) � ae−t/τ1 + be−t/τ2 + ce−t/τ3

the amplitudes of the exponential components, a, b and c
define the contributions to each lifetime (example in Figure 6).

FIGURE 4 | Zoomed image of chromosome 1 and 9 from image
Figure 3.

FIGURE 5 | Multicolor FISH performed on the chromosome spread, after the FLIM imaging, followed by karyotype as shown in image.

FIGURE 6 | (A) Fluorescence decay curve obtained from selected pixel of red, green and blue regions of chromosome 9 from image Figure 3. (B)- representative
raw decay data with a single exponential fitting.
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