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Editorial on the Research Topic

Advances in Nuclear Power Engineering

Nuclear power has been used widely around the world and is considered a highly efficient and
clean energy source (Kim and Alameri, 2020). Many organizations around the globe are leading
the efforts to develop new technologies to improve the economy and safety (Openshaw 2019).
The research topic “Advances in Nuclear Power Engineering” aims to publish the most advanced
and timely research results. The articles include research results on Gen IV reactors, small
modular reactors, reactor physics, reactor thermal hydraulics, advanced safety technologies, and
related topics. Variety of important areas are covered in these topics including theoretical,
computational, and experimental thermal-hydraulics, multiphase heat transfer, neutronics,
uncertainty analysis, aerosol transport, and scaling considerations.

Zhang et al. discuss on the Gen IV sodium-cooled fast reactor heat transfer in their article
“Theoretical Investigation on the Fully Developed Turbulent Heat Transfer Characteristics of
Liquid Sodium.” In the article “Numerical Analysis of FLiBe Laminar Convective Heat Transfer
Characteristics in Tubes Fitted with Coaxial Cross Twisted Tape Inserts,” Yang et al. present
computational heat transfer results on Gen IV molten salt reactor. Zhang et al. discuss design of
the small modular reactors in the article “Comparisons of Reduced Moderation Small Modular
Reactors with Heavy Water Coolant.” Those works provide an insight view of the next-
generation reactor design include not only high temperature Gen IV reactors but also small
modular light water reactor.

Song et al. share their results of computational studies in the article “GPU Based Two-Level
CMFD Accelerating Two-Dimensional MOC Neutron Transport Calculation.” The neutronic work
shows the multidimensional neutronic and thermal information in the reactor core.

The results on thermal-hydraulics experimental work are given by Li et al. in the article “The Effect of
Different Branch Angles and Different Branch Pipe Sizes on the Onset Law of Liquid Entrainment”; Gao
et al. in the article “Influence of the Size and the Angle of Branches Connected to theMain Horizontal Pipe
on the Onset of Gas Entrainment”; Mao et al. in the article “Natural Convection Heat Transfer of the
Horizontal Rod-Bundle in a Semi-closed Rectangular Cavity”; Ren et al. in the article “Visualization
Experiment of Bubble Coalescence in a Narrow Vertical Rectangular Channel”; and by Wang et al. in the
article “Study on the BreakdownMechanismofWater Film onCorrugated PlateWallUnder theHorizontal
Shear of Airflow: A Short Communication.” The experimental thermal-hydraulics work aims at the
improvement of the heat transfer coefficient and reactor safety.

Other thermal-hydraulics related works include the work ofWang et al. in the article “Review and
Prospect of the Measurement Technology of the Thickness of the Liquid Film on the Wall of the
Corrugated Plate Dryer”; Saeed et al. in the article “Sensitivity Analysis of Some Key Factors on
Turbulence Models for Hydrogen Diffusion Using HYDRAGON Code”; Zhou et al. in the article
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“Analysis of Measuring Characteristics of the Differential
Pressure Water-Level Measurement System Under
Depressurization Condition”; Zhou et al. in the article
“Numerical Study of the Influence of Tube Arrangement on
the Flow Distribution Inside the Heat Exchanger in the
PCCS”; Wang et al. in the article “Numerical Study on
Laminar-Turbulent Transition Flow in Rectangular Channels
of a Nuclear Reactor”; Huang et al. in the article “Study on
Typical Design Basis Conditions of HPR1000 With Nuclear
Safety Analysis Code ATHLET”; Sun et al. in the article “An
Improved Best Estimate Plus Uncertainty Method for Small-
Break Loss-of-Coolant Accident in Pressurized Water Reactor”;
and Zhang et al. in the article “Uncertainty analysis on k-ε
turbulence model in the prediction of subcooled boiling in
vertical pipes.” The theoretical and numerical thermal-
hydraulics work expands the boundary of experimental work.

Reactor containment is the final safety boundary of the nuclear
power plant. Articles related to reactor containment include

articles by Liu et al. “Scaling Design of the Pressure Response
Experimental Facility for Pressure Suppression Containment”
and Tao et al., “Experimental study on natural deposition
characteristics of aerosol in the containment”. Those works are
important to help containment integrity during beyond design
basic accident conditions.

This research topic received good response from authors
and successfully attracted dozens of submissions. After the
peer-review and editor’s efforts, this research topic finally
published nineteen articles. We want to thank all the
reviewers, authors, and support from the editor office of
Frontiers in Energy Research.
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Sensitivity Analysis of Some Key
Factors on Turbulence Models for
Hydrogen Diffusion Using
HYDRAGON Code
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In this paper, we have investigated the influence of air-fountain injection to study the

hydrogen diffusion behavior with the help of 3-Dimensional code, HYDRAGON. Three

different turbulence models i. e., Standard k −, model, Re-Normalized Group k − m

model and Realizable k − e model have been studied carefully and the comparison of

simulated data with experimental data were performed. The effect of air-injection was

examined using three different velocities i.e., 0.411, 2.803, and 5.143 m/s to evaluate

the phenomena of stratification break-up. When we kept the velocity of the air-injection as

low as 0.411 m/s, the simulated results obtained through these three turbulence models

were very close to experimental data. As the velocity was set to 5.143 m/s, the simulated

data captured the experimental data well. But, when the velocity of air-injection was

kept 2.803 m/s, the two turbulence models i.e., SKE and RNG turbulence models gave

satisfactory results. However, when we added the turbulent diffusivity coefficient to RNG

and RLZ turbulence models in the HYDRAGON code, a minor influence was investigated

in these simulation results.

Keywords: nuclear power plant, air-injection, diffusivity coefficient, HYDRAGON code, turbulence models

INTRODUCTION

Due to oxidation and core degradation, a large amount of hydrogen is generated and released into
the reactor containment during a severe accidental scenario in the nuclear power plant (NPP). The
density of air is 14 times higher than hydrogen, and the flammability range of hydrogen is much
higher. These distinct properties show that hydrogen may disperse tremendously faster during
accidental conditions, and detonation or deflagration may be initiated inevitably by the potential
ignition source. This may threaten the integrity and safety system of the reactor containment.
The possible risk related to hydrogen was initially observed during the accident which occurred
in Three Mile Island (TMI) in 1979. This was the first well-known example where combustion of
hydrogen took place, and where an enormous quantity of hydrogen was generated as a consequence
of steam-zirconium interaction in the fuel cladding (Abdalla et al., 2014; Saeed et al., 2016, 2017a,b;
Huanga et al., 2017). The hydrogen detonation in the Fukushima Dai-ichi Nuclear Power Plant
(NPP) accident (2011) was another example which compelled scientists to explore the risk of
hydrogen detonation during a severe accident. Both of these accidents indicate that modeling

7
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the gas behavior is an important subject of interest. To evaluate
the combustion that would be detrimental to the reactor,
hydrogen distribution must be modeled precisely to measure
the initial conditions following combustion (Visser et al., 2012;
Abdalla et al., 2015; Yang et al., 2017).

It is quite necessary to keep an eye on the hydrogen
concentration during an accident scenario in the containment of
an NPP to investigate the probable hydrogen risk and efficiency
of the mitigation systems which are fixed in the containment
of the NPP (Saeed et al., 2017a). In previous decades, scientists
have developed two thermal-hydraulics approaches i.e., Lumped
parameters (LP) and computational fluid dynamics (CFD)
codes to simulate the related problems in the reactor core
(Prabhudharwadkar et al., 2011; Xiao and Travis, 2013). In
the beginning, LP codes such as MAAP and CONTAIN were
used to predict the hydrogen safety behavior in the NPP
(Kanzleiter and Fischer, 1994). For predicting the average
hydrogen concentration in the containment, the LP method is
more effective for predicting a longer duration of simulation
because of its fast estimation for the hydrogen distribution.
This method was more effective to investigate the average
hydrogen concentration and it could not provide any estimation
about the local distribution inside a compartment. Therefore,
high-resolution CFD codes were presented for predicting the
distribution of hydrogen at low spatial scales. The CFD largely
has enhanced the precision, accuracy and analysis of the release
of the hydrogen (Kanzleiter and Fischer, 1994; Heck et al., 1995;
Bart et al., 2002; Visser et al., 2012).

Recently, 3D CFD codes such as ADREA-HF, CFD-ACE
GOTHIC, REACFLOW, TONUS, CFX-5.7, GASFLOW, ROMs,
and FLCAS etc. have been used for containment and industrial
analyses. GOTHIC either deals with the LP computations or
other systematic multidimensional assessment. Royl et al. (2000)
used GASFLOW to predict the influence of combustion and
hydrogen-steam distribution analysis in the konvoi-type NPP
(Royl et al., 2000; Analytis, 2003; Grunloh and Manera, 2016).
Houkema et al. (2008) performed a detail comparison between
simulation results obtained from the LP code and commercial
CFD code CFX and it was observed that a comprehensive three-
dimensional analysis was necessary to get a local hydrogen
distribution concentration (Houkema et al., 2008). A Russian
typeWater-Water-Energy-Reactor, VVER 440-213, was designed
to perform simulations. Although these codes provided a
certain degree of hydrogen mitigation, precise comparison of
local hydrogen concentration was still unavailable (Kim et al.,
2007).

The development of computational tools that precisely
measure the hydrogen mixed gases inside the containment is still
an unsolved issue. The precise measurement of the behavior of
these gas species was a major concern for nuclear safety experts
(Studer et al., 2012). Turbulencemodeling is one of the important
components to simulate gas mixing and transport equations.
Different turbulence models (i.e., standard k − ε (hereafter SKE)
turbulence model, re-normalization group k−ε (hereafter RNG)
turbulence model, realizable k − ε (hereafter RLZ) turbulence
model etc.) were used (Xiao and Travis, 2013; Zhang et al.,
2015).

We studied the experimental work fromDeri et al. (2010), and
compared their experimental data with our simulation results
obtained from HYDRAGON code (Abdalla, 2015; Abdalla et al.,
2015; Saeed et al., 2016, 2017a,b; Zhang et al., 2017). For the
current paper, the published data of the air-fountain case (air-
fountain in the erosion of gaseous stratification) performed by
Deri et al. was selected as a benchmark. To prevent the hydrogen
risk combustion, helium was used during the experiment.

This work assesses the capability of the HYDRAGOON code
to simulate the hydrogen distribution which is released during an
accidental scenario in the containment of the NPP. In addition,
this work is an important framework for assessment of hydrogen
risk and risk reduction in the scenario of a severe accident
at NPP. The major application of the HYDRAGON code is
predicting the hydrogen behavior and multiple gas species inside
the containment of NPP during a severe accident.

NUMERICAL METHODOLOGY

The 3D HYDRAGON code was used for numerical
simulation in this manuscript. The next sections of our
report introduce the governing equations, various k − ε

turbulence models i.e., SKE, RNG, and RLZ turbulence models,
facility description and the initial and boundary conditions,
in sequence.

Governing Equations
The governing equations used in this article are the viva unsteady
average Navier-Stokes equations having mass and momentum
conservation equations with turbulence transport equations.
It is important to mention that the Navier-Stokes equations
embody the physics of all types of fluid flows, including turbulent
flow. The computations were initiated with three-dimensional
transient simulations. The fluid properties such as velocity,
pressure, temperature, etc. for the multicomponent fluid have
been resolved by using the transport equations (Abdalla et al.,
2015; Zhang et al., 2015, 2017; Saeed et al., 2016).

The transport equation is given as under:

∂(ρYi)

∂t
+ ∇ · (ραUYi) = −∇·EJi + Si (1)

where ρ represents the fluid density, EJi represent the diffusion
flux, Y denotes mass fraction of gas species, U is used for
the fluid velocity vector and Si represents the conserved mass.
Summation of mass fraction for each mixture component i is
obtained as following.

∑NC

i
Yi = 1 (2)

where NC represents the number of components i.
Diffusion flux:

EJi = −ρDi E∇Yi −
µt

sct
E∇Yi (3)

where EJi represents the diffusion flux, ρ and Di denote the fluid
density of mixture of gas and mass diffusion, respectively. The
term Yi is the mass fraction for gas species i.

Frontiers in Energy Research | www.frontiersin.org 2 February 2020 | Volume 8 | Article 128

https://www.frontiersin.org/journals/energy-research
https://www.frontiersin.org
https://www.frontiersin.org/journals/energy-research#articles


Saeed et al. Sensitivity Analysis of Turbulence Model

Continuity mass equation:

∂ρ

∂t
+∇ . (ρU) = 0 (4)

Conservation of momentum:

∂ (ρU)

∂t
+∇ . (ρUU) = −∇P +∇ .τ + ρg (5)

where U and ρg represent the velocity vector and gravitational
body force, respectively.

Stress tensor:

τ = µeff

(

∇U − 2

3
ρkI

)

(6)

Effective turbulence viscosity:

µeff = µ + µT (7)

where µeff is the effective turbulence viscosity, µ is the molecular
viscosity and µT represents the turbulent viscosity.

Thermodynamic equation:

p = z (ρ,T) ρ
R

M
T (8)

where R and M represent the universal gas constant and
fluid molecular weight, respectively. The term z represents the
compressibility; T represents the fluid absolute temperature and
p represents pressure.

Density of the gas mixture:

1

ρ
= Yair

ρair
+ Yhelium

ρhelium
(9)

Molecular viscosity:

µ (T) = c1

(

T

c2

)1.5

× c2 + 110.4

T + 110.4
(10)

Turbulence Models
The two characteristic equations of N-S models i.e., mass,
momentum, and energy equations are not closed. The process of
closing the system of mean flow equations during computational
system is known as turbulence modeling. Turbulence models are
used to close the Reynolds stress term in the system of non-linear
equations (Xie et al., 2008; Latif et al., 2013).

Turbulent kinetic energy:

k = 1

2

(

U ′.U ′
)

(11)

Dissipation rate:

ε = ∇ .
(

υU ′U ′) (12)

Turbulent Production:

pk = µt

[

∂ui

∂xj

(

∂ui

∂xj
+ ∂uj

∂xi

)]

(13)

Turbulent production of due to buoyancy effect:

Gk = −gi
µt

ρPrt

∂ρ

∂xi
(14)

In the above equations, µt represents eddy viscosity, ρ is the
density and prt is the turbulent Prandtl number. The vaule of
turbulent Prandtl number was kept as 0.9.

The Standard k − ε turbulence model (Abdalla et al., 2014;
Saeed et al., 2016)

Eddy viscosity:

µt = Cµρ
k2

ε
(15)

Transport equations of the SKE turbulence model:

∂
(

ρk
)

∂t
+ ∂

∂xi

(

ρkui
)

=

∂

∂xj

[(

µ + µt

σk

)

∂k

∂xj

]

+ Pk + Gk − ρε (16)

∂ (ρε)

∂t
+ ∂

∂xi
(ρεui) =

∂

∂xj

[(

µ + µt

σε

)

∂ε

∂xj

]

+ C1
ε

k
(Pk + Gk) − C2ρ

ε2

k
(17)

The model constants determined from simple benchmark are
Cu = 0.0, σk = 1.0, Pr= 0.85, Cε1 = 1.44, Cε2 = 1.92, σε = 1.3
The RNG k − ε model equations are given as (Abdalla et al.,

2014; Saeed et al., 2016).
Eddy viscosity:

µt = Cµρ
k2

ε
(18)

Transport equations of the RNG turbulence model:

∂
(

ρk
)

∂t
+ ∂

∂xi

(

ρkui
)

=

∂

∂xj

[

σk (µ + µt)
∂k

∂xj

]

+ Pk + Gk − ρε (19)

∂(ρε)

∂t
+ ∂(ρεui)

∂xi
=

∂

∂xj

[

(µ + µt) σε

∂ε

∂xj

]

+ C1RNG
ε

k
(Pk + Gk) − C2ρ

ε2

k
(20)

The model constants determined from simple benchmark are
Cu = 0.0, σk = 1.0, Pr= 0.85, Cε1 = 1.44, Cε2 = 1.92, σε = 1.3
The Realizable k− ε model equations are (Abdalla et al., 2014;

Saeed et al., 2016).
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FIGURE 1 | Sketch of the experimental layout.

Transport equations of the RLZ turbulence model:

∂
(

ρk
)

∂t
+ ∂

∂xi

(

ρkui
)

=

∂

∂xj

[(

µ + µt

σk

)

∂k

∂xj

]

+ Pk + Gk − ρε (21)

∂(ρε)

∂t
+ ∂(ρεui)

∂xi
=

∂

∂xj

[(

µ + µt

σε

)

∂ε

∂xj

]

+ C1ρSε + C1ε
ε

k
Pk

−C2ρ
ε2

k+√
υε

(22)

The model constants are
σε = 1.2,C1ε = 1.44, C2 = 1.9.

Facility Description
The facility consisted of a parallelepiped, whose dimensions are
1.92 × 0.92 × 0.92m (Height, length, and width) as shown in
Figure 1. The inlet is located exactly in the middle of the bottom
of the facility, and the outlet measuring 0.06m is positioned at
the bottom of the facility as shown in Figure 1. Initially, the
facility was filled with air, and 9.1 g of helium was injected in via
two upper inlets that were facing horizontally into the facility,
during the initial 300 s of the simulation beginning. The air-
injection was also started 1min after the helium injection via the
vertical nozzles that were positioned at 0.3m from the roof on
the lateral edges. The injection of air was continued for 300 s. To
keep the pressure constant, the surpassing gas flowed out of the
facility during the air-fountain. The sensor probes P1, P2, P3, P4,
P5, and P6 were located 1.29, 1.09, 0.96, 0.83, 0.69, and 0.49m,
respectively from bottom of the enclosure as shown in Figure 1.

TABLE 1 | Design parameters of the layout.

Inlet diameter for helium 0.004 m

Inlet nozzle diameter for air 0.02 m

Height of the containment 1.29 m

Square area of the containment 0.92 × 0.92 m

Air-injection time 300 s

Pressure 101,235 pa

Temperature 20◦C

Air-fountain velocity 0.411 ms−1,

−2.803

ms−1, 5.11ms−1

Froude numbers (Fr) 0.16,1.09, 2.0

Monitor elevations; P1, P2, P3, P4, and P6 1.29m, 1.09m,

0.96m, 0.83m,

0.69m, 0.49 m

Various Froude numbers (Fr) i.e., 0.16, 1.09, and 2.0
were applied to the experiment work to check the behavior
of the penetrating jet deal during the experiment. The
corresponding air-injections were 0.411, 2.803, and 5.143 m/s
(Deri et al., 2010). Local Froude numbers were derived
as a function of air-fountain reference velocity Ureff =
0.126 Uem/s, length scale of air-fountain L = 0.162m,
Brunt-Vaisala frequency N and stratification thickness H
= 0.4 m. Design parameters of the layout is shown in
Table 1.

Fr = Ureff

NL
(23)

N =
[

2g

ρ1 + ρ2

ρ1 − ρ2

H

]0.5

= 2[s−1] (24)

where, N is known as Brunt-Vaisala frequency, used to
define the initial condition for the stratification, ρ1 is the
density of the bottom zone, ρ2 is the density of the
upper zone, Ue is the air-fountain velocity and g is the
gravity force.

Initial and Boundary Conditions
To decrease the simulation duration and simplify the
computation, we have simplified the geometry as a 3D
quarter size. We have imposed a symmetry condition for the
entire area and we have performed similar simulations in the
other area. During the simulation, an adiabatic heat transfer
with an isotropic system was applied. The air was injected
through a square inlet whose dimension was 0.0088226917
× 0.0088226917m. The whole simulations were divided into
two different time steps. The duration of air-injection was
150–450 s following the start of the simulations. During the
air-injection phase of simulation, when the velocity was high and
constant, small time steps were adopted for solving the transient
equation because of the higher turbulence intensity closer to the
air-fountain source. In the latter phase, variable time steps were
used as variation occurred in the velocity and became uncertain.
Moreover, “time step maximal variation” was set at low levels.
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FIGURE 2 | Cartesian mesh used for the computation of air-fountain

experimental benchmark.

The simulations were performed with a structure of Cartesian
coarse mesh, and three different grids conducted for the sensitive
analysis were as 6,750, 40,500, and 54,000. An average mesh size
of 1.8 × 1.8 × 3.1, 1.8 × 1.8 × 2.3 and 4.5 × 4.5 × 5 cm were
tested and it was observed that the coarse mesh (4.5× 4.5× 5 cm
having a total number of 6,750 grids) was sufficient to capture
the gas mixture flow phenomena.

To reduce the simulation time, all the simulation results
presented in the paper were computed by using 4.5 × 4.5 ×
5 cm average mesh size. The computational domain cells were
15 cells along both the x- and y-axis, and 30 cells along the z-
axis. For capturing the rapid variation in the density gradient, the
highest mesh density was employed near the air-fountain region
during the air-injection. Figure 2 illustrates the grid system for
the computational domain obtained by using HYDRAGON code
to solve Navier-Stocks equations. In this article, three different
velocities for air-injection were used i.e., 0.411, 2.83, and 5.11m/s.
The helium mass diffusion coefficient for the mixture was 7.35×
10−5. The fully inlet flow was assumed having values calculated
with flow physical properties as under (Prabhudharwadkar et al.,

2011).

kin = 0.001Uin
2 (25)

εin = cµkin
3�2

lin
(26)

lin = 0.42yp (27)

RESULTS AND DISCUSSION

As the density of helium is lower, so the helium molecules were
constantly diffused inside the facility. These helium molecules
are consistently deposited on the upper part of the enclosure
inside the containment. The air-injection was started after 150 s
following the initiation of the simulation. After 450 s, the helium-
injection was cut off following the initiation of the simulation.
The air injection mixed the atmospheric components of the
enclosure and the excess gases were able to exit through the
outlet which maintained the thermodynamic pressure on the
enclosure. According to the flow type, whole simulations were
performed in two different steps. During the air-fountain and
helium injection, we have used closely timed steps to solve the
transient equations because of the turbulence intensity closer
to the air fountain source. So, during the release phase, a
longer simulation time was needed for the air fountain. After
the release phase, variable time steps were used. The maximal
variation for the time steps was kept at lower levels. The
simulated data presented in this paper are dimensionless density
ρref − ρ/ρref vs. time for the six monitors i.e., P1, P2, P3, P4 P5,
and P6.

Effect of Velocity Injection Parameters
The simulations were performed by using three different
air-injection velocities 0.411, 2.83, and 5.11 m/s to analyze
stratification break-up phenomena. To study the interaction
between the three different air-fountain velocities and
the stratification helium layer, the simulated data was
compared with the experimental results calculated at
various air-injection velocities mentioned earlier for the three
turbulence models.

When the air-injection velocities were set to 0.411 m/s,
the results achieved by using the HYDRAGON code for the
three turbulence models were in better agreement as shown in
Figures 3, 4. The simulation results of the monitors P1 and
P2 were close to the experimental data for all the turbulence
models during the initial stage of the simulation and a small over
prediction was observed after 600 s following the initiation of the
simulation. Similarly, for all the remaining three monitors, the
simulation results obtained by usingHYDRAGONcode captured
the experimental trend during the initial stage of simulations
and a small over prediction was observed at the latter phase of
the simulation due to lower density of the helium as shown in
Figures 3, 4. The simulation results illustrate that the injected
momentum had an influence on the mixing regimes. Mixing
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FIGURE 3 | Effect of air-injection velocity 0.411 m/s on the simulation results for monitors (A) P1, (B) P2, and (C) P3.

FIGURE 4 | Effect of air-injection velocity 0.411 m/s on the simulation results for monitors (A) P4, (B) P5, and (C) P6.

FIGURE 5 | Effect of air-injection velocity 2.83 m/s on the simulation results for monitors (A) P1, (B) P2 and (C) P3.

process was dominated bymolecular diffusion when air-injection
velocity was set to 0.411 m/s.

When the air-injection velocities were set to 2.83 m/s,
the turbulence models choice had an influence on the
simulation results.

The results obtained for the SKE and RNG turbulence models
were closed to the experimental data, while discrepancies for the
RLZ turbulence model were observed as shown in Figures 5,
6. The computational results of the RLZ turbulence model
varied locally. The results of the RLZ turbulence model were

underestimated for P1 and P2 and were improved for P3, P4, and
P5, respectively.

The computational data achieved using SKE and RNGmodels
were close to the experimental trend as compared to RLZ
turbulence model at any area in the enclosure. Figures 5,
6 illustrate that the influence of the upward air fountain
flow distance varied for all the three turbulence models. It
was observed that the flow simulated by using the RLZ
turbulence model reached a better trend than the other two
turbulence models, and the horizontal spreading rate was
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FIGURE 6 | Effect of air-injection velocity 2.83 m/s on the simulation results for monitors (A) P4, (B) P5, and (C) P6.

FIGURE 7 | Effect of air-injection velocity 5.143 m/s on the simulation results for monitors (A) P1, (B) P2, and (C) P3.

FIGURE 8 | Effect of air-injection velocity 5.143 m/s on the simulation results for monitors (A) P4, (B) P5, and (C) P6.

also underestimated for the RLZ turbulence model. The SKE
and RNG turbulence models generally better presented the
predictions for the density stratification breakup phenomena.

The numerical results calculated when the air-injection was
increased to 5.143 m/s for the three turbulence models are shown
in Figures 7, 8. The momentum force derived the mixing when
the air-injection was set to 5.143 m/s. When the air-injection
velocity was set to 5.143 m/s, the simulation results obtained by
the SKE turbulence model were similar to the simulation results
obtained by RNG and RLZ turbulence models. In general, when

air-injection velocity was set to 5.143 m/s, the three different
turbulence models were in better agreement with experimental
data as shown in Figures 7, 8.

Figure 9 compares the instantaneous mixture density
distribution inside the containment for the SKE, RNG, and
RLZ turbulence models computed by three various air-injection
velocities, and the instantaneous results presented at 200 s.
When air-injection velocity was very small, i.e., 0.411 m/s, the
stratification layers were formed in-between the region where
the helium concentration varied, as the helium concentrated
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FIGURE 9 | Comparison of instantaneous mixture density (kg/m3) calculated by three various air-injection velocities at 200 (s) for SKE (A) 0.411 m/s (B) 2.803 m/s (C)

5.143 m/s, RNG (D) 0.411 m/s (E) 2.803 m/s (F) 5.143 m/s, and RLZ (G) 0.411 m/s (H) 2.803 m/s (I) 5.143 m/s.

at the upper part of the containment. When the air-injection
velocity was increased to 2.803 m/s, stratification breakup was
observed which was mainly caused by gravity driven force during
the air-injection. If air-injection velocity was increased more up
to 5.143 m/s, it suddenly penetrated the stratification layers and
reached a higher distance but still was unable to penetrate helium
stratification layer completely.

The comparison between the gravity-dominated
and momentum-dominated regimes were observed by
means of the interaction Froude number (Fr), which
was set to 1 as a discriminating value. When Fr <

1, the momentum was overcome by the buoyancy
and the air-injection was thus unable to penetrate
the stratification. Actually, the air flow impinged
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FIGURE 10 | Comparison of instantaneous turbulence kinetic energy (m2/s2) calculated by three various air-injection velocities for SKE, RNG, and RLZ at 200 (s).

over density surface and deflected downward with a
fountain behavior.

Figures 10, 11 compared the instantaneous turbulence kinetic
energy and dissipation rate, respectively for the SKE, RNG,
and RLZ turbulence models calculated by three various air-
injection velocities and the instantaneous results presented at
200 s. The simulation results illustrated that the air-injection
momentum had large influence on the turbulence kinetic energy

and dissipation rate. Largest turbulence kinetic energy and
dissipation rate were observed when the air-injection velocity was
increased to 5.143 m/s.

When, the injection was small, the molecular diffusion
dominated the mixing. A buoyancy dominated mixing was
observed, as the fountain flow rate was increased. When the
value of Fr was set more than 1, the flow regime was momentum
dominated and a rapid stratification break-up was observed.
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FIGURE 11 | Comparison of instantaneous turbulence dissipation rate (m2/s3) calculated by three various air-injection velocities for SKE, RNG, and RLZ at 200 (s).

Effect of Turbulent Diffusivity Term
The effect of the turbulent diffusivity was analyzed. The value
of the turbulent Schmidt number Sct was set to 0.7 (Sanders
et al., 1997) and the air-injection velocity was set to 2.83 m/s.
Xiao and Travis (2013) suggested that value for the turbulent
Schmidt number Sct can be selected in the range of 0.5–1.0

value. Figure 12 illustrates the comparison of simulation results
calculated when turbulent diffusivity coefficient was included
with the three turbulence models at P5 and P6 regions.
Only the region near the air-fountain source was investigated,
because it was the region where the turbulent diffusivity affected
the most.
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FIGURE 12 | Effect of turbulent diffusivity on numerical results calculated for SKE, RNG, and RLZ for monitors (A) P5 and (B) P6, at inlet velocity 2.803 (m/s).

The simulation results illustrated that the turbulent diffusivity
had a small effect on the simulation results at the region near air-
fountain source i.e., P5 and P6, for the RNG and RLZmodels and
it did not have any noticeable effect on the SKE turbulence model
as Figure 12. By including turbulent diffusivity term to the RNG
model, it was observed that the simulation results agreed well
with the simulation results obtained by RNG and RLZ model at
the region near air-fountain source P6. The curves for the RNG
and RLZ turbulencemodels were closer to the experimental trend
when turbulent diffusivity was included to the HYDRAGON
code. Moreover, turbulent diffusivity had no noticeable effect
on the computed results obtained by SKE model as shown in
Figure 12.

CONCLUSION

We have used three different velocities to investigate the
stratification break-up phenomena. The molecular diffusion
force caused the mixing process when the value of the velocity
was 0.411 m/s. The gravity force was responsible for the
mixing when the value of the air-injection was 2.803 m/s. The
momentum forces derived from the mixing process as the air-
injection was set to 5.143 m/s. The simulation results obtained
by using various turbulence models showed that maximum
penetration distance of the injected air-fountain varied for
different turbulence models. It was observed that an air-injection
did not have enough momentum to penetrate the helium

stratification layer completely, where the injected air density
was much heavier than the containment mixture. When the
values of the air-injection velocities were 0.411 and 5.143 m/s,
respectively, then the results achieved by these three turbulence
models were closer to the experimental data. However, when
2.803 m/s velocity used, the results of SKE and RNG turbulence

models were very close to the experimental trends at different
points as compared to RLZ model. Furthermore, RNG model
captured experimental trend better than SKE and RLZ models
near the air-fountain source.

Furthermore, the effect of the turbulent diffusivity
coefficient term was included to the k and ε equations.
When we added the turbulent diffusivity coefficient
term in the HYDRAGON code for RNG and RLZ
turbulence models, a minor influence was observed in
the results.
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The influence of the size and the angle of the branch on the onset of gas entrainment

is explored in the present study. Since previous studies were performed on small-sized

branches and the angles of the branches were specific (0◦ or −90◦), it is difficult to

apply them to arbitrary-angled branches. So we conducted a series of experiments in a

different direction of −30◦, −45◦, −60◦, and −90◦ angles with the main pipe of 80-mm

diameter and a branch of 31-mm diameter (T-tube). A new correlation is developed and

can predict the most experimental data well within the error range of ±20%. And the

new correlation can predict the onset of gas entrainment at arbitrary-angled branch

and is not constrained by the angle of branches; that is, it has good versatility. We also

gained somemeaningful conclusions by analyzing experimental data and the entrainment

phenomenon: gas is entrained by a vortex flow, and the size of the branch and the angle

of the branch have little effect on the form of entrainment at a given hb/d. The critical

Froude number (FrL) gradually increases as the angle of the branch changes from−90◦ to
−30◦. When this is compared with previous models, it can be found that the correlation of

the onset of gas entrainment based on small-sized branches is not suitable for large-scale

branches. But we have defined a new critical liquid level (h∗b) to successfully expand the

scope of application of the correlation.

Keywords: T-tube, onset of gas entrainment, size of branch, angle of branch, the onset of phenomenon

INTRODUCTION

In the AP1000 reactor of the third-generation nuclear power plant, the T-tube structure is widely
used in the pipeline of the fourth-stage automatic depressurization system (ADS-4) and the passive
residual heat removal system (PRHRS) (Schulz, 2008; Lin, 2010). Zuber (1980) pointed out that
for the T-tube structure, when the gas–liquid stratified flow exists in the horizontal main pipe,
the relative position of the branch/break and the gas–liquid interface will cause two different
entrainment phenomena. If the branch/break location is below the gas–water interface, the gas may
be entrained by the continuous liquid stream through the branch/break, causing gas entrainment.
Conversely, if the branch/break location is above the interface, the liquid may be entrained by
the continuous gas stream through the branch/break, causing liquid entrainment. During loss-
of-coolant accidents (LOCAs), gas entrainment may occur at the location of the break below the
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horizontal interface. In a pressurized water reactor (PWR), gas
entrainment may cause failure of residual heat removal pump
(Guide, 1989). Therefore, it is of great engineering value to study
the gas entrainment phenomenon.

In the previous work, numerous models of onset of gas
entrainment were used in various analytical procedures for
analyzing PWR safety accidents. According to the relevant
parameters, Zuber (1980) established a simplified correlation for
the entrainment through the top, bottom, and side branches:

hb

d
= C1 (Frb)

C2 (1)

where Frb = [(4/π)Wb]/[gd
5ρb(ρL – ρG)]

0.5, Wb is the
continuous phase mass flow in the branch, ρL is the density of the
liquid, ρG is the density of the gas, d is the inner diameter of the
branch/break, and the coefficients C1 and C2 are determined by
experimental data. Smoglie C. from KfK (Smoglie and Reimann,
1984) used point-sink analysis to establish a model that predicts
the onset of entrainment at the top, bottom, and side branches,
ignoring the effects of liquid viscosity and surface tension.

hb =
KW0.4

3b
[

gρb (ρL − ρG)
]0.2

(2)

where K is obtained by fitting the experimental data. However,
the direction of the branch/break is not limited to three (top,
bottom, and side). Based on the assumption of inertial force and
gravity balance, Lee et al. (2006) developed a correlation that can
predict the onset of gas entrainment at arbitrary-angled branches
(−30◦,−45◦,−60◦, and−90◦):

FrL

(

ρL

1ρ

)0.5

= COGE(θ)

[(

hOGE

d

)

+ 1

2

(

D

d

)

(1− sinθ)

]0.25

(3)
where 1ρ = ρL – ρG, COGE(θ) is determined by the value of θ ,
and the Froude number (FrL) is defined by the volume flow rate
(Q) at the branch entrance.

FrL = Q/(π
√

gd

(

d

2

)2

) (4)

Since the coefficient COGE(θ) is a function of θ , the model is not
very versatile. Taking into account the influence of the size of the
branches on gas entrainment, Shen et al. (2018) performed a gas
entrainment experiment for large-sized (d/D= 0.625) and small-
sized (d/D = 0.125) vertical downward branches; in addition, a
new correlation has been established:

hb

d
= CFr0.2 (5)

where the valueC= 1.17 was obtained by fitting the experimental
data. Most of the above models are for small-sized branches.
However, some researchers have found that models used to
predict liquid entrainment through small-scale branches are not
suitable for large-scale branches (Riemke et al., 2006;Welter et al.,
2014). Therefore, we have reason to doubt whether the model

used to predict gas entrainment through small-scale branches is
suitable for large-scale branches.

For the onset of gas entrainment, the above studies, except
Lee’s, are only for vertical downward branches/break. However,
in practice, the branch/break may appear anywhere (below the
horizontal). Therefore, to meet the engineering needs and also
to verify whether Lee’s model is suitable for this experiment,
the experiment of onset of gas entrainment through large-sized
branches at an arbitrary angle (−90◦, −60◦, −45◦, and −30◦)
is carried out in this paper. The angle of the branch (θ) is
defined as the angle between the branch and the horizontal
plane (below the horizontal). Using visualization equipment, this
paper aims to investigate the effect of the size of the branch and
the angle of the branch on the onset of gas entrainment and
develop a more universal correlation for the prediction of onset
of gas entrainment.

EXPERIMENTAL CONTENT AND FACILITY

Experimental Facility
The test bench of this experiment includes a water tank, air–water
separator, water pump, horizontal pipe with a diameter of 80mm,
and branch pipe with a diameter of 31mm, as shown in Figure 1.
The total length of the test section is 2,570mm, of which the
upstream is 1,730mm and the downstream is 840mm. At the T-
joint, the branch pipe can be disassembled for the convenience of
changing the angle of the branch.

Water flow is supplied by a pump and measured by a
turbine flow meter (accuracy of 0.2%, measurement range of 0–
6 m3/h). At the end of the gas–water separator, the entrained
gas is measured by a micro-gas mass flow meter (accuracy of
0.2%, measurement range of 0–5 L/min). In addition, differential
pressure transmitters (accuracy of 0.05%, measurement range of
0–0.17 kPa) are installed before and after the T-joint to measure
the pressure difference between the two-phase interface and the
bottom of the main pipe, to calculate the liquid level height. The
temperatures of gas and water are measured by the thermocouple
(accuracy of 0.5◦C, measurement range of 0–350◦C).

Experimental Content
(1) Open the centrifugal pump water supply, and regulate gate

valves 1 and 2 to ensure the liquid mass flow to reach a
certain value and to make the level in the horizontal main
pipe rise to a certain height.

(2) When gate valve 3 is regulated, the horizontal interface in the
main pipe decreases slowly (<1 mm/min). When a vortex is
formed in the liquid phase and a very thin tube reaches the
branch entrance, the gas entrainment occurs (i.e., OGE). At
this time, the liquid phase height in the main pipe is hb.

(3) Change the mass flow rate of liquid, and repeat steps (1)
and (2).

(4) Change the angle (θ) between the branch pipe and the
horizontal plane, and repeat steps (1)–(3).

By Equation (6), the mass flow rate of the liquid in the branch
(W3L) can be calculated by the mass flow rate of the liquid in the
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FIGURE 1 | Schematic diagram of the test facility.

main pipe (W1L) measured by the turbine flow meter.

W3L = W1L +
dM

dt
(6)

where M represents the water mass in the main pipe, which is
related to main pipe diameter and water level h. dM/dt indicates
the rate of change in water mass obtained by changing the water
level (h) in the main pipe. In order to ensure that W1L and W3L

are approximately equal, it is necessary to control the water level
in the main pipe (h) to drop very slowly (<1 mm/min), so it
can be assumed that the liquid level in the main pipe is constant
during a certain period. Therefore, it can be assumed that the
experiment is in a steady state.

RESULTS AND DISCUSSION

Onset of Gas Entrainment at
Arbitrary-Angled Branch Pipes and
Arbitrary-Sized Branch Pipes
The phenomenon of gas entrainment for the bottom branch can
be observed as follows: at a given liquid flow rate and water level,
a smaller vortex is formed, which will quickly disappear due to
buoyancy; after a long time, another large vortex is formed, and
the gas tube will gradually become longer, and with the slow
decrease of the interface (<1 mm/min), the formation of the
vortex becomes more and more frequent. A curved fine gas tube
with a big vortex extends to the branch pipe, which is defined as
the onset of the gas entrainment.

The development of onset phenomena for the branch with
an angle of −60◦ is the same as that for the bottom branch.
Furthermore, for the branches with an angle of −45◦ and −30◦,

the development of onset phenomena is the same as that for the
bottom branch.

In Figure 2A, at a given hb/d, the critical Froude number (Frf )
gradually increases as the angle of the branch changes from−90◦

to −30◦. On the one hand, according to the mechanism of gas
entrainment, the bubble can be entrained into the branch pipe,
which is due to the inertial force of the bubble to overcome its
buoyancy. At a given hb/d and Froude number (Frf ), as the angle
of the branch increases (from −90◦ to −30◦), the component of
the inertial force of the bubble reduces in a vertical downward
direction (see Figure 2B). When the gas entrainment occurs, in
order to overcome the buoyancy of the bubble, the inertial force
component of the bubble in the vertical downward direction
needs to be increased, so the Froude number (Frf ) needs to
be increased. On the other hand, the friction on the inner wall
surface of the main pipe can hinder the formation of the vortex.
At a given hb/d and Froude number (Frf ), as the angle of the
branch increases (from−90◦ to−30◦), the position of the vortex
gradually approaches to the inner wall surface of the main pipe
(see Figure 2C), and the formation of vortex is increasingly
affected by the friction force (the effect of wall curvature) (Lee
et al., 2007; Wang et al., 2011). Hence, when gas entrainment
occurs, in order to overcome the buoyancy of the bubble and the
wall friction resistance, the liquid velocity (V2L) of the horizontal
main pipe increases with the gradually increasing angle of the
branch pipe, so the liquid velocity (V3L) of the branch also
increases and the Froude number (Frf ) gradually increases.

In Figure 2D, comparing Shen’s (Lee et al., 2006)

phenomenon of onset entrainment, for the bottom branch,

although only the size of the branch is different, the form of onset

entrainment all belongs to vortex entrainment, and a thin curved
gas tube extends to the branch. Of course, the phenomenon of
onset entrainment is still different due to the influence of the
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FIGURE 2 | Continued
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FIGURE 2 | The phenomenon and influencing factors of gas entrainment. (A) The OGE data at −30◦, −45◦, −60◦, −90◦ branches. (B) Force diagram of bubbles.

(C) Vortex position, (I) θ = −90◦, (II) θ = −60◦, (III) θ = −45◦, and (IV) θ = −30◦. (D) Onset phenomenon at arbitrary-sized branches, (I) d = 10mm (Shen et al., 2018),

(II) d = 31mm, and (III) d = 50mm (Shen et al., 2018). (E) Comparison of present OGE data with KfK and Lee, (I) θ = −90◦, (II) θ = −60◦, (III) θ = −45◦, and
(IV) θ = −30◦.

geometrical size of the branch. For the branch with a diameter
of 50mm, a distinct gas chamber exists in the entrance of the
branch [Figure 2D (III)]. The reason is that the shape of the
vortex generated at the entrance of the large-sized branch is
larger than that generated at the entrance of the small-sized
branch. Therefore, for the large-sized branch, when some
bubbles with large volume enter the branch, with the effect of the
buoyancy force of the bubbles, these bubbles cannot be entrained
into the steam–water separator but gather to the entrance of the
branch to form a gas chamber.

In Figure 2E, the experimental data of Lee, KfK, and Shen
are compared with the present experimental data. For arbitrary-
angled branch pipes, at a given critical liquid velocity of branch
(V3L), hb decreases as the size of branch pipe decreases. The
reason is that the local resistance coefficient at the entrance of the
small-sized branch pipe is larger than that at the entrance of the
large-sized branch pipe. At a given liquid velocity of the branch

pipe (V3L), the local resistance at the entrance of the small-sized
branch is greater than the local resistance at the entrance of the
large-sized branch pipe. According to the Bernoulli effect, under
a given liquid velocity of the branch pipe (V3L), for small-sized
branch pipes, the dynamic pressure is greatly affected by the local
resistance, which causes the static pressure difference from the
inner interface of the main pipe to the branch pipe to reduce.
Hence, when gas entrainment occurs, the critical liquid level (hb)
is smaller.

Onset of Gas Entrainment Correlation
Based on the model of Lee et al., we made some modifications to
build a more adaptable model. It is assumed that the gas–water in
the main pipe is a two-phase stratified flow, and the liquid phase
is an incompressible fluid and ignores the viscosity and surface
tension of the liquid.
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FIGURE 3 | Comparison and definition. (A) Schematics for the onset of gas entrainment. (B) Comparison of present OGE data with KfK and Lee, (I) θ = −30◦,
(II) θ = −45◦, (III) θ = −60◦, (IV) θ = −90◦.
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In Figure 3A, schematics for the onset of gas entrainment is
shown. For −90◦ ≤ θ < 0◦, it is known from the experimental
phenomena that when gas entrainment occurs, a fine gas tube
always extends to the upper edge of the branch. Hence, in this
study, h1OGE is defined as the vertical height between the gas–
water interface and the upper edge of the branch, rather than the
vertical distance between the gas–water interface and the center
of the branch (hOGE), which is different from the definition of Lee
et al. (2006, 2007).

hOGE = h1OGE + (dcosθ)/2 (7)

The Froude number used in this study is the same as that of Lee
et al.; we can get the following definition of the Froude number:

Frf =
v

√

dg
= Q

π(d/2)2
√

gd
(8)

where Q is the volume flow rate of the liquid.

Inserting Equation (7) into Equation (3), we can get the
following correlation:

Frf

√

ρf

1ρ
= COGE(θ)

(

h1OGE
d

+ 1

2

(

D

d

)

(1− sinθ) + cosθ

2

)2.5

(9)
Since Frf is nonlinearly related to hOGE/d and is related
to the angle of the branch, the correlation is corrected by
a sine function. For −90◦ ≤ θ < 0◦, we can get the
following correlation:

Frf

√

ρf

1ρ
= (sin (kθ + n))mCOGE(θ)

(

h1OGE
d

+ 1

2

(

D

d

)

(1− sinθ)

+cosθ

2

)2.5

(10)

By fitting Equation (10) with the present experimental data, we
can get the optimal solutions for COGE(θ) = 0.283, k = 1.149, m
= 3.224, and n= 0.935.

FIGURE 4 | Comparison of present data correlation and KfK and Lee correlations, (I) θ = −90◦, (II) θ = −60◦, (III) θ = −45◦, and (IV) θ = −30◦.
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In Figure 3B, the simulated curve and the present
experimental data are shown. For arbitrary-sized branches,
such as −90◦, −60◦, −45◦, and −30◦, the experimental data are
scattered on both sides of the simulated curve. In general, the
correlation of this experiment can well predict the relationship
between the critical Froude number (Frf ) and hb/d. Moreover,
the experimental data all fall within the error area of±20%.

Comparative Analysis of the Onset of Gas
Entrainment Correlation
For the bottom branch, some studies and correlation predictions
were made for the onset of gas entrainment. Figure 4 (I)
represents the comparison of the experimental data and the
correlations of previous and present researchers. For the onset
of vortex-induced gas pull-through, the correlation of KfK
(Equation 2) accurately predicts the data of the onset of gas
entrainment for a range of 0.029 < d/D < 0.135 (Smoglie and
Reimann, 1984; Guide, 1989). And for this study, the present data
are all within ±20% of the region. In other words, the model
of KfK can predict the results of this study well. It is proved
that the effective application range of the KfK model can be
extended to 0.029 < d/D < 0.388 for the entrainment through
a bottom branch.

Figure 4 (II, III, and IV) shows the comparison between
Lee correlation and present correlation. For other tilted
branches, such as −60◦, −45◦, and −30◦, Lee’s correlation
curve is significantly different from the correlation curve of
this experiment. The reason is that the size of branch of this
experiment is different from that of Lee. Since d/D < 0.14 in
Lee’s experiment, the effect of the size of the branch on the gas
entrainment can be ignored when defining hOGE. However, the
size of the branch (d/D = 0.385) in this experiment is larger
than that of Lee, so the influence of the size of the branch pipe
on the gas entrainment cannot be ignored. After considering the
effect of the size of the branch, we redefine h1OGE as the vertical
height between the two-phase interface and the upper edge of
the branch, rather than the vertical distance between the two-
phase interface and the center of the branch, which explains the
difference between our correlation and the correlation of Lee et al.

CONCLUSION

In this study, the experiment on onset of gas entrainment was
carried out in different directions of −30◦, −45◦, −60◦, and
−90◦ through a branch with a diameter of 31mm. And we

have established a new correlation to predict the onset of the
gas entrainment in arbitrary directions (d/D = 0.375, θ =
[−30◦, −45◦, −60◦, −90◦]). By analyzing experimental data and
experimental phenomena, the main conclusions are as follows:

(1) The gas is entrained by vortex flow, and the size of the
branch and the angle of the branch have little effect on
the form of entrainment. However, due to the effect of the
branch diameter, when the gas is entrained through the
50-mm branch, there is a gas chamber at the inlet of the
branch pipe.

(2) The new correlation established in this paper can predict the
experimental data well, and the maximum error is±20%.

(3) By comparison with Lee’s model, it can be found that the
model of onset of gas entrainment based on small-sized
branches is not suitable for large-scale branches. This is
because the model of Lee does not consider the influence of
the diameter of the branch. To solve this problem, we have
defined the new critical liquid level (h1OGE).
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NOMENCLATURE

d Branch diameter

D Main pipe diameter

Fr Froude number

g Gravitational acceleration

h Distance between interface and branch centerline

hb Critical liquid level at the onset of gas entrainment

W3L Liquid mass flow rate at branch pipe

V3L Liquid velocity in branch pipe

Greek symbols

θ Branch angle

ρf Liquid-phase density

ρg Gas-phase density

1ρ Density difference

Subscripts

g Gas

l Liquid

OGE Onset of gas entrainment

Abbreviations

ADS-4 Fourth-stage automatic depressurization system

LOCA Loss of coolant accident
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Liquid sodium has been used as the working medium for the high-temperature heat pipe

and the generation IV sodium cooled fast reactor due to its extremely high conductivity.

The heat transfer characteristics of sodium in a circular pipe is one of the most essential

focuses in engineering applications. In this paper, a model to predict the heat transfer

coeffcient of fully developed sodium flowing in tube was developed based on universal

velocity, turbulent eddy diffusivity, and the linear law inside the thermal boundary layer. The

Kays correlation for turbulent Prandtl number was used to predict the turbulent Prandtl

in the bulk flow with y + larger than 60. This model was validated by experiment data

of Hg, NaK, and sodium, showing superior accuracy than existing models. Besides, the

dependence of the accuracy on themodel parameters was also analyzed, demonstrating

the universal applicability of the current model.

Keywords: turbulent heat transfer, liquid metal, liquid sodium, heat transfer coefficient, fully developed heat

transfer

INTRODUCTION

Liquid metals, especially liquid sodium, have been widely used in high-temperature heat transfer
process in industry and power applications, such as sodium cooled fast reactors in France, China,
and Russia, and the high temperature heat pipe used in space facilities. To ensure the safety of
the facilities, the heat transfer coefficient should be accurately estimated in the thermal design
process of industrial applications. However, the heat transfer characteristics of liquidmetal are quite
different from traditional fluids. The molecular Prandtl numbers of traditional fluids vary from 1
to 10, while the Prandtl numbers of liquid metals are always <0.1, even 0.01. Furthermore, as for
liquid sodium, the Prandtl number is in the range of 0.01–0.001 due to extremely large thermal
conductivities. The difference in Prandtl number changes the heat transfer characteristics in the
near wall and bulk regions. The thermal boundary layers of liquid metal are much thicker than the
momentum boundary layer, resulting in the failure of correlations for heat transfer of traditional
fluids in the applications of liquid metals. Besides, the discrepancy in the thermal and momentum
boundary layers leads to the failure of Reynolds analogy. Thus, the traditional computational fluids
dynamics treatment on the energy equation based on Reynolds analogy and the unit turbulent
Prandtl number is not validated in liquid metals.

In the past few decades, researchers have devoted themselves to theoretical and experimental
investigations. Lyon (1951) proposed the first empirical correlation for turbulent heat transfer
of liquid sodium. Then Lubarsky and Kaufman (1955) corrected the Lyon correlation based
on experiment data and published a new correlation for channels with specified geometry.
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Schleisiek (1970) carried out a series of experiments on liquid
sodium heat transfer in a 9-mm inner diameter pipe and derived
a formula for Nusselt number based on 24 sets of data. Shi
et al. (1981) also gave correlations for liquid sodium, but these
correlations have limited applicable range of Peclet number
<3,000. Except for the correlations aiming at liquid sodium heat
transfer, several correlations were also proposed based on data
from other liquid metals, such as mercury (Hg) (Chang and
Akins, 1972), sodium–potassium (NaK) eutectic (Sleicher et al.,
1973), and lead–bismuth eutectic (LBE) (Ibragimov et al., 1961).
In addition, Dwyer (1966) proposed a heat transfer correlation
for the universal applications of liquid metal. However, these
correlations predict the Nusselt number with large differences.
Furthermore, the results show a noticeable divergence even for
the same working fluid, especially for sodium and NaK eutectic,
which means the investigation on the heat transfer characteristics
of sodium has still not matured.

In this work, a theoretical model was proposed to predict
the turbulent heat transfer coefficient of liquid sodium. This
model employed the correlations for universal velocity and
eddy diffusivity to predict the distributions of velocity and
turbulence. The linear law was used to predict the non-
dimensional temperature in the near wall linear sublayer inside
the thermal boundary layer. Beyond this sublayer, the turbulent
Prandtl number was predicted using the Kays correlation (Kays,
1994), which is only related to the local turbulent parameters. The
governing equations for non-dimensional temperature and heat
flux can be solved after being discretized on the radial direction.
The model was validated by experiment data, showing superior
accuracy compared with other available models. The uncertainty
from the model parameters was also investigated based on the
parametric analysis.

METHOD

Governing Equations for Heat Transfer
The governing equation for energy conservation in a fully
developed pipe can be simplified into the following format:

ρcpux
∂T

∂x
= 1

r

∂

∂r
(rq) (1)

Due to the wall heat flux, the temperature in the pipe cannot be
described by a fully developed field with zero gradient in the flow
direction since the temperature rises along the pipe. However, the
temperature increases linearly with the flow direction in a pipe
when the flow and thermal parameters are fully developed. Thus,
the temperature T(x, r) in the pipe can be divided into two parts
plus a fixed wall temperature at the inlet, that is,

T(x, r) = Tw,x=0 +
∂T

∂x
x− θ(r) (2)

where Tw,x=0 is the wall temperature at the channel inlet; θ(r) is
the temperature along the radial direction, which is independent
from the axial location, that is, fully developed just as the velocity
field. ∂T

∂x x is the temperature increase in the pipe, which is linear

with the flow distance or heated length, and can be calculated
based on the energy balance, i.e.,

∂T

∂x
= 2qw

rwρcpum
(3)

After substituting Equations (2) and (3) into Equation 1, we
can obtain:

2qwux

rwum
= 1

r

∂

∂r
(rq) (4)

Let R = r
rw

and q+ = q
qw
. Then Equation 4 can be

transformed into:

1

R

d

dR
(Rq+) = 2ux

um
(5)

According to Fourier’s law on heat transfer, the radial heat flux at
any radial location can be written as

q = keff
∂T

∂r
= keff

dθ

dr
(6)

where

keff = kl + kt = kl + ρcpεq (7)

Given Pr = cpµ

kl
and Prt = εm

εq
, Equation 6 can be changed into:

dθ

dR
= qrw

kl(1+ Pr
Prt

εm
ν
)

(8)

Define the following non-dimensional parameters:















u+ = ux
uτ

u+m = um
uτ

θ+ = θw−θ
θτ

= − θ
θτ

r+w = rwuτ

ν

(9)

where uτ = √
τw/ρ and θτ = qw/ρcpuτ .

Then, Equations (5) and (8) can be written as:

1

R

d

dR
(Rq+) = 2u+

u+m
(10)

dθ+

dR
= − q+r+wPr

(1+ Pr
Prt

εm
ν
)

(11)

The boundary conditions for Equations (10) and (11) are listed
as follows:

q+|R=1 = 1 (12)

q+|R=0 = 0 (13)

θ+|R=1 = 0 (14)

dθ+

dR
|R=0 = 0 (15)
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Until now, we obtained the governing equations and boundary
conditions for the dimensionless temperature and heat flux along
the radial direction. These equations can be solved numerically by
the finite difference method with limited discrete grid along the
radius of the pipe. The total length of the radius can be divided
into n − 1 identical intervals with n points, including the points
at the pipe center (i = 0) and on the wall (i = n). Thus, the
interval is:

1R = 1/(n− 1) (16)

and the radial location referred from the center of the tube is:

Ri = (i− 1)1R, i = 1− n (17)

The discrete format for Equations (10) and (11) on the n grid in
the radial direction of the pipe can be written as:

q+i =
(

u+i
u+m

Ri +
u+i−1

u+m
Ri−1

)

1R

Ri
+ Ri−1

Ri
q+i−1 (18)

and

θ+i−1=θ+i + 1RPrr+w
2

[

q+i
1+ Pr

Prt,i

(

εm
ν

)

i

+ q+i−1

1+ Pr
Prt,i−1

(

εm
ν

)

i−1

]

(19)

where the mean universal velocity u+m is calculated by:

u+m =
∫ Rw
0 2πu+RdR

πR2w

=
∫ 1

0
2u+RdR (20)

= 1R

n
∑

i=1

(

Ri−1u
+
i−1 + Riu

+
i

)

Theoretically, Equations (18) and (19) can be solved iteratively
under the following conditions:

q+1 = 0 (21)

θ+n = 0 (22)

Auxiliary Models and Strategy to Solve the
Governing Equations
As mentioned earlier, the numerical solutions for governing
equations (Equations 10, 11) for energy balance in the radial
direction could be obtained by solving Equations (18) and
(19) with the boundary conditions of Equations (21) and (22).
However, the radial profiles for the velocity, turbulent eddy
diffusivity, and turbulent Prandtl number are still unknown and
should be given to solve the above governing equations.

Universal Velocity and Eddy Diffusivity

As for the fully developed turbulent flow in the circular tube,
various non-dimensional universal velocity profiles have been
proposed in the last century, such as Prandtl’s linear law for the
sublayer (Johnson, 2016) and Taylor’s logarithmic law for the
logarithmic regime beyond the buffer layer (Taylor, 1916). Most
of these correlations were only validated for the boundary layer,
except the universal velocity correlation proposed by Reichardt
(1957), that is,

u+ = 1

κ
ln

[

(

1+ 0.4y+
) 1.5(1+ R)

1+ 2R2

]

+ (23)

(

5.5− ln κ

κ

)[

1− exp

(

−y+

11

)

− y+

11
exp

(

−y+

3

)]

where the non-dimensional radial R locates in the range 0 ≤ R ≤
1. The non-dimensional distance to the wall is calculated by

y+ = yuτ /ν = (1− R)r+w (24)

Reichardt (1957) also proposed an empirical correlation for
the eddy diffusivity for the momentum transfer caused by the
stochastic movement of fluid from the wall to the center of the
duct, which can be expressed in terms of the fraction of eddy
diffusivity and kinematic viscosity, that is,

ετ

ν
=
{

κ

[

y+ − 11 tanh
(

y+
11

)]

for$y+ ≤ 50$
κ
3 y

+(1+ R)
(

0.5+ R2
)

for$50 < y+ ≤ r+w$
(25)

where κ = 0.4.

Turbulent Prandtl Number

As for the liquid metal with the molecular Prandtl number much
<1, the velocity boundary layer is much thinner than the thermal
boundary layer, which means the Reynolds analogy with the
turbulent Prandtl number near to unit is not validated under
these conditions. Researchers proposed several correlations for
the turbulent Prandtl number (Prt) with a different molecular
Prandtl number for the prediction of heat transfer characteristics.
These correlations are only related to the Reynolds number, the
molecular Prandtl number, the Peclet number, or the maximum
eddy diffusivity in the tube, which means the calculated turbulent
Prandtl number is kept as a constant along the radial direction.
However, the essential laminar law for the non-dimensional
temperature (θ+ = Pr · y+) in the laminar regime inside the
thermal boundary layer cannot be satisfied if Equation 19 is
directly solved with a constant turbulent Prandtl number. This
discrepancy is caused by the improper assumption of a uniform
turbulent Prandtl number in the radial direction. As a matter
of fact, the turbulent Prandtl number is highly associated to
y+, especially in the near wall region with y+ less than about
100 (Kawamura et al., 1999; Duponcheel et al., 2014). Thus, the
turbulent Prandtl number relevant to the local y+ should be
specified for an exact prediction of the temperature profile in
the radial direction. However, as can be noted from the limited
DNS and LES simulations (Kawamura et al., 1998, 1999; Tiselj
and Cizelj, 2012; Duponcheel et al., 2014), the turbulent Prandtl

Frontiers in Energy Research | www.frontiersin.org 3 February 2020 | Volume 8 | Article 1031

https://www.frontiersin.org/journals/energy-research
https://www.frontiersin.org
https://www.frontiersin.org/journals/energy-research#articles


Zhang et al. Heat Transfer Characteristics of Liquid Sodium

FIGURE 1 | (A–F) Non-dimensional heat flux and temperature along the radial direction.

number in the near wall region is highly related to the local
turbulent Peclet number non-linearly (Kawamura et al., 1999;
Tiselj and Cizelj, 2012; Duponcheel et al., 2014), and there is no
universal correlation for the localized turbulent Prandtl number
in the near wall region so far (Grötzbach, 2013; Roelofs et al.,
2015).

As for the bulk flow region, Bricteux et al. (2012) assessed
the DNS and LES data and pointed out that the turbulent
Prandtl number should be about 2 for the bulk regime with
y+ larger than 200. Duponcheel et al. (2014) assessed the
available models with results from large eddy simulation (LES)
and found that the Kays correlation (Kays, 1994) is capable of
predicting the turbulent Prandtl number in the bulk region,
that is,

Prt = 0.85+ 0.7

Pet
(26)

where Petis the turbulent Peclet number defined as

Pet =
νt

ν
Pr

In Duponcheel et al. (2014), it is claimed that the Kays correlation
(Kays, 1994) is validated for y+ < 100; nevertheless, it can be
noted from the comparison between the Kays correlation and the
LES data that the Kays correlation agrees well with the LES data
for y+ < 65, which fortunately gives the opportunity to model
the heat transfer of the low Prandtl number liquid metal by using
the approach introduced in the next section.

Treatment on the Near Wall Heat Transfer Without

Turbulent Prandtl Number in the Thermal Boundary

Layer

As noted in the investigations on the universal velocity profile
vs. the non-dimensional wall distance y+, linear, and logarithmic
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laws are universal for all kinds of flow conditions in the turbulent
flow regime, independent from the Reynolds number of the
flow. The non-dimensional temperature, θ+, which is defined
in Equation 9, also satisfies the linear law and the logarithmic
law in the boundary layer. Thus, we can use the conception of
the wall function to calculate θ+ in the thermal boundary layer.
The near wall profile of θ+ could be solved by the wall function
based on y+, instead of the governing equation in the thermal
boundary layer if the wall function for temperature is known
priorly. However, due to the failure of the Reynolds analogy
in the temperature distribution and the velocity distribution,
the universal wall function for temperature in liquid metal
with a low molecular Prandtl number is unknown. Besides,
the thickness of the thermal boundary layer is much larger
than that of the momentum boundary layer. The node in the
velocity logarithmic regime may still be in the linear regime
for energy transfer. Thus, the approach to set the first node in
both the thermal and momentum logarithmic regimes, which is
commonly used when dealing with water flow and heat transfer,
is not validated.

Fortunately, from the DNS and LES studies on the heat
transfer of liquid metal with a low Prandtl number, it can be
observed that the thickness of the linear regime in the thermal
boundary layer increases with decreasing the molecular Prandtl
number (Kader, 1981; Kawamura lab, 2008; Duponcheel et al.,
2014). Besides, the thermal linear regime is beyond y+ of 60
when the molecular Prandtl number is <0.01, as noted by
Bricteux et al. (2012). As for the liquid sodium, the molecular
Prandtl number is <0.01 for most of the conditions. That means,
the thickness of the thermal linear regime should be larger
than about 60. The non-dimensional temperature θ+ could be
predicted by the linear law in the thermal linear regime. Thus,
the radial non-dimensional temperature distribution θ+ could be
calculated by:

θ+ = Pr · y+ (27)

if y+ is <y+c , and by Equation 19 if y+ is
larger than y+c , where y+c is the critical non-
dimensional wall distance set to be 60 in
this work.

RESULTS AND DISCUSSION

Analysis on the Non-dimensional
Parameters Along the Radial Direction
After solving the governing equations for non-dimensional heat
flux and temperature (Equations 18, 19, 30), the non-dimensional
heat transfer coefficient can be obtained by:

Nu = hd

kl
= 2Pr · r+w

θ+m
(28)

The non-dimensional temperature and heat flux distributions for
liquid metal with a different molecular Prandtl number under
various flow conditions can be obtained. First, the dimensionless
heat flux is obtained by solving Equation 18 with the boundary

FIGURE 2 | Comparison of the Nusselt number with a different Peclet number.

condition from heated surface, i.e., Equation 13. Then, the non-
dimensional temperature can be solved by Equations (30) or
(19) based on y+ of the corresponding node. Results for six
typical conditions are presented in Figure 1, including Reynolds
numbers of 5,000, 50,000, and 100,000 and molecular Prandtl
numbers of 0.001 and 0.01 for sodium under different thermal
conditions. The results from the model proposed by Taler
(2016) are presented as references. For low Reynolds number
conditions, the effects of the molecular Prandtl number are
quite small, and our model predicts higher non-dimensional
temperature than Taler’s model, which means a lower heat
transfer coefficient. Under the conditions with a moderate to
high Reynolds number, our model will present a higher Nusselt
number than Taler’s model, and the difference between these
two models increases with the molecular Prandtl number. It
should be mentioned that the linear approach on the near wall
temperature distribution affects the temperature distribution
not only in the linear regime but also in the bulk regime,
since our model will degenerate into Taler’s model if the
critical y+ for the upper limit of the linear regime is set to
be zero.

Model Validation With Experiment Data
In this section, the Nusselt number predicted by Equations (18)
and (19) based on the turbulent Prandtl number given by Kays
(1994) is compared with the experiment data to validate the
accuracy of the models. First, the heat transfer data from Hg
and NaK (Skupinski et al., 1965) were used as the benchmark
database. Besides, the results predicted by correlations for liquid
metal heat transfer are also given as references. As can be noted
from the comparisons in Figure 2, the Nusselt number predicted
by Taler correlation (Taler, 2016) and the current model with
Prt obtained from Kays correlation (Kays, 1994) shows superior
agreement with the experiment data. The heat transfer coefficient
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FIGURE 3 | Comparison of the Nusselt number for liquid sodium.

data for liquid sodium (Fuchs, 1974) are also used to validate
the model. As can be noted from Figure 3, the accuracy of
the current model is much better than any other models when
predicting the liquid metal with an extremely low molecular
Prandtl number.

Parameter Sensitivity Analysis on the
Critical y+ for Linear Sublayer
As mentioned above, the upper limit y+ of the linear regime
in the thermal boundary layer is set to be 60 in the
current model. However, the validation region of the Kays
correlation (Kays, 1994) is beyond y+of about 65. Besides,
the upper limit of the linear regime may vary with the
molecular Prandtl number. Thus, it is necessary to analyze
the effects of critical y+ (denoted as y+crit) on the model
accuracy. In this section, y+crit varies from 50 to 70, and the
results are analyzed to measure the potential uncertainties
introduced by the selection of y+crit . The results are shown
in Figure 4, which demonstrates negligible effects of y+crit on
the predicted Nusselt number, especially for flow with a high
Reynolds number.

CONCLUSIONS

In this paper, a new model for turbulent heat transfer of
liquid sodium in a circular pipe was proposed. This model was
developed based on the universal profiles for velocity and eddy
diffusivity, generally applicable for turbulent flow in pipes. The
Kays correlation was employed to predict the turbulent Prandtl
number in the bulk flow region with non-dimensional wall
distance y+ larger than 60. In the near wall region with y+

<60, the linear law was used instead of the turbulent Prandtl
number to predict the temperature distribution. The profiles of
non-dimensional temperature and heat flux can be obtained by
solving the governing equations for temperature and heat flux.

FIGURE 4 | Effects of y+crit on prediction of Nusselt number. (A) Nusselt vs.

Peclet number. (B) Nusselt vs. Reynolds number.

The selection of y+ equaling to 60 as the upper limit of the
linear regime has little effects on the heat transfer characteristics,
which is proved by a sensitivity study related to the influences
of critical y+ on the predicted Nusselt number. The new model
developed in this paper has superior accuracy when compared
with other available correlations by the validation with the
experiment data.
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NOMENCLATURE

keff effective conductivity

θw temperature at the wall

u velocity

y wall distance at y direction

ετ eddy diffusivity

Pet turbulent Peclet number

h heat transfer coefficient

d hydraulic diameter
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This article presents the comparison of two reduced moderation small modular reactor

concepts with heavy water coolant. Two reduced moderation small modular reactors,

RMSMR-Th and RMSMR-MOX, are proposed for the sustainable utilization of nuclear

resources. The design concepts are established onmodifications of the well-experienced

pressurized water reactor technology. Tightly packed lattice and heavy water coolant are

employed to yield a hard neutron spectrum, which proved advantageous for increasing

the conversion ratio, as well as lowering the burn-up reactivity swing between beginning

of cycle and end of cycle. Thorium–uranium dioxide fuel and MOX fuel are compared

using the same core arrangement, and the small modular reactor concept is adopted to

reduce void coefficients. Radial blanket region and axial blanket region are adopted to

enhance the fissile breeding, and a three-zone fuel configuration is adopted to flatten the

power distribution. Core burn-up calculations were carried out to investigate the available

cycle length, the conversion ratio, the power peaking factors, reactivity coefficients,

etc. Light-water–based thermal–hydraulic models were employed to examine the safety

features of the concepts. Numerical simulations indicate that both RMSMR-Th and

RMSMR-MOX can sustain the power generation of 100MWe by 7 years without refueling.

Compared with thorium–uranium dioxide fuel, MOX fuel is helpful in reducing the burn-up

reactivity swing, increasing the conversion ratio, and increasing the minimum departure

from nuclear boiling ratio value. However, the positive void coefficient becomes a problem

making RMSMR-MOX less attractive than the RMSMR-Th concept.

Keywords: nuclear reactor design, reduced moderation, small modular reactor, heavy water coolant, epithermal-

to-fast neutron spectrum

INTRODUCTION

Over the years, research interests in liquid metal fast reactors (LMFRs) have kept increasing
because of their prominent features of uranium resources utilization and nuclear waste
reduction. Due to the fast neutron spectra, the fission-to-capture ratio produced per fission
in LMFRs is increased (Yang, 2012), leading to more fissile nuclear material production. A
fast neutron spectrum can be achieved by employing coolants with small scattering cross
sections (XSs) such as sodium, lead, or lead–bismuth eutectic (LBE). Although in recent
years the fast reactor technology has progressed extensively, problems in the mainstream fast
reactors (i.e., LMFRs) are still delaying the rapid spread of this technology. For example,
the sodium coolant reacts with water and air, which requires caution while handling
sodium to avoid leakage from the reactor. In contrast, lead and LBE are stable from the
chemical perspective, but LBE produces non-negligible amount of the radiotoxic isotope 210Po.
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Moreover, both lead and LBE are corrosive, posing risks to
structural materials (Cacuci, 2010).

Besides, lowering the moderator quantity by reducing the
moderator-to-fuel ratio (MFR) is also beneficial in achieving a
hard neutron spectrum, such as using a tightly packed fuel pins
layout (tight lattice). Therefore, the reduced-moderation water-
cooled reactor was proposed (Okubo et al., 2003; Lindley et al.,
2014), aiming for two design targets: an over-unity conversion
ratio (CR) and maintaining negative void coefficients (VCs)
during the whole cycle. It was found that boiling water reactor
loaded with triangular lattices to reduce the coolant volume ratio
effectively increases the CR, and a proper design of the core can
sustain a whole-cycle negative VC. A pan-like short configuration
is generally preferred to increase the axial neutron leakage by
which to reduce the VC, and radial and axial blanket regions
were employed to increase the CR. Aside from employing boiling
water and tightening the lattice configuration, the neutron
spectrum hardening is also achievable by using heavy water
(D2O). Although D2O is more expensive than light water (H2O)
and produces radioactive products (tritium) by irradiation, the
elastic scattering XS of deuterium is 1/5 that of hydrogen.
Consequently, a D2O-cooled nuclear reactor with a small coolant
volume ratio significantly hardens the neutron spectrum. The
potential of this concept is two-fold: D2O is neither chemically
active nor corrosive (as for liquid metal coolants); its similar
thermal–physical properties as H2O enable the use of well-
established LWR techniques as the nuclear industry has already
accumulated extensive experience in maintaining and operating
water-cooled reactors.

A few nuclear reactor concepts have been proposed based on
the heavy water coolant. As an example, Hiruta and Youinou
(2012, 2013a,b) at Idaho National Laboratory conducted analysis
of tightly packed D2O high-conversion PWRs to shoot for
near-breeder or break-even reactor concepts with negative
whole-cycle void reactivity. The study was performed based
on hexagonal MOX fuel assemblies and revealed important
mechanisms such as the relation between MFRs and spectrum
hardening, influences of blankets to the breeding effect and the
coolant VC, and so on. In previous research, we undertook the
conceptual design of a reduced moderation heavy water cooled
reactor using thorium–uranium dioxide fuel (Zhang et al., 2019).
The concept results in an epithermal-to-fast neutron spectrum
and 7 years’ operation time with 100-MWe power output. It
indicated better utilization of nuclear resources based on the well-
experienced water reactor technology. Besides, the epithermal-
to-fast neutron spectrum will suppress the production of minor
actinides compared to a thermal spectrum, which lowers the
waste management pressure and the radiotoxicity hazard of
minor actinides. It was pointed out that in a thorium nuclear
reactor 232U emits high-energy gamma ray that brings risks to
the 232Th/233U recycling compared to the plutonium nuclear
reactor, and the reduced plutonium production is beneficial to
the spent fuel proliferation resistance. 232U poses a radiation
hazard for terrorists who would extract the uranium due to the
2.6-MeV gamma decay of its decay daughter, 208Tl; only 1 ppm
of 232U/U poses a similar risk as reactor-grade Pu (Zhang et al.,
2019). However, the 233U-based fuel appears less practical than
235U- or 239Pu-based ones (i.e., UO2 or MOX fuels), because

the 233U isotope does not exist in nature. It is worthwhile to
exploit the possibility of more conventional nuclear fuel types.
Therefore, in this research, we substitute the fuel type of RMSMR
with MOX and offer comparisons of neutronics and thermal–
hydraulics features between MOX-fueled concept and thorium–
uranium–fueled concept.

The remainder of this article is organized as follows. As
the foundation of this research, in Description of Reactor Core,
the three-dimensional RMSMR core design is discussed in
retrospect. In Comparisons Between RMSMR-TH and RMSMR-
MOX, the RMSMR employing MOX fuel (RMSMR-MOX)
is introduced and compared with the RMSMR-Th. The
Conclusions gives conclusions and points to possible directions
for future research.

DESCRIPTION OF REACTOR CORE

Like most small modular reactors, the RMSMR is designed
to be applicable for the deployment in outlying areas such as
mountain area and islands. A 100-MWe power rating with a
longer than 5 years’ operational period is anticipated here to
meet the power demand for the practical industrial application
of interest, and the small core size has the expected advantages
of serial production and incremental deployment, as well as
the match to electric grid sitting opportunities. In addition, the
fuel conversion phenomenon caused by the epithermal-to-fast
neutron spectrum in RMSMR renders longer operational time
than current PWR-type SMRs.

The RMSMR design is established within the framework
of the traditional PWR technology, that is, adopting a 17 ×
17 PWR assembly with a pin pitch of 1.26 cm. The MFR
is evaluated as the ratio of the coolant volume to the fuel
volume inside each square pin cell, and an MFR of 0.65
was selected considering the trade-off between maximizing
CR, as well as reducing the VC. Figure 1 shows the two-
dimensional schematic view of the fuel assembly employed in
the RMSMR.

Two fuel types are considered in this research, that is, 233U–
ThO2 fuel and MOX fuel. The reactor concepts are named
RMSMR-Th and RMSMR-MOX, respectively. In both concepts,

FIGURE 1 | Schematic of seed and blanket assemblies.
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the flattening of the radial power distribution is achieved by
the three-zone out-in assembly configuration. To achieve the
expected 7-year operation period, the fissile isotope enrichments
of RMSMR-Th seed assemblies are 11.0, 12.5, and 14.0%, as
shown in Figure 2. In contrast, the molecular fractions of
PuO2 [weapon-grade plutonium dioxide (Bortot et al., 2011)]
in RMSMR-MOX seed assemblies are 13.0, 14.0, and 15.0%,
respectively. The blanket assemblies are designed to employ the
same geometry as seed assemblies loaded with ThO2 or depleted
uranium (Bortot et al., 2011). To increase the reactor’s CR,
radial and axial blankets are adopted, as illustrated in Figure 3.
The core is loaded with a seed fuel region of 100-cm in the
middle of the core, and 10-cm blanket regions at the top and
the bottom to enhance the leakage effect upon coolant voiding
whereby achieving the negative VC. A 40-cm upper plenum is
also considered to account for the fission gas release during
irradiation. The excess reactivity could be suppressed by B4C
control rods with 90% enrichment of 10B (Zhang et al., 2019).

COMPARISONS BETWEEN RMSMR-TH
AND RMSMR-MOX

Figure 4 presents keff and CR variations vs. time modeled with
OpenMC. Calculations are performed using 250 particle histories
among which 100 are set at inactive, with 100,000 particles per
history. The over-unity CR of RMSMR-Th and RMSMR-MOX
at the beginning of cycle incurred the increase of keff. The keff
and the CR values for both RMSMR-Th and RMSMR-MOX
begin to drop at the second year because of the counteraction
between the accumulation of fission products and the fissile
breeding. Both concepts can sustain the operation period of
7 years. Additionally, it can be observed that the RMSMR-
MOX outperforms RMSMR-Th in terms of the reactor control,
because the reactivity swing during the cycle is smaller. However,
the slightly larger reactivity swing of RMSMR-Th can also
be controlled by control rods or burnable poisons. Figure 5
compares the neutron spectrum of RMSMR-Th, RMSMR-MOX,

FIGURE 2 | Radial schematic view of RMSMR-Th.

SFR, and PWR. It can be observed that the use of D2O shifts
the neutron spectrum to epithermal-to-fast energy range, and
the hardening of neutron spectrum with MOX fuel appears more
pronounced than with thorium–uranium–based fuel. Therefore,
the CR of RMSMR-MOX is slightly higher than that of RMSMR-
Th, for example, 0.88 vs. 0.86 at End of Cycle (EOC). Because of
the larger CR, the burn-up reactivity swing of RMSMR-MOX is
smaller than that of RMSMR-Th. RMSMR-MOX has a reactivity
change of +1$ during the whole operational period, which
facilitates the reactivity control. In comparison, the reactivity
change of RMSMR-Th is−3.7$.

The blanket assemblies cause a local power dip in the core
center (i.e., a high-power peaking factor) at Beginning of Cycle
(BOC), whereas with fuel conversion the peaking factor rapidly
decreases with time, as shown in Table 1. Some important
design parameters of RMSMRs are tabulated in Table 2. The

FIGURE 3 | Axial schematic view of RMSMR-Th.

FIGURE 4 | keff and CR variations of RMSMR-Th and RMSMR-MOX.
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FIGURE 5 | Neutron spectrum comparisons.

TABLE 1 | Power peaking factors.

RMSMR-Th RMSMR-MOX

Radial Axial Radial Axial

BOC 1.90 1.44 1.84 1.35

MOC 1.43 1.07 1.60 1.17

EOC 1.40 1.15 1.53 1.14

power outputs of the two concepts are both 300 MWth/100
MWe, and the operating pressures are both 15.5 MPa. The
coolant temperatures are referenced from commercial PWRs,
with the inlet/outlet temperatures of 285◦C/315◦C. The coolant
mass flow rate is set at around 1,960 kg/s for both RMSMR.
Resultantly, pressure drops are estimated to be 4.9 and 5.9 kPa,
respectively, for RMSMR-Th and RMSMR-MOX based on the
Blasius correlation.

It should also be noted that the tight lattice core tends to
reduce the critical heat flux and increase the pressure drop,
which brings concerns to the thermal–hydraulic safety. To look
into the thermal–hydraulics features, the W-3 formula widely
used for PWRs is adopted to estimate the minimum departure
from nuclear boiling ratio (mDNBR), thanks to the similar
thermal properties of D2O andH2O. Based on the power peaking
factors in Table 1, total powers of hot fuel pins are 33.7 kW for
RMSMR-Th and 32.7 kW for RMSMR-MOX. Correspondingly,
enthalpy rises are 362.7 kJ/kg and 333.4 kJ/kg, respectively,
based on the conservative uniform coolant flow distribution.
The slight differences in thermal–hydraulic parameters between
RMSMR-Th and RMSMR-MOX are caused by different pin
power distributions. Eventually, the calculation with the W-3
formula yielded mDNBR values of 2.84 and 3.22 for RMSMR-
Th and RMSMR-MOX, respectively. As indicated, the thermal–
hydraulics safety margin for RMSMR-MOX is larger than that
for RMSMR-Th.

TABLE 2 | Basic reactor design parameters of RMSMR.

Items RMSMR-Th RMSMR-MOX

Thermal power/electric power

(MW)

300/100

Pressure (MPa) 15.5

Pressure drop (kPa) 4.9 5.9

Core lifetime (years) 7

Core height (cm) 120

Equivalent diameter (cm) 364

Number of seed fuel assemblies 80

Number of blanket assemblies 41

Coolant type Heavy water (D2O)

Fuel type 233U–232Th dioxide MOX

Enrichment (%) 11.0/12.5/14.0, 3 radial

zones

13.0/15.0/18.0,

3 radial zones

Core 233U/239Pu inventory (tHM) 1.5 2.3

Core232Th/238U inventory (tHM) 12.4 20.0

Average discharged burn-up

(MWd/tHM)

55.2 32.4

Core inlet/outlet temperatures

(◦C)
285/315

Coolant flow rate (kg/s) ≈1,960

Power density (W/cm3) ≈82

Assembly geometry

Fuel pellet diameter (cm) 1.0455

Fuel pin diameter (cm) 1.1455

Number of pins/assembly 264 (17× 17)

Moderator to fuel ratio 0.65

TABLE 3 | Reactor safety characteristics of RMSMR.

Items RMSMR-Th RMSMR-MOX

Effective delayed neutron fraction (pcm)

BOC 319.0 ± 21.0 372.0 ± 31.0

EOC 307.0 ± 23.0 353.0 ± 30.0

Prompt neutron generation time (µS)

BOC 12.1 ± 0.7 168.2 ± 1.0

EOC 174.4 ± 2.7 250.5 ± 1.8

FTC (pcm/K) −6.4 ± 0.1 −3.6 ± 0.2

Coolant temperature coefficient (pcm/K) −22.7 ± 0.1 −3.4 ± 0.3

Void reactivity coefficient (pcm/%void)

BOC −211.7 ± 0.4 +736.5 ± 0.6

EOC −105.8 ± 0.4 +487.9 ± 0.5

Last but not least, key reactivity coefficients are evaluated,
that is, the VC, the fuel temperature coefficient (FTC), and the
coolant temperature coefficient (CTC). To obtain the VC, a
5% reduction in the coolant density is considered to simulate
a 5% coolant voiding. The FTC is evaluated based on the
reactivity/Kelvin between 900 and 600K fuel temperatures. The
CTC is computed as the reactivity/Kelvin between 600 and
300K coolant temperatures. Table 3 compares reactor safety
characteristics of RMSMR-Th and RMSMR-MOX. It can be
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observed that incorporations of 233U and 239Pu lead to smaller
effective delayed neutron fractions (βeff ) than a conventional
235U-fueled reactor (Kazimi et al., 1999), although the MOX fuel
results in larger βeff values and longer prompt neutron generation
time than thorium–uranium–based fuel. The smaller βeff of
the RMSMR-Th than the RMSMR-MOX implies an issue upon
reactivity-induced transients, but can be somewhat mitigated by
the faster Doppler feedback response because the harder neutron
spectrum yields much shorter neutron lifetime. The FTC and
CTC values of RMSMR-MOX are smaller than those of RMSMR-
Th, but still within the required negative range. One crucial
problem with MOX fuel would be the increased void reactivity
coefficient, which is remarkably positive throughout the whole
operation cycle, with a value of +736 ± 0.6 pcm/%void at BOC.
To tackle with this problem, several measures can possibly be
taken, such as compaction of the core to enhance the neutron
leakage upon coolant voiding, or increasing theMFR to soften the
neutron spectrum, and so on. Also, it is noted in Hibi et al. (2001)
work that a triangular lattice configuration with heterogeneous
internal blanket yields an over-unity CR with negative void
reactivity coefficient.

CONCLUSIONS

This article presents comparisons of two reduced moderation
small modular reactors, RMSMR-Th and RMSMR-MOX.
The design concepts are established on modifications of
the pressurized water reactor technology. For increasing
the CR for better utilization of uranium resources and for

reducing the burn-up reactivity swing to simplify the reactivity
control, reduced-moderation lattice and heavy water coolant are

employed. Thorium–uranium dioxide fuel and MOX fuel are
compared using the same core arrangement. Compared with
thorium–uranium dioxide fuel, MOX fuel reduces the burn-up
reactivity swing and increases the CR and the mDNBR value
while preserving negative FTC and CTC. However, MOX fuel
incurs the coolant VC to become positive. This becomes a serious
problem, making the current RMSMR-MOX less attractive
than the RMSMR-Th concept. Further studies are required to
optimize the core size, the MFR, and the layout of assemblies in
order to reduce the VC of RMSMR-MOX.
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During the refueling of PWR, the spent fuel assemblies are transferred from the reactor

building to the fuel building through an underwater tube. The heat transfer characteristics

of the spent fuel assembly in the top-corner area of the carrier with poor heat transfer

conditions is important for the safety design. Experiments were carried out and single

phase natural convection and pool boiling heat transfer coefficients of the three fuel rods

in the top-corner area of the carrier under different heat flux was measured and obtained.

The new correlations were presented. The results can provide a reference for evaluating

the thermal safety state and the maximum surface temperature of the fuel assembly

during the transportation process in future engineering applications.

Keywords: fuel transfer tube, fuel assembly, natural convection, pool boiling heat transfer, horizontal bundle

INTRODUCTION

During a refueling of the light water reactor, the spent fuel assemblies are transferred from the
reactor building to the fuel building through an underwater tube, as shown in Figure 1A. When
the fuel assembly is transferred horizontally through the transfer tube, it is carried and protected
by the perforated carrier and the transport trolley (Guo and Wang, 2013), as shown in Figure 1B.
It is important for the design of a fuel transfer device to consider the hypothetical accidents such as
the mechanical failure and loss of power supply. In this situation, the spent fuel assembly may be
trapped in the transfer tube. Therefore, to avoid the overheating of the assembly, it is necessary to
study the heat transfer of the fuel assembly in the transfer tube to find out that whether the decay
heat of the fuel assembly can be removed only rely on natural convection cooling.

The driving force of natural circulation in the transfer tube comes from the density difference
of hot and cold fluids. The cold water from the pool flows from the lower part of the tube to the
fuel assembly. The water flows into the fuel assembly through the circular holes on both sides of the
carrier. The cooling water is heated in the fuel assembly and then flows out of the assembly through
the top holes of the carrier due to the buoyancy. The water flows back to the pool through the upper
part of the tube.

In the previous analysis, the flow field in the transfer tube can be decomposed into two
directions: longitudinal flow along the transfer tube and crosswise flow in the cross section of the
transfer tube, respectively (Xi-dao et al., 2018). The flow of cooling water in the cross section of
the fuel assembly in the transfer tube is shown in Figure 1B. The natural convection in the cross
section is more complicated compared with the longitudinal flow along the transfer tube. It is a key
factor affecting the cladding temperature of the fuel assembly.

The fuel assembly usually employs an arrangement of 17× 17. The core of the cooling problem
of the fuel assembly in the transfer channel is the natural convection heat transfer of the horizontal

42
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FIGURE 1 | Schematic of fuel transfer system. (A) Schematic of fuel transfer system. (B) Schematic of carrier and transport trolley in the transfer tube. The symbol “1”

refers to fuel assembly; the symbol “2” refers to carrier; the symbol “3” refers to transport trolley.

rod bundle. However, the fuel assembly is located in the carrier
in the transfer tube, which is a semi-closed rectangular cavity.
This would result to a weakened heat exchange. Therefore, the
natural convection heat transfer of the fuel assembly in the carrier
is different from the natural convection in an infinite space or
in enclosure.

When the temperature of cooling water is low, the flow in the
tube bundles is single-phase natural convection. The disturbance
and the pre-heating effects of the lower tube will enhance and
weaken the heat transfer ability of the upper tube bundles,
respectively. The natural convective heat transfer characteristics
of the tube bundles are very different from a single rod. There are
some researches focused on the heat transfer of the tube bundle
and the single tube under different conditions, respectively.

Studies of the steady state free convection heat transfer
from horizontal isothermal cylinders with low Rayleigh numbers
were presented, such as Sadeghipour and Asheghi (1994) and
Tokanai et al. (1997). The correlations were presented to calculate
the Nusselt numbers in terms of Rayleigh numbers in these

studies, which are in the condition of infinite space. The
pitch-to-diameter ratio has a significant influence on the heat
transfer behavior.

There are some results of the natural convection of the tube
bundles in enclosure too. Keyhani and Dalton (1996) studied the
natural convection heat transfer in enclosed horizontal 3 × 3, 5
× 5, and 7 × 7 rods with a pitch-to-diameter ratio of 1.35. Each
array was positioned in an isothermal square enclosure with a
width-to-diameter ratio of 20.6. The experimental results show
that the heat transfer behavior is related to the relative size of
the closed boundary and the position of the tube bundles. A
two-dimensional solution for natural convection in an enclosure
with 2 × 2 tube bundles was obtained by Park et al. (2015). The
numerical results show the similar conclusions with Keyhani that
locations of the cylinders affect the heat transfer in the enclosure.

Ashjaee et al. (2008) studied the steady two-dimensional free
convection heat transfer from a horizontal, isothermal cylinder
located underneath an adiabatic ceiling using a Mach–Zehnder
interferometer. When the Rayleigh number is 14,500 to 40,000,
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and the ratio of the height of the rod top and the plate to
the diameter (L/D) of the rod ranges from 0.5 to 1.5, the local
Nusselt number at the rod top is the minimum value of the entire
rod surface. Sebastian (Sebastian and Shine, 2015) developed
a two-dimensional model for natural convection heat transfer
of a single rod with a horizontal confinement at the top. The
calculation results are in good agreement with the experimental
results. The results show that the local Nusselt number at the
top of the rod is the minimum value of the entire rod surface
within a certain L/D range. However, the boundary conditions
studied by Ashjaee and Sebastian are oversimplified compared to
the boundary conditions of the fuel assembly in the carrier. The
difference in heat transfer characteristics between single rods and
rod bundles is also very big, and it is difficult to directly use their
results to evaluate safety of fuel assembly.

On the other side, when the temperature reaches the
saturation temperature, the single-phase convection in the fuel
assembly will turn into the pool boiling. There are many
results present to study the different factors affecting boiling,
such as wall materials, surface characteristics, and physical
properties of working fluids. The Rohsenow pool boiling model
is widely used for heat transfer calculation of the flat plate
and the single tube. However, the model error of Rohsenow is
as much as ±50% in some conditions due to the complexity
of the boiling (Pioro et al., 2004a,b). Therefore, different
specialized experiments are developed to get better estimates for
different conditions.

The pool boiling of the horizontal bundle is more complicated
than the condition of a single tube. The heat transfer of the upper
parts of the bundles can be enhanced or weaken under different
conditions. Kang studied the 2 × 1 tube bundle to reveal the
buddle effect (Kang, 2015, 2016). Zhang studied the multiple tube
bundles to reveal the nucleate pool boiling (Zhang et al., 2018).
These studies have similar results that the heat transfer of the
upper part is enhanced when the bubbles generated from the
lower parts of the bundles scour the upper parts and thin the
liquid film as well as the bubbles gathered and fallen. Under the
condition of high heat flux, experimental results show that the
upper tube will be coated by the bubbles generated in the lower
part of the tube bundle, which can weaken the heat transfer of the
upper tube (Swain and Das, 2018).

The pool boiling of the fuel bundle in the transfer tube is
different with the bundle in the reboiler or the steam generator.
The carrier influences the inflow and outflow of the fluid. Some
of the fuel elements on the top-corner of the fuel assembly are in
a semi-closed state, and bubbles are likely to accumulate at this
position and affect heat transfer.

The heat transfer of the fuel assembly in the transfer tube
under natural convection is different with the regular horizontal
tube bundle, including the single-phase condition and the
two-phase condition. The natural convection heat transfer of
fuel assembly in the transfer tube is a key factor to effect
the temperature of the spent fuel and the cladding integrity.
However, the heat transfer of the fuel assembly in the carrier
of the fuel transfer tube is not specially studied yet. This paper
present an experiment to study the natural convection heat
transfer on the cross-section which is affected by the carrier.

New correlations are also presented both for single-phase and the
two-phase conditions.

EXPERIMENTAL SETUP

The experiment of full-scale ratio is not realistic due to the
expensiveness and long-period. Therefore, a simplified test
facility is developed based on the similar rules and the theoretical
analysis (Xi-dao et al., 2018).

A set of electrical heating rods is used to simulate the
fuel assembly. The heat flux of the heating rod is uniform.
Considering the heating uniformity of the real fuel element, 1.65
or 2.62 multiply the power density in the test with the mean heat
flux of the fuel element conservatively.

The test facility is shown in Figure 2A. The symbol A in this
figure refers to an electric heating rod with a length of 750mm,
which is used to simulate the fuel assembly near the central
symmetry plane. The symbol B refers to the carrier. The symbol
C refers to the transfer trolley. The symbol D refers to the cooler,
which is used to simulate the heat exchange of at the inlet of the
transfer tube. A mesh resistance element was added between the
heating rod and the cooler to simulate the pressure loss caused
by the transshipment tube and the transfer device out of the
experimental section. The main geometric parameters of the test
facility is listed in Table 1.

According to the previous research results (Guo and Wang,
2013), the maximum temperature of the cladding of the fuel
assembly is located on the top of the fuel rod at the top corner
of the carrier. In order to reduce the interference to the flow field
of the top-corner area of the carrier, thermocouples are only fixed
on the top of 1#, 3#, and 5# heating rod at intervals, as shown in
Figure 2B.

Experimental Parameters for Single-Phase
Natural Convection
The temperature of inlet of the fuel assembly is controlled as
60, 70, and 80◦C, respectively. The heat flux of the heating
rod is controlled as 3900, 4300, 6200, and 6800 W/m2. T-Type
thermocouples and pressure gauges with high precision were
employed. The instruments were calibrated. The overall error
of the temperature measurement is about ±1.5◦C, and the over
error of the pressure measurement is about ±0.14%. The data
acquisition system was Solartron IMP 35951C.

In the test, the power of the heating rod is set to a fixed value,
and then the temperatures of the both sides of the fuel assembly
simulated are adjusted by controlling the cooler. The data are
acquired when the system and all the measurement are stable.

Parameters for Pool Boiling Test
During the pool boiling experiment, the pressure is controlled at
0.1MPa. The inlet subcooled temperatures of the assembly are
controlled under 0.5◦C. The range of heat flux on the surface
of the heating rod is 2,400–20,000 W/m2. The heating rod is
made of polished 316L stainless steel with a surface roughness
Ra≈0.8µm. Thermocouples were fixed on top of 1#, 3#, and 5#
heating rods as before.
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FIGURE 2 | 3D model and tube wall temperature measurement of the test facility. (A) 3D model of the Test facility. (B) Schematic diagram of wall temperature

measurement in upper corner of the fuel carrier.

In order to exclude the influence of the unstable vaporized
core on the wall surface of the heating pipe on the test results,
the surface aging of the heating pipe was carried out before the
formal test. The tests were performed from low heat flux to high
heat flux. The power of the heating rod and the temperature
of each thermocouple were recorded when the condition
is stable.

EXPERIMENTAL RESULTS AND
DISCUSSION

Single Phase Experimental Results
In the data processing, the local Nusselt numberNutop on the top
corner of the fuel rod in the natural convection is calculated from
the following:
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TABLE 1 | The main geometric parameters of the test facility.

Item Unit Test facility

Heating rod OD mm 9.5

Pitch mm 12.6

Heating rod length mm 750

Length of the fuel transfer tube m ∼2

Diameter of the fuel transfer tube mm 508

The diameter of the hole in the carrier mm 160

Nutop = htopD

λf
(1)

The temperature used to define the physical property parameters
is defined as tm = (tw + tin)/2, where the tw is the top wall
temperature of the rod in the top-corner of the carrier, and the tin
is the temperature of cooling water at the inlet of the carrier. λf
is the thermal conductivity of water evaluated at the temperature
tm. The characteristic lengthD employs the hydraulic diameter of
the fuel rod.

A series of experiments were conducted on the test facility to
get the local heat transfer data on the top of the rod at the top-
corner of the carrier. Figure 3A shows a comparison of the heat
transfer coefficient for the different rod location. For the same
Rayleigh Number (Ra number), the Nutop at the top of the 1 #
rod is the smallest, and the Nu number at the top of the 5 # rod is
the largest.

From the experiment data, it is found that the heat transfer
coefficient is relative with heating power and distance from the
top-corner of the carrier.When the heat flux of fuel rod andwater
temperature at the inlet of the carrier are the same, the closer
the rod to the top-corner of the carrier, the smaller the natural
convective heat transfer coefficient.

Pooling Boiling Experimental Results
In the test, the system pressure is atmospheric pressure. The
characteristic temperature is the saturation temperature of the
water at the test pressure. The characteristic length of the pool
boiling is defined as: l∗ = σ/[g(ρl − ρg)]. where σ is the surface
tension, with the unit of N · m−1, ρg is the density in gaseous
phase, ρl is the density in liquid phase. The unit of the density
is kg ·m−3.

Figure 3B shows the pool boiling heat transfer coefficients at
the top of 1 #, 3 #, and 5 # rods. The solid black line in the figure
is the single-rod pool boiling heat transfer coefficient calculated
by the Rohsenow correlation (Rohsenow, 1952), which is used to
compare with the fuel assembly test results. Although the bubble
movement is hindered by the carrier, it can be seen that the
boiling heat transfer coefficient at the top of the fuel assembly 1
#, 3 #, and 5 # heating rods is still higher than that of a single rod.

With the increase of heat flux density, the rod bundle effect of
boiling heat transfer coefficient of 1 #, 3 #, and 5 # rods gradually
weakened. Under the condition of heat flux about 2× 104W/m2,
the boiling heat transfer coefficient of 1 # rod closest to the top
corner of the carrier is almost equal to that of a single rod.

FIGURE 3 | Heat transfer characteristics of fuel assemblies in transfer tube.

(A) The Nusselt number of single-phase natural convection. (B) The pool

boiling heat transfer coefficient.

NEW CORRELATIONS FOR LOCAL HEAT
TRANSFER COEFFICIENTS

The published correlations were developed using the data for
plates, wires, and outside surfaces of tubes (Pioro et al., 2004b;
Shah, 2017). Since the correlations do not contain the effects of
the semi-closed rectangular cavity and the lower tube heat flux,
the calculated heat transfer coefficients does not agree with the
present experimental data. Therefore, it is not reasonable to use
the correlation equations available on the literature to predict the
present experimental data.

Single-Phase Heat Transfer Correlations
The Nusselt Number of the top corner of the fuel element in the
natural convection can be expressed with a function of Rayleigh
Number Ra. Through the regression analysis of the experimental
data with the help of a computer program (which uses the least
square method as a regression technique) three correlations were
determined as follows:

Nu1,top = 0.0176(Ra)0.319 2.54× 106 ≤ Ra ≤ 6.03× 106 (2)

Nu3,top = 0.0091(Ra)0.372 2.38× 106 ≤ Ra ≤ 5.09× 106 (3)

Nu5,top = 0.0099(Ra)0.382 2.02× 106 ≤ Ra ≤ 4.28× 106 (4)
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FIGURE 4 | Comparison of calculated data with experimental data. (A)

Comparison of calculated heat transfer coefficients with single phase

experimental data. (B) Comparison of calculated heat transfer coefficients with

pool boiling experimental data.

A comparison between the measured Nusselt and the calculated
values by Equation (2) to (4) is shown in Figure 4A. The newly
developed correlation predicts the present experimental data
within±10%.

Pooling Boiling Heat Transfer Correlations
A Pioro -type (Pioro et al., 2004b) correlation is introduced here
to predict local pool boiling heat transfer coefficients.

htop = C
k

l∗

{

q

hfgρ0.5
g [σ g(ρl − ρg)]

0.25

}n

Prm (5)

where htop is the boiling heat transfer coefficient of the top corner
of the fuel elements with unit of W ·m−2 · K−1; q is the heat flux
of the heating rod surface with the unit of W · m−2; k is liquid
heat transfer coefficient with the unit of W · m−1 · K−1; hfg is

the latent heat of vaporization with the unit of J · kg−1;Pr is the
Prandtl Number;l∗ is the characteristic length. C, n and m are to
be solved.

htop, q, Pr and the physical property parameters can be
calculated based on the experiment data, and then the coefficient

C, n and m can be solved by multiple regression. The coefficient
C, n andmare solved, and the boiling heat transfer coefficient can
be expressed by the equation of (6)–(8) for the position of 1#, 3#,
and 5#, respectively:

h1,top = 984.5
k

l∗

{

q

hfgρ0.5
g [σ g(ρl − ρg)]

0.25

}0.593

Pr−1.1 (6)

h3,top = 909.9
k

l∗

{

q

hfgρ0.5
g [σ g(ρl − ρg)]

0.25

}0.556

Pr−1.1 (7)

h5,top = 697.8
k

l∗

{

q

hfgρ0.5
g [σ g(ρl − ρg)]

0.25

}0.493

Pr−1.1 (8)

Figure 4B plots the error range of the fitted equations of (6) to
(8). As shown in the figure, the errors of the predicted quantities
from these equations are <10%, which means that the precision
of the fitting process of these equations was good.

CONCLUSIONS

An experimental heat transfer investigation for the horizontal
rod-bundle in a semi-closed rectangular cavity submerged in the
cooling water tube was conducted to find the characteristics of
the fuel transfer device under natural circulation conditions. The
major conclusions of the present study are as follows:

In the single-phase natural convection test and the
pool-boiling test, the heat transfer coefficient of the 1#
heating rod closest to the top corner of the carrier was
the smallest.

Within the parameters of the pool-boiling test, the heating
rod in the upper row of the heating rod is affected by the steam
generated from the lower heating tube, and the boiling heat
transfer coefficient is higher than that of the single tube pool
boiling heat transfer coefficient. As the heating power increases,
the boiling heat transfer coefficient of the 1 # heating rod is closer
to that of a single rod.

Through the regression analysis of the experimental data, new
empirical correlations suitable for single-phase and pool boiling
heat transfer were developed, which can provide a reference
for evaluating the thermal safety status and maximum surface
temperature of fuel assembly during transfer.
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Laminar-turbulent transition flow can be observed in thermal engineering applications,

but the flow resistance and heat transfer characteristics are not fully understood. In this

work, flow and heat transfer for the laminar-turbulent transition in a rectangular channel

were predicted by a four-equation transition turbulent model. A set of correlations for the

heat transfer coefficient in a rectangular channel were developed and implemented in the

RELAP5/MOD3.1 code to make it capable of analyzing a plate-type fuel assembly with

rectangular coolant channels. The improved RELAP5/MOD3.1 code was employed to

analyze the SBLOCA along with the SBO scenario for an integrated pressurized reactor,

illustrating the effects of model modification on the evolution of the accident.

Keywords: laminar-turbulent transition, rectangular channel, RELAP5 code, station blockout, CFD simulation

1. INTRODUCTION

Rectangular channels have been widely used in thermal engineering applications, such as nuclear
reactors with a plate-type fuel element (Tian et al., 2018) and high-efficiency heat exchangers
(Xu et al., 2018), due to their characteristics of high heat transfer capacity and easy manufacture.
The height of the channel is generally smaller than 3 mm, which can increase the heat transfer
capacity. Furthermore, the wetted area concentrations for heat transfer in heat exchange facilities
with rectangular channels are greater than for those with circular channels, resulting in a high
volumetric energy density, which will benefit the miniaturization of heat-exchanger equipment.

Most heat exchangers operate in the regime of turbulent flow to reach a high heat transfer
coefficient; however, there are still many heat exchangers that operate in the laminar-turbulent
transition regime. In the startup period or accident scenario of a nuclear power plant, the coolant
experiences flow regimes from laminar to turbulent flow with the transition regime between
them (Shi et al., 2016). Besides, a power plant may experience the transition flow regime when
updating it from the laminar regime (Silin et al., 2010a). For the internal flow in circular tubes,
the transition regime refers to the state with a Reynolds number between 2,300 and 4,000.
Experimental investigations have been carried out to evaluate the heat transfer coefficient and
pressure drop for internal and external transition flow (Whan and Rothfus, 1959). Cioncolini and
Santini (2006) obtained the heat transfer coefficient for transition flow in helically coiled pipes.
Draad et al. (1998) compared the heat transfer characteristics of the laminar-turbulent transition
for Newtonian and non-Newtonian fluids by experiment. Bertsche et al. (2016) investigated the
heat transfer coefficients for liquid in a circular tube with Prandtl numbers varying from 7 to 41,
finding that the Gnielinski correlation was of high accuracy for a Reynolds number between 1,000
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and 4,000. Silin et al. (2010a,b) carried out experimental work to
study the heat transfer characteristics in the laminar to turbulent
transition regime for water flowing in a rectangular channel.

Based on these experimental and theoretical investigations,
the heat transfer and flow resistance correlations can be
developed. Gnielinski (1976) proposed a correlation with
satisfactory accuracy in the Reynolds number range between
3,000 and 106. Interpolation functions were proposed to satisfy
the requirement of continuity in code development (Churchill,
1977). In the safety analysis codes for nuclear power plants,
such as RELAP5 and TRACE, the heat transfer and resistance
coefficients were obtained by data interpolation from the laminar
and fully turbulent regimes. In general, the mechanisms for the
laminar-turbulent transition were not well-resolved from the
experimental work, and the current system analysis codes cannot
predict the heat transfer and flow resistance characteristics for
laminar-turbulent transition flow, although they are significant
for the design and safety analysis of nuclear power plants.

Recently, with the development of CFD technology and of
knowledge on the mechanisms of transition intermittency, which
is defined as the ratio of the mean duration of turbulent flow
to the total duration, Abraham et al. (2011) investigated the
characteristics of laminar-turbulent transition flow by using
CFD technology. In these works, mechanical models for the
intermittency and the transition onset criteria were proposed
to model the transition intermittency along with the traditional
two-equation SST k-ω model.

In our previous paper, the concept for an integrated modular
reactor was proposed for the application of a submarine, where
there were strong demands for miniaturization and volumetric
energy density (Jiang et al., 2018). To obtain a high rate of
volumetric heat release, plate-type fuels were employed in the
fuel assembly. During the design and safety analysis, it was
found that the current system codes, RELAP5, just employed a
linear interpolation to tackle the flow resistance and heat transfer
coefficient in the transition regime, which is oversimplified.
Furthermore, there is no model to consider the effects of a
rectangular channel geometry on the flow and heat transfer
characteristics in RELAP5, which would also introduce high
deviations and uncertainties in the safety analysis procedure. In
the current work, the transition SST model was employed to
predict the heat transfer and flow resistance of transition flow in
rectangular channels. An empirical formula was developed based
on the CFD results and was used to improve the reactor system
code, RELAP5. A typical scenario, an accident involving a small
break loss of coolant with station blockout, for an integrated
small modular reactor was simulated by using the improved
RELAP5 code to show the improvement offered by and necessity
of model improvement.

2. METHOD

2.1. Numerical Models for a Transition SST
Model
The most commonly used turbulent model is the Reynolds
Averaged Navier-Stokes (RANS) model, due to its high
robustness and economy. However, it cannot predict the

laminar-turbulent transition since it does not consider transition
intermittency. Abraham et al. (2011) carried out a series of
studies on the development and validation of a transition SST
turbulent model for transition flow in a circular channel. In the
transition SST model, the intermittency and the momentum-
thickness Reynolds number were modeled by two additional
partial differential equations along with the modified SST k-ω
equations. In the current work, this model was employed to
predict the flow and heat transfer characteristics in rectangular
channels. Here we introduce this model briefly. The governing
equations for the transition SST turbulent model are given as
(ANSYS Inc., 2017):

∂

∂t
(ργ)+ ∂

∂xi
(ρuiγ) = ∂

∂xj
((µ + µt

σγ

)
∂γ

∂xj
)+ Pγ (1)

∂

∂t
(ρReθ t)+

∂

∂xi
(ρuiReθ t) =

∂

∂xj
(σθ t(µ + µt)

∂Reθ t

∂xj
)+ Pθ t (2)

FIGURE 1 | Model validation. (A) Validation of the friction factor. (B) Validation

of the heat transfer coefficient.
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∂

∂t
(ρk)+ ∂

∂xi
(ρkui) = ∂

∂xj
(Ŵk

∂k

∂xj
)+ Sk + γGk

− min (max (γ , 0.1) , 1.0)Yk (3)

∂

∂t
(ρω)+ ∂

∂xi
(ρωui) =

∂

∂xj
(Ŵω

∂ω

∂xj
)+ Sω + Gω − Yω (4)

The definitions of the parameters used in these equations can be
found in the nomenclature.

To ensure the numerical stability of the iteration process, the
transition SST models were solved alternately along with the
governing equations for mass, momentum, and energy by using
the coupled strategy (ANSYS Inc., 2017). The grid thickness of
the first layer in the wall direction is about 0.006 mm, and the
grid expansion ratio in the wall-normal direction is carefully
controlled to be < 1.05. The grid size along the flow direction
is kept at 0.06 mm. The selected mesh is carefully checked to
make sure that the calculated result is mesh-independent. In this
condition, the y+ values for the near-wall cells were < 1.0 for all
Reynolds numbers, which met the calculation standard. All these
equations were solved using the commercial CFD code ANSYS
Fluent 18.1.

2.2. Model Validation
The capacity of the transition SST model for predicting the flow
and heat transfer characteristics in the transition intermittency
regime was validated by the experimental data of Cioncolini
and Santini (2006) and Silin et al. (2010a,b). In Cioncolini and
Santini’s experiment, the friction factors for fully developed flow
from laminar to turbulent regimes in a circular tube with an inner
diameter of 6.06 mm were measured. In Silin et al.’s work, the
local heat transfer coefficients for transition flow in a rectangular
channel of 60 mm width and 2.7 mm thickness were measured.
The boundary condition is set as the experiment. The inlet is
set as the velocity inlet with the corresponding Reynold number
ranging from 1,564 to 3,010. The outlet is set as the pressure
outlet. A uniform heat flux is given at the wall. A comparison
between the results calculated by the transition SST model and
the experimental data are shown in Figure 1.

2.3. Development of Correlations for
Transition Flow in a Rectangular Channel
In RELAP5 code, three flow regimes are considered in the
estimation of single-phase flow resistance and the heat transfer
coefficient, including the laminar, laminar-turbulent transition,
and turbulent flow regimes. The Darcy-Weisbach friction factor
is used to compute the flow resistance in tubes (Colebrook, 1939).

f =























64
Re
{

−2 log10

[

ǫ
3.7dh

+ 2.51
Re

(

1.14− 2 log10

(

ǫ
dh

− 21.25
Re0.9

))]}−2

0 ≤ Re ≤ 2200

Re ≥ 3000

(5)

For the transition regime with Reynolds number between 2,200
and 3,000, an interpolation strategy is used, that is,

FIGURE 2 | Assessments of friction factor and heat transfer correlations. (A)

Assess the RELAPS5 and Blasius correlation for friction transfer. (B) Assess

the RELAPS5 and Gnielinski correlation for heat transfer. (C) Assess the new

developed correlation for heat transfer.
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f =
(

3.75− 8250

Re

)

(fT,3000 − fL,2200)+ fL,2200 (6)

where fT,3000 and fL,2200 are the friction factor at Reynolds
numbers of 3,000 and 2,200, calculated by turbulent and
laminar models, respectively. As for the heat transfer coefficient,
RELAP5 employs the Dittus-Boelter equation when Re > 3,000
(Dittus and Boelter, 1985) and a constant laminar heat transfer
coefficient at Re < 2,100. In the transition regime with 2, 100 ≤
Re ≤ 3, 000, linear interpolation is employed to obtain the heat
transfer coefficient.

The accuracy of the correlations used in RELAP5 for the
friction factor and heat transfer coefficient should be estimated
before being utilized to the conditions of a rectangular channel.
The friction factor and Nusselt number obtained from CFD
simulations are compared with the RELAP5 correlations, as
shown in Figures 2A,B. Other than the RELAP5 correlations,
the Gnielinski equation and the Blasius equation (Trinh, 2010)
for the heat transfer coefficient and friction factor in the
turbulent regime, respectively, are also employed as references.
The deviations between the reference data fromCFD and the data
from the RELAP5 equations are significant, which means that
the original empirical correlations for flow resistance and heat
transfer in RELAP5 are not applicable for a rectangular channel
under the transition condition. The set of Blasius equations
(using the Blasius equation for Re ≥ 3,000, the laminar model
for Re≤ 2,200, and linear interpolation otherwise) can give good
accuracy with a largest deviation of < 8 %, which means that
the set of Blasius equations are qualified to predict the friction
factor in rectangular channels with acceptable accuracy. Dittus-
Boelter and Gnielinski correlations predict similar results when
the Nusselt number is larger than 30; however, they both fail in
the transition regime. Thus, a new set of heat transfer correlations
should be developed.

It can be obtained from the analytical solution for laminar flow
heat transfer in the rectangular channel that the Nusselt number
equals 4.32 for a rectangular channel with a unit aspect ratio and
equals 8.23 for a channel with an infinite aspect ratio (infinite
plate). Besides, the Nusselt number in the laminar regime is
independent of the Reynolds number and Prandtl number; thus,
from data fitting, the correlation for the laminar Nusselt number
can be obtained, which is

Nu = 8.23
(

1+ 103α−2.97
)−0.0933

(7)

For the fully turbulent regime, the heat transfer correlation is

Nu = 0.007Re0.95Pr0.4
(

1+ 103α−2.97
)−0.0933

(8)

For the transition regime, it is

Nu =
[

−0.04255

(

Re

100

)3

+ 3.433

(

Re

100

)2

− 90.47

(

Re

100

)

+ 786.2] Pr0.4
(

1+ 103α−2.97
)−0.0933

(9)

The demarcation point between the transition and laminar
regimes is determined by the largest intersection point of
Equations (7) and (9); while the discreteness point between the
transition and turbulent regimes is determined by the smallest
intersection point of Equations (8) and (9). The applicable range
of the proposed correlations covers an aspect ratio from 15:1 to
30:1 and a channel height from 1 to 2 mm. The newly developed
heat transfer correlations were also assessed against the CFD data
and showed a maximum deviation of < 5% (Figure 2C).

FIGURE 3 | Structure of the RELAP5/MOD3.1 code.
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3. RESULTS

3.1. Structure of the RELAP5/MOD3.1 Code
and Model Modification
The RELAP5/MOD3.1 code is written in the FORTRAN
language with more than 600 subroutines with a top-down
structure, as illustrated in Figure 3. The main program, “relap5,”
calls the “inputd” and “tranctl” subroutines to read the input
cards and to perform the transient calculation, respectively.
Among the subroutines called by the “tran” subroutine, the
“dittus” subroutine is used to calculate the single-phase heat
transfer coefficients for the regimes from laminar to turbulent.
The “fwdrag” subroutine is called to compute the wall drag
force. By default, the correlations for a circular tube are used
in these subroutines. As is already known, these correlations for
a circular tube are not applicable for the rectangular channel.
However, these subroutines should not be replaced since they
will still be used in other circular components, such as heat
exchangers and pipes. Thus, two new subroutines for heat
transfer and flow resistance in the rectangular channel are added
to the RELAP5 code and are named “dittusrectangular” and
“fwdragrectangular.”

The rectangular channel is modeled by the pipe component
in RELAP5 even though the cross-section is not circular. One
more word is added to the pipe card to identify the shape of
the pipe cross-section. Besides, a word describing the geometry
information is also added to the boundary condition card for
the heat structure to help to select the correlations for heat
transfer; that is, the thermal boundary of the heat structure is
circular or rectangular. The “inputd” subroutine is called by
the main program to read the input cards of the problem.
Among the subroutines called by “inputd,” the “rhtcmp” and
“rpipe” subroutines are used to read the information for the heat
structure and pipe components, respectively. Thus, these two
subroutines were modified to make them applicable to the new
cards of the heat structure and pipe with one additional word for
geometry information. After the abovemodification to the source
code and the input card, the RELAP5/MOD3.1 code can be used
to analyze a reactor with rectangular channels.

3.2. Application of RELAP5/MOD3.1 Code
to an SBLOCA With SBO Scenario for an
Integrated Modular Reactor
IP200 is an integrated pressurized water reactor with its main
facilities in the reactor pressure vessel (RPV) to minimize the
length of connecting pipes and to enhance the inherent safety.
Plate-type fuel assemblies are placed at the bottom of the RPV,
and once-through steam generators are installed in the upper part
of the RPV around the core, symmetrically. The rising section
above the active zone and the downcomer below the steam
generators are used as the hot leg and cold leg, respectively. A
plenum is built by the steam at the top of the RPV, working
as the pressurizer. Compared with other traditional reactors
used on land, such as AP1000 and EPR1000, IP200 has the
advantages of small size and high volumetric rate of heat release.
The schematic diagram and main design parameters of IP200

FIGURE 4 | Comparisons between the original and improved

RELAP5/MOD3.1 codes. (A) Pressure in pressurizer. (B) Mass flow rate in the

core. (C) Coolant temperature at core inlet and outlet.
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can be found in Jiang et al. (2018). The passive safety system
(PSS) is critical for the safety of IP200 since the volumetric heat
release is significantly high, especially under accident conditions.
However, in the safety analysis related to the PSS of IP200,
RELAP5 code with correlations for a circular tube and rod bundle
were employed in the simulations (Jiang et al., 2018). In this
work, the improved RELAP5/MOD3.1 code was used to assess
the PSS of IP200. The typical accident scenario, a small break
loss of coolant accident (SBLOCA) along with Station Blockout
(SBO), was applied to evaluate the performance of the PSS.

The RELAP5 nodalization model for the IP200 PSS can be
found in our previous paper on the safety analysis of the IP200
reactor (Jiang et al., 2018). In the current work, the SBLOCAwith
SBO accident was analyzed with the improved RELAP5/MOD3.1
code to evaluate the effectiveness and performance of the PSS.
In the first 1000.0 s, the reactor operates in the full-power
steady state. At the 1000.0 s, the valve on the vent pipe of
the pressurizer is opened by accident, and the station blockout
occurs. Meanwhile, the reactor scrams, and both the coolant
pumps and feedwater pumps shut down. During the accident,
there are three different flow regimes in a rectangular channel in
the core: the turbulent, transition, and laminar flow regimes. The
core cooling and the residual heat removal fully depend on the
PSS. The accident sequences of the SBLOCA plus SBO scenario
were modeled by the original RELAP5/MOD3.1 code and by the
improved code with new heat transfer and flow resistance models
for rectangular channels. The results are compared in Figure 4.
The comparison shows that themodifications on the heat transfer
and flow resistance models make significant differences to the
accident evolution after SBLOCA and SBO.

After the initiation of SBLOCA, the pressure in the RPV
plunges sharply due to the leakage of vapor from the break.
The rate of depressurization then decreases when the two-phase
blowdown begins. Meanwhile, the pressure in the containment
increases. The valves on the vent pipe and on the sump pipe
open when the pressure difference between the RPV and the
containment reaches 0.2 and 0.02 MPa, respectively. After that,
the natural circulation for the fluid in the RPV and containment
can be built. The pressure in the RPV decreases with the
injection of cold water from the containment, while the coolant
temperature at the inlet of the core plummets since the cold water
injection will flow past the primary side of the steam generator to
the inlet of the core. The discharged vapor and two-phasemixture
from the RPV to the containment will be cooled by the ultimate
heat exchanger, by which long-term cooling can be established.

It can be seen that there are significant differences between
the results from the original RELAP5/MOD3.1 code and the
improved code; these are caused by the changes in the models for
flow resistance and heat transfer. In general, as can be observed
from Figures 2A,B, the models in the original RELAP5 code
over-estimated the friction factor for all flow regimes and over-
estimated the heat transfer coefficient in the transition flow
regime. The over-prediction of heat transfer would affect the
temperature in the fuel but has negligible effects on the total
energy released to the coolant, especially in the quasi-steady
long-term cooling stage. However, the over-estimation of the
friction factor would increase the flow resistance in a core with
rectangular channels, which would reduce the coolant flow rate,

especially under the natural circulation period. This conclusion
can be obtained from Figure 4B; the mass flow rate in the
core predicted by the improved code is larger than that by
the original code, which leads to a decline in the temperature
increase in the core, as shown in Figure 4C. From the above
application of the improved RELAP5/MOD3.1 code, we find
that the improved code can predict the accident evolution more
reasonably. Quantitative assessment of this improved code is
not presented in this paper since there are no experimental
data for IP200 or other types of reactors with a plate-type fuel
assembly available.

4. DISCUSSION

In this work, the flow and heat transfer characteristics
for the laminar-turbulent transition were predicted by a
CFD methodology with a four-equation transition turbulent
model. A set of heat transfer coefficient correlations were
developed. The models for the friction factor and heat transfer
coefficient in RELAP5/MOD3.1 code were modified to make
it applicable for the safety analysis of a reactor with a plate-
type fuel assembly. After the modification to the code, it was
applied to analyze the SBLOCA with SBO scenario in an
integrated pressurized reactor. The following conclusions can
be drawn.

1. A combination of the Blasius equation and the laminar friction
factor model can predict the flow resistance in rectangular
channels with satisfactory accuracy.

2. A set of heat transfer correlations for coolant flow in a
rectangular channel under all flow regimes was proposed
and compiled into the RELAP5/MOD3.1 code to extend the
applicability and accuracy of this code for safety analysis for a
reactor with a plate-type fuel assembly.

3. The SBLOCA with SBO accident for an integrated pressurized
reactor was analyzed by the improved RELAP5/MOD3.1
code to demonstrate the impacts of model modification on
accident evolution.
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NOMENCLATURE

ǫ Turbulent eddy diffusivity for momentun transfer

γ Transition intermittency

ρ Density

µ Dynamic viscosity

µt Turbulent dynamic viscosity

Reθ t Momentum-thickness Reynolds number

k Turbulence kinetic energy

ω Specific dissipation rate

Pi Source term for γ and Reθ t, i = γ , θ t

ui Velocity component, i=1, 2, 3

Gi Generation terms for k and ω, i = k,ω

Yi Dissipation terms for k and ω, i = k,ω

Si Source terms for k and ω, i = k,ω

Ŵi Effective diffusivity k and ω, i = k,ω

σi Turbulent Prandtl number for γ , Reθ t, i = γ , θ t

f Fraction factor

Nu Nusselt number

Re Reynolds number

Pr Prandtl number

ǫ Surface roughness

dh Hydraulic diameter

α Width-height ratio of the rectangular channel

OTSG Once-Through Steam Generator

SBLOCA Small-Break Loss Of Coolant Accident

SBO Station Blockout

HX Heat exchanger

y+ Non-dimensional wall distance

T Temperature

λ Thermal conductivity

p Pressure

LES Large Eddy Simulation

PSS Passive Safety System

SRS Scale-Resolved Simulation

RANS Reynolds Averaged Navier-Stokes
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Visualization experiments were carried out and sliding bubble coalescence behaviors

were observed for subcooled flow boiling in a narrow rectangular channel. The results

show that the consecutive coalescence process is composed of four steps based on the

bubble morphological change: approaching, merging, adjustment, and stabilization, in

which the more important are the merging and adjustment of the bubble. Bubble always

slides along the heating surface and does not lift off in coalescence process. Bubble

diameter and sliding velocity increase first, then decrease and finally stabilize. Bubble

shape also oscillates from an irregular ellipse to a stable circle. In addition, a new small

bubble may be induced in the coalescence process.

Keywords: bubble coalescence, narrow rectangular channel, subcooled flow boiling, sliding bubble, visualization

experiment

INTRODUCTION

The narrow rectangular channel has been widely used in engineering because of its characteristics
of heat transfer enchantment and its ability to meet the requirements of small volume but high
power. Bubble dynamics is the basis of boiling heat transfer research. Present research on the bubble
behavior in narrow channels mainly focus on the behavior characteristics of individual bubbles,
such as bubble nucleation, departure, growth and condensation. Ren et al. (2019, 2020) studied
the effects of thermal parameters on the bubble nucleation, departure, growth, and sliding velocity
in the previous work. Xu et al. (2013) has found in a visualization experiment that typical bubble
sliding behavior exists in the narrow rectangular channel at low heat flux conditions. Li et al. (2013)
also has found that most bubbles in the narrow channel slip along the heating wall instead of lifting
off as in the conventional large channel. The distribution of bubble sliding velocity was obtained
by statistical method. In fact, nucleate boiling is a complex process that involves the motion of
individual bubbles and the interactions between them. In the former studies, many researchers
experimentally or numerically investigated the bubble coalescence in the large space or channel,
while few studies on bubble interaction in a narrow channel have been reported.

Bonjour et al. (2000) experimentally studied three types of bubble coalescence in pool nucleate
boiling: (1) bubble coalescence away from the heating surface; (2) vertical bubble coalescence near
the heating surface; (3) horizontal bubble coalescence near the heating surface. Liu et al. (2006)
proposed to divide bubble coalescence into three types including vertical coalescence, horizontal
coalescence and the mixtures of them. Feng et al. (2016) proposed that there were two forms of
bubble coalescence, namely, connectionless coalescence and connected coalescence. In the study of
Nguyen et al. (2013), the connected coalescence process includes the following steps: the approach
and collision of bubbles, the formation and discharge of a liquid film, the rupture of the film when it

57
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reaches a critical thickness. Zhang and Shoji (2003) has found
that the coalescence of bubbles had a great effect on the bubble
departure frequency.Mukherjee andDhir (2004) has numerically
found that the lateral bubbles enhanced the heat transfer by
trapping liquid layers during coalescence process. It has been
found from Chen and Chung’s (2002) experiment that the
deformation caused by bubble coalescence increased the contact
time between the cold liquid and the heating wall, thereby
enhancing the heat transfer. According to Coulibaly et al.’s (2014)
work, increasing liquid subcooling reduced the size and the
departure frequency of coalesced bubble. Compared with the
single-bubble boiling, the heat flux fluctuated more significantly
during bubble coalescence process.

The above studies do not consider the limitations of space.
In a narrow channel, the influence of flow resistance, surface
tension and significantly enhances wall boundary constraints.
The characteristics of bubble coalescence is different from those
in the large channel (Lu et al., 2017). The bubbles grow to the
narrow channel size and the distance between bubbles decrease,
which enhance the bubble coalescence. However, sufficient
research has not been conducted on the characteristics of bubble
coalescence in narrow channels. In this work, visualization
experiments were carried out to investigate the sliding bubble
coalescence in an isolated bubble region in a narrow rectangular
channel. The vapor-liquid interface evolution during bubble
coalescence process and the change of characteristic parameters
before and after coalescence were studied.

Experimental Method
Figure 1 shows the schematic diagram of the experimental
equipment. The experimental loop mainly consists of a major
circulation loop and a cooling loop. In order to intuitively study
the characteristics of bubble coalescence, a visualization test
section is designed and constructed. The main instruments in
the circuit include a preheater, a test section, a condenser, a
pressurizer, two pumps, an electromagnetic flowmeter, and some
pipe valves. Before the formal experiment, water is heated by
preheater and test section to reduce the solubility of the non-
condensable gas in order to avoid the effect on the experimental
phenomenon. In the experiment, deionized water is heated to
boiling when flowing through the test section and then flows into
the condenser through the riser. The condensed water flows to
the preheater through the downcomer and is heated to a required
temperature by the preheater. Then the water with a certain
degree of subcooling flows into the test section and is heated
again to boiling. In the cooling loop, the condenser is cooled by an
air cooling tower and a large water tank. The circulation pumps
are used to adjust the circulation flow and the pressurizer is used
to maintain the system pressure.

The vertical visualization test section details are shown in
Figures 1B,C. A narrow rectangular flow channel of 700mm ×
40mm × 2mm is constructed by a quartz glass and a stainless
steel heating plate, sealed by an O-shape ring. Two copper
electrodes are welded to the stainless steel plate, connecting to
a 50V/2000A DC (Direct Current) power. The heating length
is 550mm. The bubble coalescence behaviors are recorded by a
high-speed camera equipped with a macro lens and the lens has a

focal length of 105mm and an aperture specification of F2.8. The
camera is placed on a two-dimensional guide rail which can be
movable in vertical and horizontal direction. Two adjustable fiber
lights facing the test section are used to provide sufficient light.

Six N-type sheathed thermocouples are arranged at the inlets
and outlets of the preheater, test section and condenser to
measure fluid temperature. Eleven horizontal rows and three
vertical rows K-type sheathed thermocouples are uniformly
welded on the back of heating plate to measure the outer wall
temperature at different positions. Additionally, the circulation
flow is obtained by the electromagnetic flowmeter. In order to
capture clear bubble images, the camera frame rate and resolution
are, respectively, set to 4,300 frames per second and 1,024
× 1,024 pixels. Thus, the time interval between two adjacent
images is 0.23ms. A clear scale is taken for each experiment
and the actual observation area is approximately 10.28 × 10.28
mm2. All instruments are connected with an NI (National
Instruments) acquisition system to record the experimental data.
When parameters, i.e., fluid temperature, wall temperature and
flow rate reach stable, corresponding bubble images and thermal
data are recorded simultaneously. The relevant parameters in the
experiment are: the system pressure is 0.4 MPa, wall heat flux in
test section is 114–212 kW·m−2, inlet fluid subcooling is 31◦C,
mass flow rate is 333–619 kg·m−2·s−1.

The determination of the bubble diameter and sliding velocity
is described in the previous study (Ren et al., 2020). The N-type
and K-type sheathed thermocouples respectively have accuracies
of ±0.5◦C and ±1◦C. The heating power has an accuracy of
0.55%. The accuracies for bubble diameter and position are ±2
pixel. Based on the Kine and Mcclintock (1953) uncertainties
analysis method, the relative uncertainty range for heat flux and
inner wall temperature are, respectively, 1.8–4.2% and±1◦C. The
relative uncertainty for bubble diameter and bubble velocity are,
respectively,±0.02mm and±0.08 m/s.

UF = ±

√

√

√

√

n
∑

i=1

(

∂F

∂pi
upi

)2

(1)

where F is a function of variables p1, p2, . . . pn; UF is the
uncertainty for F and upi is the uncertainty for the variable pi. The
relative uncertainty for the friction factor λ can be calculated as.

Uλ

λ
= ±

√

√

√

√

n
∑

i=1

(
upi
pi

)
2

(2)

RESULTS AND DISCUSSION

Morphology Changes During Bubble
Coalescence
Figure 2 shows three different groups of bubble coalescence
images: (a) the coalescence of two bubbles with similar size in the
flow direction, (b) the coalescence of two bubbles with different
size in the flow direction, (c) the coalescence of two bubbles in
the horizontal direction. Based on Zheng et al.’s (2014) work,
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FIGURE 1 | Schematic diagram of experimental equipment. (A) Schematic diagram of the experimental loop, (B) side section of the visualization test section, and (C)

cross section of the visualization test section.

the consecutive coalescence process is composed of the following
four steps according to the bubble morphological change: (1)
approaching, (2) merging, (3) adjustment and (4) stabilization.
In step (1), the two bubbles approach each other until the phase
interfaces begin to contact; in step (2), the two bubble phase
interfaces merge to form an irregularly shaped bubble; in step (3),
the shape of new bubble is constantly adjusted and the oscillation
gradually weakens; in step (4), the new bubble reaches stability
and continues to slide. Among of those steps, step (2) and (3) are
more important.

Group (a) shows the coalescence process of two bubbles in
the flow direction. At 0ms, the two bubbles slide along the

heating wall, then the distance between two bubbles decreases
due to the different sliding velocities. At about 7.28ms, the
two bubble phase interfaces contacts each other and begin to
merge. A new bubble is formed at 8.28ms. In the long period
adjustment process, the shape of bubble constantly changes. The
oscillation gradually weakens and the bubble shape stabilizes at
17.02ms. From the bubble images, there is a clear contact circle
in the center of the bubble, which is represented by red lines in
Figure 2B. This is caused by the contact between the bottom of
the bubble and the heating surface. Therefore, it can be judged
that the bubble always contact the wall surface in this process and
no lifting off occurs.
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FIGURE 2 | Bubble coalescence image. (A) q = 114.3 kW·m−2; 1Tsub,in = 31◦C; G = 333.9 kg·m−2·s−1, (B) q = 212.2 kW·m−2; 1Tsub,in = 30.8◦C; G = 619.6

kg·m−2·s−1, and (C) q = 212.2 kW·m−2; 1Tsub,in = 30.8◦C; G = 619.6 kg·m−2·s−1.

Group (b) shows the coalescence process of two sliding
bubbles with large size difference in the flow direction. In
0∼3.45ms, two bubbles get close to each other, the lower bubble
gradually catches up with the upper one, and the diameter
of the lower bubble decreases slightly. Then the bubble phase
interfaces contact and coalesce, forming a new bubble. The time
of bubble merging stage lasts about 0.5ms and the time of bubble
adjustment stage lasts about 7ms. It is found in the experiment
that if two bubble sizes differ greatly before coalescence, the
oscillation during coalescence is small. If the size difference is
small and both are large bubbles, there is a more severe oscillation
and a longer adjustment period.

Group (c) shows the horizontal coalescence process of two
sliding bubbles. Coalescence in horizontal direction is more
difficult compared to that in vertical direction. However, the two
bubbles in the figure are relatively close and the lateral position
of two bubbles is shifted due to the growth of bubbles or the
disturbance of the fluid. At 2.99ms, the two bubble interfaces
contact each other. After about 0.55ms merging and 8.5ms
adjustment, a stable new bubble is formed. Similarly, the bubble
always slides along the heating surface and does not lift off.

In addition, a small new bubble is generated in the coalescence
process, which is reflected in Figures 2A,B. At 8.29ms in
Figure 2A, the length of the merging bubble in the vertical
direction reaches the maximum value and then begins to shorten.

A small amount of gas separates from the main bubble at the
upper end because of inertia, which is then absorbed by the
merging bubble during the movement. Similarly, the generation
of a small bubble in Figure 2B occurs at 3.91ms and also occurs at
the top. If the small bubble is generated on the side, it may absorb
heat energy to form a separate bubble, which is more likely to
occur in the coalescence process of two larger bubbles.

Diameter Changes Before and After
Bubble Coalescence
Based on coalescence process of sliding bubbles in Figures 2, 3
shows the bubble mean diameter and the ratio of the maximum
diameter to minimum diameter variation with the time before
and after coalescence. Considering the effects of light and flow
heat transfer, the bubble may appear in various shapes. Bubble
mean diameter is used to describe the bubble equivalent diameter,
which is defined as the average diameter in all directions
through the centroid. The ratio of bubble maximum diameter
to the minimum diameter could approximately describe the
bubble shape.

It can be seen from Figures 3A,B, for the coalescence
occurring in the vertical flow direction, the bubble at the bottom
tends to be larger, while the upper bubble is smaller. The bubble
growth rate is relatively small in the sliding process. Before the
interaction, a single bubble basically shows a stable state and the
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FIGURE 3 | Bubble diameter and shape variation with time. (A) q = 114.3 kW·m−2; 1Tsub,in = 31◦C; G = 333.9 kg·m−2·s−1, (B) q = 212.2 kW·m−2;

1Tsub,in = 30.8◦C; G = 619.6 kg·m−2·s−1, and (C) q = 212.2 kW·m−2; 1Tsub,in = 30.8◦C; G = 619.6 kg·m−2·s−1.

bubble diameter remains constant. When two bubbles are close
to each other, they begin to interact by affecting the flow field and
the bubble diameters and shapes are also disturbed to varying

degrees. For example in group (b), the upper bubble diameter
increases slightly, while the lower bubble diameter decreases. In
the coalescence process, the bubble mean diameters for three
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groups increase at first, then decrease and finally stabilize. Later
the new bubbles begin to absorb heat and grow like any other
stable bubbles. The diameter of the final stable bubble is similar
to the diameter of any bubble before coalescence, and its volume
is less than the sum of the two bubble volumes before coalescence.
This is because in subcooled boiling, the bubble size increases
at the beginning of coalescence, increasing the contact area with
the subcooled fluid. Moreover, the turbulence in the coalescence
process further strengthens the disturbance of the fluid, resulting
in greater condensation heat flux than evaporation heat flux.
Therefore, the bubble volume decreases after coalescence.

According to Xu et al.’s (2013) work, the stable bubble is
approximately spherical when it is sliding along the heating
surface before coalescence. In this experiment, the front view
is approximately circular. Hence, the ratio of the maximum
diameter to the minimum diameter is about 1. It can be found
from the bubble image that an irregular ellipse appears when
the two bubbles first contact. At this time, the bubble maximum
diameter is the largest and the minimum diameter is the smallest.
In the subsequent adjustment stage, the bubble continuously
trembles, while the degree of tremor weakens. The ratio of
the maximum diameter to the minimum diameter gradually
decreases until it finally stabilizes.

Velocity Changes Before and After Bubble
Coalescence
Figure 4 shows the bubble velocity in the vertical direction
variation with time before and after bubble coalescence.
Compared to the vertical velocity, the horizontal velocity of the
sliding bubble is very small and negligible. From the figure, a
single sliding bubble moves at a uniform speed before the bubbles
interaction. For two bubbles in the vertical flow direction, as
shown in Figures 4A,B, the sliding velocity of the larger lower
bubble is bigger than the velocity of the smaller upper bubble.
In Figure 4C, the sliding velocities of the two bubbles with
the same lateral position are similar. After bubble coalescence,
the velocity of the new bubble formed increases first and then
decreases with some fluctuations, which is the same as the bubble
diameter change.

Xu et al. (2011) pointed out in the research that the influence
distance of the initial interaction between two sliding bubbles
was about twice times of the average diameter. The coalescence
between bubbles is a positive effect, which increases the bubble
sliding velocity and is beneficial to the improvement of the heat
transfer near the region. In the study, the sliding velocities of the
two bubbles in group (a) increases slightly before coalescence,
since the lower bubble is in the wake region of the upper bubble
and is accelerated by the wake. At the same time, the acceleration
promotes the movement of the upper bubble, so the velocities
of two bubbles increase. However, the bubble sliding velocity
is not only affected by coalescence, but also by the mainstream
velocity, flow field disturbance and bubble size. It is known from
previous study that the bubble sliding velocity is positively related
to the bubble size (Ren et al., 2020). From Figure 3, the size
of the upper bubble in group (b) decreases before coalescence
and the velocity decreases as well. Bubble velocity in group

FIGURE 4 | Bubble velocity variation with time. (A) q = 114.3 kW·m−2;

1Tsub,in = 31◦C; G = 333.9 kg·m−2·s−1, (B) q = 212.2 kW·m−2; 1Tsub,in =
30.8◦C; G = 619.6 kg·m−2·s−1, and (C) q = 212.2 kW·m−2; 1Tsub,in =
30.8◦C; G = 619.6 kg·m−2·s−1.

(c) is basically unchanged. Therefore, Xu’s conclusion is not
applicable to this study, which might due to the limitation of the
image window size. At 0ms, the two bubbles are close to each
other and at the end of the interaction, the acceleration is not
obvious. In addition, the combined effects of bubble interaction,
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flow field disturbances and size change of bubbles may also
lead to different results. If the bubble wake effect is greater,
bubble velocity increases before coalescence. If other factors have
greater influence, bubble velocity decreases or remain unchanged
before coalescence.

CONCLUSIONS

In this paper, visualization experiments were carried out
and sliding bubble coalescence behaviors were observed for
subcooled flow boiling in a narrow vertical rectangular channel.
The changes of morphology diameter and velocity before and
after bubble coalescence were studied and analyzed. The main
conclusions of the present work can be expressed as:

(1) The consecutive coalescence process is composed of four
steps based on the bubble morphological change: approaching,
merging, adjustment, and stabilization, in which the more
important are the merging and adjustment of the bubble. If the
size difference for two bubbles is small and both are large bubbles,
there is a more severe oscillation and a longer adjustment period.
In coalescence process, the bubble always slides along the heating
surface and does not lift off.

(2) Bubble diameter increases first, then decreases and finally
stabilizes in coalescence process. The new bubble volume is
less than the sum of two bubble volumes before coalescence.
Bubble shape also oscillates from an irregular ellipse to a stable
circle. The change in bubble sliding velocity is the same as that
in diameter.

(3) A new small bubble is generated next to the main bubble
in the coalescence process, which is then absorbed by the main
bubble during the movement or it may absorb heat energy to
form a separate bubble.

Intuitive information is obtained about the interaction
of bubbles in a narrow channel, which provides theoretical
support for the study of boiling heat transfer. However,
more quantitative analysis needs to be completed in
future work.
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NOMENCLATURE

P System pressure, MPa
qWall heat flux, kW·m–2

GMass flow rate, kg·m–2·s–1
1Tsub,in Inlet subcooling,

◦C
D Diameter, mm
v Velocity, m/s.
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The T-junction has been extensively employed in nuclear power plant systems. To

ensure the normal operation of nuclear power plant, the onset point of T-junction liquid

entrainment requires in-depth studies. Existing studies have been conducted on the

onset point of liquid entrainment, whereas most of them are for small branch pipes.

This study primarily discussed the onset law of large branch pipe. Moreover, the effects

of branch angle and size on the onset point of liquid entrainment were analyzed by

comparing it with other branch pipe sizes in this study. This study demonstrated that

the effect of branch angle on the onset point of entrainment complies with that of other

sizes, i.e., because that the decrease in the inertial force in the vertical direction acting

on the liquid phase by the gas phase with the decrease in the angle, hence, the onset

requires larger Frg under the identical hbwith the decrease in the angle between the

branch pipe and the horizontal direction. Moreover, by comparing the onset point law

of liquid entrainment exhibiting different branch pipe sizes, the effect of branch pipe size

on the onset was reported in this study that the smaller branch pipe requires the greater

gas velocity in the presence of onset. We found that there is different flow resistance of

different sizes of branch pipe, small branch has larger flow resistance, in order to remedy

the flow resistance, the gas dynamic head decreases, thereby causing the Bernoulli effect

weaker; the onset of liquid entrainment requires larger V3g.

Keywords: the onset of liquid entrainment, the effect of branch angle, the effect of branch pipe size, the air chamber

height, the froude number

INTRODUCTION

The T-junction has been broadly applied in the industry, and it is also critical to the nuclear
industry. Two examples of this technology are the inlet piping of the Fourth Stage Automatic
Depressurization System (ADS-4) of the AP1000 (Schulz, 2006) and the header-feeder system of
CANDU (Kowalski and Hanna, 1989). On the whole, the T-junction refers to a major horizontal
pipe with an inclined branch pipe. The liquid entrainment is that liquid phase acts as the
discontinuous phase, while gas phase serves as the continuous phase; liquid phase can be entrained
into the branch pipe by the gas phase (Zuber, 1980). In 1980, Zuber (Zuber, 1980) published a
technical report on a small break water loss accident, suggesting that in the occurrence of the
reactor LOCA accident, liquid entrainment is more likely to occur; due to the effect of gravity,
the gas-liquid two-phase flows in the major horizontal pipe exhibits stratified flow. In the presence
of the liquid entrainment, it is more likely to cause the nuclear reactor meltdown. The more liquid
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phase is entrained, the less coolant will be left in the core (Wang
et al., 2011). Accordingly, the study on liquid entrainment is
critical to engineering.

Liquid phase entrainment reflects the Bernoulli effect. When
there exists a pressure difference between the gas phase in
the branch pipe and in the main pipe, then, the liquid phase
overcomes gravity by the action of the gas phase pressure
difference (Smoglie and Reimann, 1986; Smoglie et al., 1987) and
is carried out of the branch pipe.

The study on liquid phase entrainment complies with the
onset of liquid entrainment. Thus, the study on onset point of
liquid entrainment appears to be essential. Numerous scholars
have long conducted a lot of studies on the liquid entrainment
onset phenomenon, they have made several achievements.
Different scholars have conducted a series of studies on the onset,
there is exhibiting two parts, one is different branch pipe sizes
and another one is different branch pipe angles.

In the study on onset, the size of branch pipe is defined below.
On the whole, a branch pipe with the diameter to main pipe
diameter ratio <0.2 is defined as a small branch pipe, while the
ratio over or=0.2 is defined as a large branch pipe (Meng, 2015).
Moreover, branch pipe angle refers to the angle between the
branch pipe and the horizontal direction (Lee et al., 2007).

The studied conducted by Yonomoto and Tasaka (1991)
and Lee et al. (2007) suggested that the entrainment onset
phenomenon is associated with the vortex of the branch pipe
entrance. Lee et al. (2007) and Lee et al. (2006) analyzed the onset
phenomenon of the liquid entrainment of small branch pipes
(the branch pipe diameter d: 16mm and 24.8mm, the horizontal
main pipe diameter D: 184mm). Besides, Lee et al. obtained the
law of small branch pipes with different angles (the angle θ : 30◦,
60◦, 90◦). The study by Lee et al. suggested that onset of liquid
entrainment is primarily correlated with the gas phase, Froude
number and the dimensionless air chamber height hb/d. Besides,
the air chamber height hb of onset point rises with the increase in
gas phase Froude number. Many other scholars have built some
mathematical models that have been successfully applied for
various analysis programs (e.g., RELAP5 Ransom et al., 2001 and
CATHAREMaciaszek andMicaelli, 1990). However, Bartley et al.
(2008) studied the entrainment process of the inclined branch
pipe on the flat wall surface; he found that the onset point of
the liquid phase entrainment was independent of the inclination
angle. Wang et al. (2011) and Smoglie et al. (1987) assessed
the entrainment onset of small branch pipes with horizontal,
vertical upward and vertical downward directions by ignoring the
viscosity and surface tension of the fluid. Furthermore, Cho et al.
(2004), Cho and Jeun (2004), Cho and Jeun (2007), and Welter
et al. (2004) also made outstanding contributions to the study on
the onset of liquid entrainment.

Lu et al. (2018) have conducted a study on large branch pipe
(D = 80mm, d = 56mm) with different angles. In the research
conducted by Lu et al., the entrainment onset correlation was
developed. They demonstrated that the gas phase Fr at the onset
of liquid entrainment decreases with an increase in the branch
angle θ (Lu et al., 2018).

There are considerable studies on the onset of liquid
entrainment, whereas most of the studies are about small

branch pipe. Many researchers (Welter et al., 2004; Meng et
al., 2014a,b) found that the onset entrainment of small branch
pipes is different from large branch pipes, whereas the study on
large branch pipes remains rare. Also, fewer studies have been
conducted on the effect of size and angle on the onset of liquid
entrainment, but branch pipes of different sizes and different
angles are ubiquitous in engineering. Accordingly, it is necessary
to study large branch pipes and the effect of size and angle on the
onset of liquid entrainment.

METHOD

Experimental Content
As shown in Figure 1, when gas-liquid two-phase flows in the
pipeline, the distance between the interface of the gas-liquid
two-phase and the entrance center of branch pipe refers to
h. Under the regulated liquid level and gas flow in the major
horizontal pipe, when the liquid level and the gas flow rate
reach the certain value, the gas phase begins to carry the liquid
phase into the branch pipe, at which time h is equated with
a critical value hb, and the hb denotes the height of the onset
of entrainment. If the liquid level continues to be elevated, h
will decrease, and the amount of liquid phase carried by the
gas phase will increase. The test section used throughout this
study is a T-junction with a main pipe inner diameter of 80mm
and a branch pipe inner diameter of 31mm. The total length of
the test bench is 2,570mm, of which the upstream is 1,730mm
and the downstream is 840mm. In the experimental pipeline,
the working medium of the gas phase is air, and liquid working
medium is water. For stratified flow inside the major horizontal
pipe, the means of visualization were combined with quantitative
and qualitative methods to analyze the liquid entrainment of
different branch pipe (d/D= 0.3875) angles.

The study on this experiment is about that onset entrainment
of large branch pipe and the effect of branch angle and branch
pipe size on the onset of liquid entrainment. The study on
the onset point of liquid entrainment involves: When the
onset entrainment occurs at different angles, analyzing the flow
condition and corresponding parameters of two-phase working
medium, and ascertaining the effects of various factors (air
chamber height, gas velocity, branch pipe angle, etc.) on the
onset point of liquid entrainment according to the experimental
data; compared with previous study on the onset point of liquid
entrainment exhibiting different branch pipe sizes to analyze the
effect of different branch pipe sizes on the onset point of liquid
entrainment with certain parameters.

Experimental Facility
The schematic diagram of the experimental facility used in
this study is illustrated in Figure 1. The experimental facility
primarily consists of three sub-systems: (1) water supply system,
(2) gas supply system, and (3) Experimental section.

The water supply system: the water supply system consists
of a centrifugal pump with a maximum flow rate of 4
m3/h and turbine flowmeter (Model: LWGY-15C, Shanghai
Automation Instrumentation Co., Ltd., China, Accuracy: 1.0%)
with a measurement range of 0–5 m3/h. The water flowed
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FIGURE 1 | Schematic diagram of the experimental facility and the liquid entrainment of T-junction.

into the T-junction experimental section via a 40mm diameter
stainless steel pipeline. The gas supply system: the gas supply
system consists of a roots blower. A vortex flowmeter (Model:
Prowirl200, Endress+Hauser AG, Switzerland, Accuracy: 0.5%)
exhibits a measurement range of 0–200 kg/h. The gas was
transported into the T-junction test section via a 40mm
diameter stainless steel pipeline. The experimental section: the
length of horizontal upstream pipe is 1,730mm, the length
of horizontal downstream pipe is 840mm, and the length
of branch pipe reaches 700mm. The T-junction experimental
section took polymethyl methacrylate (PMMA) acrylic plastic
as the material to more effectively observe the onset point of
liquid entrainment and analysis of the onset point of entrainment
mechanism. Other experimental facilities: the pressure difference
transmitter (Accuracy: 0.05%) with a measurement range
of 0–0.17 kPa is used to measure the water level in the
major horizontal pipe. The temperature was measured by K-
Thermocouple (Accuracy: 0.5◦C) with a measurement range
of 0–350◦C. The entrance of the experimental section was
provided with a partition board to ensure that the gas-
liquid two-phase flow in the pipeline is stratified. During
the experiment, the water level in the major horizontal pipe
was regulated by adjusting the valve at downstream of the
experiment section.

In this study, the thermocouple was adopted to measure the
gas temperature and get the density of the gas based on the gas
temperature. The pressure difference between the bottom of the
main pipe and the two phases interface was measured with a
pressure difference sensor. Based on this pressure difference, the
liquid phase height of the pipeline was obtained, and then the air
chamber height was calculated. A vortex flowmeter was adopted
to measure the gas phase flow. For the analysis of uncertainty, the
following formula was adopted (Liu, 2000; Hu, 2002; Liang et al.,

2005; Luo, 2007; Ni, 2009):

UB = 1ins

C
(1)

Where1ins is themeasurement error,C=
√
3.1ins includes both

1mea and 1NI , 1mea is the instrumentation measurement error,
1NI is the error in NI acquisition systems. After calculation,
three types of uncertainty were obtained (gas temperature 0.3◦C,
pressure difference 0.07 Pa, gas flow 0.6 m3/h). The primary
analysis parameter in the experiment is the Froude number, the
formula for Froude number is expressed as:

Frg =
V3g
√

gd
(2)

Where V3g(the gas phase velocity at the branch pipe entrance)
denotes the gas flow. Thus, the relative uncertainty of the Froude
number is 0.015.

The experimental process:

(1). Opening the pump and blower to make the gas-liquid two-
phase fluid enter the experimental section.

(2). Regulating the valve1 to make the water level in the major
horizontal pipe reaches the level at which the onset of liquid
entrainment can occur.

(3). Recording the experimental data (the water level in major
horizontal pipe, the gas flow) then.

(4). Keeping the liquid flow constant, altering the gas flow
by regulating the valve2 and repeating the experiment
step (2)-(3).

(5). Turning off the pump and blower when sufficient
experimental data were obtained.

(6). Changing the branch angle, repeating the experiment
step (1)-(5).
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Data processing:
Key parameters of existing studies about the onset point of

liquid entrainment were almost the same (θ : the branch pipe
angle, hb: the air chamber height of liquid entrainment onset,
d: the inner diameter of branch pipe, V : the gas flow rate, etc.).
Accordingly, the experimental data were also processed here
according to these parameters.

During the experiment, the effect of branch angle on onset
entrainment was found correlated with the water level and
the balance of gravity and inertial forces. The Fr denotes a
dimensionless number that represents the ratio of inertial force to
gravity. Besides, the air chamber height hb can represent the water
level. Thus, the experimental parameters used in the research
regarding the effect of branch angle on the onset point of liquid
entrainment are Frg and the dimensionless air chamber height
hb/d of the branch pipe. Moreover, the effect of branch size on
onset entrainment was found correlated with the water level
and the gas phase velocity. The experimental parameters in the
research regarding the effect of branch size on the onset point
of liquid entrainment used are the gas phase velocity V3g at the
branch pipe entrance and the air chamber height hb.

RESULTS

Based on the study of Lee et al. (2007) and Lu et al. (2018), we
obtained the experimental data of other pipe sizes. As shown
in Table 1 of the Appendix, we presented our experimental
data and the data of other pipe sizes. Our analysis is based on
these data.

The Effect of Branch Angle
We analyze the effect of branch angle on the onset of liquid phase
entrainment by drawing upon the comparison of the results of
Lee et al. (2007) and Lu et al. (2018). As shown in Figure 2C,
given the experimental data acquired, Frg (ρg/1ρ)0.5 with hb/d
relationship curves were plotted in this study. As showed in
the experimental data: at constant θ value, the air chamber
height hb of the onset of liquid entrainment increases with Frg
increase; under the identical air chamber height, the onset of
liquid entrainment requires larger Frg when the angle of the
branch decreases in the horizontal direction.

As shown in Figures 2A,B,D, there are experimental data
to curves of the other three branches. By comparing the
experimental data, the onset point law of liquid entrainment
of all branch sizes with the variation of angle is consistent. At
constant θ , the Bernoulli effect increases with Frg increase, and
therefore the gas phase exerts a greater inertial force on the
liquid phase in the presence of the onset. Besides, the water level
requirement in the main pipe will be reduced, accordingly, the air
chamber height hb of the onset of liquid entrainment increases
with Frg increase.

As shown in Figure 2E, under the identical water level, the
component of the inertial force in vertical direction will be
smaller with the same Frg when the angle of the branch decreases.
According to the balance of forces, to achieve the presence of the
onset of liquid entrainment, a greater inertial force is required

to overcome gravity; thus, it requires larger Frg . Lastly, the result
presents that the hb of the onset increases with Frg increase.

The Effect of Branch Pipe Size
As shown in Figures 3A–D, respectively, under the fixed angle,
the relationship curves of the gas phase velocity V3g with the
air chamber height hb were plotted. The data indicate the laws
as follows: the air chamber height hbat the onset of liquid
entrainment increases with the increase in gas velocity V3g ; at
the identical air chamber height, the smaller the branch pipe
diameter, the greater the gas phase velocity will be generally
required for the onset. The explanation for the law that hb
rises with the increase in V3g has been stated in the previous
section and will not be repeated here. Under the identical air
chamber height, the gas phase velocity at the onset of liquid
entrainment increases with the decrease in branch pipe diameter,
the explanation for which are as follows:

In accordance with fluid mechanics, the flow resistance of
a pipe is inversely proportional to the diameter of the pipe;
accordingly, the smaller the pipe diameter, the greater the flow
resistance will be (Kong, 1992). Moreover, the force exploited to
balance the flow resistance is exerted by the dynamic head of
the gas. When the flow resistance of a fluid under the identical
entrance conditions in the pipe is greater, the dynamic head loss
of the gas will be comparatively larger, the Bernoulli’s equation is
expressed as

P1 + ρgh1 +
ρv1

2

2
= P2 + ρgh2 +

ρv2
2

2
=C (3)

where P denotes the fluid static pressure, ρ is the fluid density, v

is the fluid velocity and ρv2

2 is the dynamic pressure, and h is the
fluid location. In this study, h exerts almost no effect; thus, the
Bernoulli’s equation is expressed as:

P1 +
ρv1

2

2
= P2 +

ρv2
2

2
= C (4)

The Bernoulli’s equation reveals that when the smaller the
dynamic pressure, the larger the static pressure will be. In this
study, under the same branch pipe entrance air velocity, the flow
resistance of the gas-phase fluid varies with branch diameter, the
diameter of is 16mm leads to the maximum flow resistance, and
the diameter of 56mm leads to the minimum flow resistance.
According to the mentioned principle, under the identical air
chamber height and the identical entrance air velocity, when the
branch pipe is smaller, the fluid resistance will be larger, the loss
of dynamic pressure will rise, the static pressure Pwill increase; as
a result, the pressure difference between the gas-liquid interface
and the branch pipe will decrease. Accordingly, the liquid
entrainment onset is difficult to occur, and the onset point of
liquid entrainment requires higher gas phase velocity V3g .

CONCLUSION

In this study, the mechanism of onset was observed by a
visualized experimental facility.
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FIGURE 2 | Comparison of entrainment onset data at different branch angles (Lee et al., 2007; Lu et al., 2018) (A) d = 16mm, (B) d = 24.8mm, (C) d = 31mm, and

(D) d = 56mm (E) diagram of force balance.

The effect of branch angle on the law of onset is studied
in this paper. This study found that the onset point law of
entrainment with the angle change is consistent. With the
decrease in the angle between the branch pipe and the horizontal
direction, the onset requires larger Frg under the identical hb.

The component of the inertial force in the vertical direction
will be smaller with the same Frg when the angle of the
branch becomes smaller, according to the balance of forces, to
make the onset of liquid entrainment occur there must have a
greater Frg .
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FIGURE 3 | Comparison of entrainment onset data at different branch sizes (Lee et al., 2007; Lu et al., 2018) (A) Branch angle: 30◦, (B) Branch angle: 45◦, (C)
Branch angle: 60◦, and (D) Branch angle: 90◦.

Under θ as a constant value, the study regarding the effect of
the branch pipe size on the onset of liquid entrainment reported
that the onset of smaller branch pipe requires larger V3g with
the identical air chamber height. Since the flow resistance of
different branches is different, the smaller branch has greater
flow resistance, and the gas dynamic head helps remedy the
flow resistance, thereby causing the Bernoulli effect weaker;
subsequently, the onset of liquid entrainment requires largerV3g.
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NOMENCLATURE

D Diameter of main horizontal pipe

d Diameter of branch pipe

Fr Froude number

g Gravitational acceleration

h Distance between two-phase interface and branch centerline

V Gas phase velocity

Greek symbols

1ρ Gas-liquid density difference

ρg Gas phase density

θ Branch angle

Subscripts

g Gas

b the onset point of liquid entrainment

3g gas phase at the branch entrance

Abbreviations

LOCA Loss of coolant accident
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The third-generation nuclear power plant Hua-long Pressurized Reactor (HPR1000)

is developed based on the experience of Chinese commercial Nuclear Power Plant

(NPP) designs, construction, operation and maintenance. It improves the concept of

defense in depth and strengthens severe accident prevention and mitigation strategies.

The HPR1000 has implemented a number of active and passive innovative safety

systems and accident management procedures for design basis conditions, e.g., the

employment of Medium Pressure Rapid Cooldown (MCD) and Atmospheric Steam

Dump System (ASDS) for the activation of Middle Head Safety Injection (MHSI),

the application of Secondary Passive Residual Heat Removal System (SPRHR) for

the residual heat removal. In the article, calculations are carried out for HPR1000

nuclear power plant with nuclear system safety analysis code ATHLET (Analysis of

Thermal-Hydraulics of Leaks and Transient) 3.1 (Lerchl et al., 2016). By means of

conservative deterministic safety analysis approach, transient analyses concerning

selected typical design basis conditions, i.e., Large Break Loss-Of-Coolant Accident

(LB-LOCA), Small Break Loss-Of-Coolant Accident (SB-LOCA), Steam Generator Tube

Rupture accident (SGTR), and Feed water Line Break (FLB) are performed. The ATHLET

results are also compared with the results performed by CGN-CNPTRI (China General

Nuclear—China Nuclear Power Technology Research Institute) with their own code

LOCUST with similar assumptions. The comparisons indicate that, although some

discrepancies are detected, the trends of system responses predicted by the two

codes are generally in agreement with each other for different accident scenarios. The

results also demonstrate that the acceptance criteria for each accident can be met

with significant safety margin. Thus, the effectiveness of safety system configuration and

accident management procedures is guaranteed.

Keywords: design basis conditions, LOCA, SGTR, FLB, HPR1000, ATHLET

HIGHLIGHTS

• Application of ATHLET 3.1 for the typical Design Basis Conditions (DBCs) transient analysis of
a Generation III nuclear reactor design.

• Comparison between results of different nuclear system analysis codes.
• Demonstration of the effectiveness of the safety system configuration of a Generation III nuclear

reactor design.
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INTRODUCTION

The Hua-long Pressurized Reactor (HPR1000) technology
is developed based on experiences of Chinese commercial
Nuclear Power Plant (NPP) designs, construction, operations,
and maintenance (General Nuclear System Ltd., 2018a).
By considering operational experience from similar
nuclear power plants and the lessons learned from the
Fukushima accident, as well as applying new proven
technologies, a series of modifications were implemented.
The third-generation nuclear power plant HPR1000
improves the design of defense in depth, and strengthens
severe accident prevention and mitigation. HPR1000
design proposed by CGN is implemented in FCG (Fang
Cheng Gang) Units 3&4 which are under construction
(Nian, 2017).

The HPR1000 is a third-generation 3-loop Pressurized Water
Reactor (PWR), which has a design life of 60 years and a nominal
electrical power output of 1,180 MW (General Nuclear System
Ltd., 2018a). The system layout of nuclear island is shown in
Figure 1 and the main technical characteristics are summarized
in Table 1. The HPR1000 design employs three separate safety

systems. It incorporates active and passive safety systems and
severe accident prevention and mitigation measures. The “safety
redundancy” is put into practice for HPR1000 by means of

multiple levels of protection that work independently from each

other, and some of the key features include: Safety Injection
System; Emergency Boration System; Emergency Water Supply

FIGURE 1 | System layout of nuclear island.

System; Secondary Passive Residual Heat Removal System and
In-vessel Retention System (IVR) (General Nuclear System Ltd.,
2018a). HPR1000 has also employed an innovative accident
management procedure for LOCA and SGTR accidents, i.e.,
the Medium Pressure Rapid Cooldown (MCD). This cooldown
procedure is working by discharging the steam through the ASDS
from the top of SGs. Both primary pressure and second pressure
are reduced at a specific rate corresponding to −250◦C/h as
the residual heat is removed via ASDS, so that the middle
head safety injection (MHSI) can be activated. The adoption
of MCD and MHSI can reduce the primary pressure faster
and more actively at the early stages of the transients and
therefore can reduce the break flow compared to traditional
PWRs, for which the high-pressure head injection (HHSI)
systems are commonly used. The effectiveness of the innovative
safety system configurations and accident management
strategies of the third-generation nuclear power plant ought
to be evaluated.

The article aims to evaluate the arrangement and capacity of
various safety systems of the newly developed third generation
nuclear reactor, e.g., the Medium Head Safety Injection
system (MHSI), the Low Head Safety Injection system (LHSI),
the accumulator (ACC), Atmospheric Steam Dump System
(ASDS), safety valve of pressurizer for depressurization
and the capability of the innovative Medium Pressure
Rapid Cooldown (MCD), as well as to assess the mitigation
strategies of specific accident/event, e.g., the mitigation
strategies and the operator actions in the event of Steam
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TABLE 1 | HPR1000 main technical parameters (General Nuclear System Ltd.,

2018a).

Parameters Unit Values

Reactor type – 3-loop PWR

Layout – Single unit

Design life Year 60

Nominal power output MWe 1,180

Core related thermal power MWth 3,150

RPV coolant average temperature (full power) ◦C 307.0

Primary pressure MPa abs 15.5

Primary flow rate m3/h 25,450

Containment free volume m3 73,500

Generator Tube Rupture (SGTR). For this purpose, several
typical design basis conditions (DBC) of HPR1000, i.e.,
LB-LOCA, SB-LOCA, SGTR, and FLB are selected. The
German nuclear systematic code ATHLET 3.1 for the nuclear
system safety evaluation is used to carry out the analysis.
Furthermore, the results of ATHLET are then compared
with those performed by CGN code LOCUST with similar
assumptions. Thus, the effectiveness of the safety system
configurations and the accident management strategies are
demonstrated as the similar results of both codes show that
the safety criteria for different accidents can be met with
considerable margins.

SIMULATION TOOLS USED FOR HPR1000

In the past few decades, plenty of projects were launched
for the studies on system transients of nuclear power plants
in the events of various accidents. The LOCAs, SGTR and
other design basis transients have attracted more attentions
for nuclear safety analysis since the Three Mile Island (TMI)
nuclear power plant accident. Plenty of institutions have
contributed a lot on the Design Basis Condition transients with
different simulation tools such as ATHLET, RETRAN, TRAC,
CATHARE, RELAP5, and TRACE for di?erent reactor types
for the variations of reactor thermal hydraulic parameters. A
large amount of knowledge about thermohydraulic processes
in the reactor cooling systems under different operational
statuses and accident conditions has been gained based on a
vast number of experimental and analytical studies (Aksan,
2008; Umminger et al., 2010; Kozmenkov and Rohde, 2013;
Asmolov et al., 2014; Wang et al., 2015; Bestion, 2017). The
recent studies focus more on the performance of passive safety
systems and the increased safety margins of newly developed
reactors, as well as the code to code comparisons (Nevo et al.,
2012; Wang et al., 2012; Hu et al., 2013, 2014; Salehi and
Jahanfarnia, 2016; Yousif et al., 2017). In the article ATHLET
3.1A is employed for the transient analysis of LB-LOCA, SB-
LOCA, SGTR, and FLB (350 s transient for LB-LOCA, 5,000 s
for SB-LOCA, 12,000 s for SGTR, and 3,000 s for FLB), and the
results predicted with LOCUST by CGN-CNPTRI are captured
for comparison.

Nuclear System Thermal Hydraulic Code
ATHLET
In the study the German nuclear system thermal hydraulic
code ATHLET 3.1A is employed for the DBC analysis of
HPR1000. The code is developed by the GRS (Gesellschaft für
Anlagen-und Reaktorsicherheit-a German institute for nuclear
plant and reactor safety) to describe the reactor coolant system
thermal-hydraulic response during various operating conditions
including LOCA accidents (Lerchl et al., 2016; Austregesilo
and Deitenbeck, 2017). For all working fluids, the system of
differential equations used in ATHLET is based on the following
general conservation equations for the liquid and vapor phases
(Austregesilo et al., 2016):

Liquid Mass

∂((1− α)ρL)
∂t

+∇ · ((1− α)ρL−→w L ) = −ψ (1)

Vapor Mass

∂(αρV )

∂t
+∇ · (αρV−→w V ) = ψ (2)

Liquid Momentum

∂
(

(1− α) ρL−→w L

)

∂t
+∇ ·

(

(1−α) ρL−→w L
−→w L

)

+∇((1− α) ρ)= (3)

+−→τi Interfacial friction

− (1− α)−→fw Wall friction

+ψ−→w Momentumfluxduetophase change

− (1− α) ρL−→g Gravitation

+α (1− α) (ρL − ρV)−→g Dh∇α Waterlevel force

+α (1− α) ρm
(

∂
−→w R

∂t
+∇−→w R

)

Virtual mass

+SI,L Externalmomentumsourceterms (e.g., pumps)

Vapor Momentum

∂
(

αρV
−→w V

)

∂t
+∇ ·

(

αρV
−→w V

−→w V

)

+∇(αρ) = (4)

−−→τi Interfacial friction

−α−→f W Wall friction

+ψ−→w Momentumfluxduetophase change

− αρV−→g Gravitation

−α (1− α) (ρL − ρV)−→g Dh∇α Waterlevel force

−α (1− α) ρm
(

∂
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After spatial integration, the above conservation equations lead to
a set of first order differential equations. For solving the equation
systems, certain additional parameters are determined with
closure equations or constitutive models. The code comprises
of the following main constitutive models: (1) The wall mass
and heat transfer model; (2) The Fluid properties; (3) Liquid-
vapor interphase mass and energy transfer model; (4) The
drift-flux model providing a one-dimensional description of the
velocity differences between liquid and vapor phases taking into
consideration the void fraction across the flow channel; (5) The
form pressure loss and the wall friction pressure loss determining
the irreversible pressure loss in a flow channel.

ATHLET has incorporated a large spectrum of models as
illustrated in Figure 2A (Di Marcello et al., 2015; Wielenberg
et al., 2019). With user’s interfaces, the other independent
modules like the GRS containment code COCOSYS and the

Computational Fluid Dynamics (CFD) codes can be coupled. The
extended ATHLET-CD code can be applied for the analysis of
the beyond design basis conditions considering core degradation.
Moreover, as illustrated in Figure 2B, with the GRS analysis
simulator ATLAS, the visualization and interactive controls of the
above-mentioned codes are enabled.

A systematic validation process based on separate effect
tests and integrated experiments of the OECD/NEA/CSNI code
validation matrices ensures the capability and quality of the code
(Hollands et al., 2019; Wielenberg et al., 2019). The ATHLET
has been successfully applied in the case of pre and post-test
calculations of both large and small-scale experiments in the
frame of International Standard Problems (ISPs), benchmarks
and various international and national projects, e.g., the LSTF,
PKL, and UPTF test facilities (Yousif et al., 2017; Hollands
et al., 2019). The code’s capabilities were investigated with the
experimental data of test facilities named ATLAS and INKA (Di
Marcello et al., 2015). Moreover, the code is validated is against
the experimental data of facilities like MYHRRA, KASOLA, and
TALL for the Accelerator-Driven Subcritical (ADS) systems and
the future Generation IV nuclear applications (Hollands et al.,
2019).

The Nuclear System Thermal Hydraulic
Code LOCUST
In the article, the results of selected HPR1000 DBC scenarios
simulated with LOCUST are captured from the literature (China
Nuclear Power Design Co., Ltd., 2018a,b,c,d) and presented in
the following chapter for comparison. LOCUST is a system
thermal-hydraulic code developed by CGN and it has the
capability of performing the analysis of LB-LOCA, IB/SB-LOCA,
SGTR, etc. Figure 3 demonstrates the modular structure of
LOCUST, the physical models implemented in the code can cover
the key phenomena of HPR1000 within the application scope
(China Nuclear Power Technology Research Institute, 2019).

The code is used to simulate two-fluid, non-equilibrium,
and heterogeneous hydrodynamic conditions in various NPP
transients. A six-equation two-phase flow model is employed in
hydrodynamics model. These equations represent the balance
of mass, momentum and energy for gas phase and liquid
phase, as expressed by Equations (1)–(6) (China Nuclear Power
Technology Research Institute, 2019).

Continuity equations for gas and liquid phase:

∂

∂t

(

αgρg
)

+ 1
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∂
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(

αgρgvgA
)

= Ŵg (7)

∂

∂t

(

αf ρf
)

+ 1

A

∂
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(

αf ρf vfA
)

= Ŵf (8)

Momentum equations for gas and liquid phase:
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2
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]

(9)
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FIGURE 2 | ATHLET code capabilities and structures (Hu et al., 2013). (A) ATHLET code capabilities. (B) Connection between ATHLET and other GRS codes.
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Thermal energy equations for gas and liquid phase:
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FIGURE 3 | Modular structure of LOCUST.

TABLE 2 | Summary of specific models developed for LOCUST (China Nuclear

Power Technology Research Institute, 2019).

Special process Default model

Critical flow model Ransom-Trapp model

Countercurrent flow limitation model G. B. Wallis model

Entrainment model Ardron-Bryce model

Reflood model Paul Scherrer Institute model

Abrupt area change model Borda-Carnot formulation

The constitutive models, e.g., the water state equations, heat
transfer properties on the liquid-steam interphase or wall-fluid
interface, interphase friction force in different flow regime,
are used to solve the conservation equations. Plenty of types
of constitutive correlations are built into LOCUST including
interphase friction; interphase mass transfer; virtual mass force;
wall friction; wall-fluid heat transfer; and direct heating between
the gas and liquid. Some models describing special process are
developed in the code as summarized in Table 2.

The most important features of LOCUST are the flexible
nodalization, capability to analyze two-fluid, thermal non-
equilibrium in all fluid volumes. The code is incorporated
with models to simulate special processes such as choked flow,
thermal stratification, and counter-current flooding limitations.
LB-LOCA and SB-LOCA are analyzed using conservative
evaluation models, and some of optional physical models in
LOCUST are modified according to the requirements of 10 CFR
50 Appendix K (US Nuclear Regulatory Commission, 1974).

SIMULATION OF HPR1000 UNDER
SELECTED DBC CONDITIONS

A Design-Basis Accident/Condition (DBA/DBC) refers to the
postulated event/condition that a nuclear facility must be
designed and built to withstand without loss to the systems,
structures, and components that are necessary to ensure public
health and safety. The HPR1000 design has groups PIE
(Postulated Initial Events) into four categories (DBC-1 to 4)
according to their anticipated frequency of occurrence and
potential radiological consequences to the public. DBC-1 and
DBC-2 indicate normal operation and anticipated operational
occurrences. DBC-3 refers to conditions that may occur once
during the lifetime of an operating plants and may result
in the failure of a small fraction of the fuel rods, while
DBC-4 indicates the limiting conditions considered in the
design which are unlikely to happen but considered since
their consequences might lead to the release of radioactive
material in significant quantities (General Nuclear System Ltd.,
2018b).

The study aims to investigate four typical DBC-3/4 conditions,
i.e., LB-LOCA (DBC-4), SB-LOCA (DBC-3), SGTR (one tube)
(DBC-3), and FLB (DBC-3) scenarios, which may result in
relatively serious consequences and involve complicated thermal
hydraulic phenomena e.g., the two phase critical break
flow and two phase phenomena in reactor core. These
selected events can also activate various safety systems, e.g.,
the Medium Pressure Rapid Cooldown (MCD) and may
require further actions by the operators, and therefore are
of great concern for nuclear safety analysis and pertinent
simulation tools.
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HPR1000 System Nodalization With
ATHLET
ATHLET nodalization scheme of HPR1000 is presented in
Figure 4A. The plant model contains 555 control volumes and
sub-control volumes, 623 junctions or sub-junctions, and 66
heat structures. The RPV (Reactor Pressure Vessel) and three
cooling loops in parallel make up for the basic thermal-hydraulic
model of HPR1000. The tube side of the steam generators,
the cold legs, the hot legs, the surge-line with the pressurizer,
and the RPV comprise the primary side of the RCS. The
cold legs are connected to the passive water Accumulators
(ACC). The secondary side of SGs, the steam link tank, the
Main Steam Lines (MSL), along with the Feed Water (FW)
lines, the Emergency Feed Water (EFW), and the Main Steam
Isolation Valves (MSIV), form the components of secondary
side. The Atmospheric Steam Dump System (ASDS) connects
the SGs to the environment. As indicated in Figure 4B, the
ATHLET Input Graphics Program (AIG) is applied to create
a graphical representation of an ATHLET input data set. It
displays the general schematic representation of all control
volumes, i.e., the Thermo Fluid dynamic Object (TFOs) and
their interconnections. This supports the examination and
documentation of the geometry and nodalization of the input
data set.

LB-LOCA Simulation
The Large Break Loss of Coolant Accident (LB-LOCA) is
considered as a DBC-4 accident for HPR1000 (General Nuclear
System Ltd., 2018b). It is imperative for the modern reactor
designs to ensure the safety of the public and the environment in
the event of LB-LOCAwithout potential substantial core damage.
The passive accumulators and active low-pressure injection
systems (activated in case of large break LOCA) are designed
as part of the important safety systems to ensure this purpose
(General Nuclear System Ltd., 2018a). When RCS pressure falls
below a set point, the passive accumulators start to inject coolant
passively from the elevated tanks due to the pressure difference
and the gravity. The low-pressure injection systems, which are
driven by electricity, pump cooling water to the RCS when
the system pressure drops to a lower setpoint. Sufficient time
margin is guaranteed for further actions since the safety systems
transfer water in large quantities into the reactor core after
depressurization. With the availability of a proper heat sink and
the startup of an active system injection, the ultimate core cooling
is ensured.

The study conducted with LOCUST has identified the worst
case against acceptance criteria for LB-LOCAofHPR1000 (China
Nuclear Power Design Co., Ltd., 2018a). The configuration of
the ATHLET model in the article for simulation is therefore in
line with these findings. Important penalizing parameters used
in the analysis are presented as follows: the break size used for
simulation is 0.7 times of double-ended loop leg break. The
break is assumed to be on the cold leg between main pump
and the reactor pressure vessel inlet. Safety injection in the
broken loop is failed. Important initial conditions are: the initial
operating power is full power plus the maximum uncertainty;

the initial primary temperature is the rated value at power
minus the maximum uncertainty; the initial pressure of the
pressurizer is the rated value plus the maximum uncertainty
to postpone the reactor trip and safety injection signals; low
containment pressure is assumed to increase the break flow
during the blowdown, and to decrease the core reflood rate.
For the safety systems, the main assumptions are: the minimum
safety injection flowrate. Safety injection water of broken loop
leaks to the containment directly. It is assumed that the SI
injects at full flowrate after a delay due to LOOP as SI signal
is generated. The ACCs are postulated with fast discharge
rate which is conservative for the reflood peaking cladding
temperature. Emergency feedwater system (EFWS) is actuated
by the SI signal with Loss of Offsite Power (LOOP). The single
failure (SF) criterion is assumed to occur on the Emergency
Diesel Generator (EDG). Consequently, one RIS train (oneMHSI
pump and one LHSI pump) and one EFWS train are unavailable.
Regarding the LOOP, it’s assumed all the coolant pumps begin
to coast down at 0 s, leading to a faster depressurization of
primary system. The initial conditions of ATHLET simulation are
presented in Table 3.

The typical LB-LOCA scenario of HPR1000 can be divided
into 4 phases based on relatively independent phenomena, i.e.,
the blowdown, the core refill, early stage of reflooding, and the
late stage of reflooding. The fuel cladding temperature can exhibit
3 peaks in the meantime in accordance with the progression
of accident scenario. During the blowdown phase, the fast
depressurization leads to the instant vaporization of the coolant
in the RCS. The departure from nucleate boiling (DNB) occurs
at the high-power region of the reactor core which results in
the sharp increase of fuel cladding temperature. Thereafter, the
coolant from intact coolant trains and reverse flow of coolant
from upper plenum of RPV moisten the core and reduce the
cladding temperature. The above-mentioned process causes the
first peak cladding temperature (PCT1). During the refill, due to
the bypass of coolant injected from accumulator (ACC), only a
small amount of coolant flows through the core and cladding
temperature rises again. This temperature increase stops at the
early stage of reflooding when the safety injection water enters the
core in the form of steam after vaporization and this leads to the
second peak cladding temperature (PCT2). In the late phase of
reflooding, the upper core region may experience a temperature
rise again, but the trend is moderate due to the cooling of steam
flow and entrained liquid droplets and this results in the third
peak cladding temperature (PCT3).

Figures 5A–E present the results of AHTLET for LB-LOCA
with the assumptions described above. The LOCUST results
are shown with dashed curves for comparison. Figure 5A

demonstrates the peak cladding temperature calculated with
ATHLET and LOCUST. The two curves exhibit similar timings
of three PCTs. However, LOCUST gives a higher overall peak
cladding temperature (PCT1) while ATHLET predicts a higher
PCT3 during reflooding.

The initial peak cladding temperature (PCT1) is related to
the blowdown process after break. However, slight difference of
pressure drops in the reactor core in the first a few seconds
after break leads to the difference of predicted initial cladding
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FIGURE 4 | (A) Nodalization diagram for HPR1000 with ATHLET. (B) Graphical representation of HPR1000 ATHLET input data.
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TABLE 3 | Key parameters of initial conditions of ATHLET 3.1 simulations.

Key parameters (LB/SB LOCA) Unit LB-LOCA SB-LOCA

Core power MW 1.02 × 3,150 1.02 × 3,150

Flow rate of one circuit m3/h 24,003 24,003

Averaged coolant temperature ◦C 305 310

Core bypass % 6.5 6.1

Pressurizer pressure MPa 15.75 15.75

Pressurizer level % 49 49

Key parameters (SGTR and FLB) Unit SGTR FLB

Core power MW 1.02 × 3,150 1.02 × 3,150

Flow rate of one circuit m3/h 23,568 24,003

Core bypass % 6.1 6.1

Pressurizer pressure MPa 15.75 15.75

Pressurizer level % 40 44

temperature. It is noteworthy that the cladding temperature
drops considerably earlier according to the result of ATHLET
than that of LOCUST. This is caused by a slightly higher collapse
level in the RPV calculated by ATHLET and resultant earlier
completion of reflooding, as indicated in Figure 5B. Figure 5C
shows the overall safety injection rate history including the
medium/low head safety injection and accumulator discharge
rate. The peak injection rate as shown in the figure in the
early stage is mainly resulted by the accumulator discharge. The
ATHLET gives a higher overall injection rate in the early stage
while in the later phase, both curves present similar values.
Figures 5D,E present the break flow rate and pressure history
predicted by both codes, which are consistent with each other.
The time sequence of key events during the LB-LOCA transient
predicted with ATHLET is shown in Table 4.

The analysis performed for LB-LOCA, as described above,
indicates that the peak cladding temperature during the transient
predicted with AHTLET, which is 1,016◦C, meet the important
acceptance criteria of DBC-4 that the PCTs should not exceed
1,204◦C. Additionally, by considering similar initial conditions
and assumptions for the simulation, the results performed with
ATHLET are generally in good agreement with those predicted
by LOCUST.

SB-LOCA Simulation
The SB-LOCA is classified as a DBC-3 event for HPR1000 (China
Nuclear Power Design Co., Ltd., 2018b). The small break LOCAs
are characterized by longer period of transient after the break,
compared to LB-LOCAs. During the SB-LOCA transient the
core remains covered by the coolant at the beginning and the
primary system remains at a high pressure relatively. Different
break locations, break sizes, the ECCS set points, reactor designs,
and the various operator actions, lead to various sequence of
events following a small break LOCA in contrast to the large
break LOCAs. Therefore, the integral system behavior during a
small break LOCA ought to be carefully investigated.

As a significant safety-related system, the Atmospheric Steam
Dump System (ASDS) is designed for HPR1000 to eliminate the
high-pressure head safety injection. In the event of SB-LOCA

and SGTRs, Medium Pressure Rapid Cooldown (MCD) shall be
carried out through the ASDS by releasing the steam into the
atmosphere to remove the decay heat if the turbine bypass is
unavailable. The primary pressure can be reduced accordingly
and injection pressure of themiddle head safety injection (MHSI)
will be reached. In addition, during SB-LOCA with complete loss
of MHSI, Low Pressure Full Cooldown (LCD) shall be carried
out through the operation of the ASDS, thus the RCS pressure
and temperature can be reduced to the injection conditions of
the LHSI.

For the simulation performed with ATHLET, the break is
assumed to be at the cold leg of the reactor coolant system.
A break with an equivalent diameter of 5.0 cm is considered
according to the sensitivity study based on LOCUST (China
Nuclear Power Design Co., Ltd., 2018b). The initial conditions
are chosen to maximize the primary heat and to minimize water
inventory. Important assumptions for the initial condition are
summarized as follows: initial reactor power is the nominal
power plusmaximumuncertainty; the average temperature of the
coolant is the rated value plus maximum uncertainty; the initial
pressure of the pressurizer is the rated value plus the maximum
uncertainty to delay the reactor trip and safety injection signals.
The single failure is assumed occur on the emergency diesel
generator. Consequently, one safety injection system train, one
emergency feedwater system for one intact loop are unavailable.
This assumption penalizes the water inventory and heat removal
for primary side. It is assumed that LOOP occurs at the time of
turbine trip. LOOP leads to the coolant pumps trip andmaximize
time delay of emergency feedwater system and safety injection
system startup. The initial conditions of ATHLET simulation for
SB-LOCA are presented in Table 3.

The SB-LOCA results in a potential decrease of primary
pressure and possible radioactive release to the environment, as
well as the decrease of reactor coolant inventory and potential
core overheating. SB-LOCAs are mainly gravity-driven accidents,
in which the reactor coolant system discharges slowly with
the formation of mixing layers in primary system. The reactor
core can be heated up at the beginning and the engineered
safety systems, e.g., the Medium Head Safety Injection (MHSI),
Accumulators (ACC), and Low Head Safety Injection (LHSI) for
HPR1000, will be activated to inject coolant through core and
prevent further increase of fuel cladding temperature. The time
sequence of key events during the SB-LOCA transient simulated
with ATHLET is shown in Table 4.

Figures 6A–E demonstrate the important results of SB-LOCA
calculated with AHTLET, the LOCUST results are displayed
for comparison. Figure 6A demonstrates the pressure variation
during the transient. As shown in the figure, shortly after the
break, the reactor core is scrammed as the primary pressure
drops to the setpoint. Main feedwater flow is isolated, and
the turbine is tripped. This leads to an increase of the
secondary pressure and the ASDS is activated subsequently to
maintain the secondary pressure at the setpoint of 8.6 MPa.
As the primary pressure decreases to pressurizer pressure low
3 setpoint, the Medium Pressure Rapid Cooldown (MCD) is
triggered through the ASDS by discharging the steam from the
top of SGs. Both primary pressure and second pressure are
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FIGURE 5 | Simulation results of LB-LOCA for HPR1000. (A) Peak cladding temperature (PCT) change. (B) The change of RPV collapse level. (C) The change of

safety injection flowrate. (D) The change of break flowrate. (E) The change of primary pressure.

reduced at a rate corresponding to −250◦C/h as the residual
heat is removed via ASDS, so that the middle head safety
injection (MHSI), as shown in Figure 6B, is activated. Both
codes exhibit same trend of pressure history but ATHLET

gives a faster pressure decrease and accordingly early activation
of ASDS. Figures 6C,D present the change of the break
flow rate, RPV collapse level and SG wide range level over
time, respectively.
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TABLE 4 | Time sequence of key events predicted with ATHLET 3.1.

Events Time/s Events Time/s

LB-LOCA SB-LOCA

Reactor trip signal 3.1 Break 0.0

SI signal 4.6 Reactor trip signal 28.3

ACC injection 15.2 Turbine trip 31.3

Reflood starts 48.6 Reactor trip 34.3

SI activated 39.5 Main feedwater stops 35.3

ACC exhausted 131.3 SI injection signal 45.6

Auxiliary feedwater activated 56.7 Pressure Rapid Cooldown starts 45.8

End of Simulation 350.0 Pressure Rapid Cooldown ends 395.8

Auxiliary feedwater activated 2146.1

SGTR FLB

SG 1 tube break 0.0 Main feedwater line break 0.0

Pressurizer low-low pressure signal 248.0 Control rods drop 43.1

Pressure Rapid Cooldown activates 255.6 Turbine trips 45.3

Auxiliary feedwater activated 557.4 Main steam isolation valves close 64.9

Pressure Rapid Cooldown ends 859.3 Steam dumping system of unaffected SG activated 193.2

Operator action starts 1800.0 Pressurizer safety valve opened 577.8

Critical boron condensation reaches, RBS stops 4032.0 Pressurizer safety valve closed 587.6

ACC isolated 11689.1 Pressurizer safety valve opened again 2379.1

Tric <180
◦C, the last MHSI pump stops 11229.1

Steam dumping system at SGa activated for depressurization 11229.1

Thermal hydraulic conditions meet the criteria for RHR mode 13207.0

It is noteworthy that for ATHLET simulation, the core level
experienced a considerable drop between 2,500 and 3,000 s. At
around 2700 s, the primary side experienced a pressure drop, as
indicated in Figure 6A. This results in a slight increase of safety
injection rate and therefore leads to a water level increase in the
core. On the other hand, the pressure decrease also results in
further evaporation, which can cause level decrease. The overall
change of the water level depends on the combine effect of
these two phenomena. For ATHLET, the core level exhibits a
considerable drop for a short period. However, for LOCUST,
the water level also experienced significant oscillation, but the
pressure drop is not obvious.

It can be inferred from these simulation results that for
the SB-LOCA with above described penalizing assumptions, the
configuration and operation strategy of the safety system ensures
that the plant can be brought plant into a safe status, that the
safety injection can be introduced into the primary system in
time and it provides sufficient flow rate to guarantee the core
to be covered. Thus, no significant core heat-up would occur.
Moreover, the comparison between the results predicted by
ATHLET and LOCUST also indicates that, though discrepancies
are exhibited, both codes give similar trend of the variations of
various parameters.

SGTR Simulation
For PWRs, the performance and reliability of the steam generator
are of crucial importance. The steam generator tube rupture
accidentsmay result in the leak of radionuclides from the primary
circuit to the secondary side and finally to the environment

with the containment being bypassed. More involvement of the
operator’s actions before the primary loop comes to the Residual
Heat Removal (RHR) operation modes, makes SGTR accidents
different from other LOCAs. For HPR1000, one SG tube rupture
condition (One tube SGTR) is classified as a DBC-3 event.

In case of an SGTR event of HPR1000, the radioactivity could
be released by steam or liquid discharge through Main Steam
Relief Control Valve (MSRCV) of Atmospheric Steam Dump
System (ASDS) or Main Steam Safety Valve (MSSV) and this
will lead to a direct discharge of activity to the atmosphere. The
typical transient of SGTR event of HPR1000 can be divided into
two phases, i.e., the short-term phase until leak elimination and
the long-term phase to the safe state.

At the beginning of the event, primary coolant leaks to
the secondary side through the break, the primary pressure
decreases. The reactor trip signal is triggered. Turbine trip
and isolation of Main Feedwater Flow Control System full
load lines for all SGs are initiated. Thereafter, the secondary
pressure increases and rapidly reaches the setpoint of ASDS.
Contaminated steam is thus released to the environment and
decay heat is removed. The continuous leakage to secondary side
and the decrease of decay heat lead to a primary depressurization.
Then the Medium Pressure Rapid Cooldown (MCD) is actuated.
The MCD is carried out by reducing the ASDS setpoint in
order to cool the Reactor Coolant System with a specific rate
of 250◦C/h. The Medium Head Safety Injection (MHSI) pumps
are actuated on Safety Injection (SI) signal and start injecting
when the primary pressure is lower than their injection head.
The MHSI injection flow can compensate the leak flow and
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FIGURE 6 | Simulation results of SB-LOCA for HPR1000. (A) The pressure change. (B) The change of MHSI injection rate. (C) The change of break flowrate. (D) The

change of RPV level. (E) The change of SG wide range level.

thus the controlled state is reached. To eliminate the leak, the
operator isolates the affected steam generator from both the
steam side and feed side. The injection of MHSI maintains

the primary pressure at a stable level. To reduce the leakage
flow, the operator can shut down two of the three MHSI
pumps. Due to the isolation of the SGa, the pressure of SGa
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increases until it reaches primary pressure level and the leak
is eliminated.

During the RCS cooldown, to ensure the core sub-criticality,
the operator uses Emergency Boration System (EBS) to
compensate the reactivity insertion resulting from the RCS
cooldown. Unaffected Steam Generators and MHSI are used to
cool the primary at a rate of 56◦C/h with two or three EBS trains.
The SIS in RHR mode can finally be connected and the safe state
is reached. The SGTR nodalization is shown in Figure 7. When
SGTR occurs, the valve simulating the tube rupture is open and

the coolant leaks from primary circuit to the secondary circuit via
the valve.

The initial conditions for SGTR event are chosen to maximize
the primary heat and to penalize the tube uncovery of SGa (the
affected Steam Generator). The initial core power is 102% FP
(Full Power). The primary pressure is maximized to increase the
difference between primary and secondary pressure. The initial
SG level is minimized to penalize the SG tube uncovery. The
single failure is assumed at the EFWS train applied to the SGa.
This penalizes the steam release and tube uncovery in SGa. The

FIGURE 7 | The nodalization scheme of SGTR for HHPR1000.
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initial conditions of ATHLET simulation for SGTR are presented
in Table 3.

The transient of selected SGTR case with ATHLET is
presented in Figures 8A–E. The time sequence of key events
during the SGTR transient calculated with ATHLET is shown
in Table 4. Figures 8A,B demonstrate the pressure history of
primary and secondary side and the coolant temperature change
of an intact loop in the transient of SGTR. Figures 8C,D show
the break flowrate and safety injection rate over time. These
results indicate that the leak elimination and safe state of the plant
can be successfully achieved by automatic accident management
strategy. For the safety injection rate, as indicated in Figure 8D, a
valley of flow rate is exhibited in LOCUST result at about 4800 s
which is not shown in ATHLET result. The MHSI injection rate
is quite sensitive to the primary pressure depending on the SG
tube break flow rate. As shown in Figure 8B, the break flow rate
predicted by AHTLET is slightly higher than that of LOCUST,
this results in generally larger MHSI injection rate and thus the
valley of injection rate doesn’t appear in ATHLET result.

Figure 8E shows the prediction of integrated steam mass
release via the Atmospheric Steam Dump System (ASDS).
According to the study with LOCUST (China Nuclear Power
Design Co., Ltd., 2018c), the total steam release from ASDS of
SGa is calculated to be slightly more than 100 tons, including
about 88 tons released during the short-term phase. The
radiological consequences are within the limit of acceptance
criteria. As shown in Figure 8E, ATHLET gives a prediction
of about 57 tons released during the short-term phase and
the total steam release is slightly lower than the result of
LOCUST. Therefore, it can be inferred that ATHLET results
can reach similar conclusion, since both codes exhibit similar
prediction results of total steam release from ASDS of SGa.

Nevertheless, remarkable discrepancies can still be observed
between the results of ATHLET and LOCUST for the SGTR
accident transient. For instance, the ATHLET calculated primary
pressure decreases faster than the prediction of LOCUST shortly
after the occurrence of SG tube rupture. This results in the
difference in the activation time of MCD, and therefore the
difference of pressure responses in secondary side. This could be
attributed to the discrepancies of the modeling details between
the two codes due to the lack of detailed information, e.g.,
the possible difference of rupture nodalization, the possible
discrepancy of Chemical and Volume Control System (CVCS)
charging and letdown rate in the early stage of the transient.

FLB Simulation
A large feedwater system piping break is selected as one of key
DBCs to be analyzed in the article. It is defined as a Feedwater
Line Break (FLB) which is large enough to prevent the feed
water from reaching the SGs. The fluid in corresponding SG may
be discharged through the break, resulting in depressurization
and a reversal of steam flow from the two intact SGs to the
affected SG. The event could result in the overheating of primary
loop. Therefore, the primary system heat-up effects of the FLB
are evaluated in the study. The initial conditions of ATHLET
simulation for FLB are presented in Table 3.

The feedwater system piping break is classified as a DBC-
4 event for HPR1000 (General Nuclear System Ltd., 2018b). A
feedwater line rupture impairs heat removal from the RCS. This
is due to the reduction of flow rate of the main feedwater to
the SGs, and the fluid discharged through the break with low
enthalpy is not available for heat removal, this reduction of
heat removal capability results in the increase of RCS pressure
and temperature.

Automatic and manual actions are required during a
typical sequence of this event. The current study only
addresses the transient from the initial event to the controlled
state. After the feedwater line break, the water level in
the intact SGs will decrease before the isolation of the
affected SG, leading to the primary heat up. After the
“Reactor Trip,” the primary temperature and pressure continue
to increase due to the decay heat. Then bulk boiling
may occur and the pressurizer may be filled. The RCS
pressure can be limited by opening PSVs. Then the main
steam line will be isolated, and the emergency feed water
system will be actuated. Therefore, the residual heat can be
continuously removed.

For the ATHLET simulation, the boundary and initial
conditions are considered in accordance with LOCST calculation
(China Nuclear Power Design Co., Ltd., 2018d). The break is
assumed to occur between SG feedwater inlet nozzle and check
valve. The size of break is assumed to be corresponding to
the area of the SG feedwater inlet nozzle. Main feedwater to
all SGs is assumed to be lost after the break occurs. LOOP
is assumed to occur at the time of turbine trip. For the
initial conditions, the core power is 102% of the full power.
Coolant temperature is nominal value plus 2.5◦C uncertainty.
The pressurizer pressure is nominal value minus 0.25 MPa
uncertainty, and pressurizer level is nominal value minus
7% uncertainty.

The current study only addresses the transient from the initial
event to the controlled state. Operators can take actions to
achieve the final safe state from controlled state by performing
primary cooldown and depressurization via EFWS, ASDS,
pressurizer spray and the PSVs. Accordingly, before the operator
actions, which is assumed to be about 30min after the occurrence
of the event, the controlled state ought to be ensured, i.e., the
RCS pressure can be limited by PSVs, the main steam line
will be isolated and the emergency feed water system will be
actuated. The system responses of HPR1000 after a typical FLB
accident are shown in Figures 9A–C. The time sequence of
key events during the FLB transient predicted with ATHLET is
recorded in Table 4. The transient time duration of ATHLET
results are rescaled as indicated by the labels at the top of the
figures, in order to be compared to the results of LOCUST,
since considerable discrepancies of time frames of the transients
predicted with the two codes are found. As indicated in these
figures, for both transients predicted by ATHLET and LOCUST,
the RCS pressure is limited by PSVs, the pressurizer dose
not overfill, a sufficient subcooling of the hot leg coolant is
maintained and there is no risk of core uncovery before the
operator action time which is ∼1800 s after the occurrence of
the event. Consequently, the controlled state of the plant after

Frontiers in Energy Research | www.frontiersin.org 14 July 2020 | Volume 8 | Article 12787

https://www.frontiersin.org/journals/energy-research
https://www.frontiersin.org
https://www.frontiersin.org/journals/energy-research#articles


Huang et al. HPR1000 Safety Analysis With ATHLET

FIGURE 8 | Simulation results of SGTR for HPR1000. (A) The pressure change of primary and secondary side. (B) The change of cold leg and hot leg temperature.

(C) The SGTR break flowrate. (D) The MHSI injection rate. (E) The integrated mass released via ASDS.

FLB is successfully reached. Although discrepancies are detected
between the results of ATHLET and LOCUST, the trends of
system responses predicted by the two codes are generally in
correspondence with each other.

CONCLUDING REMARKS

In the article, calculations are carried out with reference to the
HPR1000 nuclear power plant, utilizing a qualified nodalization
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FIGURE 9 | Simulation results of FLB for HPR1000. (A) PZR pressure history. (B) The change of PZR level. (C) The change of hot-leg temperature.

of the geometry model for the nuclear system safety analysis
code ATHLET 3.1. In order to evaluate the arrangement and
capacity of various safety systems, e.g., the Medium Head
Safety Injection system (MHSI), the Low Head Safety Injection
system (LHSI), the accumulator (ACC), Atmospheric Steam
Dump System (ASDS), and safety valve of pressurizer for
depressurization, as well as to assess the mitigation strategies of
specific accident/event, several typical design basis conditions
(DBC) of HPR1000, i.e., LB-LOCA, SB-LOCA, SGTR, and FLB
are selected in the article for the transient analysis. The results of
ATHLET are also compared with those performed by LOCUST
with similar conservative assumptions. The noteworthy findings
are summarized as follows.

For the analysis performed for LB-LOCA, it can be concluded
that the peak cladding temperature during the transient predicted
with AHTLET, which is 1,016◦C, meet the important acceptance
criteria of DBC-4. Additionally, by considering similar initial

conditions and assumptions for the simulation, the results
performed with ATHLET are generally in good agreement with
those predicted by LOCUST.

For the SB-LOCA with penalizing assumptions, the
configuration and operation strategy of the safety system
ensures that the plant can be brought into a safe status, that the
safety injection can be introduced into the primary system in
time and it provides sufficient flow rate to guarantee the core
to be covered. Thus, no significant core heat-up would occur.
Moreover, the comparison between the results predicted by
ATHLET and LOCUST also indicates that, though discrepancies
are exhibited, both codes give the similar trend of the variations
of various parameters during the transient.

For SGTR events of HPR1000, according to the study with
ATHLET, the total steam release from ASDS of SGa is calculated
to be slightly less than the result of LOCUST. Accordingly, the
radiological consequences are within the limit of acceptance
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criteria. Both ATHLET and LOCUST code exhibit similar
prediction results of total steam release from ASDS of SGa,
though discrepancies can still be observed between the results of
both codes.

Regarding the FLB accidents, for both transients predicted by
ATHLET and LOCUST, the RCS pressure is limited by PSVs,
the pressurizer dose not overfill, a sufficient subcooling of the
hot leg coolant is maintained and there is no risk of core
uncovery before the operator action time, which is supposed to
be about 1800 s after the occurrence of the break. Therefore, the
controlled state of the plant after FLB can be reached successfully.
Although considerable discrepancies are detected, the trends of
system responses predicted by the two codes are generally in
correspondence with each other.

Based on the transient analyses and comparison carried out
in the study, it can be inferred that, the discrepancies between
the results predicted with the two codes might be attributed
to the discrepancies of the modeling details between the model
of AHTLET and that of LOCUST due to the lack of detailed
information, the different nodalization schemes as well as the
differences of physical models incorporated into the codes.
Further investigations in detail concerning these discrepancies
are foreseen in near future. Nevertheless, the results indicate that

the acceptance criteria for each accident taken into account can
be met with significant safety margin, and both codes present
similar trends of system response for different accident scenarios.
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NOMENCLATURE

ABBREVIATIONS

ACC ACCumulator

ADS Accelerator-Driven Subcritical

AIG Input Graphics Program

ASDS Atmospheric Steam Dump System

ATHLET Analysis of Thermal-Hydraulics of Leaks and Transient

CGN China General Nuclear

CNPTRI China Nuclear Power Technology Research Institute

COCOSYS Containment Code System

CVCS Chemical and Volume Control System

DBC Design Basis Conditions

DNB Departure from Nucleate Boiling

EBS Emergency Boration System

ECCS Emergent Core Cooling System

EDG Emergency Diesel Generator

EFW Emergency Feed Water

FLB Feed water Line Break

FW Feed Water

GRS Gesellschaft für Anlagen- und Reaktorsicherheit (a

German institute for nuclear plant and reactor safety)

HPR Hua-long Pressurized Reactor

ISPs International Standard Problems

IVR In-vessel Retention System

LBE Lead-Bismuth Eutectic

LB-LOCA Large Break Loss-Of-Coolant Accident

LCD Low Pressure Full Cooldown

LHSI Low Head Safety Injection system

LOOP Loss of Offsite Power

MCD Pressure Rapid Cooldown

MHSI Medium Head Safety Injection system

MSIV Main Steam Isolation Valves

MSL Main Steam Lines

MSLB Main Steam Line Piping Break

MSRCV Main Steam Relief Control Valve

MSSV Main Steam Safety Valve

NEA Nuclear Energy Agency

NEUKIN Neutron Kinetics

NPP Nuclear Power Plant

OECD Organization for Economic Cooperation and

Development

PCT Peak Cladding Temperature

PIE Postulated Initial Events

PSV Pressurizer Safety Valves

RCS Reactor Coolant System

RHR Residual Heat Removal

RT Reactor Trip

SB-LOCA Small Break Loss-of-Coolant Accident

SF single failure

SG Steam Generator

SGTR Steam Generator Tube Rupture accident

ABBREVIATIONS

SI Safety Injection

SIS Safety Injection System

TFD Thermo-Fluid Dynamics

ROMAN LETTERS

A Cross-sectional area

Bx Body force in x coordinate direction

C Drag coefficient

f Vector for liquid

g Vector for gas

h Specific enthalpy

I Interface

m Mixture

P Pressure

Q Volumetric heat transfer rate

U Specific internal energy

v Liquid velocity

w Wall

GREEK SYMBOLS

α Void fraction

p Volumetric mass exchange rate

ρ Density
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The Graphics Processing Units (GPUs) are increasingly becoming the primary

computational platform in the scientific fields, due to its cost-effectiveness and massively

parallel processing capability. On the other hand, the coarse mesh finite difference

(CMFD) method has been one of the most popular techniques to accelerate the neutron

transport calculation. The GPU is employed into the method of characteristics (MOC)

accelerated by two-level CMFD to solve the neutron transport equation. In this work, the

Jacobi method, the successive over-relaxation (SOR) method with red-black ordering,

and the preconditioned generalized minimum residual (PGMRES) method are applied

to solve the linear system under the framework of CMFD. The performance of these

linear system solvers is characterized on both CPU (Central Processing Unit) and

GPU. The two-dimensional (2-D) C5G7 benchmark problem and an extended mock

quarter-core problem are tested to verify the accuracy and efficiency of the algorithm

with double precision, as well as the feasibility of massive parallelization. Numerical

results demonstrate that the desired accuracy is maintained. Moreover, the results show

that the few-group CMFD acceleration is effective to accelerate the multi-group CMFD

calculation. The PGMRES method shows remarkable convergence characteristics

compared to the Jacobi and the SOR methods. However, the SOR method shows

better performance on GPU for solving the linear system of CMFD calculation, which

reaches about 2,400x speedup on GPU with two-level CMFD acceleration compared to

the CPU-based MOC calculation.

Keywords: MOC, GPU, CUDA, CMFD acceleration, PGMRES

INTRODUCTION

Significant advances in high-performance computing (HPC) systems enable the computational
feasibility of high-fidelity, three-dimensional (3-D) whole-core neutron transport calculation.
Several applications have been developed and deployed on theHPC systems based on themethod of
characteristics (MOC) (Askew, 1972). These applications employ the MOC as their routine 2-D or
3-D neutron transport method for practical whole-core simulations. The MOC code nTRACER
(Jung et al., 2013) was developed as direct whole-core simulator by Seoul National University.
Meanwhile, the University of Michigan developed the MPACT code (Kochunas et al., 2013) to
perform the 3-D neutron simulation. And then followed by OpenMOC (Boyd et al., 2014) and
NECP-X (Chen et al., 2018). However, many researches show that the MOC suffers from the slow
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convergence rate especially for the large heterogeneous
whole-core simulation. Hence, various numerical acceleration
techniques and parallel algorithms have been employed to
accelerate the MOC calculation.

Considerable research has been performed to accelerate the
convergence of MOC neutron transport calculation. The non-
linear acceleration technique is appropriate when considering
that the steady-state problem of interest for a reactor is an
eigenvalue problem. The coarse mesh finite difference (CMFD)
method (Smith, 1984), has been widely used with pronounced
success for reactor analysis for the last several decades. As a
low-order acceleration scheme, CMFD solves the diffusion-like
equation on a coarse mesh and it is very effective at accelerating
the MOC calculation (Liu et al., 2011; Kochunas et al.,
2013). However, CMFD can introduce numerical instabilities
in optically thick regions which results in a degradation in
performance or even a failure to convergence. As a result,
several specific techniques such as the partial-current CMFD
(pCMFD) method (Cho et al., 2003), the odCMFD method
(Zhu et al., 2016) and lpCMFD method (Wang and Xiao, 2018)
have been studied for stabilizing CMFD acceleration of neutron
transport problems.

Moreover, massively parallel computing has been applied
successfully to whole-core analysis based on the HPC systems
which deploys CPU as their computational units (Kochunas et al.,
2013; Godfrey et al., 2016). However, the cost of high-fidelity
whole-core simulation is still unacceptable, even the large scale,
parallel computing hardware is used (Kochunas et al., 2015; Ryu
et al., 2015). Recently, CPUs/GPUs heterogeneous computing
systems have increasingly come to the forefront of state-of-
the-art supercomputers. As reported by the top supercomputer
rankings in June 2019, 122 heterogeneous systems equips the
NVIDIA GPUs are their main computing resources (TOP500
official site, 2019).

Massively parallel architecture of GPUs allows more powerful,
more energy-efficient and higher throughput than CPUs.
Therefore, the inclusion of GPU and heterogeneous computing
in the neutron transport calculation is increasingly explored.
Boyd et al. (2013) and Han et al. (2014) developed the GPU-
accelerated 2-D MOC code which shows that the GPU is
suitable to accelerate the MOC neutron transport calculation.
Also Tramm et al. (2016) implemented a formulation of 3-D
MOC neutron transport simulation. In our former research, a
GPU-accelerated 2-D MOC parallel algorithm was implemented
and the performance of the algorithm is investigated by a
performance analysis model (Song et al., 2019). Meanwhile,
efforts have been focused on implementing the MOC neutron
transport calculation on multi-GPUs. The ray parallel scheme
was introduced into the 3-D MOC simulation with intra-node
multi-GPUs parallelization by Zhang et al. (2013). A CPU-
GPU hybrid parallel MOC neutron transport calculation was
implemented with a dynamic workload assignment (Liang et al.,
2020; Song et al., 2020).

Since the feasibility of GPU acceleration of MOC calculation
had been explored, the GPU-accelerated CMFD calculation
is required to keep up with the enhanced performance of
GPU-based MOC. Several researches has been conducted to

accelerate the CMFD calculation on GPU. Kang and Joo, 2018)
implemented the GPU-based preconditioned BiConjugate
Gradient Stabilized solver (pBiCGSTAB) in nTRACER.
Furthermore, the performance of several linear system solvers on
GPU under the CMFD framework has been studied based on the
nTRACER code (Choi et al., 2018). Since the core work of CMFD
calculation is solving the linear system which is conducted by
the CMFD equation, the researched and experience of solving
linear systems on GPU can be used as reference to deploy the
CMFD calculation on GPU. Li and Saad (2012) developed the
high-performance iterative linear solvers on GPU. They speeded
up the sparse matrix-vector product (SpMV) operations and
discussed the suitable preconditioning methods. Jong et al.
(2017) presented the GPU-accelerated RRB-solver, which is a
PCG-type solver based on the Repeated Red-Black (RRB)method
and the incomplete Cholesky factorization. And it shown good
performance on GPU for solving 5-/9-point stencils problems.

In this work, for the solution of the large sparse linear system
involved in the CMFD formulation, the performance of the
Jacobi method, the successive over-relaxation (SOR)method, and
the preconditioned generalized minimum residual (PGMRES)
method are implemented on GPU. Especially, the numerical
performance of these linear system solvers on both CPU and
GPU under the CMFD framework is compared. Afterward, the
effectiveness of the CMFD is examined.

The rest of the paper is organized as follows. Section
Background gives the required background about the MOC and
the CMFD framework. Then the parallelization of MOC and
several liner system solvers on GPU are introduced in section
Implementation on GPU. Section Numerical resultsshows the
numerical tests and related analysis. Then the conclusions and
discussions are presented in section Conclusion.

BACKGROUND

Method of Characteristics (MOC)
The method of characteristics is a general mathematical
technique for solving the partial differential equations. The
characteristic form of the multi-group neutron transport
equation in steady-state is given by Equation (1):

dϕg(s)

ds
+ 6t,g (s) ϕg (s) = Qg(s) (1)

where s is the coordinate which represents both the reference
position and the flight direction of the neutron, ϕg(s), 6t,g(s)
represent the angular neutron flux, and total cross-section,
respectively. Qg(s) is the source term. And g represents the index
of energy group.

With the isotropic scattering approximation and the flat
source region approximation, the source term Qg(s) includes the
fission and scattering sources and it can be expressed in terms of
scalar neutron flux φg :

Qg (s) = 1

4π
[
χg

keff

∑

g
′ ν6f ,g

′ (s) φg
′ (s) +

∑

g
′ 6s,g

′→g (s) φg
′ (s)]

(2)

Frontiers in Energy Research | www.frontiersin.org 2 July 2020 | Volume 8 | Article 12494

https://www.frontiersin.org/journals/energy-research
https://www.frontiersin.org
https://www.frontiersin.org/journals/energy-research#articles


Song et al. GPU Accelerated Two-Level CMFD

6 denotes the cross-section, and the subscript f and
s represent different reaction types, which are fission and
scattering, respectively. χg is the normalized fission spectrum,
and keff represents the effective neutron multiplication factor or
eigenvalue of the system.

Equation (1) can be integrated along the characteristic
line within a flat source region. And the angular flux along
the characteristic line can be expressed as Equation (3). The
average angular flux along a specific segment is calculated by
Equation (4).

ϕs
out = ϕs

ine
−6t l

s + Q

6t
(1− e−6t l

s
) (3)

ϕs = Q

6t
+ ϕs

in − ϕs
out

6t ls
+ Q

6t
(4)

where ϕs
in and ϕs

out are the incoming and outgoing angular
neutron flux of segment, respectively. ϕs represents the average
angular neutron flux, and ls is the length of current segment along
s. The subscript g is omitted for simplicity in Equation (3) and
Equation (4).

For a given direction, a set of characteristic rays must be
tracked through a discretized spatial domain and the transport
sweep is performed along with those rays during the calculation.
Then the scalar flux is integrated over discretized angles, as
expressed in Equation (5).

φ =
∑

pωp

∑

s∈n ϕslsdp
∑

s∈n lsdp
(5)

where the quadrature weights ωp are introduced for each of the
quadrature points �p. d

p is the ray spacing in �p direction.
In order to obtain the scalar flux distribution over the space

and all energy groups, an iteration scheme is applied to solve
the source in Equation (2) and finally the scalar flux in Equation
(5). The quadrature proposed by Yamamoto et al. (2007) is used
for the polar angles and weights by default. Another well-known
optimization of MOC calculation is to tabulate the exponential
function or more specifically, 1 − e−6t l

s
, which is actually time-

consuming in Equation (3). For the evaluation of the exponential
function, the table with linear interpolation is used in this work.

Two-Level CMFD Formulation
The MOC provides a framework for solving the neutron
transport equation in heterogeneous geometries. However,
challenges arise when whole-core problems are encountered.
To reduce this computational burden, numerous acceleration
methods are developed. The coarsemesh finite differencemethod
(CMFD) is a popular method for accelerating the neutron
transport calculation.

Multi-Group CMFD Formulation (MG CMFD)
CMFD defines a diffusion equation on a coarse mesh with a
correction to the diffusion coefficient that preserves the current
between the cells from the transport solution. The neutron

balance equation on coarse-mesh is derived as:

1

Vi

∑

is A
is
i J

G
is,i + 6G

t,iφ
G
i =

∑

G′ 6G′→G
s,i φG′

i + χG

keff

∑

G′ ν6G′
f ,iφ

G′
i

(6)

where i is the index of the coarse-mesh cell, is is the index of
the surface of cell i, G represents the CMFD group index. JGis,i
represents the surface-averaged net current across the surface is.
Ais
i is the area of surface is and Vi is the volume of cell i, φG

i is
the cell-averaged scalar flux on the coarse mesh. And the coarse-
mesh cross-sections are generated by energy-condensation and
area-averaging from the MOC fine-mesh cross-sections. The
homogenized cross-section for cell i is

6G
x,i =

∑

g ∈ G
r ∈ i

6
g
x,rφ

g
rVr

∑

g ∈ G
r ∈ i

φ
g
rVr

(7)

In order to conserve the neutron balance between the CMFD
and MOC problems, a non-linear diffusion coefficient term is
introduced to correct the difference between the inter-cell current
calculated by the transport solution and approximated by the
Fick’s Law. The net current across the surface is is expressed as:

JGis,i = −D̂G
is,i

(

φG
i+1−φG

i

)

− D̃G
is,i

(

φG
i+1+φG

i

)

(8)

where is is the surface between cell i and cell i+1. JGis,i is the actual
net current produced from the MOC solution. The parameter
D̂G
is,i is the coupling coefficient determined by the ordinary finite

difference method and expressed in Equation (9-a), and D̃G
is,i is

the non-linear diffusion coefficient correction factor as shown in
Equation (9-b)

D̂G
is,i =

2DG
i D

G
i+1

DG
i h

i+1
is + DG

i+1h
i
is

(9a)

D̃G
is,i =

−D̂G
is,i

(

φG
i+1−φG

i

)

− JGis,i
(

φG
i+1+φG

i

) (9b)

where DG
i is the diffusion coefficient of cell i, and hiis is the

thickness of cell i along the surface is.
Going back to Equation (6) and inserting the surface net

current JGis illustrated in Equation (8), the finite difference form
of the CMFD diffusion equation can be condensed down matrix
form to get the generalized eigenvalue problem:

Mφ = 1

keff
χFφ (10)

where M represents neutron migration by diffusion and
scattering. F represents the neutron generation by fission. The
CMFD equations in 2-D form a five-stripe sparse linear system
which is usually solved using the iterative methods.
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Then the multi-group CMFD can be solved numerically.
Upon convergence of the CMFD eigenvalue problem, a
prolongation is performed by scaling the scalar flux of MOC fine
mesh and the angular fluxes at the core boundaries with the ratio
of the converged scalar flux φG

i,cmfd
to the scalar flux φG

i, moc which

is generated from the MOC solution:

φ
g
r = φ

g
r ×

φG
i,cmfd

φG
i, moc

, ∀ r ∈ i (11a)

ϕ
g

l
= ϕ

g

l
×

φG
i,cmfd

φG
i, moc

, ∀ l ∈ surface of i (11b)

where ϕ
g

l
is the boundary angular flux of track l.

Two-Level CMFD

For large scale problems, the multi-group CMFD is still time-
consuming. As a result, the few-group based CMFD (FG CMFD)
formulation has been successfully applied to accelerate the multi-
group CMFD calculation (Cho et al., 2002; Joo et al., 2004).
Hence, the multi-group MOC calculation can be accelerated
by the two-level CMFD technique. The multi-group CMFD
(MG CMFD) calculation is directly accelerated by the few-group
CMFD (FG CMFD) calculation. The FG CMFD is the group-
condensed CMFD which has the same coarse mesh geometry as
MG CMFD.

The FG CMFD has a similar formulation as illustrated in
Equation (6) and the few-group constants are simply calculated
using multi-group constants and multi-group spectra as:

6FG
x,i =

∑

G∈FG 6G
x,iφ

G
i

∑

G∈FG φG
i

(12)

where FG is the energy group index in the FG CMFD equation.
In order to obtain the non-linear diffusion coefficient

correction factor, condensed few-group surface currents are
calculated as:

JFGis,i =
∑

G∈FGJ
G
is,i (13)

Here, the multi-group currents are calculated using the MG
CMFD solution and Equation (8). Then the coupling coefficient
and the nonlinear diffusion coefficient correction factor of FG
CMFD can be calculated by Equation (9) in which the multi-
group quantities are replaced by that of few-group.

With the group-condensed constants, FG CMFD calculation
which is also an eigenvalue problem as shown in Equation
(10) can be performed. Once the desired FG CMFD solution
is obtained, an additional update is needed for the MG CMFD
scalar flux before the subsequent MG CMFD calculation. The
multi-group scalar flux prolongation can be achieved simply by
multiplying the ratio of the converged few-group scalar flux
φFG
i,cmfd

to the few-group scalar flux φMG→FG
i,cmfd

generated by theMG

CMFD solution:

φG
i = φG

i ×
φFG
i,cmfd

φMG→FG
i,cmfd

(14)

Iteration Algorithm
The iteration algorithm of MOC neutron transport calculation
with two-level CMFD acceleration is illustrated in Figure 1.
First, the homogenized multi-group constants for all cells and
all the cell surfaces are calculated. The few-group constants
are determined from the multi-group constants. The CMFD
calculation begins from the few-group calculation and moves
to the multi-group calculation if FG CMFD converges or the
number of iterationsmeets the user setting. Then themulti-group
scalar fluxes are updated by the converged few-group scalar flux,
as shown in Equation (14). The multi-group iteration continues
until the MG CMFD converges or the maximum number of
iterations is reached. After the multi-group CMFD calculation is
completed, the scalar fluxes of MOC fine mesh and the angular
fluxes at the domain boundaries need to be scaled using the MG
CMFD solution. Then the MOC neutron transport calculation
is performed after the evaluation of the total source. When
the MOC neutron transport calculation is finished, the overall
convergence is checked using the keff and the MOC scalar flux.

IMPLEMENTATION ON GPU

MOC Parallelization on GPU
The GPU is designed to perform the compute-intensive and
highly parallel computations. Hence, the basic idea of GPU
programming is transferring the compute-intensive parts of
the application to the GPU, and the sophisticated flow control
parts still remain at CPU. For the MOC neutron transport
calculation, there is an enormous amount of parallel rays tracing
across the computational domain. These relatively independent
rays quite suitable for massive parallelization. Therefore, the
ray parallelization is involved to implement the MOC neutron
transport calculation on GPU.

Figure 2 illustrates the flowchart of the GPU-based MOC
neutron transport calculation. The initialization which includes
the preparation of cross-section and track information is
performed on the CPU. Then those information is copied to
the GPU global memory. Then the total source which including
the fission source and scattering source is evaluated on GPU.
And each of the GPU threads handles the source evaluation of
one energy group for one fine-mesh. After the source evaluation,
the transport sweep is performed. In order to reach the optimal
performance on GPU, our former research (Song et al., 2019)
recommends to deploy the loop over rays and the loop over
energy groups onto the GPU threads, as illustrated in Figure 2.

CMFD Parallelization on GPU
As shown in Figure 1, the group constants condensation, the
linear system construction and linear system solving are three
main parts which can be parallelized on GPU for CMFD
calculation. It is quite direct to parallelize the group constants
condensation, the evaluation of group constants of coarse mesh
i and CMFD group G is assigned to a GPU thread. Hence the
groups constants for all coarse meshes and all CMFD groups are
evaluated simultaneously and independently. As for the linear
systemwhich is constructed explicitly, the generation of elements
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FIGURE 1 | The solution procedure for two-level CMFD accelerated MOC.

FIGURE 2 | Flowchart of the MOC neutron transport calculation on GPU.
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in each row of matrix M and vector F is assigned to each
GPU thread.

The third main part is to solve the sparse linear system, as
shown in Equation (10). And the power iteration is used in
this study for obtaining the eigenvalue and its corresponding
normalized eigenvectors. However, for the problems we are
primarily interested in, solving the linear system directly is
prohibitively costly, since the directed inversion of matrix M is
expensive. Hence, it is replaced by solving the linear system using
the iterative method:

Mφ(n) = 1

keff
(n−1)

χFφ(n−1) (15)

where n is the power iteration index.
The goal of a linear system solver is to solve for x in the

linear system:

Ax=b (16)

Here, x,b ∈ R
n, A ∈ R

n× n.
In this study, we applied three methods to solve the linear

system iteratively: the Jacobi method, the successive over-
relaxation (SOR) method, and the preconditioned generalized
minimum residual (PGMRES)method. These three linear system
solvers are implemented on both CPU and GPU, and the
performance of these solvers are compared and analyzed.

Jacobi Method

For the linear system of equations described by Equation (16),
the diagonal elements, aii, of A are all non-zero. It starts with the
decomposition of matrix A.

A=L+D+U (17)

where, D=diag (a11, · · ·, ann) is the diagonal matrix containing
the diagonal elements of A, L is the strict lower part, and U is the
strict upper part.

Then the Jacobi method can be organized as following
matrix form:

x(k+1)=GJx
(k)+gJ ,GJ=−D−1 (L+U) , gJ=D−1b (18)

where the superscript indicates the iteration number.
The parallelization of the Jacobi method on GPU is

straightforward because the Jacobi scheme is naturally
parallelizable. As a result, n GPU threads are invoked and
each of the threads performs the calculation of one x in vector
x, namely:

x
(k+1)
i = 1

aii

(

−
∑

j 6=iaijx
(k)
j + bi

)

, i = 1, · · ·, n (19)

Successive Over-relaxation (SOR)
The successive over-relaxation (SOR) method is one of the well-
known iterative methods. The SOR formulation can be defined
by introducing the over-relaxation factor ω:

x(k+1)=Gsx
(k)+gs,Gs= (D+ωL)−1 [(1−ω)D− ωU] , gs= (D+ωL)−1 b

(20)

A necessary condition for the SOR method to be convergent is
that 0<ω<2. Choosing ω<1 results in under-relaxation, which
can help stabilize a divergent of this method. Choosing ω > 1
results in over-relaxation, which can accelerate the convergence
in certain situations.

For the parallelization of SOR, a red-black ordering strategy is
used. In Equation (10), the solution estimated at iteration

(

k+ 1
)

of cell i is only depends on the solution of its six immediate
neighbors at iteration

(

k
)

. If all the cells in a computational
domain are colored in a checkerboard-like manner, then, during
the calculation, the red cells only need data from the black cells.
Thus, red-black SOR is a high parallelizable algorithm. At a given
step, half of the cells can be updated simultaneously.

Preconditioned Generalized Minimum Residual

(PGMRES) Method

The preconditioned generalized minimum residual (PGMRES)
method (Saad and Schultz, 1986) is one of the most popular
Krylov methods for solving the non-symmetric linear system.
The basic idea of PGMRES is to produce a n × n Hessenberg
matrix and the corresponding basis V , then the approximate
solution x(n) is found by minimizing the residual norm ‖r‖2 =
∥

∥b− Ax(n)
∥

∥

2
. The methodology and fundamental properties of

PGMRES method can be found in many literatures (Van der
Vorst and Vuik, 1993).

The performance of the GMRES method is usually improved
significantly via preconditioning. A preconditioner M whose
inverse satisfies M−1≈A−1 in some sense should be relatively
inexpensive to apply. The preconditioner is designed to improve
the spectral properties of A, making the system converge
faster. In this study, the left preconditioning technique is
utilized in the GMRES method, which is based on solving the
linear system as M−1Ax=M−1b. A preconditioner applied to
Algorithm 1 would appear in lines 1 and 4. The preconditioner
investigated in this work is the Jacobi preconditioner. The
Jacobi preconditioner is the diagonal matrix which contains the
diagonal elements of the sparse matrix A. The inversion of the
Jacobi preconditioner can be easily performed done with a small
computation burden.

The main computational components in the PGMRES
method are: (1) Sparse matrix-vector product; (2) Vector
operations; (3) Preconditioning operation; (4) Solving the least-
square problem. The implementation of these four parts on GPU
is discussed as follows.

In this study, the sparse matrix A and the preconditioner
M are stored with the compressed sparse row (CSR) format
which is widely used as a general-purpose sparse matrix storage
format. As illustrated in Algorithm 1, the sparse matrix-vector
product (SpMV) is one of the major components which are
highly parallelizable in the PGMRES method. To parallel the
SpMV for a matrix with the CSR format, the multiplication
of one row of the matrix with the vector is simply assigned
to one thread. As a result, the computation of all threads
is independent.

There exist several other GPU-friendly operations in the
PGMRES method, such as the vector addition, dot production
of two vectors, and vector scaling. These procedures can be easily
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parallelized by assigning the operation of elements of vectors to
the GPU threads. The reduction is involved when calculating the
2-norm of the vector and performing the dot product of two
vectors. The reduction operation is also performed on GPU by
utilizing the shared memory. The parallel reduction is performed
to sum up all partial results which are saved into the shared
memory by the GPU threads.

One important aspect of the PGMRES method is the
preconditioning operation. The incomplete-LU preconditioning
technique is implemented to provide an incomplete factorization
of the coefficient matrix. It requires a solution of lower and upper
triangular linear system in every iteration of PGMRES method.
In order to implement the preconditioning operation, the sparse
triangular solve implemented in the cuSPARSE library (NVIDIA
cu SPARSE Library) is used.

The least-square problem is solved by the QR factorization of
the Hessenberg matrix. Since this procedure is naturally serial, a
series of Givens rotation is performed to solve the least-square
problem on GPU with serial execution.

NUMERICAL RESULTS

The numerical tests were conducted on a workstation with Intel
Core i9-7900X Processor (3.30 GHz, 10-core) and an NVIDIA
GeForce GTX 1080Ti (1.5 GHz, 3584 CUDA cores, 11GB
memory) running 64-bit Linux systems. All tests are performed
with double-precision arithmetic.

Accuracy of the Implementation
The 2-D C5G7 benchmark (Lewis et al., 2003) is usually used
to verify the accuracy of the algorithm. Figures 3A–C illustrate
the assembly and core configuration of this benchmark with
the boundary conditions. The fuel assembly is constructed with
17 by 17 of square pins. And the geometry of fuel pin is
shown in Figure 3B. Seven-groupmacroscopic cross-sections are
specified. For spatial discretization, the whole computing domain
is divided into 51 by 51 pins. Each pin is subdivided into 5
radial subdivision and 8 azimuthal divisions, as illustrated in
Figure 3B. All tests are performed with the 0.03 cm ray spacing
and 56 azimuthal angles. Tabuchi-Yamamoto (Yamamoto et al.,
2007) polar quadrature sets are used. The stopping criteria for
convergence are εkeff <10−6 and εflux<10−5.

The computations are performed with and without two-level
CMFD acceleration. Table 1 shows the eigenvalue and power
distribution of the benchmark, along with the reference Monte
Carlo solution. Compared to the reference results, the absolute
difference of eigenvalue is 6 pcm which is under the stochastic
uncertainty of the reference. The power distribution shows
good agreement. And the maximum relative pin power error
is <1.4%. The results demonstrate desired agreement for both
eigenvalue and the power distribution. Moreover, the CMFD
acceleration maintains the desired accuracy compared to the
MOC calculation.

Overall Performance of Two-Level CMFD
and GPU Acceleration
In this section, the overall performance of two-level CMFD
and GPU acceleration is studied. In order to exploit the full

FIGURE 3 | (A) Core configuration for the 2-D C5G7 benchmark problem.

(B) Fuel pin layout. (C) Benchmark fuel pin compositions.

computing power of GPU, a series of cases are performed with
a fictitious quarter-core problem. The quarter core contains 21
UO2 fuel assemblies and 20 MOX fuel assemblies from the
2-D C5G7 benchmark problem. Those assemblies are aligned
in a checkerboard pattern as illustrated in Figure 4. The mesh
division and computing parameters maintain the same as the
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TABLE 1 | Runtime, Eigenvalue, and Power Distribution Results for 2-D C5G7

Benchmark.

Metric value

Reference MOC MOC with

two-level CMFD

Eigenvalue

keff

(1keff . pcm)

1.18655

± 9.5 pcm

1.18648

−6 pcm

1.18648

−6 pcm

Pin power data

Max. pin power

(relative error)

Min. pin power

(relative error)

2.498

±0.16%

0.232

±0.58%

2.496

0.08%

0.234

1.16%

2.496

0.08%

0.234

1.16%

Assembly power

Inner UO2 Assy

(relative error)

MOX Assy

(relative error)

Outer UO2 Assy

(relative error)

492.8

±0.10%

211.7

±0.18%

139.8

±0.20%

492.4

0.07%

211.8

0.06%

139.8

0.11%

492.4

0.07%

211.8

0.06%

139.8

0.11%

Pin power distribution

MAX error

AVG error

RMS error

MRE error

– – – – – – –

0.32%

0.34%

0.27%

1.38%

0.22%

0.01%

0.17%

1.38%

0.22%

0.01%

0.17%

MAX error, Maximum relative pin power percent error.

AVG error, Average pin power percent error.

RMS error, Root mean square of the pin power percent error distribution.

MRE error, Mean relative pin power percent error.

aforementioned 2-D C5G7 benchmark problem, except the
overall convergence criterion of flux which is set to be 10−4. The
convergence criteria for keff and flux of MG CMFD calculation

are εkeff <5 × 10−7 and εflux<5 × 10−5. And the related

convergence criteria of FG CMFD are εkeff <2.5 × 10−7 and

εflux<2.5× 10−5.

Convergence Performance of Different Linear System

Solvers

In order to characterize the convergence performance of different
linear system solvers, Three cases are executed with MG CMFD
acceleration on GPU. Based on a series of tests, the maximum
number of iterations of MG CMFD and the maximum number
of linear iterations per CMFD calculation are both set to be 30.
The Krylov subspace dimension of the PGMRES solvers is set
to 2. Then Figure 5 illustrates the overall convergence history of
the keff with the Jacobi, SOR, and PGMRES solvers. As shown in
Figure 5, the PGMRES solver shows a better convergence rate.
Moreover, the SOR solver has a medium rate of convergence, and
it needs more iterations to achieve convergence when the Jacobi
solver is involved.

Overall Performance of Two-Level CMFD on GPU

A series of runs are performed to evaluate the overall
performance of two-level CMFD and GPU acceleration. The
sensitivity study has been performed with varied upper limits of
the number of CMFD iterations and the number of linear solver

FIGURE 4 | A mock PWR quarter core.

FIGURE 5 | Convergence history of keff of the different linear system solvers

for the mock quarter-core problem.

iterations. Moreover, the impact of different Krylov subspace
dimensions to the overall performance is also examined and it
is set to 2. After the sensitivity study, the best results for each
execution are listed in Table 2.

From Table 2, the following observations can be made based
on the numerical results:

(1) The GPU shows great performance advantages compared
to the CPU. The comparison of the case (0a) and case (0b)
shows that the GPU-based MOC calculation achieves about
25x speedup compared to the serial CPU-based calculation.
This observation is consistent with the results drawn in our
former research (Song et al., 2019).

(2) The CMFD acceleration can significantly reduce the
number of iterations. For both CPU-based and GPU-based
calculation, about 100x speedup is provided by two-level
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TABLE 2 | Results of the mock quarter-core problem with or without CMFD and GPU acceleration.

Cases # of

iter.

Overall

runtime (s)

MOC

runtime (s)

CMFD

runtime (s)

# of MG

CMFD iter.

# of FG

CMFD iter.

Speedup

(0a) CPU_MOC 1640 40035.6 – – – – – – – – – – – – – – – – – – – – – – – – – Ref.

(0b) GPU_MOC 1640 1615.7 – – – – – – – – – – – – – – – – – – – – – – – – – 25

(1a) CPU_MG_Jacobi(a) 12 358.2 306.8 48.7 516 – – – – – – 112

(1b) CPU_MG_SOR 12 344.1 308.8 32.4 356 – – – – – – 116

(1c) CPU_MG_PGMRES 12 361.8 306.6 52.6 250 – – – – – – 111

(1d) CPU_2L_Jacobi(a) 12 329.1 308.2 18.0 178 1,780 122

(1e) CPU_2L_SOR 12 325.9 308.3 14.9 108 916 123

(1f) CPU_2L_PGMRES 12 327.8 306.4 18.6 103 717 122

(2a) GPU_MG_Jacobi 12 21.1 12.2 5.5 720 – – – – – – 1,897

(2b) GPU_MG_SOR 12 21.5 12.5 5.7 600 – – – – – – 1,864

(2c) GPU_MG_PGMRES 12 26.6 12.3 11.0 324 – – – – – – 1,503

(2d) GPU_2L_Jacobi 12 16.9 12.2 1.3 240 3,600 2,376

(2e) GPU_2L_SOR 12 16.7 12.2 1.1 180 1,800 2,402

(2f) GPU_2L_PGMRES 12 18.7 12.3 3.2 120 960 2,141

(a)MG and 2L represent the multi-group and two-level CMFD acceleration, respectively.

CMFD acceleration. Moreover, the GPU acceleration for
CMFD calculation is about 13x [case (1d) vs. case (2d)
and case (1e) vs. case (2e)] for cases using Jacobi solver
and SOR solver. While the GPU acceleration for CMFD
calculation is about 5.8x [case (1f) vs. case (2f)] when
PGMRES solver is used. Compared to the serial CPU-based
MOC calculation (case (0a)], the overall speedup of case (2e)
is contributed by 3 aspects: (1) the speedup provided by
the CMFD acceleration which can significantly reduce the
number of iterations (about 100x), (2) GPU acceleration on
MOC neutron transport calculation (about 25x), (3) GPU
acceleration on CMFD calculation (about 13x). And in case
(2e), the CMFD calculation contributes about 7% of overall
runtime. As a result, over 2,400x [case (0a) vs. case (2e)]
speedup is obtained when the two-level CMFD and GPU
accelerations are applied simultaneously.

(3) Although the Jacobi method has the maximum degree of
parallelism on GPU, a relatively large number of CMFD
iterations is needed because of the poor convergence
performance of the Jacobi method, as illustrated in Figure 5.
However, the SOR method can maintain the desired
parallelism by adopting the red-black ordering strategy. On
the other hand, it also can keep the relative high convergence
rate compared to the Jacobi method, which results in a
reduction in the number of CMFD iterations. Hence, the
SOR-based calculations show better performance than the
Jacobi-based calculations. The number of CMFD iterations
is relatively reduced when the PGMRES solver is involved.
And the overall performance of PGMRES-based calculations
on CPU is comparable to the Jacobi-based and SOR-based
calculations. Nevertheless, the performance degradation of
PGMRES-based calculations is observed on GPU. The
detailed analysis is discussed in the following sections. As a
result, the SOR-based calculations show better performance
compared against other cases with the Jacobi and PGMRES

solver in the same group [such as the comparison of the cases
(1a), (1b), and (1c)].

(4) The FG CMFD is effective to accelerate the CMFD
calculation. Compared to the cases with MG CMFD
calculations, over 50% improvement in 2 L CMFD
calculations is observed by comparing the execution
time of CMFD calculations.

Detailed Execution Time of CMFD
Calculation
The execution time of CMFD calculation is contributed by three
parts, (1) cross-sections generation (xs_gene), (2) linear system
construction (linSys_cons), (3) linear system solving (Ax = b).
Figure 6 shows the execution time of different partitions of
CMFD calculation for the cases listed in Table 2. As shown, for
CPU calculation, the generation of multi-group cross-sections
contributes a considerable part to the overall CMFD calculation,
especially for the two-level CMFD calculation. However, since
the xs_gene procedure is performed with thread parallelization
on GPU, the execution time of xs_gene is significantly reduced to
<0.2 s on GPU. For all cases, the execution time for constructing
the linear system is <0.1 s. Moreover, Figure 6 indicates that the
FG CMFD acceleration can significantly reduce the execution
time of solving the linear system in 2 L CMFD calculation.
When applying the PGMRES method on GPU, the performance
improvement for linear system solving is about 3.7 x which is
relatively small compared to the other two methods. The detailed
performance analysis of the linear solvers will be performed in
future work.

Current work is focused on the 2-D CMFD calculation
on GPU. However, simulation of practical problem is usually
focused on 3-D calculations. The CMFD equations in 2-D
form a five-stripe sparse linear system, while it is a seven-
stripe sparse linear system on the 3-D geometry. Since the
iterative methods applied in this work are general methods for
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FIGURE 6 | (A) Time break down of CMFD calculations on CPU. (B) Time break down of CMFD calculations on GPU.

solving the CMFD linear systems. Hence, the related linear
system solvers can be directly applied to solve the 3-D CMFD
problems. And the performance is supposed to be consistent
in 3-D cases.

In addition, the large-scale problems usually need to be solved
with parallel strategy such as spatial domain decomposition. The
scalability and efficiency to computing the large-scale problems
with multiple GPUs need to be examined.

As for the further performance optimization, the
MOC calculation contributes the majority of runtime
for the simulation of 2-D neutron transport calculations
on GPU. This observation is supposed to be consistent
in 3-D simulations. Hence, in order to improving the
overall performance, more efforts should be focused on
the optimization of GPU-based MOC calculation in 3-D
situation. In addition, when the spatial domain decomposition
and multiple GPUs are involved, the performance of 3-D
CMFD calculation may be impacted by the communication
between decomposed domains. And it may further impact the
overall performance.

CONCLUSION

In this work, a two-level CMFD acceleration technique was
implemented on both CPU and GPU to accelerate the 2-D MOC
neutron transport calculation. In the two-level CMFD scheme, a
few-group CMFD problem is used as a lower-order accelerator
to the standard pinwise multi-group CMFD problem. Several
linear system solvers, i.e., Jacobi solver, SOR solver with red-
black ordering, and the PGMRES solver, are applied and the
performance was examined under the CMFD framework. The
overall performance of CMFD acceleration on both CPU and
GPU is compared to evaluate the effectiveness of CMFD and
GPU acceleration.

The numerical calculations are performed with 2-D C5G7
benchmark problem and an extended 2-D mock quarter-core
problem and the following conclusions can be drown:

(1) For the 2-D C5G7 benchmark, the difference of eigenvalue
is 6 pcm and the power distribution shows good agreement
compared against the reference solution. The results
of calculations with and without two-level CMFD
acceleration provide desired accuracy in both eigenvalue
and power distribution.

(2) As a linear system solver, the PGMRES solver shows
a better convergence rate with minimum number of
iterations. While the number of iterations of Jacobi solver
is tripled compared to the PGMRES solver at the same
convergence level. And the SOR solver has a medium rate
of convergence.

(3) It appears that SOR is a suitable method for solving the linear
system under the CMFD framework on both CPU and GPU.
For CPU-based CMFD calculation, the PGMRES method
has comparable performance to the SOR method, because
the arithmetic complexity of the PGMRES method can be
counteracted by its remarkable convergence characteristics.
However, since the Jacobi method and SOR method can
reach a relatively high degree of parallelism on GPU,
the performance of these two methods is better than the
PGMRES method. When the two-level CMFD and GPU
accelerations are applied simultaneously, the overall speedup
is contributed by 3 aspects: 1) the CMFD acceleration
which can significantly reduce the number of iterations
(about 100x), 2) GPU acceleration on MOC neutron
transport calculation (about 25x), 3) GPU acceleration
on CMFD calculation (about 13x for SOR method). As
a result, it reaches about 2,400x speedup on GPU with
two-level CMFD acceleration compared to the CPU-based
MOC calculation.

(4) The CMFD calculation contributes about 7% (for cases with
Jacobi and SOR solver) and 17% (for cases with PGMRES
solver) of the overall runtime. The procedure for solving
the linear system contributes to the majority of the runtime
of the CMFD calculation. Moreover, the results show that
the FG CMFD acceleration is effective to accelerate the MG
CMFD execution.
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This work demonstrates the high potential of the two-level
CMFD technique and GPUs to accelerate the practical
whole-core neutron transport calculation. Based on the
numerical results, GPUs provide a high-performance advantage
for accelerating both MOC and CMFD calculations. Since the
PGMRES method is still preferred in that it can solve various
linear systems with a wide range of numerical properties, more
efforts need to be concentrated on the performance optimization
of the PGMRES method on GPU. Moreover, the main purpose
is to perform the 3-D whole-core MOC neutron transport
simulation on GPU under CMFD framework. Hence, in the
future, more efforts will be focused on the 3-D CMFD calculation
on GPU with the detailed performance analysis. In addition,
the efficiency comparison of different solvers and the study of
the parallelization will be included with practical computational
cases. Furthermore, the scalability to computing the large-scale
problems on large-scale parallel machines also needs to be
examined in the future.
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Passive containment cooling system (PCCS) is widely applied in a new generation of
nuclear power plants. The initial heat exchanger is the most improtant heat transfer
device in the PCCS. Past studies show that the flow distribution has a great influence
on the heat transfer performance of a heat exchanger. And a lot of work has been
done on improving the flow distribution uniformity of the heat exchanger such as the
geometry modification, proper choice of the geometry parameters. However, little work
has been done on the tube arrangement. For a heat exchanger applied in the industry,
the number of tubes are huge, and it is unrealistic to arrange all the tubes in a row on the
one side of the heat exchanger. Therefore, more work should be paid on the influence of
the tube arrangement on the flow distribution in the heat exchanger. The present study
numerically investigated the effect of the tube arrangement on the flow distribution in a
Central-type parallel heat exchanger. Six different kinds of tube arrangement have been
investigated on the flow distribution and the pressure loss characteristics of the heat
exchanger. The obtained results show that the tube arrangement has a great influence
on the flow distribution and the staggered tube arrangement provides a better flow
distribution than the aligned tube arrangement.

Keywords: flow distribution, tube arrangement, central-type, compact, pressure loss

INTRODUCTION

For the new generation of nuclear power plants, passive containment cooling system (PCCS) is
commonly applied in the system. The initial heat exchanger is the most important heat transfer
device and it has a great effect on the heat transfer performance of the PCCS. Therefore, it
is neccesary to pay more attention on the initial heat exchanger. In the PCCS, the initial heat
exchangers are usually compact parallel flow heat exchangers.

Compact parallel flow heat exchanger has been widely used in many industrial systems such as
the reheater and electric heater in the power station boiler system, radial flow reactor in chemical
applications, plate heat exchanger or plate fin heat exchanger, solar collector, etc.

However, ununiform flow distribution in the heat exchanger always exists and greatly affects
the normal operation of the heat exchanger. For example, ununiform flow distribution reduces the
performance of the heat exchanger. And for some tubes with very little liquid flow, they may be
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more likely to boil under overheating, threatening the safety
of the heat exchanger. In addition, due to the ununiform
flow distribution, the heat transfer performance is degraded,
and the heat exchanger may not meet the design performance
requirements in practical applications. Therefore, the attention is
focused on the study of the flow distribution in heat exchangers.
In this study, the goal was to provide some simple and feasible
inlet and header designs numerically, which can significantly
reduce the flow maldistribution in the heat exchanger.

There are some works focused on the modification of heat
exchanger design for a more uniform flow distribution. Wang
et al. (2011) have applied five modified headers to a compact
parallel heat exchanger and investigated the characteristics of
the flow distribution in the heat exchanger. The results show
that the header shape greatly influences the flow distribution
and the modified header with baffle tube significantly improve
the flow distribution uniformity. In the work of Ye (2017), the
cross section of the duct was changed to improve air distribution
in duct ventilation. The design principles and corresponding
processes are given. The results show that the method has good
performance and the air maldistribution coefficient is less than
10%. Shi et al. (2010) optimized the inlet manifold structure of
the fin heat exchanger. The results show that after optimization,
the heat transfer performance of the heat exchanger is improved
by 1.03–3.98%. In addition, numerical and experimental studies
have been carried out on the optimization results, and the results
show that the temperature and flow distribution are improved.
Said et al. (2014) successfully reduced the maldistribution in a
central-type heat exchanger with the method of applying orifice
approach and nozzle approach in tubes, respectively. Liu et al.
(2010) have done the investigation on the multiple structural
bifurcations of flow channels. Compared to the typical flow
distribution structures of manifolds, this novel method greatly
improved the uniformity of flow distribution. For the channel
bifurcations, Liu and Li (2013) has done a deeper investigation on
the two categories of the bifurcations. Also, some characteristic
parameters have been investigated, and results show that the ratio
of the length of channels from the end of one bifurcation to the
beginning of the next bifurcation to the width of the channel
has a significant effect on the flow distribution uniformity. In
another investigation made by Liu et al. (2012) on the bifurcation
parameters. The design criterion has been given that fi/ci =
0.05Rei. Besides, they found that the Tee-type bifurcation is
better than the Circular-type. For the two-phase flow distribution,
Yuan et al. (2013) has proposed an two-phase flow distributor to
achieve the uniform flow distribution in a plate heat exchanger.
The results show that the proposed structure has a better flow
distribution compared to the original structure.

Wang and Wang (2015) have done a lot of work on the discrete
model for design of the flow distribution in the manifold. Discrete
methods for U-type and Z-type manifolds have been developed.
The results show that the flow distribution in U-type manifolds is
more uniform than that in the Z-type. In addition, the analytical
model provides useful tools for evaluating flow distribution in
manifolds and provides guidance for geometric design.

For parallel channels, Wei et al. (2015a,b, 2016) have done
great work for a uniform flow distribution or a uniform

temperature distribution with both method of experiments and
CFD simulation. They provide creative modification or design on
the channel geometry.

In our previous work (Zhou et al., 2017, 2018). We have done
some CFD simulation work on the central-type heat exchanger,
and showed the effects of the geometric parameters of the a
central-type heat exchanger on the flow distribution. Also, we
have done the modification of the geometry for a better flow
distribution (Zhou et al., 2019).

In previous studies, a lot of work has been done on the
reducing flow maldistribution in parallel manifolds or micro
channels, and a lot of valuable results have been obtained. For
the PCCS initial heat exchanger, the compact parallel manifolds
with two headers are chosen for the basic geometry. Except for
the basic part of the geometry, the tube arrangement is one of
the most important part of the heat exchanger design. The tube
arrangement makes a great influence on the flow distribution
in the heat exchanger, and the flow distribution will influence
the whole natural circulation of the PCCS. Therefore, a uniform
flow distribution will help establish a steady natural circulation
of the PCCS. However, little work has been done on tube
arrangement. A approritate choice of the tube arrangement will
help improve the flow distribution, besides, the tube arrangement
is also important for a heat exchanger with large number of
tubes because of the limitation of the space occupation and the
reduction of the material.

For the Central-type manifolds of heat exchanger, there is
still more work to be done on the tube arrangement. With the
appropriate tube arrangement, improving the flow distribution
may be easier and more convenient. In the present study, six
kinds of tube arrangement have been investigated for their effects
on the flow distribution through tubes.

PROBLEM DESCRIPTION

In the present study, the aim is to investigate the influence
of the tube arrangement on the flow maldistribution existed
in a Central-type heat exchanger. Therefore, six different kinds
of tube arrangements have been applied for a central-type
heat exchanger and investigated on their influence on the flow
maldistribution through tubes. For the configuration model,
there are two headers namely dividing header and combining
header, respectively, and sixteen C-tubes are connected to the
headers. Six different test cases with different tube arrangement
have been under investigations, respectively. And three cases are
denoted case1, case2, case3,case4, case5, and case6. For the case1,
the tube arrangement is a common tube arrangement and all
parallel tubes are arranged at one side of the heat exchanger as
shown in Figure 1A. For the case2, tubes are divided equally into
two halves and set on both sides of the heat exchanger, besides,
tubes are in aligned arrangement which means that the tube inlet
of two parts of tubes are facing to each other as shown in the
Figure 1B. While for the case3, tube inlets on opposite sides are
staggered from each other as shown in Figure 1C. For the case4
and case5, tubes are arranged in double rows on one side of the
heat exchanger. And differences in the arrangement are shown in
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FIGURE 1 | The three dimensional geometry of six different tube
arrangements for the central-type heat exchanger. (A–F) Stands for the
number of six different structures.

the Figures 1D,E. For the case6, tubes are arranged in three rows
on one side as shown in the Figure 1F.

For the heat exchanger, the dividing and combining header
diameter is 180 mm, the tube diameter is 44 mm, and the height
of the heat exchanger is 1.7 m, the tube distance is 0.044 m, the
tube length is 1.9 m, and the angles between the tube and the
headers is 90 degree.

SOLVING PROCESS AND BOUNDRY
CONDITIONS

The heat exchanger three dimensional model is created by the
CAD module in the Star-ccm+. And the grid processing is
accomplished by the Star-ccm+.

For the boundary conditions, velocity-inlet is selected for the
inlet, the pressure outlet selected for the outlet is set to zero gauge
pressure, and the walls are set to no slip condition and rough. The
k–ε turbulent model is chosen as the turbulence model. When all
of the residuals are less than 1 × 10−4, solutions are considered
to be completely convergent.

For the evaluation of the flow distribution, two dimensionless
parameters8 and β have been utilized.

8 =

√
N∑
i=1
(mi−mav)2

N

M
(1)

βi =
mi

M
(2)

Where the mi and mav represent the mass flow rate through
the ith tube and the average mass flow rate, respectively. And
the M represents the total flow rate. And the 8 means the flow
maldistribution coefficient, the smaller the 8 is, the better the
flow distribution is. The βi stands for the ratio of the flow rate
through ith tube to the total flow rates.

GOVERNING EQUATIONS AND MODEL
VALIDATION

The governing equations are listed below.
The steady-state continuity equation is expressed as

∂ui
∂xi
= 0 (3)

The steady-state momentum conservation equation is
expressed as

ρuj
∂ui
∂xi
= −

∂p
∂xi
+

∂

∂xj

[
µt

(
∂ui
∂xj
+
∂uj
∂xi

)]
+ ρEg (4)

The steady-state transport equation for k is expressed as

ρuj
∂k
∂xj
=

∂

∂xj

(
µt

σk

∂k
∂xj

)
+ µt

(
∂ui
∂xj
+
∂uj
∂xi

)
∂ui
∂xj
− ρε (5)

The steady-state transport equation for ε is expressed as

ρuj
∂ε

∂xj
=

∂

∂xj

(
µ

σε

∂ε

∂xj

)
+ C1µt

ε

k

(
∂ui
∂xj
+
∂uj
∂xi

)
∂ui
∂xj

− C2ρ
ε2

k
(6)

Where

K stands for turbulent kinetic energy;
ε stands for turbulent energy dissipation rate;
ρ stands for density of the working fluid;
u stands for velocity;
µt stands for turbulent dynamic viscosity.

In this present work, no phase change happens. For the
single-phase flow, the flow distribution in the heat exchanger is
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FIGURE 2 | The flow distribution cofficient and the pressure loss for different tube arrangements.

determined by the geometry of the heat exchanger and has little
relationship with the heat transfer. Therefore, the heat transfer
process is beyond the consideration.

For the grid independence test and the model validation, we
have done detailed work in our previous study (Zhou et al., 2017).
And they will not be illustrated here.

RESULTS AND DISCUSSION

The Flow Distribution and the Pressure
Loss for Different Tube Arrangement
For six different kinds of tube arrangement, the flow
maldistribution coefficient and the pressure loss are shown
in Figure 2. It shows that the case1 shows the best flow
distribution and the least pressure loss, however, it cost the most
space occupation and material. For the case2 and case3, both
the flow maldistribution coefficient and the pressure loss are
very close to each other. It shows that if tubes are arranged in
single row at two opposite sides of the heat exchanger, there is
no obvious different effect on the flow distribution uniformity
and pressure loss for the aligned arrangement and staggered
arrangement. However, for the double row arrangement on one
side of the heat exchanger, the staggered arrangement shows
better in both of the flow distribution uniformity and the pressure
loss than aligned arrangement. And, comparing to the case1,
the double-row arrangement brings more flow maldistribution
and pressure loss. For the case6, three-row arrangement reduces

the flow maldistribution and the pressure loss comparing to the
double-row arrangement. In the following part, the pressure
distribution in the header will be analyzed to figure out the
reason behind results of different tube arrangements.

The Flow Distribution and the Pressure
Distribution for Single-Row Arrangement
For the tube arrangement of the case1, case2, and case3. They
all belong to the single-row arrangement. Therefore, the flow
distribution and the pressure distribution of case1, case2, and
case3 will be analyzed together in this part. The Figure 3A,
shows the flow distribution for the case1, case2, and case3.
Firstly it can be seen that the flow distribution for the case2
and case3 are almost the same. And it means that with the
single-row arrangement on both sides of the central-type heat
exchanger, the staggered arrangement shows little difference from
the aligned arrangement. Also, the flow distribution for the case1
shows a lot of difference from that for the case2 and case3. It is
because of the difference in the pressure distribution inside the
header. The Figure 3B shows the pressure distribution in the
dividing header for the case1, case2, and case3. In the header, the
pressure distribution is mainly controlled by pressure recovery
effect and the frictional resistance (Acrivos et al., 1959). The
pressure recovery effect increases the pressure and the frictional
resistance reduces the pressure. For the compact heat exchanger,
the pressure recovery effect is higher than the pressure decrease
caused by the frictional resistance, therefore, the pressure will
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FIGURE 3 | (A) The flow distribution in tubes for case1, case2, and case3. (B) The pressure distribution in the dividing headers for case1, case2, and case3.

increase along the direction of the main stream as seen in
Figure 3B for case1. However, for the case2 and case3, the
pressure along the main flow direction decrease. Differently from
the case1, the main stream is divided into two sides rather than

one side as in the case1. And it will bring more local pressure
loss, therefore, the pressure decreases along the main stream.
This pressure distribution is different from the classic pressure
distribution theory for the compact heat exchanger with the tube

Frontiers in Energy Research | www.frontiersin.org 5 July 2020 | Volume 8 | Article 164109

https://www.frontiersin.org/journals/energy-research
https://www.frontiersin.org/
https://www.frontiersin.org/journals/energy-research#articles


fenrg-08-00164 July 18, 2020 Time: 19:18 # 6

Zhou et al. Investigations on the Tube Arrangement

FIGURE 4 | (A) The flow distribution in tubes for case4 and case5. (B) The pressure distribution in the dividing headers for case1, case4 and case5. (C) The flow
distribution in tubes for case6. (D) The pressure distribution in the dividing headers for case6.

arrangement at one side. And it shows that the discipline of
the pressure distribution for compact heat exchanger will change
with different tube arrangement.

The Flow Distribution and the Pressure
Distribution for Double-Row
Arrangement
The Figure 4A shows the flow distribution for the case1, case4
and case5. For these three cases, tubes are all arranged at one side
of the heat exchanger. For the case4 and case5, there are two rows
of the tube, the length of the inner-row tube is less than that of the
outer-row tube. And it is can be seen that the flow distribution
in inner tubes are worse than that in outer tubes. Besides, the
difference between the maximum flow and the minimum flow in
outer tubes is larger than that in inner tubes. It is because that
inlets of outer tubes is lower than inlets of inner tubes, therefore,
the pressure at the inlet of outer tubes will be higher than inlets
of inner tubes. And higher pressure means larger fluctuation in
pressure distribution and worse flow distribution.

Comparing to the case1, the increase amplitude in pressure
is bigger for the case4 and case5. And the difference in pressure
distribution in the dividing header is mainly caused by the tube

arrangement. Comparing to the case1, at each position of the
tube, there are two tubes instead of one. And it means that the
pressure recovery effect is bigger for the case4. For the case5, the
staggered arrangement leads to a the smaller tube pitch than that
for the case1. It means that along the direction of the main stream,
the pressure will increase more quickly over unit distance. And
it can be seen that in the Figure 4B, that the pressure is rising
faster for the case4 and case5 than that for the case1. However,
a quicker increase in the pressure contributes to a less uniform
pressure distribution, then leads to a worse flow distribution.

The Flow Distribution and the Pressure
Distribution for Three-Row Arrangement
The Figure 4C shows the flow distribution for the case6. There
are three rows of tubes, namely inner tubes, middle tubes and
outer tubes. It can be seen that the flow distribution in outer
tubes are more uniform than that in inner and middle tubes.
It is similar to that for the case4 and case5. The positions of
inlets of outer tubes are lower than that of inner tubes, therefore,
the pressure fluctuation will be larger and contribute to a worse
flow distribution. The Figure 4D shows the pressure distribution
along the central line of the dividing header. Due to the more
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densely tube arrangement, the pressure along the direction of the
main stream rise more quickly. And most water flows into front
tubes, therefore, at the area of behind tubes, the pressure recovery
effect is small leading to a quick going down in pressure.

The Pressure Loss for Different Tube
Arrangements
Comparing to the case1, the case2 and case3 brings more pressure
loss. It is because that the diversion of fluid to both sides bring
more local pressure loss. For the case4 and case5. The more
densely tube arrangement contributes to a more local pressure
loss at the inlet of tubes. Comparing to the case4, the staggered
arrangement for the case5 brings less local pressure loss than
the aligned arrangement. For the case6, the more densely tube
arrangement comparing to the case4 and case5, making a shorter
length of the dividing header and the combining header. And the
frictional pressure loss is decreased, therefore, the pressure loss
for the case6 is less than that in case4 and case5.

CONCLUSION

This study investigated the effects of six different tube
arrangements on the flow distribution characteristics and
pressure loss in the central-type heat exchanger. The conclusions
are as follows:

1. Under the premise of fixed important geometrical
dimensions such as header diameter, tube diameter, inlet
and outlet diameter, etc., the tube arrangement has a
significant effect on the flow distribution characteristics
and resistance characteristics of the heat exchanger tubes.

2. Due to the larger header length for the case1, more
frictional pressure drop is introduced to make the static
pressure distribution in the header more uniform, and the
flow distribution uniformity is the best among all cases.

3. For the single row arrangement on both sides of the heat
exchanger, the pressure distribution is different from the
classic pressure distribution theory for the compact heat
exchanger with the tube arrangement at one side. The
increase in pressure caused by the pressure recovery effect
is less than the decrease in pressure caused by the local

pressure loss. Therefore, the pressure decreases along the
direction of the main stream rather than increase as in the
classic pressure distribution theory for the compact heat
exchanger with the tube arrangement at one side. And
it shows that the discipline of the pressure distribution
for compact heat exchanger will change with different
tube arrangements.

4. For the case2 and the case3, the aligned and staggered
tube arrangements show no apparent difference in flow
distribution and the pressure loss of the heat exchanger.

5. For the double-row tube arrangement on one side
of the heat exchanger such as case4 and case5, the
staggered tube arrangement contributes to a more uniform
flow distribution and the flow distribution coefficient
has been decreased by 24%, comparing to the aligned
tube arrangement.

6. For the double-row and three-row tube arrangement, the
flow distribution is worse in outer tubes. Besides, the
difference between the maximum flow and the minimum
flow in outer tubes is larger than that in inner tubes.

Nomenclature (Zhou et al., 2017).
8 Evaluation parameter of flow maldistribution
k turbulent kinetic energy
ε turbulent energy dissipation rate
ρ density of the working fluid
u velocity
σk, σε turbulent constants
µt turbulent dynamic viscosity
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Fundamental Science on Nuclear Safety and Simulation Technology Laboratory, Harbin Engineering University, Harbin, China

Best estimate plus uncertainty (BEPU) analysis method has been widely used to
analyze various transient accidents of pressurized water reactor (PWR). However, the
traditional BEPU method has some limitations: (1) The input parameters are not clearly
defined, resulting in inaccurate conclusions in the sensitivity analysis. (2) The uncertainty
quantification and sensitivity analysis usually share the same set of samples, but they
have different requirements for the sample size. In this work, an improved BEPU method
is proposed, which can alleviate the above defects. The improved BEPU method
possesses the following two characteristics: (1) The sensitivity analysis is performed for
the steady-state and transient calculation, respectively. It provides more comprehensive
results than does the traditional BEPU method. (2) The sensitivity analysis is performed
before the uncertainty analysis to reduce the number of uncertainty analysis inputs.
A small-break loss-of-coolant accident (SBLOCA) is simulated by Reactor Excursion and
Leak Analysis Program (RELAP) 5 to verify the accuracy and applicability of the improved
BEPU method. By the sensitivity analysis, the coolant pump inlet roughness, main flow
rate, core heat channel temperature, break area, and PRZ pressure have moderate or
higher relationships with the peak core outlet temperature. The fission product yield
factor has a moderate positive relationship with the peak cladding temperature (PCT).
The sensitivity analysis by the improved BEPU method shows that the peak core outlet
temperature has strong relationships with main flow rate, core heat channel temperature,
and PRZ pressure, which is not captured by the traditional BEPU method. As a result, it
is more reasonable to take steady-state parameters as inputs in the sensitivity analysis
of transient. Only those parameters with high correlation coefficients are sampled for
uncertainty analysis. Meanwhile, the results of the uncertainty analysis obtained by the
improved BEPU are consistent with the results of the traditional method. Neither the
PCT nor the peak core outlet temperature will exceed their limits. The results illustrate
that the improved BEPU method can reduce the size of samples but maintains the
desired accuracy.

Keywords: best estimation, sensitivity analysis, uncertainty analysis, small-break loss-of-coolant accident,
pressurized water reactor, Reactor Excursion and Leak Analysis Program 5
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INTRODUCTION

Effective safety analysis of nuclear power plant (NPP) operations
and accident scenarios are usually performed by the best estimate
(BE) system codes, such as Reactor Excursion and Leak Analysis
Program (RELAP) 5 (Martin, 1995; Rockville, 2001), CATHARE
(Barre and Bernard, 1990), and TRACE (NR Commisson,
2010; Berar et al., 2013). To ensure sufficient safety margin
for the design and operation of NPPs, conservative hypothesis
is widely used in this field. However, overconservatism will
make the analysis results and safety standard deviate from the
actual operating conditions, which seriously impacts the benefits
of NPPs (Jamali, 2015). Therefore, in 1988, the US Nuclear
Regulatory Commission (NRC) revised the Emergency Core
Coolant System (ECCS) guidelines in 10CFR50.46 to allow the
use of the “best estimate plus uncertainty” (BEPU) method
for safety analysis of NPPs (Ibarra, 1988; Gupta et al., 2013).
According to the definition of BEPU given by the International
Atomic Energy Agency (IAEA), there are three principles that
should be observed (IAEA, 2002). (1) No pessimism is imported
into the accident for the selected acceptance criteria; (2) use the
best estimation procedure; and (3) perform uncertainty analysis
on the calculation results. Following these principles, the BEPU
method can obtain results that are very significant for the design
and operation of NPPs. The comparison of uncertainty analysis to
assess safety margins (Luo, 2012) with other traditional methods
is shown in Figure 1. The upper limit values of BEPU method
can be lower than the results of Appendix K (Wang et al., 2017)
and conservative method, which is of benefit to the economics of
nuclear power plants.

For the BEPU method, there are many theoretical systems
for typical input uncertainty parameters, such as CSAU (Boyack
et al., 1990) in the United States, GRS (Glaeser, 2008) in
Germany, and KINS-REM (KINS, 2005) in South Korea. The
CSAU evaluation method developed by the NRC in 1989 is
a systematic and integrated method that integrates accidents,
tests, procedures, and power plants. Moreover, it can be used
to quantify the uncertainty of complex systems. It provides a
complete and logical analysis framework for the BEPU method
and establishes an important foundation for the subsequent
uncertainty analysis methods. The common process of BEPU
is as follows (Helton and Davis, 2003): (1) Latin hypercube
sampling (LHS) or other sampling methods are used to generate
a set of samples. (2) The system simulations are performed
with the above samples to the results. (3) Uncertainty analysis

Abbreviations: ACC, Accumulator; BE, Best Estimate; BEPU, Best estimate
plus uncertainty; CSAU, Code scaling, applicability, and uncertainty; ECCS,
Emergency core cooling system; FOM, Figure of merit; GRS, Gesselschaft für
Anlagen und ReaktorsicherheitmbH; HPIS, High-pressure injection system; IAEA,
International Atomic Energy Agency; IRWST, In-containment Refueling Water
Storage Tank; KINS, Korea Institute of Nuclear Safety; KINS-REM, KINS-
realistic evaluation methodology; LBLOCA, Large-break loss-of-coolant accident;
LHS, Latin hypercube sampling; LOCA, Loss-of-coolant accident; LPIS, Low-
pressure injection system; NPP, Nuclear power plant; NRC, Nuclear Regulatory
Commission; PCT, Peak cladding temperature; PIRT, Phenomena Identification
and Ranking Table; PWR, Pressurized water reactor; RCS, Reactor coolant system;
RCSS, Reactor containment spray system; RELAP, Reactor Excursion and Leak
Analysis Program; SBLOCA, Small-break loss-of-coolant accident; SI, Safety
injection.

FIGURE 1 | Comparison of safety margins in evaluating different methods.

of the results is then performed to obtain the range of the
parameters. (4) The relevance between input parameters and
output parameters is conducted by the sensitivity study. In
procedures (1) and (4), non-parametric sampling and testing
based on the Wilks (Wilks, 1941) formula are commonly used,
and sensitivity is evaluated with some correlation coefficients
such as Pearson’s coefficient (Coefficient, 1996) or Spearman’s
coefficient (Sedgwick, 2014).

Owing to the complexity and particularly serious
consequences of the loss-of-coolant accident (LOCA) in
pressurized water reactor (PWR), it is necessary to perform
a more accurate analysis of the LOCA on the basis of the
BEPU method. Ni C (CN, 2011) found that the peak cladding
temperature (PCT) in the large-break LOCA (LBLOCA)
of the AP1000 was still under the safety limit even with
uncertainty. Zhikang et al. (2016) analyzed the LBLOCA of
CPR1000, and he showed that although the input uncertainty
will make the PCT higher than the best estimate, there is
still a large margin to the safety limit. However, it was noted
in the classic probabilistic safety assessment (PSA) analysis
report WASH-1400 (Rasmussen, 1975) that small-break LOCA
(SBLOCA), not LBLOCA, was the main factor resulting in the
core melt accident. Many researchers used the BEPU method
to analyze SBLOCA. Sanchez-Saez et al. (2017) presented a
methodology and the application to G7.1 experiment. They
performed uncertainty analysis of PKL SBLOCA G7.1 test
simulation using TRACE with Wilks’ and GAM surrogate
methods and found that for larger sample sizes, GAMPE
and Wilks’ results present similar performance. Deng et al.
(2019) accomplished an uncertainty analysis on the scaled
passive system SBLOCA and found that key parameters such
as the lowest core level of the reactor core remained above
the safety limit.

Although some progress has been made on the SBLOCA
uncertainty analysis of NPPs, the previous research still has some
imperfections. In the process of researching the uncertainties
and sensitivities of the input parameters, many scholars usually
first studied the uncertainties and then carried out a sensitivity
analysis (Perez et al., 2011; Gupta et al., 2013; Ghione et al., 2017;
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Sanchez-Saez et al., 2017; Wang et al., 2017, 2019; Sanchez-Saez
et al., 2018). This order can share the same set of sampling
parameters, which saves the sampling cost. However, there are
some disadvantages in terms of computational efficiency and
correlation analysis results.

1. The process of debugging in steady-state calculation is
complicated, and the fluctuation of parameters may lead
to the failure of convergence. The more parameters are
changed, the more likely the system simulation program
(e.g., RELAP5) will not to converge. This may produce
a part number of invalid outputs that will be culled
in uncertainty analysis, which wastes the samples and
interferes with their statistical properties. Besides, it is
difficult to know the distribution and probability density
functions (PDFs) of various parameters accurately.

2. The definition of input parameters is not clear in the
transient calculation. The “input” parameters of transient
calculation are derived from the output of steady state,
not directly from the input file. There is a significant
difference in the calculation process between the system
simulation program (e.g., RELAP5 and SAS-DIF3DK)
(Dunn, 1999) and numerical calculation software [e.g.,
the particle transport code (MCNP) (Briesmeister, 1993)]
and the computational fluid dynamics (CFD) software
(FLUENT; ANSYS Inc, 2013, etc.). The input parameters,
such as boundary conditions (wall temperature, wall
heat flux, etc.) in the CFD will not change during the
whole calculation process (Dunn et al., 2010; Cutrono
Rakhimov et al., 2019; Dubois et al., 2019; Rakhimov et al.,
2020). Therefore, CFD-based uncertainty analysis need
not consider the change of input parameters. However,
the system simulation program will modify the initial
parameters to achieve steady-state operating conditions
before performing transient calculations. The output
of steady state may be introduced into the relationship
even if the initial values are independent of each other.
Some work only analyzed the initial parameters and
the transient output and obtain the relevance between
them (Ghione et al., 2017; Deng et al., 2019). Such
conclusions only reflect the relevance between inputs and
outputs from “user-input” to “transient computations,”
rather than the relevance between the actual
physical process.

3. Relationships between input parameters may be
overlooked during sampling. For example, core power and
coolant temperature are related in the physical process, but
simple random sampling treats them as an independent.
However, it should be noticed that the Wilks formula
can only be applied to an independent random sample
(Porter, 2019).

In summary, the traditional BEPU method, in which
uncertainty analysis was followed by the sensitivity analysis,
results in lower analysis efficiency. Excessive numbers of samples
may increase the number of failed processes in RELAP, which will
interfere with the distribution of output. Besides, the definition of

input parameters is not clear in the transient calculation, which
leads to a misunderstanding of the relationship between input
and output parameters.

In this work, the process in steady state and the SBLOCA
transient of PWR are analyzed based on an improved
BEPU method. To improve the efficiency of the analysis,
the sensitivity analysis with small sample size based on
Wilks’ formula and LHS method is firstly adopted to find
the key parameters with strong relationships, Afterward,
uncertainty analysis is carried out, and the propagation
law of uncertainty in the transient calculation process is
illustrated. Furthermore, the traditional BEPU method is
used to analyze and compare the results to show the
rationality of the improved BEPU method. In this paper,
section “Methodologies” establishes the RELAP5 code for a
PWR (Yangyu, 2000). Section “Description and Modeling of
the Pressurized Water Reactor” accomplishes the analysis of
sensitivity and uncertainty with the improved BEPU method.
Conclusions and discussions are illustrated in section “Sensitivity
Analysis and Uncertainty Analysis.”

METHODOLOGIES

Improved Best Estimate Plus Uncertainty
Method
Figure 2 shows the main process of the improved BEPU method,
which partly referred to Sanchez’s work (Sanchez-Saez et al.,
2018). The improved BEPU framework consists of 11 steps,
in which the order of the sensitivity analysis and uncertainty
quantification is swapped.

1. Select the accident scenario and research objects. There
are different event sequences and key safety parameters
in diverse accidents, which are closely related to a
specific power plant system. Therefore, identifying
accident scenarios and research objects is a prerequisite
for the analysis.

2. Select the figure of merit (FOM). Important output
parameters are usually selected as the indicators to evaluate
the safety of NPP. The PCT and the peak core outlet
temperature are selected as the FOMs.

3. Reference the Phenomena Identification and Ranking
Table (PIRT) (Wilson and Boyack, 1998). In the PIRT,
the important phenomena and parameters in accident
analysis are mainly based on some selective calculations
and judgments of experts, which is important guidance for
the input parameters in the BEPU method.

4. Identify the key systems. Diverse systems are involved in
different accident processes. The key systems under specific
accident processes are identified to improve the modeling
efficiency and ensure the accuracy of the calculation.

5. Determine the sequence of events. It ensures that the
accident process of the model is consistent with that of the
nuclear power plant.

6. Complete modeling. A model of NPP that meets the
requirements of the simulations is established.
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FIGURE 2 | The framework of the improved best estimate plus uncertainty analysis (BEPU) method.

7. Verify the applicability of modeling. To ensure the
accuracy of the calculation, the model needs to be analyzed
in steady-state and transient-state calculations. The results
are supposed to be consistent with some nominal values
(Zhujian and Shoulv, 1992; Jizhou et al., 2004) to prove that
the model is appropriate.

8. Determine the input parameters with uncertainties.
This work mainly researches the uncertainty of input
parameters, and their distributions are determined through

PIRT and related literature research (Zhujian and Shoulv,
1992; Gupta et al., 2013; Sanchez-Saez et al., 2017).

9. Perform the sensitivity analysis to identify the key
parameters. There are two stages involved during the
sensitivity study in the improved BEPU method: (1)
the sensitivity analysis between initial parameters and
steady-state parameters and (2) the sensitivity analysis
between steady-state parameters and transient parameters.
The sensitivity analysis is firstly performed to reduce
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the number of inputs. Hence, only the key input
parameters that have a significant impact on the calculation
results are identified.

10. Perform uncertainty analysis. The range and propagation
laws of uncertainties are obtained by analyzing the results.

11. Determine FOM security criteria. The confidence interval
of the parameter is generated. The output parameters are
verified whether they conform to the FOM.

Sampling and Statistical Methods
An important part of analyzing the propagation of uncertainty is
the application of LHS. LHS is more stable than random sampling
to produce distribution in a smaller sample space, which saves
costs of computing (Helton and Davis, 2003). The rationality of
LHS can be realized when the sample space is greater than 4/3
times the number of inputs (Helton and Davis, 2003; CN, 2011).
In this work, 15 input parameters introduced uncertainties. As a
result, in the sensitivity analysis, it is only necessary to ensure that
the sample space of each parameter is greater than 20(15 ∗ 4/3).
The specific numbers of the sample are given in detail below.

However, in the uncertainty analysis, because the non-
parametric statistical method based on Wilks’ formula is adopted,
a certain number of samples must be satisfied (Zhikang et al.,
2016). Because this work outputs multiple parameters at the same
time, the improved version of Wilks’ formula (Guba et al., 2003)
is applied as shown in Eq. (1). The formula can be described
as follows. For all values of any variable, at least a portion γ of
them is within the confidence interval, with the probability of β.

“p” represents the number of variables and “N” represents the size
of samples.

β =

N−p∑
j=0

N!(
N − j

)
!j!

γj (1− γ)N−j (1)

{
p = 2

β = γ = 0.95

The output parameters used to analyze the uncertainty include
two parameters: the peak core outlet temperature and the lowest
core level. Hence, p is equal to 2, and N is equal to 93. The
sample space must be at least 93 to make reasonable uncertainty
analysis of these two variables. According to Wilks’ theory in
non-parametric test, 93 samples of output are enough to satisfy
the upper boundary at the 95% confidence level with 95%
probability, and vice versa.

Spearman’s coefficient is used to evaluate the sensitivity as
shown in Eq. (2). It evaluates the relationships by rank rather than
the original data. N is the number of samples (Sedgwick, 2014),

corr (Xi, Yi) = 1−
6
∑

d2
i

N(N2 − 1)
(2)

di = Xi − Yi

The closer the correlation coefficient corr(xi, yi) is to +1, the
greater the positive relationship between the parameters, and vice

FIGURE 3 | The RELAP5 model nodalization.
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versa. There are some guidelines for the relationship classification
(Pawel and Mesina, 2011).

(1) |corr(xi, yi)| ∈ [0.7, 1.0] illustrates that the parameters
(xi, yi) have a strong relationship.

(2) |corr(xi, yi)| ∈ [0.3, 0.69] illustrates that the parameters
(xi, yi) have a medium relationship.

(3) |corr(xi, yi)| ∈ [0.0, 0.29] illustrates that the parameters
(xi, yi) have a weak relationship.

DESCRIPTION AND MODELING OF THE
PRESSURIZED WATER REACTOR

Based on RELAP5, this work establishes a model for a typical
PWR as illustrated in Figure 3. The model is composed of the
primary loop system, the necessary secondary equipment, and the
dedicated safety facilities involved in SBLOCA. The primary loop
system adopts a two-inlet–two-outlet layout structure, and each
loop consists of one hot leg, one cold leg, one steam generator,
and one pump. The high-pressure injection system (HPIS),
accumulator (ACC) injection system, low-pressure injection
system (LPIS), and reactor containment spray system (RCSS) are
installed to perform SBLOCA.

Best Estimate Calculation of the Steady
State
The specific goal of steady-state verification is to ensure that
the steady-state value calculated by the simulation is sufficiently
close to the nominal operating value of the NPP (Rockville,
2001). To ensure that the deviation between the main steady-
state operating values and the target values is small enough,
certain parameters (e.g., drag coefficients) are adjusted before the
accident simulation. The comparison of the values obtained by
RELAP5 in steady state and the nominal value of the NPP is
listed in Table 1. The results illustrate that the calculated values
are anastomotic with the nominal values of the key parameters
of NPP operation.

Best Estimate Calculation of the
Small-Break Loss-of-Coolant Accident
Transient
For this model, the nominal value of the break area is 0.0085 m2,
which is an example to represent a small size break in SBLOCA
(Murray, 1987; Jinhan and Fei, 1998). Pressure drop can be
limited by isolating the steam generator, isolating the break, or
increasing the flow of HPIS. The break is simulated by adding a
time-controlled trip valve and a time-dependent control volume
connected to the cold leg with the pressurizer.

The transient calculation is performed based on the converged
steady-state calculation. Table 2 shows the sequence of events
for the SBLOCA transient simulated by RELAP5. At 0 s, a break
appears in the cold leg and an “S” signal is issued simultaneously.
After 3 s, the reactor control rods drop. Three more seconds
later, the main steam is isolated, and the main feedwater system
stopped at the same time. To ensure that the core can be cooled,

the HPIS starts when the pressure of the primary loop system
drops to 12.25 MPa. The ACC injection is triggered after getting
a lower pressure signal. To maintain the integrity of the reactor
vessel, when the internal pressure of the vessel rises to 0.147 MPa,
the RCSS starts to reduce the pressure. With the consumption
of the security system of the cooling water, when the level of the
refueling water tank drops to 2.26 m, the water source of the
HPIS and the RCSS will be converted into pit water to realize the

TABLE 1 | Comparison of calculated and nominal values of the key parameters
during the nuclear power plant (NPP) operation.

System parameters Calculated values Nominal values

Reactor power (MW) 970 966

Core inlet temperature (K) 559.5 562.0

Core outlet temperature (K) 586.0 588.4

PRZ pressure (MPa) 15.2 15.2

Secondary pressure (MPa) 5.2 5.2

Main steam flow rate (kg/s) 260.4 259.9

Main coolant flow rate (kg/s) 6, 660.8 6, 666.7

TABLE 2 | Event sequence of SBLOCA transient.

Events Postulated setpoint Action time (s)

Break opens t = 0 s t = 0

Reactor stops PRZ pressure < 12.74 MPa t = 6

Main pumps stop Reactor stops t = 6

Main steam isolates Reactor stops t = 6

Main feed water stops Reactor stops t = 6

HPIS starts PRZ pressure < 12.25 MPa t = 7

RCSS starts Vessel pressure > 0.147 MPa t = 53

ACC injection starts PRZ pressure < 4.90 MPa t = 429

LPIS starts PRZ pressure < 0.98 MPa t = 1,671

SBLOCA, small-break loss-of-coolant accident; HPIS, high-pressure injection
system; RCSS, reactor containment spray system; ACC, accumulator; LPIS,
low-pressure injection system.

FIGURE 4 | PRZ pressure in small-break loss-of-coolant accident (SBLOCA).
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FIGURE 5 | The process of small-break loss-of-coolant accident (SBLOCA). (A) Trends in pressure and quality of gas mixture. (B) Trends in main flow rate.
(C) Trends in core level and clad temperature.
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recycling of cooling water. When the level of the refueling water
tank drops to 2.26 m, the water source of the HPIS and RCSS is
converted into pit water.

The pressure of the system obtained during the transient
simulation is compared with some nominal values (Zhujian and
Shoulv, 1992; Jizhou et al., 2004). As illustrated in Figure 4,
during the transient analysis of SBLOCA simulated by RELAP5
with different sizes of the breaks, the overall trend of pressure
drop of the primary loop system is similar for all cases.

The different sizes of the breaks lead to the variation in the
pressure drop rate. In the initial stage, the primary loop system
pressure drops rapidly owing to the rapid leakage of coolant.
The HPIS starts to inject coolant into the primary circuit after a
period, which offsets the depressurization. Besides, the increasing
pressure inside the containment vessel makes a pressure balance
between the inside and outside of the coolant loop.

In this work, the process of SBLOCA is divided into four stages
as illustrated in Figure 5, which are separated by vertical dashed
lines, and the core height is indicated by the horizontal dashed
line. They are spray stage, natural cycle stage, coolant seal stage,
and long-term cooling stage.

Spray Stage
At the initial stage of the break, the primary loop pressure drops
rapidly owing to the loss of the coolant. This is because the break
area is close to 90 cm2, which has reached between the medium-
size small break and the large-size small break (Pingan et al.,
2002). The effect of underheat pressure relief is more obvious, so
the pressure decreases faster but not fast enough for ACC to start
in time. As the pressure drops in the primary loop, the reactor
and main pump shut down. Owing to the supercooling of the
coolant, even if the pressure of the primary loop drops rapidly, the
subcooled spray sustains for 26 s. After that, the process enters the
saturation spray stage. At this stage, the break flow is so large that
the primary loop pressure constantly decreases. Because the break
is located between the core and IS, it is difficult for the coolant
to be injected into the core. Because of the loss of the injection
coolant from the break, the void fraction of the core keeps rising
and the water level of the core constantly drops.

Natural Cycle Stage
The natural cycle stage comes after the spray stage. At this
stage, the primary coolant pressure tends to be stable, which is
called “pressure platform” (Jizhou et al., 2004), and the break
flow decreases. Because of that, a small part of injection coolant
can enter the core. The void fraction of the core decreases, and
the water level rises caused by the cooling effect of this part of
injection coolant.

Coolant Seal Stage
At this stage, only a small part of the coolant flows into the break
loop. The “pressure platform” disappears, and the pressure begins
to drop rapidly. At the beginning of this stage, the HPIS flow is
less than the break flow, and there is no effective injection coolant
entering the core. Nucleate boiling in the core heat channel can
effectively discharge the decay heat, which makes the cladding
temperature and the core water level decrease simultaneously.

Then, owing to the large flow resistance, the steam cannot be
discharged from the reactor core in time, which makes the boiling
condition change and the deterioration of heat transfer. Because
of this process, the cladding temperature rises. With the decrease
of the primary loop pressure, the ACC injection system operates.
More injection flows into the core, which leads to the core
water level gradually stabilizing and increasing. After the lowest
core water level, the thermal channel PCT appears, and then it
decreases with the injection of the coolant. Because the flow of
the ACC injection is driven by differential pressure, after about
1,500 s, the flow rate of the ACC decreases, and the temperature of
the cladding begins to rise. After about 1,700 s, the primary loop
pressure decreases to 0.98 MPa. Meanwhile, the LPIS operates.
A large amount of coolant is injected into the core, and the
cladding temperature plunges.

Long-Term Cooling Stage
A large amount of coolant is injected into the core by LPIS, which
quickly submerges the reactor core.

SENSITIVITY ANALYSIS AND
UNCERTAINTY ANALYSIS

Sensitivity Analysis
There are generally two main stages for accident analysis
in RELAP5. Firstly, the steady-state calculation is performed
based on the initial parameters to obtain the steady-state

TABLE 3 | Input parameters for sensitivity analysis.

Parameter Nominal Distribution Uncertainty
range

Initial and constant boundary conditions

Fission product yield factor 1 Uniform 1–1.2

ACC initial temperature (K) 315 Uniform 310.5–319.5

ACC initial volume (m3) 20 Uniform 19–21

ACC initial pressure (MPa) 4.9 Uniform 4.8–5.0

Break area (10−3 m2) 8.5 Uniform 8.0–9.0

HPIS flow rate (kg/s) 6.25 Uniform 6.1–6.4

Initial conditions

Initial PRZ pressure (MPa) 15.2 Uniform 14.6–15.8

Initial core power (MW) 970 Uniform 969.5–970.5

Initial main flow rate (kg/s) 3333 Uniform 3300–3366

Initial core heat channel temperature (K) 600 Uniform 580–620

Hydraulic constants

Coolant pump inlet roughness 1 Uniform 0.92–1.08

Core heat channel roughness (10−6) 1 Uniform 0.95–1.05

Core bypass roughness (10−6) 1 Uniform 0.95–1.05

ACC roughness 1 Uniform 0.90–1.10

Break roughness 1 Uniform 0.85–1.15

Properties of the materials

Core fuel gap thermal conductivity 0.95 Gaussian 0.95 ± 0.05
[W/(m·K)]

Core fuel gap heat capacity (J/K) 4.36 Gaussian 4.36 ± 0.05

ACC, accumulator; HPIS, high-pressure injection system.
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parameters. Then, the transient calculation is simulated based
on the aforementioned steady-state results. The traditional
BEPU method usually combines the above two stages to
analyze the sensitivity between the initial parameters and the
transient results. However, for a more comprehensive analysis of
sensitivity, the steady-state and transient analyses is performed
individually. As a result, the following two stages are involved
during the sensitivity study in the improved BEPU method.

(1) The sensitivity analysis between initial parameters and
steady-state parameters.

(2) The sensitivity analysis between steady-state parameters
and transient parameters.

In the first stage, the combined effects from RELAP5 and
the initial parameters on the steady-state parameters can be
researched. Afterward, the relationships between steady-state
parameters and transient output parameters can be found
in the second stage. Eventually, the third stage is used to

study the relationship between initial parameters and the
transient parameters.

The safety facilities are put into operation after the accident
occurred so that the accident-related parameters listed in Table 3
do not participate in the first stage, while the hydraulic constants
and properties of the materials have been participating in all
stages of calculation and analysis.

For the sensitivity analysis, 15 input parameters are adopted
and summarized in Table 3. For undisclosed parameters, such
as configurations of ACC, HPIS, and pump, common values are
used and corresponding uncertainties and PDFs are introduced.
For the roughness that has been adjusted many times, it is
adopted as the expectation, and corresponding uncertainty is
introduced. The value of this roughness can make the steady-
state parameters conform to the design parameters. Considering
fluctuations in actual operation, uncertainties and corresponding
PDFs are also introduced for important thermal parameters of
the reactor, such as PRZ pressure, core power, main flow rate, and
core heat channel temperature.

FIGURE 6 | Sensitivity between initialization parameters and steady-state core outlet temperature.
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FIGURE 7 | Sensitivity between steady-state parameters and figures of merit (FOMs).

FIGURE 8 | The comparison between the initial parameters and the steady-state parameters with the output figures of merit (FOMs).
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FIGURE 9 | The relationship between initial and steady-state input parameters.

Generally, the thermal physical properties of the material, such
as core fuel gap thermal conductivity and its heat capacity, can
be obtained from the manufacturers. They are usually specified
as the Gaussian distributions with mean values and standard
deviations (Wang et al., 2017).

As for thermal and hydraulic parameters, there is no definitive
uncertainty information existing owing to the fluctuation in
actual operation, so a uniform PDF can be adopted without
certain mean values.

In theory, the sample size of 4/3 as the number of parameters
is enough for the sensitivity analysis, but the comparison in
Figures 5–7 shows that expanding the sample space on the basis
of requirement “4/3” can effectively reduce the analysis accuracy
caused by insufficient data (CN, 2011). Considering that the
sensitivity analysis of large sample space is more accurate, 91
samples are adopted rather than 26 samples.

The number of input parameters selected in this work is 15,
so 20 samples are enough for the sensitivity analysis (Helton
and Davis, 2003; CN, 2011). Owing to the complex modeling
structure of the reactor, the calculations of the remaining four

samples failed and were abandoned. After testing, the input
parameters of the 26 samples are consistent with those of the
original PDF, and the same is true of the 91 selected after testing.

Comparing the two sensitivity analyses as shown in Figures 6–
8, it can be seen that there are certain differences. Finally,
91 samples are selected for the sensitivity analysis, which has
higher accuracy.

Figure 6 illustrates the sensitivity between initial parameters
and steady-state core outlet temperature.

In the first stage, core fuel gap thermal conductivity is
significantly negatively correlated with steady-state cladding
temperature. This is because the higher thermal conductivity
makes the overall thermal resistance of gap and cladding lower,
so that heat can be removed in time, which will eventually result
in a lower cladding temperature.

Coolant pump inlet roughness and steady-state core outlet
temperature are significantly positively related. This is because
higher friction results in the decrease of flow in pump, which
reduces the heat transport capacity of the coolant and makes its
temperature higher.
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FIGURE 10 | The improved sensitivity analysis process.

TABLE 4 | Input parameters for uncertainty analysis of the improved BEPU
method.

Parameter Condition Nominal Distribution Uncertainty
range

Initial and constant boundary conditions

Fission product yield factor All the time 1 Uniform 1–1.2

Break area (10−3 m2) After small
break

8.5 Uniform 8.0–9.0

Initial conditions

Initial PRZ pressure (MPa) All the time 15.2 Uniform 14.6–15.8

Initial main flow rate (kg/s) 3333 Uniform 3300–3366

Initial core heat channel 600 Uniform 580–620

temperature (K)

Hydraulic constants

Coolant pump inlet All the time 1 Uniform 0.92–1.08

roughness

Core power and steady-state core outlet temperature
are medium positively related. That high power results
in high coolant temperatures is reasonable. However,
the correlation is not very obvious owing to the feedback
of the reaction.

The other correlations with steady-state cladding temperature
and steady-state core outlet temperature are weak.

The sensitivity analysis in the second stage is shown in
Figure 7. This stage strictly reflects the sensitivity between the
input parameters and the FOMs.

For PCT, the fission product yield factor is moderately related
to it. This is because the high fission product yield factor leads to
higher decay power. In the process of calculation, as the source
of heat increases (higher decay power), the thermal resistance
from the pellet to coolant decreases slightly. This eventually
makes their temperatures increase but decreases the positive
correlation owing to changes in thermal conductivity. However,
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FIGURE 11 | Uncertainty results of figures of merit (FOMs) with improved best estimate plus uncertainty (BEPU) method. (A) Results of the peak core outlet
temperature. (B) Results of the peak cladding temperature (PCT).

owing to the decrease in thermal conductivity, the correlation is
not very strong.

For peak core outlet temperature, there are three factors
of significant relationship – coolant pump inlet roughness,
steady-state main flow rate, and steady-state core heat channel
temperature. The decrease in flow due to high pump inlet
roughness increases the coolant temperature both in the core heat
channel and at the core outlet. Both the break area and steady-
state PRZ pressure have medium positive relationships with the
peak core outlet temperature. This is because high steady-state
pressure and larger size of small break can make coolant main
flow reduce faster, which raises the core outlet temperature.

The sensitivity results of the traditional BEPU method are
shown in Figure 8. Meanwhile, the related results of stage (2)
are also given as a comparison. As illustrated in Figure 7,
both the steady-state main flow rate and the steady-state
core heat channel temperature have strong relationships with

peak core outlet temperature, whereas the relationship with
their initial values is very weak. Meanwhile, the steady-state
PRZ pressure has a medium relationship with the peak core
outlet temperature, which cannot be found in the initial PRZ
pressure. To analyze the difference in sensitivity results, the
relationship between PRZ pressure, main flow rate, and core
heat channel temperature is analyzed in the initial situation and
steady state, as shown in Figure 9. It illustrates that the PRZ
pressure, main flow rate, and core heat channel temperature
are tightly related when the reactor is operating in a steady
state. However, the traditional sensitivity analysis ignores the
relationship by independent sampling, which probably ignores
the key factors that affect FOMs. Hence, it is more reasonable
to take steady-state parameters as inputs in the sensitivity
analysis of transient.

The sensitivity analysis framework of the improved BEPU
method is summarized in Figure 10. PRZ pressure and
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FIGURE 12 | Uncertainty results of figures of merit (FOMs) with traditional best estimate plus uncertainty (BEPU) method. (A) Results of the peak core outlet
temperature. (B) Results of the peak cladding temperature (PCT).

main flow rate are selected as inputs for an example. The
initial parameters are sampled independently according to the
distributions and uncertainty ranges in Table 3. However,
during the calculation process in RELAP5, all parameters are
adjusted to obey the physical laws. Because of that, after
the steady-state calculation, the PRZ pressure and main flow
rate become highly correlated (illustrated in Figure 9). This
process can also be considered as a correlative sampling of
irrelevant parameters.

Uncertainty Analysis
Uncertainty analysis is performed for peak core outlet
temperature and the PCT of SBLOCA. The parameters
with strong relationships are sampled in Table 4. Some of
the coefficients go to 0, and the others go up to 1 when the

sample size goes from 26 to 91. The principle of sampling is
to choose the parameters with a correlation coefficient greater
than 0.3. Six parameters are selected to perform uncertainty
analysis. The results of the improved BEPU method are shown
in Figure 11. For comparison, Figure 12 shows the result of the
traditional BEPU method.

TABLE 5 | Comparison with improved BEPU and traditional BEPU method.

Calculated value Improved
BEPU

Traditional
BEPU

Relative
deviation

Peak core outlet temperature (K) 589.377 589.376 0.0017h

Peak cladding temperature (m) 977.93 956.99 2.2%

BEPU, best estimate plus uncertainty analysis.
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The power of the reactor does not immediately drop when the
break occurs at 0 s. Meanwhile, the coolant leaks rapidly. The
decrease in flow causes the core outlet temperature to rise to a
peak value of 589.377 K. As the reactor stops and safety facilities
start, the temperature reduces. As illustrated in Figure 11A, the
uncertainty of the core outlet temperature increased with time.
The PCT goes up at about 500 s, and the maximum value is
977.93 K at about 2,000 s. As shown in Figure 11B, the LPIS
is started in time so that the temperature does not exceed the
limit at 1,447.15 K.

The uncertainty results of the traditional BEPU method are
given in Figure 12 and Table 5 as a comparison. In the traditional
BEPU method, all input parameters are directly sampled for
uncertainty analysis. By comparing Figures 11, 12, it is evident
that the improved BEPU method shows similar results with the
traditional BEPU method. The number of inputs of the improved
BEPU method is significantly reduced from 17 to 6, as listed in
Tables 3, 4. Meanwhile, as listed in Table 5, the deviation of the
two FOMs is less than 5%, which indicates that the improved
BEPU method maintains the desired accuracy with the smaller
size of samples.

CONCLUSION

In this work, RELAP5 is used to model the PWR and stimulate the
steady-state condition and SBLOCA. And the improved BEPU
method is proposed to perform the sensitivity and the uncertainty
analysis of the FOMs. Compared with the traditional BEPU
method, the improved BEPU method possesses the following two
characteristics:

(1) Two main stages, that is, steady-state calculation and
transient calculation, are usually considered for accident
analysis in RELAP5. The sensitivity analysis is performed
for both stages in the improved BEPU method to provide
more comprehensive results. However, the traditional
BEPU method usually combines the above two stages to
analyze the sensitivity between the initial parameters and
the transient results.

(2) The sensitivity analysis is firstly performed to reduce
the number of uncertainty analysis inputs. Only the key
input parameters that have a significant impact on the
uncertainty analysis are identified.

In this work, a PWR SBLOCA is simulated by RELAP5 to
verify the accuracy and applicability of the improved BEPU
method. And three main conclusions are drawn as follows:

(1) The sensitivity analysis by the improved BEPU method
shows that the peak core outlet temperature has strong
relationships with main flow rate, core heat channel

temperature, and PRZ pressure, whereas the traditional
BEPU method cannot identify the strong relationship
among them. Hence, it is more reasonable to take
steady-state parameters as inputs in the sensitivity
analysis of transient.

(2) By the sensitivity analysis, the coolant pump inlet
roughness, main flow rate, and core heat channel
temperature have a strong relationship with the peak core
outlet temperature. Meanwhile, both the break area and
PRZ pressure are medium positive relationships with the
peak core outlet temperature. For the PCT, the fission
product yield factor is moderately related to it. There are
only these parameters sampled for uncertainty analysis.

(3) The results of the uncertainty analysis obtained by the
improved BEPU are consistent with the results of the
traditional method. Neither the PCT nor the peak core
outlet temperature will exceed their limits. The results
illustrate that the improved BEPU method can reduce the
size of samples and maintains the desired accuracy.

In this work, the improved BEPU method is proposed
and tested to capture the detailed features during sensitivity
and uncertainty analysis. Because the size of the samples in
uncertainty analysis is reduced, it is supposed to reduce the failure
rate of the simulation. And the related test will be performed in
the future. Moreover, the improved BEPU method will be used to
analyze other accidents such as LBLOCA.
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Pressure Water-Level Measurement
System Under Depressurization
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Fundamental Science on Nuclear Safety and Simulation Technology Laboratory, Harbin Engineering University, Harbin, China

In this paper, RELAP5 code was selected to study the measuring characteristics of
the double reference tube level gauge, which is commonly used in high temperature
and high pressure vessels on marine nuclear power platforms, under steady and
transient depressurization conditions. The response characteristics of water-level gauge,
influenced by the reference cup supply water flow rate under the condition of rapid
depressurization, is discussed. Measurement error and accuracy of the water-level
measuring device are analyzed under both steady and transient conditions. The
simulation results indicate that the relative error of the double reference tube level gauge
is about 0.79% in steady state, while the measurement error is too large to accurately
obtain the level in the vessel under the transient depressurization condition. However,
the relative measurement error can reach about 10% under the condition of a small
depressurization rate.

Keywords: the double reference tube level gauge, transient depressurization, measurement error, response
characteristics, the measuring characteristics

INTRODUCTION

The water-level is crucial for some high temperature and high-pressure equipment of the
PWR primary system, such as the steam generator and pressurizer. The water-level control
is accomplished by the water-level control system, and the output signal of the water-level
measurement system is frequently the input signal of the water-level control system (Zhang and
Hu, 2012; Zhang et al., 2012; Salehi et al., 2018). It has been found that the accuracy and dynamic
characteristics of the water-level measurement system directly affect the control effect of the
water-level control system.

Generally, there are many kinds of water-level measuring devices, including waveguide acoustic
water-level meter, ultrasonic water-level meter, capacitance water-level meter, differential pressure
water-level gauge, etc. The sound pressure wave generated by water boiling is decomposed by the
waveguide acoustic wave water-level meter to obtain the level, but it is limited to the measurement
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of the boiling water-level (Singh and Mohanty, 2018). The
time interval and energy loss between the transmitted sound
wave and the reflected sound wave are used by the ultrasonic
water-level meter to obtain the level, but there may be a
measurement blind zone in a vessel with a complex shape,
and it is greatly affected by temperature and water mist (Soltz,
1984; Melnikov and Khokhlov, 1997; Lee et al., 2005; Mel’nikov
et al., 2016). The capacitance of the capacitive water-level
meter vary with the change of the water-level. This feature
is used to obtain the water-level, but its load capacity is
weak. The measurement accuracy is not high enough, because
it will be disturbed by parasitic capacitance. The dielectric
constant will change with temperature, and it is necessary
to perform temperature compensation or reduce the distance
between two electrodes (Zhang and Liu, 2013; Jin et al., 2015;
Paczesny et al., 2015; Rizi and Abadi, 2017). The difference
in heat exchange capacity between liquid and gas can also
be used to obtain the level, but this measurement method
has a long response time and is still immature (Petrie and
Mcduffee, 2018). In addition, the dynamic tube pressure method
is mainly used to measure the liquid level of molten salt
(Kim et al., 2017).

In view of the limitations of the above liquid level measuring
methods in application scenarios and some shortcomings in
measurement, the differential pressure measurement system
is still applied in nuclear power equipment for water-level
measurement. The differential pressure measuring method can
be divided into the external water-level measuring method
and the internal water-level measuring method according to
location of reference tube. The internal water-level measuring
method requires two reference tubes; hence it is also called the

double reference tube level gauge. When the external water-
level measurement method is used for level measurement of
marine high temperature and high pressure vessels, there are
four influencing factors (1) the distance of the reference tube
from the central axis of the vessel; (2) the radius of the
vessel; (3) the density of the liquid; and (4) the inclination.
The measurement error is very large (Lin, 1986). In order to
improve the measurement accuracy of the differential pressure
water-level gauge, some scholars have improved the structure
of the level measurement device and developed the double
reference tube level gauge (CGN Research Institute Co. Ltd.,
2018a,b). The new type of water-level gauge can eliminate the
influence of inclination angle, radius of vessel, and reduce the
influence of density on the measurement results. In recent years,
some researchers have found that the existence of gas in the
measurement system will cause the fluctuation of the measuring
value (Xiong and Zhou, 2016). For a marine steam generator, the
load changes frequently and the amplitude is large. The liquid
water in the level measuring device may flash evaporation to
generate bubbles, which greatly affects the measurement accuracy
and requires correction of the water-level measurement value (Li
and Sun, 1997; Li and Jiao, 1999; Li et al., 2005).

Obviously, the accuracy of the measurement results will be
affected by the existence of bubbles in the water-level measuring
device. However, currently, there is no public literature focus
on the measurement characteristics of the double reference tube
level gauge under transient depressurization. The only related
literature, mentioned that the relative error of its steady state
measurement is approximately 2.0% (Lin, 1986).

The RELAP5 code has been developed for best-estimate
transient simulation of light water reactor coolant systems
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FIGURE 1 | Structure diagram of level measurement system.
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during postulated accidents. A generic modeling approach is
used that permits simulating a variety of thermal hydraulic
systems. Nuclear power equipment such as a pressurizer
and steam generator are allowed to be modeled using the
RELAP5 code. In addition, the flow and heat transfer model
in the RELAP5 code is suitable for analyzing the complicated
single-phase flow, two-phase flow, and heat transfer process
in this study (Wang et al., 2016). Moreover, the RELAP5
code has been used by some researchers to simulate the

transient water-level of the AP1000 steam generator, and the
results show that it is consistent with the actual situation
(Jiang et al., 2013).

Therefore, in this paper, the RELAP5 code was selected to
study the measuring characteristics of the double reference tube
level gauge under steady state and transient depressurization
conditions, and the code was used to explore the influence of
changing the supply water flow on the measurement results under
transient depressurization conditions as well.

594

1

1

B A

0.0m

0.477m

2.488m

1

2

4

5

Upper head
140

Liquid water 
area
120

7

High reference 
tube
210

Low reference 
tube
310

C

2

2
Low reference 

cup
320

Electric 
heating area

110

3.525m

3.825m

610

192

1
2

...

19
20

Steam space
130

3

6

valve
150

500 100
valve
105

115

125

193

510

1

2

1

2

3 3
4 4

2121
2222

2323

24
25

26

High reference  
cup
220

202

302

1

2

3 1
2

Pressure tapping point

FIGURE 2 | RELAP5 nodal model of the double reference tube level gauge.

Frontiers in Energy Research | www.frontiersin.org 3 August 2020 | Volume 8 | Article 145131

https://www.frontiersin.org/journals/energy-research
https://www.frontiersin.org/
https://www.frontiersin.org/journals/energy-research#articles


fenrg-08-00145 August 27, 2020 Time: 11:50 # 4

Zhou et al. The Water-Level Measurement System

TABLE 1 | Design parameters of the double reference tube level gauge.

Parameters Values

Power of electric heating rod [kW] 2.00

Initial pressure of vessel gas space [MPa] 3.30

Volume of high reference cup [cm3] 764

Volume of low reference cup [cm3] 703

Inner diameter of high reference tube [mm] 16.0

Inner diameter of low reference tube [mm] 16.0

Length of high reference tube [m] 2.97

Length of low reference tube [m] 2.57

Inner diameter of vessel [mm] 600

Height of vessel [m] 4.13

NOMENCLATURE

h Real water-level [m].
h∗ The water-level measured by double reference tube level

gauge [m].
P Pressure of gas space in vessel [MPa].
A Valve flow area [m2].

AF Reynolds number independent forward flow energy loss
coefficient.

AR Reynolds number independent reverse flow energy loss
coefficient.

1P1 Pressure difference between pressure points A and B
[MPa].

1P2 Pressure difference between pressure points B and C
[MPa].

ρ′1 Density of water in the reference tube [kg/m3].
ρ′2 Density of water in measured vessel [kg/m3].
ρ′′2 Density of steam in measured vessel [kg/m3].

g Gravity acceleration [m/s2].
H1 Total length of high reference cup and high reference tube

[m].
H2 Total length of low reference cup and low reference tube

[m].
H Height of liquid water in vessel [m].

Greek symbols

α Void fraction.
θ Inclination angle [rad].

MEASUREMENT PRINCIPLE AND
MODEL

Measuring Principle
The structure of the double reference tube level gauge is shown
in Figure 1. The lower part of the vessel is filled with water
and the upper one is full of steam. The upper ends of the
high and low reference tubes communicate with the high and
low reference liquid cups, respectively, and the lower ends
are closed. The high reference cup and low reference cup are
continuously filled with water by the water injection pipeline to
ensure that both the reference cup and the reference tube are

full of water. There are two differential pressure transmitters (not
shown); the press-leading tube of the first differential pressure
transmitter is connected with the pressure tapping point A
of the high reference tube and the pressure tapping point B
of the low reference tube, respectively, and the press-leading
tube of the second differential pressure transmitter is connected
with the pressure tapping point B of the low reference tube
and the pressure tapping point C of the vessel, respectively. The
output signals of the two differential pressure transmitters are
calculated by the divider to obtain the corresponding water-
level value.

The following assumptions are adopted to derive the
relationship between water-level and pressure difference:

(1) The density of steam and liquid water in the vessel remains
the same everywhere;

(2) The density of liquid water in the reference tube remains
the same everywhere;

(3) The device is inclined;
(4) The height difference between the pressure outlet

of the reference tube and the differential pressure
transmitter is ignored.

The density difference of liquid water inside and outside the
reference tube is very small, which can be approximately regarded
as equal, that is,

ρ′1 = ρ′2 (1)

where ρ′1 and ρ′2 is the density of water in the reference tube
and the density of water in the vessel, respectively. Then, the
differential pressure of the differential pressure transmitter is 1P1
and 1P2, respectively.

1P1 =
(
ρ′1 − ρ′′2

)
g (H1 −H2) cos θ (2)

1P2 =
(
ρ′1 − ρ′′2

)
g (H2 −H) cos θ (3)

where ρ′′2 is the density of steam in the vessel. This g is the gravity
acceleration. Here, H1, H2, and H are the total length of the high
reference cup and high reference tube, total length of the low
reference cup and low reference tube, and the height of liquid
water in the vessel, respectively.

From the above two formulas, the formula of water-level
height H in the vessel can be deduced as follows:

H = H2 −
1P2

1P1
(H1 −H2) (4)

According to Eq. (4), the factors affecting the measurement
results of the device include the differential pressure 1P1
and1P2, and the total height H1 and H2 of the reference cup and
the reference tube.

Simulation Model and Parameters
In order to study the measuring characteristics of the double
reference tube level gauge, the structure of the device is divided
into nodes according to the RELAP5 modeling requirement.

The external supply water flows into the reference cups
(nodes 220 and 320) through channels (nodes 594, 510, and
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TABLE 2 | Calculation condition parameters.

Steady state condition No. Parameters Supply water flow rates

C1 α = 0, P = 3.30 MPa 0.002 kg/s

Transient condition No. Valve opening time Valve closing time Parameters of pressure relief valve

C2 1000 s 1300 s A = 0.00785 m2,AF = 50.0, AR = 50.0

C3 1000 s 1300 s A = 0.00589 m2,AF = 50.0, AR = 50.0

C4 1000 s 1300 s A = 0.00393 m2,AF = 50.0, AR = 50.0

C5 1000 s 1300 s A = 0.00196 m2,AF = 50.0, AR = 50.0

C6 1000 s 1300 s A = 0.00196 m2,AF = 400.0, AR = 400.0

C7 1000 s 1300 s A = 0.00196 m2,AF = 800.0, AR = 800.0

C8 1000 s 1300 s A = 0.00196 m2,AF = 1200.0, AR = 1200.0

C9 1000 s 1300 s A = 0.00196 m2,AF = 2000.0, AR = 2000.0

C10 1000 s 1300 s A = 0.00785 m2,AF = 50.0, AR = 50.0 0.0025 kg/s

C11 1000 s 1300 s A = 0.00785 m2,AF = 50.0, AR = 50.0 0.005 kg/s

C12 1000 s 1300 s A = 0.00785 m2,AF = 50.0, AR = 50.0 0.007 kg/s

C13 1000 s 1300 s A = 0.00785 m2,AF = 50.0, AR = 50.0 0.01 kg/s

610). The reference cups (nodes 220 and 320) have a certain
water storage capacity and can replenish water to the reference
tubes (nodes 210 and 310) in time. The outer wall surface
of the reference tubes (nodes 210 and 310, numbers 1–
26 or 1–23 mean that the node is divided into 26 or 23
control volumes for more accurate calculation of flow and
heat transfer) is provided with “heat structures” to simulate
the convective heat transfer process with water and steam
in the vessel. The heating area (node 110) in the vessel is
provided with “heat structures” for simulating electric heating
elements. The liquid water area (node 120) in the vessel can
adjust the initial water-level by changing the parameters of the
control volume. The steam space (node 130) communicates
with the reference cups (nodes 220 and 320). The vessel
upper head (node 140) is in communication with the pressure
relief valve. The detailed RELAP5 node model of the water-
level measurement device is shown in Figure 2. The detailed
parameters of the water-level measurement system are shown
in Table 1.

Simulation Conditions
The depressurization rate is determined by adjusting the
parameters of the pressure relief valve to study the change of the
water-level measuring characteristics under transient conditions.
The calculation conditions are shown in Table 2. For the double
reference tube level gauge, 13 simulation conditions are set,
including 1 steady state condition and 12 transient conditions.

ANALYSIS OF SIMULATION RESULTS

Measuring Characteristics Under Steady
State Condition
During the steady state simulation, the reference cup and
its reference tube are in a state of full water, and the time
last for 1000–1300 s, as shown in Figure 3. Under steady
state condition C1, the real water-level value is stable at

FIGURE 3 | The relative measurement error under steady state conditions.

2.49 m, the measured value of the water-level meter is stable
at 2.47 m, the measured value is always smaller than the
real level, and the relative error is basically stable at 0.79%.
In deriving formula (4), assuming that the water density
in the reference tube is the same as the water density in
the vessel, that is, ρ′1 = ρ′2, an error will be introduced.
The density at the pressure tapping point of the differential
pressure transmitter is shown in Figure 4. The density of
the pressure tapping point C is slightly smaller than the
pressure tapping points A and B since the static pressure of
the pressure tapping point C is smaller than the pressure
tapping points A and B.

Measuring Characteristics During Rapid
Depressurization
The void fraction at the bottom of the water space of the
vessel under transient conditions is shown in Figure 5.
The results of the RELAP5 code show that a large amount
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FIGURE 4 | The density of pressure tapping point under steady state
condition.

of bubbles will be generated in the water space and reach
the peak quickly, then the proportion of bubbles will
gradually decrease until the normal level is reached after
the flashing under transient depressurization condition.
The maximum void fraction at the bottom of the vessel
will reach about 0.27 under the extreme depressurization
condition C2. The peak value of void fraction will reach
approximately 0.1 even under C5 condition with low
depressurization rate. This will have a significant impact
on the pressure measurement at pressure tapping point C,
and then affect the measurement value of double reference
tube level gauge.

At 1011.8 s, the void fraction of water reaches the peak
value, and the void fraction of each water volume at that time
is shown in Figure 6. It can be found that the void fraction
at the bottom is significantly lower than the upper part under
transient conditions C4 and C5, a slow rising process is presented.

FIGURE 5 | Void fraction at the bottom of water space under different
conditions.

The bottom of the water of the vessel is less affected by the
pressure drop. However, the change of the void fraction in the
axial direction is small under transient conditions C2 and C3,
indicating that the entire vessel’s water space has experienced
severe flash evaporation.

It can be found from Figure 7 that the flash conditions in the
high reference tube and the low reference tube are almost the
same, and the fluctuation range of the void fraction increases
with the increase of the depressurization rate. Under transient
conditions C2, the temperature and pressure are in a more severe
imbalance state, and the steam is intermittently overheated and
saturated. This may result in a mismatch in the proportion of void
fraction between the high and low reference tubes.

The void fraction in the reference tube will reach the peak
value after the pressure is released for around 8 s. The change
of void fraction at different volumes of reference tube at peak
time is shown in Figure 8. Obviously, the change trend of void

FIGURE 6 | The void fraction of different volume in vessel.

FIGURE 7 | Void fraction at the bottom of the reference tube.
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fraction under each condition is roughly the same, from bottom
to top and rising slowly. However, the void fraction drops sharply
when the volume number is large. According to RELAP5 node
model Figure 2, the volumes 26 and 23 are on top of the reference
tubes (nodes 210 and 310), and these volumes communicate
with the reference cups. When a large amount of water in the
reference tube is flashed, the water in the reference cup penetrates
into the volumes at the upper end of the reference tube under
the action of gravity, which makes the void fraction in these
volumes drop sharply. The void fraction in the reference tube
is much higher than that in the water space of the vessel under
the same transient depressurization condition. A large number of
bubbles produced by flash evaporation are not easily discharged
from the reference tube quickly since the inner diameter of the
reference tube is extremely small, as a result that there is a bubble
accumulation effect in the reference tube, which will affect the
measuring accuracy of the level measurement device.

The temperature of the pressure tapping point changes along
with time under different pressure reduction rates is shown in
Figure 9. The temperature at each pressure tapping point will
drop sharply, then slowly rise until it recovers after the pressure
is released. The pressure at each pressure tapping point is shown
in Figure 10, and the density at each pressure tapping point is
shown in Figure 11. The pressure of the whole measurement
system will drop rapidly after the valve is opened to relieve
pressure, then a severe flash evaporation will occur, resulting a
great quantity of bubbles, which will greatly reduce the density
of each pressure tapping point in a short time. With the end of
flash evaporation and the rise of vapor bubbles into the gas space,
the space occupied by the bubbles around the pressure tapping
point will be quickly backfilled by liquid water, which will lead
to a suddenly density increase, and then gradually decrease to
normal values due to the gradual temperature rise. In addition,
the fluctuation range of temperature, density, and pressure are all
closely related to the decompression rate.

FIGURE 8 | Void fraction of different reference tube volume.

FIGURE 9 | Temperature of each pressure measuring point.

FIGURE 10 | Pressure of each pressure measuring point.

The transient water-level of the double reference tube level
gauge under the condition of rapid pressure drop is shown in
Figure 12. The water-level gauge appears to have a false water-
level within a short time after the pressure is released. Under
the extreme decompression condition C2, the measured value of
water-level gauge will have a significant vibration phenomenon,
and its water-level display value has far exceeded the real
water-level value. During rapid depressurization, the water in
the reference tube will flash evaporation violently since the
temperature of the water in the reference tube is similar to the
temperature of the water in the vessel, resulting in a large number
of bubbles, which will cause an inaccurate conversion between
the pressure difference value and the water-level value. Therefore,
the measurement results of the double reference tube level gauge
in the process of rapid depressurization are not ideal. The error
is pretty large at least within a few tens of seconds after the
pressure is released.
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FIGURE 12 | Transient water-level and relative error under rapid depressurization. (A) Transient water-level under condition C2. (B) Transient water-level under
condition C3. (C) Transient water-level under condition C4. (D) Transient water-level under condition C5.

FIGURE 11 | Density of each pressure measuring point.

Measuring Characteristics During Slow
Depressurization
The transient water-level under slow depressurization condition
is shown in Figure 13. A large amount of vapor bubbles will
be discharged from the vessel after the pressure is released,
causing the real water-level to drop slightly. With the decrease

of the depressurization rate, the variation amplitude of the
measured level value in the early stage of depressurization will
be weakened, and the phenomenon of water-level oscillation
will disappear. The flash evaporation phenomenon is not
obvious since the pressure change in the vessel during the
slow depressurization process is not large. The time for
the measured water-level of the water-level gauge to track
the real water-level will be slightly shortened. The relative
error remains basically below 10.0% in the process of slow
depressurization, and a smaller the depressurization rate will
lead to a smaller the maximum relative error. The recovery
time of relative error below 1.0% will be shortened with
decreasing the depressurization rate. The simulation results
indicate that the measured water-level of the double reference
tube level gauge performs better in the process of slow
pressure reduction, and the real water-level can be tracked in
tens of seconds.

Influence of Supply Water Flow Rate
It can be found from the above discussion that there is violent
flash evaporation at each critical part of the double reference
tube level under the condition of rapid depressurization,
which greatly affects the transient measurement accuracy.
In order to solve the problem, the section discusses the
influence of the supply water flow of the reference cup on
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FIGURE 13 | Water-level and relative error under slow depressurization. (A) Transient water-level under condition C6. (B) Transient water-level under condition C7.
(C) Transient water-level under condition C8. (D) Transient water-level under condition C9.

FIGURE 14 | Void fraction in low reference cup.

the measured value of the differential pressure water-level
measurement system.

Taking the low reference cup as an example, the void
fraction under different supply water flow conditions is shown in
Figure 14. The vibration of the void fraction gradually weakened
with the increase of the reference cup supply water flow, and

FIGURE 15 | Void fraction of different volume of low reference tube.

the time needed to recover the void fraction to the normal level
is also decreased. A part of the steam can be condensed by
increasing the supply water flow, reducing the severity of the flash
in the reference cup.

The void fraction of the different volume in low reference tube
under supply water flow rates is shown in Figure 15. The void
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FIGURE 16 | Water-level and relative error curve under different supply water flow. (A) Transient water-level under condition C10. (B) Transient water-level under
condition C11. (C) Transient water-level under condition C12. (D) Transient water-level under condition C13.

fraction inside the reference tube cannot be effectively reduced by
increasing the supply water flow. Since the inner diameter of the
reference tube is pretty small, a large amount of bubbles cannot be
discharged in time under the condition of rapid depressurization,
resulting in a short period of bubble blockage. The reason for such
a result might be that a large amount of bubbles rushed out from
the inlet of the reference tube in an instant, which inhibited the
process of supply water into the reference tube, resulting in that
most of the supply water overflowed from the reference cup.

As shown in Figure 16, there is no significant effect to
increase the supply water flow rate in shortening the tracking
time and reducing the deviation of the measured water-level. The
flash evaporation will occur in both the reference tube and the
reference cup under the condition of high depressurization rate,
and a large number of bubbles are generated, resulting in that
supply water cannot be injected into the reference tube in time.

CONCLUSION

In this paper, a simulation model of RELAP5 code is
established for the double reference tube level gauge. The
measuring characteristics of the differential pressure water-
level measurement system are analyzed under both steady
state condition and transient depressurization condition. The
conclusions are as follows:

(1) The measurement error of the double reference tube
level gauge can be controlled within 1% under the
steady state condition, which can usually meet the
accuracy requirements.

(2) There will be violent flash evaporation in the water-level
measurement system when the depressurization rate is
large, which makes the water density, temperature, and
pressure fluctuate sharply in the reference tube and vessel.
The measured value of the double reference tube level
gauge deviates greatly from the real water-level value in a
short time. The measurement error of the double reference
tube level gauge can be controlled within 10% when the
depressurization rate is small, and the real water-level can
be tracked in tens of seconds.

(3) Increasing the supply water flow rate can reduce the
flash evaporation intensity in the reference cup under
the condition of rapid depressurization rate, but cannot
reduce the relative error of the water-level measurement

system during the transient measurement, nor shorten the
response time of water-level measurement systems.

The research that has been completed so far is mainly about
the measuring characteristics of the measurement device in
a stationary state. Additionally, the water-level measurement
device may work under the conditions of rolling motion and
sloshing motion. In the future, we will focus on the ocean
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application scenarios to further study the measuring
characteristics of the measurement device. Meanwhile, we also
hope that researchers can do further experimental research
on the double reference tube level gauge under the transient
depressurization condition and optimize its structure to improve
the measurement accuracy.

DATA AVAILABILITY STATEMENT

The raw data supporting the conclusions of this article will be
made available by the authors, without undue reservation.

AUTHOR CONTRIBUTIONS

In the course of the completion of this thesis, all authors have
substantial contributions to design of the work. GF and JC

provided the research direction of the subject. XZ determined
the research method and specific parameters such as the working
quality. LS and XZ carried out numerical simulation and
obtained, collated and analyzed the data, in the process, JC
had been instructed and helped. XZ wrote the first draft of
the manuscript and was corrected by GF, and JC also gave
some suggestions. All authors approved the final version to be
published and agreed to be responsible for all aspects of the work.

FUNDING

The authors greatly appreciate support from the National
Natural Science Foundation of China (Grant No. 11875117) and
the Fundamental Research Funds for the Central Universities
(No. 3072020CFJ1502).

REFERENCES
CGN Research Institute Co., Ltd. (2018a). A Device and Method for Measuring

Water Level of Pressurizer: China, 201810443517.6. 2018-05-10 (in Chinese).
CGN Research Institute Co., Ltd. (2018b). Pressurizer and Liquid Level Measuring

Device for Pressurizer of Offshore Floating Platform: China, 201810433077.6.
2018-05-08 (in Chinese).

Jiang, R. T., Zhou, S. L., and Wei, Y. Q. (2013). Transient analysis for water level of
AP1000 steam generator. Atomic Energy Sci. Technol. 47, 610–613.

Jin, B., Zhang, Z., and Zhang, H. (2015). Structure design and performance
analysis of a coaxial cylindrical capacitive sensor for liquid-level
measurement. Sens. Actuators A Phys. 223, 84–90. doi: 10.1016/j.sna.2014.
12.027

Kim, J. Y., Lee, J. H., Bae, S. E., Paek, S., Kim, S. H., Kim, T. J., et al. (2017).
Automated high-temperature liquid level measurement system using a dynamic
tube pressure technique. J. Indus. Eng. Chem. 49, 30–35. doi: 10.1016/j.jiec.
2016.10.041

Lee, D. W., No, H. C., and Song, C. H. (2005). Measurement of two-phase mixture
level using an ultrasonic method. Exp. Ther. Fluid Sci. 29, 609–614. doi: 10.
1016/j.expthermflusci.2004.07.003

Li, D. P., and Jiao, Z. G. (1999). Correction calculation of the double reference tube
level gauge for steam generator. Power Syst. Eng. 15, 21–23.

Li, D. P., and Sun, F. R. (1997). The improvement of water level measurement
system of marine steam generator. Power Gen. Equip. 5, 28–30.

Li, D. P., Yang, Z. D., and Zhao, Y. S. (2005). Improvement of soft sensing
technology of double reference tube level measurement system of evaporator.
Comput. Meas. Control 13, 1186–1188.

Lin, J. (1986). The method for measuring level of high temperature and high
pressure vessels for marine. Nucl. Power Eng. 7, 65–71.

Mel’nikov, V. I., Ivanov, V. V., and Teplyashin, I. A. (2016). The study of ultrasonic
reflex-radar waveguide coolant level gage for a nuclear reactor. Nucl. Energy
Technol. 2, 37–41. doi: 10.1016/j.nucet.2016.03.007

Melnikov, V. I., and Khokhlov, V. N. (1997). Waveguide ultrasonic liquid level
transducer for nuclear power plant steam generator. Nucl. Eng. Design 176,
225–232. doi: 10.1016/s0029-5493(97)00155-6

Paczesny, D., Tarapata, G., Michał, M., and Jachowicz, R. (2015). The capacitive
sensor for liquid level measurement made with ink-jet printing technology.
Proc. Eng. 120, 731–735. doi: 10.1016/j.proeng.2015.08.776

Petrie, C. M., and Mcduffee, J. L. (2018). Liquid level sensing for harsh
environment applications using distributed fiber optic temperature

measurements. Sens. Actuators A Phys. 282, 114–123. doi: 10.1016/j.sna.2018.
09.014

Rizi, M. T., and Abadi, M. H. S. (2017). Analytical modeling of a coaxial cylindrical
probe capacitive sensor based on MATLAB/Simulink for conductive liquids
level measurements. Turkish J. Elect. Eng. Comput. Sci. 25, 3024–3036. doi:
10.3906/elk-1603-259

Salehi, A., Kazemi, M. H., and Safarzadeh, O. (2018). The µ–synthesis and analysis
of water level control in steam generators. Nucl. Eng. Technol. 51, 163–169.
doi: 10.1016/j.net.2018.09.018

Singh, S., and Mohanty, A. R. (2018). Measurement of boiling liquid levels by
decomposition of sound waves in a waveguide. Appl. Acoust. 129, 248–257.
doi: 10.1016/j.apacoust.2017.08.005

Soltz, D. J. (1984). Ultrasonic Liquid Level Meter. U.S. Patent No. 4,470,299.
Wang, G. H., Peng, C. H., and Guo, Y. (2016). The preliminary thermal–hydraulic

analysis of a water cooled blanket concept design based on RELAP5 code.
Fusion Eng. Design 109, 489–495. doi: 10.1016/j.fusengdes.2016.02.069

Xiong, F., and Zhou, H. Q. (2016). The optimization of level measurement system
for steam generator of CPR1000 Nuclear Power Plant. Electr. Instrum. Customer
23, 95–97.

Zhang, G. D., Yang, X. H., Ye, X. L., Xu, H., Lu, D. Q., and Chen, W. (2012).
Research on pressurizer water level control of pressurized water reactor nuclear
power station. Energy Procedia 16(Part–B), 849–855. doi: 10.1016/j.egypro.
2012.01.136

Zhang, Y., and Liu, X. Y. (2013). Research on the liquid level in tin bath based
on application of capacitance sensor. Adv. Mater. Res. 816-817, 429–432. doi:
10.4028/www.scientific.net/amr.816-817.429

Zhang, Z., and Hu, L. S. (2012). Performance assessment for the water level control
system in steam generator of the nuclear power plant. Ann. Nucl. Energy 45,
94–105. doi: 10.1016/j.anucene.2012.02.012

Conflict of Interest: The authors declare that the research was conducted in the
absence of any commercial or financial relationships that could be construed as a
potential conflict of interest.

Copyright © 2020 Zhou, Cheng, She and Fan. This is an open-access article
distributed under the terms of the Creative Commons Attribution License (CC BY).
The use, distribution or reproduction in other forums is permitted, provided the
original author(s) and the copyright owner(s) are credited and that the original
publication in this journal is cited, in accordance with accepted academic practice. No
use, distribution or reproduction is permitted which does not comply with these terms.

Frontiers in Energy Research | www.frontiersin.org 11 August 2020 | Volume 8 | Article 145139

https://doi.org/10.1016/j.sna.2014.12.027
https://doi.org/10.1016/j.sna.2014.12.027
https://doi.org/10.1016/j.jiec.2016.10.041
https://doi.org/10.1016/j.jiec.2016.10.041
https://doi.org/10.1016/j.expthermflusci.2004.07.003
https://doi.org/10.1016/j.expthermflusci.2004.07.003
https://doi.org/10.1016/j.nucet.2016.03.007
https://doi.org/10.1016/s0029-5493(97)00155-6
https://doi.org/10.1016/j.proeng.2015.08.776
https://doi.org/10.1016/j.sna.2018.09.014
https://doi.org/10.1016/j.sna.2018.09.014
https://doi.org/10.3906/elk-1603-259
https://doi.org/10.3906/elk-1603-259
https://doi.org/10.1016/j.net.2018.09.018
https://doi.org/10.1016/j.apacoust.2017.08.005
https://doi.org/10.1016/j.fusengdes.2016.02.069
https://doi.org/10.1016/j.egypro.2012.01.136
https://doi.org/10.1016/j.egypro.2012.01.136
https://doi.org/10.4028/www.scientific.net/amr.816-817.429
https://doi.org/10.4028/www.scientific.net/amr.816-817.429
https://doi.org/10.1016/j.anucene.2012.02.012
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/journals/energy-research
https://www.frontiersin.org/
https://www.frontiersin.org/journals/energy-research#articles


fenrg-08-00214 September 1, 2020 Time: 19:20 # 1

PERSPECTIVE
published: 03 September 2020
doi: 10.3389/fenrg.2020.00214

Edited by:
Jun Wang,

University of Wisconsin–Madison,
United States

Reviewed by:
Xingang Zhao,

Massachusetts Institute
of Technology, United States

Jiankai Yu,
Massachusetts Institute

of Technology, United States
A. E. Kabeel,

Tanta University, Egypt

*Correspondence:
Bo Wang

bowang@hrbeu.edu.cn
Ruifeng Tian

ruifengtian@hrbeu.edu.cn

Specialty section:
This article was submitted to

Nuclear Energy,
a section of the journal

Frontiers in Energy Research

Received: 10 June 2020
Accepted: 07 August 2020

Published: 03 September 2020

Citation:
Wang B, Chen B, Wen J, Lu C

and Tian R (2020) Review
and Prospect of the Measurement
Technology of the Thickness of the

Liquid Film on the Wall of the
Corrugated Plate Dryer.

Front. Energy Res. 8:214.
doi: 10.3389/fenrg.2020.00214

Review and Prospect of the
Measurement Technology of the
Thickness of the Liquid Film on the
Wall of the Corrugated Plate Dryer
Bo Wang1* , Bowen Chen1, Jiming Wen1, Chuan Lu2 and Ruifeng Tian1*

1 Fundamental Science on Nuclear Safety and Simulation Technology Laboratory, Harbin Engineering University, Harbin,
China, 2 Science and Technology on Reactor System Design Technology Laboratory, Nuclear Power Institute of China,
Chengdu, China

The corrugated plate dryer is an important steam-water separation device in the steam
generator in the secondary loop of a light water reactor. It is essential to understand
its steam-water separation mechanism. Most studies have shown that the separation
efficiency of the corrugated plate is related to the thickness of the liquid film on the
wall of the corrugated plate. We have studied the relationship between the thickness
of the liquid film and the critical airflow velocity of the corrugated plate. At present,
scholars mostly use the image method, ultrasonic method, and capacitance method to
measure the thickness of thin liquid film. We have analyzed the application of these three
methods in liquid film thickness measurement. Some important examples are listed.
The results show that the capacitance method is recommended for liquid film thickness
measurement experiments, whereas its accuracy is not particularly high. To pursue the
higher accuracy, the image method is recommended. Planar laser-induced fluorescence
(PLIF) technology is the first choice among image methods. The ultrasonic method is
applicable in the case that the measurement data are large.

Keywords: liquid film thickness, corrugated plate, PLIF, steam-water separation, measurement

INTRODUCTION

The corrugated plate dryer is an important steam-water separation device in the steam generator
in the secondary loop of the nuclear power plant. It is important to understand its steam-water
separation mechanism. The rupture and flow of the liquid film on the wall have a huge impact on
the steam-water separation efficiency of the corrugated plate. The current research status of the
corrugated plate is detailed in our previous review article in reference (Wang et al., 2019). We will
not repeat them here. Most studies have shown that the separation efficiency of the corrugated
plate is related to the thickness of the liquid film on the wall of the corrugated plate. We have
studied the relationship between the thickness of the liquid film and the critical airflow velocity of
the corrugated plate in reference (Wang and Tian, 2019b) [as shown in Eq. (1)]. The Navier-Stokes
(N-S) equation and continuity equation of the two-dimensional boundary layer in the curvilinear
coordinate system at the corrugated plate corner is established. The dimensionless method is used.
Neglecting the higher-order terms, a simplified N-S equation and continuity equation in curvilinear
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coordinate system can be obtained. A liquid film breakdown
model at the corrugated plate corner is established according to
boundary layer theory, thus Eq. (1) is obtained.

ug = 2.4

(
d cos θ · σµ2

al
ρlρgµg

) 1
3 1

h
(1)

where, d, θ, σ, µal, ρl, ρg , µg , h are linear distance between
two plate walls, inflection angle of the corrugated plate corner,
surface tension, liquid phase dynamic viscosity, liquid density,
air density, dynamic viscosity of the air, and liquid film
thickness, respectively.

Considering the important role of the measurement for liquid
film thickness, many scholars currently have used the image
method, capacitance method, and ultrasonic method to measure
the thickness of liquid film. In the following, we analyze the
application of these three methods in liquid film thickness
measurement. Some important examples are listed. Prospects for
future measurement methods of the thickness of the liquid film
on the wall surface of the corrugated plate are given.

MEASUREMENTS METHODS

Ultrasonic Method
Wei et al. (2020) measured the free-falling film under the large
Reynolds number and analyzed the volatility of the liquid film.
The ultrasonic method was applied to the measurement the
instantaneous thickness of the liquid film left on the wall of the
square tube. Then they performed a power spectrum analysis on
the curve of the instantaneous thickness of the liquid film (Wei
et al., 2020). The ultrasonic method is very common, of which
the principle is the doppler effect. During the measurement, the
sensor emits ultrasonic waves to the measurement object at a
certain Doppler angle. Ultrasound waves change their frequency
when they encounter tiny particles (bubbles or solid particles).
This makes the time of the reflected wave received by the sensors
in different positions different, and the velocity of the liquid can
be obtained.

The ultrasonic reflected wave and incident wave of the
liquid film can be obtained by using the ultrasonic transducer.
Fast Fourier Transform is performed on the two through an
oscilloscope to obtain the reflection coefficient spectrogram and
frequency, and then to obtain the thickness of the liquid film
(Wei et al., 2020). The above measurement process can all
be completed by using an oscilloscope and through computer
programming, thus achieving the acquisition of liquid film
thickness. The above process does not require post-processing.
Therefore, the ultrasonic method is suitable for the measurement
of large amounts of data. However, the shortcomings of ultrasonic
method could be described as follows: The velocity of the fluid
particles on the ultrasonic motion path can be obtained based
on spectrum analysis. The fluid particle velocity is assumed to
be the fluid velocity at that location. Of course, there must be a
difference between the speed of a single particle and the speed of
fluid. This assumption is accepted by the academic community,
and there is currently no very good solution to this.

Capacitance Method
The basic principle of the capacitance method to measure film
thickness is as follows: When the medium or plate distance
between two parallel metal electrodes changes, the output voltage
changes. Within a certain range, the voltage change of the
capacitor has a linear relationship with the change of the liquid
film thickness. The thickness of the liquid film can be measured
by obtaining the voltage signal.

He et al. (2019) conducted an experimental study on the liquid
film behavior of the two-phase circulation on the rod bundle.
They conducted cold experiments on the circulation in a 3 × 3
fuel bundle in a pressurized water reactor. Air-water circulation is
used to simulate the flow of hot steam. In the test, the local liquid
film thickness of the rod bundle needs to be measured. They
developed a method for measuring the thickness of the liquid film
based on the capacitance method.

When the capacitance method is used for measurement, the
liquid film thickness can be automatically measured directly
through the combination of capacitance sensors, National
Instruments (NI) data collectors, and computers. Thus, the
measurement speed is very good.

Image Method
Ye et al. (2020) conducted an experimental study on the
transmission of the liquid surface around the bubbles in the
microchannel with cavitation. High-speed cameras are used to
capture the shape of bubbles. The gray-scale image of bubbles
can be obtained based on the processing of image pixels based
on MATLAB (Ye et al., 2020). In the experiment, they needed to
measure the thickness of the thin liquid film under Taylor flow
(Ye et al., 2020). But in Taylor flow, the bubble keeps in contact
with the liquid film. The irregular shape of the bubbles will be
irregular in the shape of the liquid film.

Chinnov et al. (2019) also applied the image measurement
method. High-speed infrared cameras and fluorescence methods
were used to measure the thickness and temperature field of
the vertically dropped heated liquid film on the flat plate at
a Reynolds number of 50. Liu et al. (2020) conducted an
experimental study on the interface fluctuation and liquid film
thickness of the swirling gas-liquid flow. Image analysis is used to
measure the thickness of the liquid film.

Wang and Tian (2019a; 2019c) and Wang et al. (2020a)
measured the thickness of the liquid film on the wall surface of the
corrugated plate based on the planar laser-induced fluorescence
(PLIF) method. Their measurement accuracy can reach 1 µm.
Before the experiment, a few milligrams of rhodamine B was put
into the liquid. The narrow-slit method is applied to generate a
stable flowing liquid film on the wall surface (Wang and Tian,
2019a; Wang et al., 2020a). The PLIF measurement needs to
keep the surrounding environment in a dark state (Wang and
Tian, 2019a). The wavelength of the light emitted by the solid-
state laser is 532 nm. The maximum absorption wavelength of
rhodamine B is 555 nm. Therefore, the rhodamine B particles
irradiated by the solid-state laser will be excited. The excited
particles are unstable, so they return to the ground state and
release visible light. This light can be captured by a high-speed

Frontiers in Energy Research | www.frontiersin.org 2 September 2020 | Volume 8 | Article 214141

https://www.frontiersin.org/journals/energy-research
https://www.frontiersin.org/
https://www.frontiersin.org/journals/energy-research#articles


fenrg-08-00214 September 1, 2020 Time: 19:20 # 3

Wang et al. Prospect of Liquid Film Measurement

camera. A liquid film surface profile can be captured through
acquisition of the horizontal cross-section image of water film by
high-speed camera, thus obtaining average water film thickness
by application of liquid film image processing software.

Yang et al. (2020) measured the liquid film thickness based
on the diode-laser absorption spectroscopy (DLAS) method.
Guo et al. (2020) conducted an experimental measurement of
transient liquid film during micro-channel flow boiling based on
the laser confocal displacement meter (LFDM) method.

ANALYSIS AND DISCUSSION

According to He et al. (2019), the capacitance method is a
contact measurement method. This will inevitably affect the flow
of the liquid film. Therefore, this will affect the accuracy of
the measurement.

In reference (Ye et al., 2020), Ye et al. gave a novel calculation
method for the thickness of the liquid film. For bubbles with a
longer length, the shape of the liquid film in contact therewith
is generally more regular. Its shape is mostly rectangular. Its
thickness is the width of the rectangle. Measurements can be
achieved using optical image methods such as PLIF technology.
For irregularly shaped bullet bubbles and short bubbles, they
used an integral method to measure the thickness of the liquid
film. We have also used the idea of integration to calculate the
average liquid film thickness when using the moving particle
semi-implicit method to simulate the shape of the liquid film
rupture (Wang et al., 2020b).

The study of the volatility of the liquid membrane with
such a small Reynolds number is rare in academia because the
formation and control of liquid film with a small Reynolds
number is difficult. Therefore, the research is very innovative.
The experiment in reference (Chinnov et al., 2019) outcomes the
results in the case that the Reynolds number is 50. Experiments
with a larger range of Reynolds numbers are encouraged. The
general conclusion is expected to be presented.

Besides, the PLIF method is different from other image
measurement methods in that PLIF uses fluorescent substances,
because in general experiments, the boundary of the liquid film
and the surrounding environment are not much different under
high-speed camera shooting. Therefore, there are difficulties and
certain errors for the subsequent image processing. Because all
the use of images to measure the thickness of the liquid film
needs to identify the boundary of the liquid film. The principle
of boundary differentiation is applied. The determination of the
boundary threshold is one of the main sources of error. If a
fluorescent substance such as rhodamine B is added and the
surrounding environment is kept in a dark state, the boundary
image of the liquid film is clearer under a high-speed camera. This
is very beneficial for reducing errors. Adding a few milligrams of
rhodamine B has almost no effect on the physical properties of
the liquid film. Therefore, the measurement will not be affected
in any way. Obviously, if it is extremely precise measurement,
such as the measurement accuracy is about a few nanometers,
the fluorescent substance is not recommended to be used. Of
course, this kind of high-accuracy measurement is not common

for the measurement of the thickness of the liquid film on the wall
surface of the corrugated plate.

According to references (Yang et al., 2020) and (Guo et al.,
2020), both DLAS and LFDM are optical imaging methods. No
fluorescent agent is used in these methods. Therefore, this is
not conducive to eliminating the reflected light generated by the
high-speed camera shooting the liquid film image.

According to above, the following conclusions can be
obtained:

(1) The accuracy of the image method depends on the resolution
of the high-speed camera. The measurement accuracy is
generally a few microns, but the measurement speed is slow
(Wang and Tian, 2019a,c; Wang et al., 2020a), because in the
PLIF method, a high-speed camera is required to obtain the
image of the liquid film. It is necessary to write a program
based on the principle of boundary differentiation to identify
the boundary of the liquid film. Finally, the number of pixels
corresponding to the thickness of the liquid film is measured
by the image processing software, and the thickness of the
liquid film is calculated according to the scale.

(2) The capacitance method is a contact measurement. When
the capacitance method is used for measurement, the liquid
film thickness can be automatically measured directly through
the combination of capacitance sensors, NI data collectors,
and computers. Thus, the measurement speed is very good.
However, the contact measurement will affect the flow field
and temperature field of the liquid film, which will inevitably
produce measurement errors.

(3) The accuracy ultrasonic method is able to reach tens of
microns. The measurement accuracy is not as good as the
image method, but it is suitable for the measurement of large
amounts of data.

Therefore, for the experiments that do not require very high
accuracy, the capacitance method is recommended. For higher
measurement accuracy, the image method is recommended.
PLIF technology is the first choice among image methods.
PLIF can effectively improve the recognition accuracy of
liquid film boundary. The ultrasonic method is suitable for
measuring the thickness of the liquid film when there are many
measurement data.

CONCLUSION

The corrugated plate dryer is an important steam-water
separation device in the steam generator in the secondary loop
of the nuclear power plant. Since the separation efficiency of the
corrugated plate is related to the thin thickness of the liquid film
on the wall surface of the corrugated plate, the measurement
methods of the thickness of the thin liquid film such as the
image method, the ultrasonic method, and the capacitance
method are summarized.

For the experiments that do not require very high accuracy,
the capacitance method is recommended. The ultrasonic method
is suitable for measurement when the amount of data is
large. For higher measurement accuracy, the image method is
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recommended. The study is expected to provide reference for
liquid film measurement in nuclear engineering.
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The corrugated plate dryer (CPD) is an important steam-water separation (SWS)
equipment in the steam generator in the secondary loop of nuclear power plants (NPPs).
Therefore, it is very important to understand the process and mechanism of liquid
film rupture (LFR) on the wall surface of the CPD. In this paper, for the first time, the
process of rupture of the liquid film (LF) on the surface of the corrugated plate is studied.
The mechanism of LFR on the wall surface of a vertical corrugated plate was studied
experimentally. A high-speed camera was used to collect the image of the broken liquid
film, and an experimental research on the broken position, the broken process, and the
broken shape of the liquid film was carried out. The results show that the rupture of the
liquid film on the wall surface of the corrugated plate under the horizontal shear of airflow
(HSA) mostly occurs at the upper middle position of the main flow of the liquid film. Also,
the rupture position moves up with the increase in the Reynolds number of the liquid
film. LFR needs to go through the process of stable flow, single strip-shaped liquid film
(SSLF) detachment, two strip-shaped liquid film (TSSLF) formation, and finally chaotic
disordered rupture. The angle between the two strip-shaped liquid films (ATSSLF) is
positively related to the Reynolds number of the liquid film.

Keywords: nuclear energy, corrugated plate dryer, breakdown mechanism, breakdown position, liquid film, water
film rupture process

INTRODUCTION

The corrugated plate dryer (CPD) is an important steam-water separation (SWS) equipment in
the steam generator in the secondary loop of nuclear power plants (NPPs; Zhang et al., 2015;
Huang et al., 2019; Wang and Tian, 2019a,b,c; Wang et al., 2019; Chen et al., 2020a,b; Fang
et al., 2020a,b; Wang et al., 2020a,b,c). Therefore, it is very important to understand the process
and mechanism of liquid film rupture (LFR) on the wall surface of the CPD. The structural
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diagram of the CPD and the distribution of airflow and LF inside
the CPD are shown in Figure 1.

The LFR due to the horizontal shear of airflow (HSA) has a
great influence on the gas–water separation effect of the CPD.
As the HSA increases, the stable LF will rupture at a certain
instant. The separation mechanism of the LFR is also closely
related to the position of the LFR and the movement behavior
after the rupture. Zhang et al. (2015) studied the fluctuation of
the LF on the wall surface of the CPD. Wang and Tian studied
the rupture characteristics of the LF on the surface of the CPD
(Wang et al., 2019; Wang and Tian, 2019a,b,c; Wang et al.,
2020c). Chen et al. (2020a; 2020b) studied the motion behavior
of droplets in the CPD. For the current research status of the LF
on CPD, refer to reference (Wang et al., 2019). This article will
not repeat them here.

The above studies mainly focused on the study of the volatility
of the liquid film and the separation efficiency of the CPD. The
current research shows that there is no characteristic frequency
for the volatility of the liquid film on CPD wall. When the
Reynolds number is small enough, the gravity of the LF will
not cause the LF to break. Therefore, based on this, many
scholars simplified complex three-dimensional problems into
two-dimensional models when studying LFR. Nonetheless, due
to the complexity of the LFR process, research on the LFR
and morphology under HSA has not been unified. There is not
enough research on the phenomenon of two strip-shaped liquid
film (TSSLF) accompanied by large airflow velocity. In this paper,
the LF on the wall surface of the CPD under the HSA is taken as
a research object to study the shape and process of LFR.

EXPERIMENT ON LFR

An LFR experiment was conducted on a corrugated plate with a
plate spacing of 18.2 mm, height of 250 mm, and folding angle
of 33 degrees. The schematic diagram of the experimental bench
can refer to reference (Wang et al., 2020c), because this article
uses the same experimental bench as reference (Wang et al.,
2020c). However, the parameters of CPD applied for the article

FIGURE 1 | Structure of the corrugated plate and the distribution of different
phases in the corrugated plate dryer (CPD).

and reference (Wang et al., 2020c) are different. Similarly, the
capture of LF and measurement of PLIF can be seen in reference
(Wang et al., 2020c). The parameters of the CPD selected in
the article are much smaller than those applied in NPPs. This
is because these CPD parameters may contribute to small NPPS
such as nuclear power ships.

The LF with Rhodamine B fluorescent stain with a maximum
absorption wavelength of 555 nm flows from the high-level water
tank to the stabilized water tank (Wang et al., 2020c). The level
of height of the liquid on the left side of the stabilized water
tank will not change, and the excess liquid will flow into the
tank, which makes the LF pressure unchanged. The liquid film
generated by the LF generator flows stably and uniformly down
the wall. The LF flowing through the experiment section flows
from the drain water tank at the CPD bottom to collection tank
and enters the circulating water tank. In this study, a slit method
is applied for the generation of a thin LF, that is, a horizontal slit
is set on CPD so that the LF flows smoothly on the wall (Wang
and Tian, 2019a). The air flowing from the blower passes through
the stable section and enters the experimental section area. In
the experiment, the airflow speed was gradually increased. When
the LF just broke, it was observed that small droplets flew out
from the LF mainstream surface, that is, the LF was considered
to have broken. Specific details can be found in reference (Wang
and Tian, 2019c). For details of the experimental error analysis,
image capture method, and PLIF measurement, please refer to
the references (Wang and Tian, 2019c; Wang et al., 2020c).

RESULTS AND ANALYSIS

LFR Process
Figure 2 is the image of the liquid film on the wall surface at
the corner of the corrugated plate taken by a high-speed camera,
which records the rupture process of the liquid film on the wall
surface under the HSA. The rupture process when airflow velocity
increases from 0 to 7.5 m/s is as follows:

(1) The liquid film flows stably.
(2) The boundary of the liquid film is inclined to the convex

angle position of the bending angle of the corrugated plate.
(3) LFR occurs.
(4) Small droplets splash out on the surface of the liquid

film mainstream.
(5) Single strip-shaped liquid membranes are detached.
(6) Double strip-shaped liquid film appears.
(7) The mainstream part of the liquid film becomes

disordered and ruptures.

The rupture process and morphology of LF under different
LF Reynolds numbers are similar (Wang and Tian, 2019b;
Wang et al., 2020a,b). LF flows steadily before rupture, and its
distribution on the wall surface is very uniform (Figures 2A,B).
As airflow speed increases, LF distributed at the center of CPD
will move to the corner under HSA (Figures 2C–E). When it
reaches the edge of the CPD corner, due to the surface tension on
the solid–liquid interface, the LF will not immediately rupture,
but will form a convex arc curve (Figures 2F,G). As the airflow
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FIGURE 2 | Image of liquid film rupture (LFR) characteristics and process on corrugated plate dryer (CPD) wall.

FIGURE 3 | Liquid film rupture (LFR) position. (A) Schematic diagram of the LFR position. (B) Curve of the LFR position for different Re.
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FIGURE 4 | Schematic diagram of two strip-shaped liquid film (TSSLF) for different Reynolds numbers.

rate increases further, LF will suddenly break down at the convex
corner of the inflection angle. At the moment of rupture, there
will be smaller droplets detached from the LF mainstream. Under
the joint action of the gravity of the droplet itself and the airflow,
it splashes out in a downward direction, which is the starting
moment of the LFR (Figures 2H–J). The increase in the airflow
rate continuing, the LFR gradually changed from a splash of small
droplets to detachment of a single SSLF (Figures 2K,L). At this
time, due to gravity, the flying distance of the SSLF is significantly
reduced compared with the flying distance of small droplets flying
away from the LF (because SSLF is heavier than the droplet).
As airflow speed gradually increases, the single SSLF gradually
develops into the phenomenon of double SSLF splashing. One
of the relatively thin strip-shaped liquid films flew away from
the surface of the main flow of the liquid film in a horizontal
direction or in a downward direction. The other relatively
thicker liquid film still maintains the flight direction when the
airflow rate is low. Therefore, a certain angle will be formed
between the two band-shaped liquid films (Figures 2M,N). The
increase in the airflow speed kept, most of the LF mainstream
cracked. The band-shaped LF disappears, and the shape of the
LF when flying away from the LF mainstream has no obvious
characteristics (Figures 2O,P).

LFR Rupture Position
A schematic diagram of the LFR position and the relationship
between LFR position under HSA and Re is shown in Figure 3.

Most of the LFR occurs in the middle and upper parts of the
LF, and the rupture position shows an upward trend with the
increase in the Reynolds number of the LF. In the small Reynolds
number zone, the rupture position rises faster as the liquid film
Reynolds number increases. In the middle Reynolds number
zone, the position of the LFR is relatively stable. At high Reynolds
numbers, the position of the rupture rises significantly. When
the Reynolds number of the LF is large under the same airflow
rate, the probability of LFR is relatively high, which will cause
the position of the LFR to gradually move up. The phenomenon
that the double-strip LF flew away from the wall mainstream LF
is due to the fact that when the wind speed is large, an airflow

vortex will be formed at the lower part of the LF, causing some
LFs to flow back, making the thickness of the upper part of the LF
obvious increase (Wang and Tian, 2019a; Wang et al., 2020a). At
the same airflow rate, the upper part of the LF is more likely to
rupture than the lower half. Therefore, the experiment showed
that the LFR mostly occurred in the upper middle part of the
mainstream of LF. Moreover, the position of LFR moves up as the
Reynolds number increases. In addition, the mass of the reflux of
liquid film caused by the vortex is much smaller than the mass of
the LF in the lower part of the mainstream; thus, a relatively thin
SSLF is formed at the upper part of the LF. The shape of this LF is
relatively small, and its gravity is small. It often flew away from the
LF surface in a horizontal or slightly downward direction when
flying away from the mainstream.

ATSSLF
In the phenomenon of double-strip LF when it ruptures, a certain
angle is formed between the flying directions of the TSSLF, that
is, the angle between the two strip-shaped liquid films (ATSSLF;
as shown in Figure 4). The Reynolds numbers of the LF from

FIGURE 5 | Curve of angle between the two strip-shaped liquid films
(ATSSLF) and Reynolds numbers.
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left to right are 442.4, 706.2, 1088.7, 1330.0, 1684.9, 2014.1,
2213.1, 2509.0, 2818.6, and 3030.5. The curve of the ATSSLF and
Reynolds numbers is shown in Figure 5.

It reveals that ATSSLF gradually increased with the increase
of Re. This is because with the increase in Re, the gravity of
the thicker one of TSSLFs gradually increases, and the flying
distance gradually becomes shorter as it escapes from the LF
mainstream. In the experiment, it was found that the flight state
of another relatively thin SSLF flying away from the surface of
the LF mainstream in the horizontal direction or the downward
direction will not change significantly with the Reynolds number.
Therefore, the angle of the double-strip liquid film gradually
increases with the increase in Re. The research on the ATSSLF
will still be an important prospect in the future.

CONCLUSION AND PROSPECTS

In this paper, through the experimental study of LFR
of the vertical CPD wall under HSA, the following
conclusions are drawn.

(1) LFR mostly occurs at the upper middle position of the
LF mainstream on the CPD wall surface, and the rupture
position generally gradually moves upward as the Reynolds
number of the liquid film increases. In the low and high
Reynolds numbers, the rupture position increased sharply
with the increase in the liquid film Reynolds number. In the
middle Reynolds number zone, the position of the rupture
did not change significantly.

(2) LFR on the CPD wall surface under HSA passes through
the following process.

(a) The LF flows stably.
(b) The LF boundary is inclined to the convex angle position

of the CPD dryer.
(c) LFR occurs.
(d) Small droplets splash from the LF mainstream surface.
(e) SSLF is detached.
(f) TSSLF appears.
(g) The mainstream part of the LF becomes disordered and

ruptures.

(3) The phenomenon of the TSSLF is caused by the vortex of
the airflow generated in the lower part of the experimental
section when the airflow rate is large, which causes the
upper part of LF to reflux, and the LF is more likely to
rupture. Therefore, the angle gradually increases as the
Reynolds number of the LF increases. The research on
the ATSSLFs will be the prospect research in the future.
Nevertheless, due to the difficulty of measurement, our
data is relatively small. It is necessary to add experimental
data and conduct experiments on CPDs with different
parameters in future research. At present, the law of
the rupture position of the LF cannot be obtained and
unified because the influence of the CPD parameters
on the LFR position is great. This is also an important
research direction in the future. Many parameters in the
LF have non-linear characteristics, which is the future
research direction.
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Molten salts are now widely used as heat transfer fluids in solar thermal plants and
molten salt nuclear reactors. In order to explore their heat transfer enhancement method,
new coaxial cross twisted tapes (CCTTs) are applied to plain tubes with molten salt
FLiBe as the working fluid, and the characteristics of pressure drop and heat transfer are
numerically investigated by the CFD software STAR-CCM+. Simulations are performed
in a laminar flow regime where the Reynolds number ranges from 100 to 1100, and the
velocity, temperature profiles, and enhanced performance evaluation criteria (PEC) are
analyzed to investigate the heat transfer performance of FLiBe in the tube fitted with
CCTTs and typical twisted tape (TT). Research was performed on water and lubricating
oil to investigate the effects of fluid thermal-physical properties on the performance
of CCTTs. The results show that CCTTs can produce stronger swirl flow and greatly
enhance heat transfer. For overall heat transfer performance, the maximum PEC of
FLiBe with CCTTs reaches 2.37. The comparison of three different fluids also indicates
that CCTTs have better heat transfer performance for higher Prandtl number fluids such
as molten salt. The correlations of CCTTs and TT are developed into a unified form for
the prediction of friction factors and Nusselt numbers for various Prandtl number fluids.

Keywords: coaxial cross twisted tapes, twisted tape inserts, numerical simulation, molten salt, heat transfer
enhancement

HIGHLIGHTS

- Laminar convection of FLiBe with coaxial cross twisted tapes is numerically investigated.
- Coaxial cross twisted tapes greatly enhance the heat transfer of FLiBe and high

Prandtl number fluids.
- A general correlation for twisted tapes is proposed based on simulations.
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INTRODUCTION

During the last few decades, molten salts have been widely
applied in various industries, including alloy production, thermal
storage, and power plants (Kearney et al., 2004; Serrano-López
et al., 2013; Sabharwall et al., 2014; Vignarooban et al., 2015;
Garbrecht et al., 2017; Romatoski and Hu, 2017). For the
last two applications, interest is growing rapidly because of
their desirable thermal-physical properties (Serrano-López et al.,
2013). Their advantages include higher volumetric heat capacity
and thermal stability at high temperatures, and hence molten
salts do not need to be pressurized as heat transfer fluids and
would significantly reduce the cost of heat exchangers and
pumps for a required volume (Sabharwall et al., 2014). More
importantly, these attributes enable high-temperature operation
which raises the efficiency of thermal conversion. Thus they have
been widely used as thermal storage medium (Garbrecht et al.,
2017) and heat transfer fluids in solar thermal plants and molten
salt nuclear reactors (Kearney et al., 2004; Vignarooban et al.,
2015; Romatoski and Hu, 2017). Recently, research conducted
using molten salt FLiBe (LiF-BeF2) as a coolant in fluoride-salt-
cooled high-temperature reactors (FHR) is a highly focused area
(Scarlat and Peterson, 2014).

However, molten salts are generally high Prandtl number
fluids with high viscosity and low thermal conductivity, which
result in their poor heat transfer performance. To overcome
this problem, many heat transfer enhancement techniques have
been studied, including heat pipes (Amini et al., 2017), different
modified grooved tubes (Jianfeng et al., 2013; Lu et al., 2015;
Chen et al., 2018), and various passive inserts (porous medium
(Chiba et al., 2001), staggered cylinders (Chiba et al., 2006),
sphere-packed insert (Watanabe et al., 2013). Some research on
applying FLiBe in typical heat exchangers (Xiao et al., 2015; Chen
et al., 2017; Chang et al., 2018), those with internal structures
(Du et al., 2017), and reactor coolant systems (Toda et al., 2002;
Dave et al., 2018) were also performed to testify the potential
usage in industry. These studies showed that passive inserts in
tubes or obstruction in heat exchangers could effectively create
vortices or secondary flow that mix and uniform the temperature
distribution which mitigates the low thermal conductivity. On
the other hand, though fair augmentation on the heat transfer
coefficient could be achieved, most of the above research only
utilizes typical heat transfer enhancement methods and lacks
discussion on whether the device is preferable for molten salts
with a high Prandtl number. Chen et al. (2018) experimentally
studied the effects of Reynolds number and Prandtl number on
the thermal-hydraulic behavior of molten salt with a transversely
grooved tube heat exchanger in laminar-transition-turbulent
regimes (Re = 300–60,000). Results showed that heat transfer
enhancement could vary notably with the changing of the Prandtl
number (Pr = 11–27) for laminar flow and transition flow, while
the enhancement effect is almost independent on the Reynolds
number and Prandtl number for the turbulent flow. In the
laminar and transition regime, enhancement factor (ratio of
Nusselt number from the grooved tube and plain tube) of fluid
with Pr = 27 is 30–50% higher than those with Pr = 11 at
corresponding Reynolds numbers. Such a small change on the

Prandtl number could remarkably affect the performance with
viscous fluid, then it is necessary to investigate the effect of larger
range Prandtl numbers on heat transfer technique and discuss its
applicability on viscous molten salts.

For heat transfer enhancement of high viscosity fluids, the
passive device twisted tape (TT) insert is widely used in the
heat exchanger as a swirl flow generator (Manglik et al., 1993).
The advantages of steady performance, low cost, and simple
configuration make it suitable for multiple cases. During the past
few decades, a lot of research have been done to investigate the
performance of TT with different working fluids, including water,
air (Smithberg and Landis, 1964; Thorsen and Landis, 1968),
ethyl alcohol (Manglik and Bergles, 1993a,b), and oil (Agarwal
and Rao, 1996). The results showed that TT is particularly
effective in heat transfer enhancement of laminar flow and
viscous fluid, which indicates its potential to improve the laminar
convective heat transfer of high viscosity molten salts. Although
the swirl flow induced by TT can appreciably enhance the heat
transfer by disturbing the flow, it also introduces additional
friction resistance and more dissipation of fluid momentum
at a cost, which raises the cost of pumps, especially with
high viscosity molten salts. Given this contradiction, many
new types of TT with different geometries were designed and
analyzed (Saha et al., 1989; Promvonge, 2008; Rahimi et al.,
2009; Eiamsa-Ard and Promvonge, 2010; Abed et al., 2018; He
et al., 2018; Hosseinnezhad et al., 2018; Piriyarungrod et al.,
2018; Ruengpayungsak et al., 2019). Research on modified twisted
tapes indicate a continuous endeavor in finding the optimal
heat transfer enhancement device that obtains higher heat
transfer coefficient and retains lower friction resistance in various
working conditions.

Recently, a new type of twisted tape named coaxial cross
twisted tape (CCTT) was designed, numerically simulated, and
analyzed in our previous research (Liu et al., 2017a,b, 2018).
Liu et al. (2017b) numerically studied CCTT performance under
different clearance ratio, twist ratio (Liu et al., 2017a), and its
local thermal-hydraulic behavior (Liu et al., 2018) with oil in
laminar flow regime, and reported that the Nusselt number of
the pipe equipped with CCTT was enhanced about 151–195%
in comparison with TT. The performance evaluation criterion
(PEC, defined as Eq.8) is at its highest at 0.077 for clearance ratio,
and PEC also increases as the twist ratio decreased. Kunlabud
et al. (2017) and Saysroy and Eiamsa-Ard (2017) later performed
numerical analysis on a similar CCTT design with various twist
ratio and clearance ratio in laminar and turbulent water flow.
Results showed that the CCTT design could achieve a thermal
performance factor (f 1/3

0 Nu/f 1/3Nu0) of 7.28 in laminar flow,
while 1.04 for turbulent flow. Bahiraei et al. (2019) also presented
numerical research on employing graphene-based nanofluid and
rotating coaxial double-twisted tapes (RCDTT) to enhance heat
transfer at Re = 5000. Their research indicated that increasing
rotational speed from 0 to 900 rpm at a twisted ratio of 3.5
can obtain 77% improvement in the convective heat transfer
coefficient. Khanmohammadi and Mazaheri (2019) conducted
a numerical simulation and analysis based on the second law
of thermodynamics for CCTT to investigate its performance in
water turbulent flow. It showed that CCTT could achieve a higher
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heat transfer coefficient and lower entropy generation compared
to TT. All the previous research showed that CCTT provides
better heat transfer enhancement than TT and it is suitable
for laminar flow.

However, these studies of the new twisted tape have been
exclusively focusing on common working fluids such as oil and
water, and the results with molten salts (e.g., FLiBe) and effect
of the Prandtl number on its performance are still unknown. To
examine the applicability of CCTT on high viscous molten salt,
we chose FLiBe as the main working fluid in this paper and also
simulated other fluids (water, lubricating oil) to compare their
results and discuss the effect of the Prandtl number. The physical
and numerical models are introduced in sections “Physical
Model” and “ Numerical Simulation and Model.” In section
“Results and Discussion,” the results of heat transfer and pressure
drop characteristics of FLiBe in laminar flow regimes with CCTT
are numerically analyzed. The water and lubricating oil are also
selected as working fluids to investigate CCTTs performance with
different Prandtl numbers. Based on the results in the present
study range, the correlations of the Nusselt number and friction
factor for TT and CCTT are uniformly developed based on
numerical results in the studied range. Moreover, this numerical
analysis of performance of CCTTs with FLiBe shows its potential
application on heat transfer enhancement in secondary coolant
heat exchangers of molten salt reactors where the radiation level
is acceptable for long term maintenance. The relationship of the
Prandtl number with the performance of CCTTs also implies the
application of other heat transfer molten salts where a compact
heat exchanger is needed, such as parabolic trough (Kearney
et al., 2004), thermal storage (Vignarooban et al., 2015), and
phase-change systems (Garbrecht et al., 2017).

PHYSICAL MODEL

According to the field synergy principle (Guo et al., 2005), a
better synergy between velocity and temperature gradients can
enhance the convective heat transfer rate. The numerical solution
(Meng et al., 2005) of heat transfer in a circular tube revealed
that having 4–8 vortices in the cross section can optimize the
synergy between velocity and temperature field, and therefore the
heat transfer is enhanced effectively. Based on this theory, a new
type of twisted tape named coaxial cross twisted tape (CCTT)
is designed, and a previous study (Liu et al., 2018) has shown
prominent enhancement on laminar convective heat transfer of
lubricating oil. It implies a potential usage with a high Prandtl
number molten salt.

The geometry of CCTT and its cross-section view in the
tube are displayed in Figure 1. The coaxial cross double twisted
tape (CCDTT) and coaxial cross triple twisted tape (CCTTT)
are formed by two or three TTs that have the same twist ratios
and axis and they are spaced by an angle of mutual 90◦ or 60◦,
respectively. The material of the CCTTs is aluminum.

The diameter (D) of the tube is 0.012 m, and the length (L)
is 0.3 m. CCTTs with the thickness (δ) of 0.001 m are fitted
in the tube. The twist ratio (y = H/D), defined as a ratio of
the 180-degree twist pitch to the tube diameter, are 2, 3, 4, and

infinity. The clearance ratio (CR = c/D), defined as a ratio of the
clearance between the edge of the tape and the tube wall to the
tube diameter, is set 0 to eliminate its effect on heat transfer. The
working fluids are water (Pr = 7–8), 68# lubricating oil (Pr = 870–
900), and FLiBe molten salt (Pr = 14–15). Their thermo-physical
properties are assumed to be temperature-dependent.

Reynolds number (Re), Nusselt number (Nu), and friction
factor (f ) are defined as follows:

Re =
ρuD
µ

(1)

f =
1P(

ρu2/2
)
(L/D)

(2)

Nu =
hD
λ

(3)

where ρ is density, u is inlet mean velocity, D is inner tube
diameter, µ is fluid dynamic viscosity, λ is fluid thermal
conductivity, h is heat transfer coefficient, L is tube length, and
1P is pressure drop.

According to our results of the simulation, coaxial cross
twisted tapes have a strong mixing effect due to induced swirl
flow. The heat transfer coefficient at the wall quickly dropped
and became stable at l = 0.03 m. In this case, a 10-times longer
tube length is enough to give fully developed laminar flow, and
the Nusselt number is calculated from the average heat transfer
coefficient of the wall at the fully developed region (l = 0.24 m).

NUMERICAL SIMULATION AND MODEL

Simplifying Assumptions
The mathematical model involves the prediction of flow and heat
transfer behaviors. Some simplified assumptions are required
to apply the conventional flow equations and energy equations
to model the heat transfer process in the tube with twisted
tape. These major assumptions are: (1) the flow through the
tube with twisted tape is laminar and incompressible, (2) the
flow is in a steady state, (3) natural convection and thermal
radiation are neglected, and (4) the thermo-physical properties
of the fluid are temperature dependent. For FLiBe, its physical
properties are defined by the correlations in the corresponding
temperature range (650–700◦C) from the liquid salt database
(Sohal et al., 2010).

Governing Equations
The problem under consideration is assumed to be three-
dimensional, laminar, and steady. Heat conduction in the twisted
tape is neglected. Equations of continuity, momentum, and
energy for the fluid flow are given below in the tensor form,

Continuity equation:

∂

∂xi
(ρui) = 0 (4)
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FIGURE 1 | The geometry and cross-section view of the tubes with CCTT. (A) Coaxial cross double twisted tape (CCDTT). (B) Coaxial cross triple twisted tape
(CCTTT).

Momentum equations:

∂

∂xj

(
ρuiuj

)
=

∂

∂xj

[
µ

(
∂ui

∂xj
+
∂uj

∂xi

)]
−
∂p
∂xi

(5)

Energy equation:

∂

∂xi

(
ρuiCpT − λ

∂T
∂xi

)
= 0 (6)

Boundary Conditions
At the inlet, the fully developed profile of velocity is specified in
Eq. 7 and the exit is set to pressure outlet.

u = 2um

(
1−

r2

R2

)
(7)

where um is the mean velocity. R is the tube inner radius, and r is
the radial position.

The Reynolds number used in the computation is referred
to in the inlet values, which is set from 100 to 1,100. The exit
condition is set as a pressure outlet, where the pressure is the
same as the reference pressure (p = 101.325 kPa). The constant
wall temperature boundary condition is adopted in all simulation
calculations. Considering the evident difference among working

fluids’ industrial applications, the temperature of inlet fluid and
inner wall for water, lubricating oil, and FLiBe are set constant
at 10, 40, 650◦C and 40, 60, 700◦C, respectively. The adiabatic
thermal boundary condition is adopted on the surface of twisted
tape, since its thermal effects can be ignored. On the tube walls
and surface of twisted tapes, no-slip conditions are imposed.

Numerical Method
In this work, the CFD software STAR-CCM+ 10.02 (CD-
adapco, 2015) is used for numerical computations and data
post-processing. It provides a finite volume method fluid
dynamics solution using the common Semi-Implicit Method
for Pressure-Linked Equations (SIMPLE) with Rhie-Chow
interpolation for pressure-velocity coupling and algebraic
multi-grid preconditioning. For mesh generation, STAR-CCM+
provides tetrahedral, polyhedral, and trimmed (hexahedral)
meshes. Prism layers of mesh cells can be included for
modeling heat transfer and turbulence at important surfaces. For
steady incompressible flow simulation, the second-order upwind
discretization schemes for momentum and energy equations
are employed in the numerical model of this study. Pressure-
velocity coupling is handled by the Segregated Flow Model,
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TABLE 1 | Comparison of the CFD results with experimental results (Wongcharee and Eiamsa-Ard, 2011).

f

Re 827 995 1151

y 3 4 5 3 4 5 3 4 5

Exp 0.410 0.335 0.290 0.386 0.316 0.274 0.368 0.302 0.261

CFD 0.415 0.348 0.310 0.378 0.309 0.277 0.341 0.283 0.252

Error(%) 1.17 4.09 6.78 −2.18 −2.25 1.21 −7.34 −6.39 −3.41

Nu

Re 827 995 1151

y 3 4 5 3 4 5 3 4 5

Exp 12.3 10.0 8.61 14.9 12.6 10.9 17.6 15.1 13.3

CFD 12.8 11.2 9.66 14.5 13.0 11.4 16.7 14.5 13.9

Error(%) 4.27 12.1 12.2 −3.04 3.50 4.83 −5.45 −3.77 4.31

TABLE 2 | Comparison of the CFD results with empirical correlation (Manglik and Bergles, 1993a).

Re 110 212 312 411 510 608 706 804 601 1000

f (correlation) 2.59 1.41 1.02 0.827 0.713 0.640 0.579 0.534 0.499 0.469

f (CFD) 2.22 1.29 0.956 0.785 0.679 0.607 0.555 0.515 0.485 0.462

Error(%) −14.2 −8.49 −6.01 −5.09 −4.75 −4.48 −4.09 −3.56 −2.80 −1.33

Nu(correlation) 12.9 15.3 17.1 19.0 21.3 23.8 26.4 28.9 31.6 34.1

Nu(CFD) 12.0 14.9 17.8 20.3 22.4 24.3 26.0 27.6 29.3 31.6

Error(%) −7.30 −2.76 4.28 6.82 5.15 1.91 −1.57 −4.75 −7.26 −7.46

which is a modified SIMPLE-type algorithm using a collocated
grid arrangement.

Grid Independent Test
The grid independent test has been performed for the physical
model to which the polyhedral grid type is applied. To improve
the accuracy of the near-wall flow solution, prism layer mesh is
applied to the near-wall grid and in the vicinity of the twisted
tape. Four grid systems with approximately 1,258,000, 1,658,000,
2,172,500, and 3,170,770 cells are applied to calculate a baseline
case of Nusselt number (Nu) and friction factor (f ) in which
Re = 1000, y = 3.0. Results show that the difference in Nusselt
numbers and friction factors between 2,172,500 and 3,170,770
cells are 0.77 and 0.3%, respectively. Considering both convergent
time and solution precision, the grids with 2172500 cells are used
for the computational model.

Validation of the Numerical Model
To validate the accuracy of the numerical model, the simulation
results of the Nusselt number and friction factor of the tube
inserted with TT are compared with experimental results
(Wongcharee and Eiamsa-Ard, 2011). In Table 1, simulations
are done in a 1,000 mm long, 19 mm diameter tube fitted
with 1 mm thickness, 18 mm width typical twisted tape with
different twist ratio (y = 3,4,5), which are the same with each
experiment. The overall deviations of the calculated f and Nu

from the experimental results are found to be within ± 8%
and± 13%, respectively.

The numerical model is also tested by comparing results with
the semi-empirical correlation (9), (10) which was developed
by Manglik and Bergles (1993a) under fully developed flow
conditions. The verifications are conducted for conditions
Re = 110–1,000, y = 3. The other dimensions are the same with
our physical model. Table 2 shows that the deviations of the
present simulations from correlations were mostly within± 4.8%
and ± 7.3%, respectively. The maximum deviation of f and
Nu are 14.2 and 7.5%, respectively. The comparison shows
that the numerical model is benchmarked against the previous
experiment and empirical correlation. Concerning that CCTT
and TT produce similar swirl flow and have the same mechanism
of heat transfer enhancement, the numerical model for TT can be
also applied to CCTT.

RESULTS AND DISCUSSION

Characteristics of Heat Transfer for
FLiBe
In this section, simulation results of the velocity profile, friction
factor, temperature profile, Nusselt number, and overall heat
transfer performance of the plain tube fitted with TT and CCTTs
are shown and analyzed. Previous research (Liu et al., 2017a,
2018) on CCTTs have investigated the twist ratio effect on its
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FIGURE 2 | The streamline of the tube fitted with CCTTT (y = 3) at l = 0.24 m, Re = 720.

performance, and hence we chose the results of twist ratio y = 3
as a representative case in the following analysis.

Friction Factor and Effect on Velocity Profiles
With multiple twisted tapes in the tube, CCTTs shall have
prominent disturbance on the velocity field. The contour plot of
the streamline of FLiBe through the tube fitted with a CCTTT
(y = 3) at l = 0.24 m, Re = 720 is displayed in Figure 2. It can
be seen that six longitudinal vortices are generated around the
CCTTT as it twists. These longitudinal vortices would induce
considerable centrifugal force which results in the mixing of core
flow and boundary flow, and hence effectively disturb the velocity
profile and the temperature distribution of the core flow. This
result also implies that CCTT has good disturbance on FLiBe
even though it has high viscosity.

To make a comparison between disturbance of CCTT and TT
on the velocity field, the velocity profiles of FLiBe in the plain
tube and the tube fitted with TT, CCDTT, and CCTTT (y = 3,
l = 0.24 m, Re = 720) are shown in Figure 3. Compared to the
plain tube, the TT and CCTTs can all significantly change the
velocity distribution of FLiBe. The major difference is that the
core flow is accelerated and split into symmetric parts, which
is the result of twisted tape’s partitioning and the centrifugal
force of swirl flow. This can be determined more easily from the
streamline in Figure 2.

Compared to TT, the CCDTT has a stronger blockage effect
and can divide the flow into four swirls, and therefore the velocity
profile of FLiBe with CCDTT has a higher value of velocity and
the core flow is closer to the wall. Hence, it induces a higher
velocity gradient near the tube wall, which can be determined
from the steep slope. Such great disturbance on the velocity
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)

r (m)
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FIGURE 3 | The velocity profile of FLiBe in the plain tube and the tube fitted
with TT, CCDTT, and CCTTT (y = 3) at l = 0.24 m, Re = 720.

profile is particularly effective for high viscosity fluid like FLiBe
which usually has a low inlet velocity. All the above mechanisms
show that CCTTT has a stronger effect than CCDTT due to
greater partitioning and blockage.

One of the biggest side effects of utilizing the passive device
for heat transfer enhancement is the increased pressure drop.
Figure 4 shows the friction factor as a function of the Reynolds
number in the flow of FLiBe in the plain tube and the tube fitted
with TT, CCDTT, and CCTTT, y = 3. Apparently, the friction
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FIGURE 4 | Variation of friction factor with the Reynolds number for FLiBe in
the plain tube and the tube fitted with TT, CCDTT, and CCTTT (y = 3).
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FIGURE 5 | Variation of the Nusselt number with the Reynolds number for
FLiBe in the plain tube and the tube fitted with TT, CCDTT, and CCTTT (y = 3).

factor in the tube fitted with CCTT is larger than those of the
tube with TT and the plain tube under the same conditions. In the
present studied range with twist ratio y = 3, the friction factor of
FLiBe in the tube with CCDTT and CCTTT are, respectively, 9.5–
12.2 and 19.8–23.4 times of that in the plain tube and 2.22–2.32
and 4.26–4.83 times of that in the tube with TT.

The additional pressure drop of FLiBe flow with CCTT can be
explained by following reasons: (1) the CCTTs provide greater
partitioning and blockage on the tube cross-section, which
accelerates flow velocity and reduces the hydraulic diameter; (2)
the CCTTs remarkably increase the surface area of the tape;
and (3) the swirl flow notably increases the near-wall velocity
gradient, which results in higher pressure drop.
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FIGURE 6 | The temperature profile of FLiBe in the plain tube and the tube
fitted with TT, CCDTT, and CCTTT (y = 3) at l = 0.24 m, Re = 720.

Heat Transfer Coefficient and Effect on Temperature
Profiles
The high friction is actually the price of enhancing the heat
transfer of fluid. Figure 5 shows the variation of the Nusselt
number with the Reynolds number for FLiBe in the plain tube
and the tube fitted with TT, CCDTT, and CCTTT, y = 3. As
expected, the tube fitted with CCTTs have better enhancement on
the Nusselt number than those of the tube with TT and the plain
tube under the same conditions. In the present studied range with
twist ratio y = 3, the Nusselt number of FLiBe in the tube with
CCDTT and CCTTT are, respectively, 2.32–3.6 and 2.99–3.97
times of that in the plain tube and 1.38–1.39 and 1.53–1.79 times
of that in the tube with TT.

In general, the disturbance on velocity profile can enable the
CCTTs to mix the core flow with boundary flow, and therefore
effectively affects the temperature distribution of FLiBe. To prove
this expectation, the dimensionless temperature profiles of FLiBe
in the plain tube and the tube fitted with TT, CCDTT, and
CCTTT (y = 3, l = 0.24 m, Re = 720) are compared in Figure 6
in which the dimensionless temperature is defined as Tθ =

(Tw − T) / (Tw − Tm ).
Figure 6 indicates that the twisted tape can significantly

augment the near-wall temperature gradient of FLiBe and
uniform the temperature distribution of core flow. This is because
the blockage of twisted tape and centrifugal force induced by
swirl flow can both accelerate the velocity of flow and therefore
improve the near-wall temperature gradient and convective heat
transfer. Moreover, the swirl flow also enables the core flow mix
with boundary flow, which notably uniforms the temperature
profile of core flow. As seen from the slope of the near-wall
temperature, the CCTTs can produce a greater temperature
gradient and a thinner thermal boundary layer than TT. In
summary, the swirl flow’s disturbance on the velocity field
changes the temperature field and enhances the heat transfer.

It is also notable in Figure 5 that the CCTTT has better
augmentation on heat transfer than CCDTT while the trends of
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the Nusselt number with the variation of the Reynolds number
are similar for both tapes. This phenomenon indicates that
CCDTT and CCTTT share the same mechanism of heat transfer
enhancement whose effect would arise as more longitudinal
vortices are generated (Guo et al., 2005).

Based on the above analysis of temperature profiles, the
enhancement on heat transfer can be explained by three reasons:
(1) the highly increased flow velocity enhances the convective
of heat transfer; (2) more longitudinal vortices would induce
considerable centrifugal force to mix core flow with boundary
flow, and hence effectively uniform the temperature of core flow
and make the thermal boundary layer thinner; and (3) the swirl
flow increases the flow path.

Overall Heat Transfer Performance
As analyzed in previous sections, the enhancement of heat
transfer and flow resistance all increase with the twisted tape
inserts. To evaluate the comprehensive effect of heat transfer
augmentation under given pumping power, a performance
evaluation criteria (PEC) (Fan et al., 2009) is employed and
defined as follow:

PEC =
(

Nu
Nu0

)/(
f
f0

) 1
6

(8)

where Nu0 and f0 are the Nusselt number and the friction factor
of the plain tube, respectively. For power −1/6 in the equation,
we apply the Darcy–Weisbach equation and Sieder-Tate equation
for the friction factor and Nusselt number of laminar flow in
a circular tube. Defining PEC under the constraint of pumping
power satisfies the industrial need since how much heat transfer
can be enhanced with the same pumping power provides better
quantitative parameters than those concerned at the identical
pressure drop. The variation of PEC with the Reynolds number
for FLiBe in the tube fitted with TT, CCDTT, and CCTTT, y = 3
are displayed in Figure 7.

In general, the PEC value tends to rise with an increasing
Reynolds number for all twisted tapes among which the CCTTs
have much better heat transfer performance than TT. In the
present studied range with twist ratio y = 3, the PEC of FLiBe
in the tube with CCDTT and CCTTT are, respectively, 1.2–
1.22 and 1.2–1.38 times of those in the tube with TT. Notably,
the heat transfer performance of the tube fitted with CCTTT
would decrease in a high Reynolds number near the transition
regime. This is because with the increase of the Reynolds number,
the increase of the friction factor of the tube with CCTTT is
stronger than the enhancement of the Nusselt number. In the
range of numerical simulation, the highest PEC 2.73 is obtained
by CCTTT (y = 2) at a Reynolds number of 582.

Comparison of Different Fluids
As mentioned in section “Introduction,” though the CCTTs have
prominent enhancement on laminar convective heat transfer
of lubricating oil (Liu et al., 2017a,b, 2018), its variation
of performance with different fluids is still unknown. To
investigate whether the CCTTs are advantageous on heat transfer
enhancement of high viscosity molten salt, the results of water
and lubricating oil are presented and compared with FLiBe.
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FIGURE 7 | Variation of PEC with the Reynolds number for FLiBe in the tube
fitted with TT, CCDTT, and CCTTT (y = 3).
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FIGURE 8 | The velocity profile of different fluids in the tube fitted with CCDTT
(y = 3) at l = 0.24 m, Re = 720.

Comparison of Velocity and Temperature Profiles
Various fluids’ distinction on viscosity may induce a different
level of the CCTTs’ disturbance on the velocity and temperature
profile, though most research (Kunlabud et al., 2017; Liu
et al., 2017a,b, 2018; Saysroy and Eiamsa-Ard, 2017; Bahiraei
et al., 2019; Khanmohammadi and Mazaheri, 2019) focused
on one specific fluid. To investigate the effect, the velocity,
and temperature profiles of FLiBe, water, and lubricating oil
in the tube fitted with CCDTT are compared in Figures 8, 9,
respectively. The velocity profiles are normalized by each average
velocity (um) to eliminate the differences among inlet velocity
values. Figure 8 indicates no obvious difference between the
velocity profiles of various fluids, which demonstrates that the
CCTTs can effectively disturb the velocity profile with the same

Frontiers in Energy Research | www.frontiersin.org 8 September 2020 | Volume 8 | Article 178157

https://www.frontiersin.org/journals/energy-research
https://www.frontiersin.org/
https://www.frontiersin.org/journals/energy-research#articles


fenrg-08-00178 September 25, 2020 Time: 16:33 # 9

Yang et al. FLiBe Heat Transfer With CCTTs

0.001 0.002 0.003 0.004 0.005 0.006 0.007
0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

lubricating oil

FLiBe

T θ

r (m)

water
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CCDTT (y = 3) at l = 0.24 m, Re = 720.
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FIGURE 10 | Local heat transfer coefficient ratio of various working fluids in
the tube fitted with CCDTT (y = 3) at l = 0.24 m, Re = 720.

level for various working fluids at the laminar regime. This
phenomenon testifies that the CCTTs are effective in affecting the
velocity distribution even with high viscosity molten salt.

For the temperature profile, however, Figure 9 indicates
different level of CCTTs disturbance on various working fluids.
The thermal boundary layer of lubricating oil is thinner than
water and FLiBe. It can be attributed to the much higher Prandtl
number of lubricating oil. A higher Prandtl number means a
higher ratio of momentum diffusivity to the thermal diffusivity,
and generally indicates a higher ratio of velocity boundary layer
thickness to thermal boundary layer thickness.

The comparison between Figures 8, 9 shows that lubricating
oil has a thinner thermal boundary layer than the other working
fluids while the velocity boundary layer shows no difference.
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FIGURE 11 | Variation of friction factor ratio with the Reynolds number for
various fluids in the tube fitted with CCDTT and CCTTT (y = 3).

Since the fluids with higher viscosity would have thinner thermal
boundary layers relative to the velocity boundary layer and
CCTTs can induce the same level of disturbance on the velocity
field, the thermal boundary layer of fluids with higher Prandtl
numbers would be reduced much more, and hence the heat
transfer enhancement is better. Figure 10 indicates the local
heat transfer coefficient ratio of various working fluids in a
tube fitted with CCDTT (y = 3, l = 0.24 m, Re = 720). It
shows that lubricating oil and FLiBe have a higher ratio of heat
transfer coefficient than water. In general, a thinner thermal
boundary layer means a higher temperature gradient and heat
transfer coefficient and Figure 10 testifies that CCDTT has better
enhancement on higher Prandtl number fluids.

In summary, CCTTs have better enhancement on the heat
transfer of higher Prandtl number fluids, whose momentum
diffusivity dominates the heat transfer behavior. It also indicates
that the CCTTs have potential on the improvement of heat
transfer of other high viscosity molten salts.

Friction Factor and Nusselt Number Comparison
All the previous comparisons of results focus on the qualitative
research at representative Reynolds numbers. To give a
quantitative investigation of different fluids in the laminar flow
regime, comparisons of friction factor ratio (f /f0) and Nusselt
number ratio (Nu/Nu0) in the tube fitted with CCDTT and
CCTTT (y = 3) are presented in Figures 11, 12, respectively.
As Figure 11 shows, the CCTTs have almost the same degree
of increase in pressure drop for different fluids, which can be
explained by the same level of velocity disturbance of different
fluids in Figure 8. The similar velocity profile indicates a similar
velocity gradient, and hence the increase of pressure drop,
compared with the plain tube, should be approximate.

On the other hand, the increases in the heat transfer of
different fluids show a prominent difference. Figure 12 show
that the CCTTs have better enhancement on the heat transfer
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FIGURE 12 | Variation of Nusselt number ratio with the Reynolds number for
different fluids in the tube fitted with CCDTT and CCTTT (y = 3).
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FIGURE 13 | Variation of PEC with the Reynolds number for different fluids in
the tube fitted with CCDTT and CCTTT (y = 3).

with higher Prandtl number fluids in the present range of the
Reynolds number, which corresponds with previous analysis
of the temperature profile. For exact comparison, the Nusselt
number ratio of oil in the tube with CCDTT and CCTTT are,
respectively, 1.047 and 1.035 times of that in FLiBe and 1.117
and 1.088 times of that in the water at Re = 720. Higher Prandtl
number fluids can have greater disturbance on a temperature
profile from CCTTs since momentum diffusivity dominates the
heat transfer behavior of viscous fluids.

Overall Heat Transfer Performance Comparison
Coupling the results of the friction factor and heat transfer, the
variation of PEC with the Reynolds number for different fluids
in the tubes fitted with TT, CCDTT, and CCTTT (y = 3) are

displayed in Figure 13. From the analysis of the friction factor
ratio and Nusselt number ratio among different fluids, it is easy
to find that Figure 13 has a similar trend to Figure 12. This is
because the CCTTs can induce the same degree of disturbance
on the velocity field (i.e., pressure drop increase) but a higher
level of heat transfer augmentation in high viscosity fluids. It
also implies that the differences in the thermophysical property
have a stronger effect on the enhancement of heat transfer than
pressure drop in the tube fitted with CCTTs. The higher the
Prandtl number is, the better the heat transfer enhancement of
CCTTs becomes. In other words, the CCTTs can have better
overall heat transfer performance with a higher Prandtl number
fluid. At Re = 720, the PEC of oil in the tube with CCDTT and
CCTTT are, respectively, 1.042 and 1.031 times of those in FLiBe
and 1.113 and 1.088 times of those in water.

CORRELATIONS OF NUSSELT NUMBER
AND FRICTION FACTOR

Analysis of the Correlations of Typical
Twisted Tapes
Until now, many correlations have been developed for typical and
modified twisted tapes (Garg et al., 2016). For TT, Manglik and
Bergles developed their semi-empirical correlations of friction
factor and Nusselt number (Sw = 300–1400) (Manglik and
Bergles, 1993a), as shown in Eqs 9 and 10:

fRe = 15.76792 (1+ 10−6Sw2.55)1/6
ϕ

[
1+

(
π

2y

)2
]

(9)

Nu = 4.612
{
[
(
1+ 0.0951Gz0.894)2.5

+ 6.413× 10−9 (Sw · Pr0.391)3.835
]
2

+ 2.132× 10−14 (Reax · Ra)2.23
}0.1 (

µf

µw

)0.14
(10)

where Sw is a dimensionless swirl parameter that accounts
for centrifugal force effect (Eq. 13); Gz is Graetz number
(Gz = MCp/λL); Pr is Prandtl number; Reax is Reynolds number
at axial velocity; Ra is Rayleigh number that describes the
buoyancy effect; ϕ and ψ are the cross section (Eq. 11) and
hydraulic diameter parameters (Eq. 12); and µf and µw are the
fluid dynamic viscosity at fluid and wall temperature.

These correlations were developed to comprehensively
describe the TT’s main effects on flow, including blockage,
and swirl flow. One outstanding point is that these two
effects were, respectively, correlated by the analytical solution
and the experimental results since the blockage effect is
numerically solvable, whereas swirl flow is mostly described by
the empirical method.

Blockage Effect
For the blockage effect, Manglik and Bergles applied the
analytical solution of fully developed laminar flow in a semi-
circular duct (y = ∞, δ = 0) to solve the constant coefficient
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15.767 as a numerical baseline solution of the friction factor.
Concerning that the thickness of tape inserts will also decrease
the cross-sectional area of the tube, and hence increase velocity
and friction, two parameters that describe the tape thickness’s
effects on cross-sectional areas and hydraulic diameters were
introduced. The first one is the cross-section parameter ϕ, as
shown in Eq. 11:

ϕ =
plane tube cross sectional area

tube with insert cross sectional area

=
πD2/4

πD2/4− δ · D
=

π

π− 4δ/D
(11)

The second one is the hydraulic diameter parameter, as shown in
Eq. 12:

9 =
plane tube hydraulic diameter

tube with insert hydraulic diameter

= D
/(

4
πD2/4− δ · D
πD+ 2D− 2δ

)
=

π+ 2− 2δ/D
π− 4δ/D

(12)

To describe the effect of blockage on heat transfer, the
constant coefficient 4.612 and a function of Graetz number
(Gz, a dimensionless number that determines the length for
thermally fully developed flow) were numerically solved under
the analytical solution of a semi-circular duct model, which
gave a good baseline solution of fully developed laminar
flow’s (y = ∞) Nusselt number. Having these coefficients and
parameters derived from theoretical analysis can provide a simple
and precise description of the blockage effect on fluids.

Swirl Flow Effect
Besides the blockage effect, the twisted tapes also induce strong
swirl flow, as shown in Figure 2. For the effect of swirl flow, the
empirical correlating method was used to reveal the sophisticated
helically rotating fluid flow. The swirl parameter that represents
the balance of centrifugal, convective inertia, and viscous forces
was defined to describe the intensity of swirl flow:

Sw =
(
centrifugal force

) (
convective interia force

)(
viscous force

)2

=

√√√√(
ρu2

s /H
) (

ρu2
s /D

)(
µu2

s /D2
)2 (13)

= Reϕ
√[

1+
(
π/2y

)2
]
/y

where us is the actual swirl velocity in the tube and defined as:

us = u
(

πD2/4
πD2/4− δ · D

)√
1+

(
π/2y

)2 (14)

Therefore, the characteristics of swirl flow were described by Sw,
instead of Re, in the correlations of friction factor and Nusselt
number. In the end, the blockage and swirl flow effect can be
combined and correlated by the asymptotic matching method
which yields Eqs 9 and 10.

New Unified Correlations for Twisted
Tapes and Coaxial Cross Twisted Tapes
Since CCTTs and TT have the alike geometry and the same
mechanism of heat transfer improvement, it is reasonable to
develop their correlations based on TT’s correlations Eqs 9
and 10, proposed by Manglik and Bergles. For the blockage
effect, parameters that describe the changes of the cross-sectional
area and hydraulic diameter can be modified according to the
geometry of CCTTs. The cross-section and hydraulic diameter
parameters of CCDTT are defined in Eqs 15 and 16, respectively:

ϕ =
πD2/4

πD2/4− 2δ · D+ δ2 =
π

π− 8δ/D+ 4δ2/D2 (15)

9 = D/
(

4
πD2/4− 2δ · D+ δ2

πD+ 4D− 8δ

)
=

π+ 4− 8δ/D
π− 8δ/D+ 4δ2/D2

(16)

The cross-section and hydraulic diameter parameters of CCTTT
are defined in Eqs 17 and 18, respectively:

ϕ =
πD2/4

πD2/4− 3δ · D+ 1.5
√

3δ2
=

π

π− 12δ/D+ 6
√

3δ2/D2

(17)

9 = D/

(
4
πD2/4− 3δ · D+ 1.5

√
3δ2

πD+ 6D−
(
6
√

3+ 6
)
δ

)

=
π+ 6−

(
6
√

3+ 6
)
δ/D

π− 12δ/D+ 6
√

3δ2/D2
(18)

For the concern of practical use, the cross section and hydraulic
diameter parameters of TT, CCDTT, and CCTTT can be re-
defined in a unified form where the second order term δ2/D2 is
omitted. The cross-section parameter is re-defined as:

ϕ =
π

π− 4nδ/D
(19)

The hydraulic diameter parameter is re-defined as:

9 =
π+ 2n−mδ/D

π− 4nδ/D
(20)

where n is the tape number and coefficient m shall be set 2, 8, or
6
√

3+ 6 for TT, CCDTT, or CCTTT, respectively.
For the swirl flow effect, the swirl parameter that describes

the intensity of tape-twist induced swirl flow is defined as the
same as Eq. 13 except that the cross-section parameter ϕ shall
use the unified form in Eq. 19. In the heat transfer correlation,
the numerical results show that the swirl flow effect surpasses the
free convective effect, where Gr<< Sw2. This is because the flow
in research has a low Grashof number, and therefore the effect
of buoyancy force can be neglected in the correlation of heat
transfer. Finally, the Nusselt number is developed as the function
of Sw, Gz, and Pr. Based on the results of numerical simulations
with FLiBe, water, and lubricating oil, the correlations of the
Nusselt number and friction factor in the tube fitted with TT,

Frontiers in Energy Research | www.frontiersin.org 11 September 2020 | Volume 8 | Article 178160

https://www.frontiersin.org/journals/energy-research
https://www.frontiersin.org/
https://www.frontiersin.org/journals/energy-research#articles


fenrg-08-00178 September 25, 2020 Time: 16:33 # 12

Yang et al. FLiBe Heat Transfer With CCTTs

f Nu

0 50 100 150 200 250 300
0

50

100

150

200

250

300
224 numerical data included

-20%

N
u

detciderP

Nu (Numerical)

+20%

0 2 4 6 8 10 12 14 16 18 20
0

2

4

6

8

10

12

14

16

18

20
254 numerical data included

-12%

f
)detciderP(

f (Numerical)

+12%

A B

FIGURE 14 | Comparison of numerical results with predicted values of Nusselt number and friction factor. (A) f. (B) Nu.

CCDTT or CCTTT are uniformly developed and defined as
follow:

fRe = Aϕ92 (1+ 1.348× 10−3Sw1.09)0.462
[

1+
(

π

2y

)2
]
(21)

Nu = B[
(
1+ 0.2165Gz0.662)0.251

+ 3.87× 10−2 (Sw · Pr0.4)0.431
]
2.06

(
µf

µw

)0.14
(22)

where A and B are various constant coefficients for TT and
CCTTs. As for TT, A = 59.24, B = 3.81; for CCDTT and CCTTT,
A = 47.38, B = 5.67.

For Eqs 21 and 22, the range of Reynolds number, Prandtl
number, and twist ratio are 100–1,100, 7–900, and 2–4,
respectively. The comparison of numerical results with predicted
values of the Nusselt number and friction factor are shown in
Figure 14. The predicted values are in good agreement with
the numerical simulations and deviations of Nu and f are
within± 20% and± 12%, respectively.

CONCLUSION

The characteristics of heat transfer and friction factor of laminar
flow for various working fluids in a circular tube with coaxial
cross twisted tape (CCTT) have been investigated numerically.
The streamline, velocity profiles, temperature profiles, and
performance evaluation criteria are all presented for analysis and
the conclusion are summarized as follows:

(1) The velocity and temperature profiles of the tube fitted with
different twisted tape reveal that the CCTTs can produce
stronger swirl flow and improve the near-wall gradient of
velocity and temperature. For FLiBe, the CCTTs are more

effective in reducing the thermal boundary layer of FLiBe
because of its thicker velocity boundary layer. For different
fluids, the CCTTs’ disturbance on velocity profiles is similar
while the reduction on the thermal boundary layer would
intensify with the increase of the Prandtl number.

(2) The numerical results show that the CCTTs can greatly
enhance the heat transfer, though the pressure drop also
increases. The plots of PEC (y = 3) for FLiBe indicates
that the overall performance of CCDTT and CCTTT are
respectively 1.2-1.22 and 1.2-1.38 times of that in the tube
with TT. The maximum PEC value 2.73 is obtained by
CCTTT (y = 2) at Re = 582. For different fluids, the
CCTTs provide better overall performance with higher
Prandtl number fluids.

(3) The semi-empirical correlations of the Nusselt number and
friction factor of various fluids for TT, CCDTT, and CCTTT
are uniformly developed based on numerical results. The
maximum discrepancy between the correlative results and
numerical results for the Nusselt number and friction factor
are found to be± 20% and± 12%, respectively.

FUTURE WORK

The CCTTs heat transfer enhancement performance with FLiBe
have been numerically studied and testified as a feasible
method on high Prandtl number fluids, though further research
could be done on experimental demonstration and geometry
modification simulation. There are various types of geometry
modifications that can be applied on the CCTTs, including
alternative clockwise and counter-clockwise (Eiamsa-Ard and
Promvonge, 2010), notched tape (Rahimi et al., 2009), multiple
tapes (Piriyarungrod et al., 2018), and grooved tubes (Lu et al.,
2015). These modifications could either periodically mix swirl
flow in each channel or introduce perturbation near the wall
so that heat transfer resistance is further reduced. Through
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experimental demonstration, the semi-empirical correlation in
this work could be testified and corrected based on measurement.
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NOMENCLATURE

Cp Specific heat at constant pressure, J/(kg·K)
CR Clearance ratio
c The clearance between twisted tape and tube wall, m
D Inner tube diameter, m
f Friction factor
Gr Grashof number,
Gz Graetz number, MCp/λL
H 180-degree twist pitch, m
h Heat transfer coefficient, W/(m2

·K)
L Tube length, m
l Distance to the inlet, m
M Mass flow rate, kg/s
m Coefficient in hydraulic diameter parameter
n Coefficient in cross-section parameter for tape number
Nu Nusselt number
p Reference pressure, 101.325 kPa
1P Pressure drop, Pa
PEC Performance evaluation criteria
Pr Prandtl number
r Radial position, m
R Tube inner radius, m
Ra Rayleigh number
Re Reynolds number
Sw Swirl parameter
T Temperature, ◦C
Tθ Dimensionless temperature
U Velocity, m/s
us Actual swirl velocity, m/s
y Twist ratio
Greek symbols
δ Tape thickness, m
λ Thermal conductivity, W/(m·K)
µ Dynamic viscosity, Pa·s
µf Dynamic viscosity at fluid mean temperature, Pa·s
ρ Density, kg/m3

ϕ Cross-section parameter
ψ Hydraulic diameter parameter
Subscript
0 Plain tube
ax Value at the axial flow
m Mean value
w Value at wall
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Scaling Design of the Pressure
Response Experimental Facility for
Pressure Suppression Containment
Xinxing Liu, Zhaoming Meng*, Nan Zhang and Zhongning Sun

Fundamental Science on Nuclear Safety and Simulation Technology Laboratory, Harbin Engineering University, Harbin, China

Pressure suppression containment has been adopted extensively in boiling water reactor
design due to its remarkable pressure suppression capacity. To study the pressure
response characteristics of the containment in the initial stage of the loss-of-coolant
accident, it is necessary to build a scaling facility to simulate the prototype. Analysis of the
steam mass and energy that are released from the break as well as of the steam
condensation that occurs in the suppression pool is conducted, respectively, for the
prototype pressurized water reactor. The suppression pipe system resistance is also
scaled with a certain ratio. The length and diameter of the main pipe and the branch pipe as
well as the orifice diameter are calculated. At last, the prototype and the experimental
facility are modeled by MELCOR to analyze the steam mass and energy release. The
results show that the containment pressure evolution trends of the prototype and the
scaled experimental facility are consistent. The pressure difference exists at some times,
with a maximum relative error of 4%.

Keywords: pressure suppression containment, scaling experiment, pressure response, MELCOR, pipe resistance

INTRODUCTION

Different from the traditional large pressurized water reactor (PWR) nuclear power plants, small
PWRs have been paid more and more attention due to their diversity of application and flexibility in
site selection. When the loss-of-coolant accident (LOCA) happens, a large amount of high
temperature and pressure coolant will be released to the containment from the break, which will
cause the containment pressure to increase in a short time. In order to deal with this overpressure
problem, large PWR nuclear power plants usually adopt large volume containment to slow down the
pressure rise rate, while in small PWRs the containment pressure increases rapidly and reaches the
safety limit value in a short time due to the compact containment vessel design. Besides, the active
spray system and the passive cooling system cannot operate in time. Therefore, effective containment
overpressure control measures should be introduced into the small PWR design.

Learning from the boiling water reactor (BWR) design experience, pressure suppression
containment has an excellent effect in suppressing the short-term containment pressure
increasing rate. Thus, the pressure suppression containment system can be adopted by small
PWRs to make sure that the containment peak pressure is under the design safety limit value during
severe accidents.
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Due to the complex thermal hydrodynamic phenomenon of
the suppression pool system, containment pressure response is
influenced by many factors. Experiments should be conducted to
verify whether pressure suppression containment can meet the
demand for containment peak pressure suppression in the early
stage of the LOCA.

Many research teams have carried out a lot of investigation
work on the pressure suppression containment (Varzaly et al.,
1978; Gamble et al., 2001; Yan and Bolger, 2010; Sawant and
Khatib-Rahbar, 2011; Chen et al., 2012). The Marviken power
plant in Swedenwas originally designed and built as a boiling heavy
water reactor (EPRI-NP, 1982; Marviken Power Station, 1977).
Instead of being operated, the Marviken pressure suppression
containment was used in performing full-scale blow-down
experiments to study the containment response. Although the
full-scale experiment can predict the real pressure evolution
with the most limited deviation, such experiments are both
costly and hard to operate. Therefore, the most acceptable
methods of predicting pressure response in containment are
through small-scale experimental facilities, using scaling laws to
extrapolate small-scale results to full-scale conditions.

JAERI built a test facility to study containment response
during LOCAs (Kukita et al., 1983), of which the lower portion
of the test containment is a full-scale replica of one of the 20°

sectors in an annular wetwell of a typical MARK II
containment. The test facility features seven full-size vent
pipes. The drywell and the primary system are represented
in the same volumetric scale ratio (1:18) as the wetwell.
Although the scale of the experiment is much smaller than
the full-scale experiment, the same high-temperature and high-
pressure of water as the BWR operating pressure and
temperature are still needed in the experiment to simulate
accident steam and mass release. It is still a challenge to
perform such high-temperature and high-pressure
experiments in the laboratory conditions.

Lappeenranta University of Technology in Finland conducted
a series of experiments using PPOOLEX program to investigate
suppression pool–related thermal hydraulic phenomena (Laine
et al., 2013; Patel et al., 2014; Patel et al., 2016). The PPOOLEX
test facility is a scaled-down test facility of Nordic type BWR
containment. The 31-m³ stainless steel containment consists of
two main parts: the drywell compartment and the wetwell
compartment, separated by an intermediate floor. The volume
of the two parts and the diameter of the blow-down pipe were just
simply scaled according to the Olkiluoto nuclear power plant
prototype parameters, while more scaling parameters were not
given in their reports. Therefore, it could not be concluded that
the PPOOLEX facility is suitable for performing containment
response experiments.

Anderson et al. (1978) conducted some fundamental
experimental checks of the scaling laws originally put forward
by Moody (1976), which mainly deal with small-scale modeling
of the vent-clearing phase in which air flows into the suppression
pool. The results showed that the dimensionless pressures were in
excellent agreement if the four scaling parameters were held
constant. Otherwise, the enthalpy flux must be scaled using an
orifice to ensure that the pressure will scale. Although these

scaling laws could give some guidance in scaling facility design
analysis, the main assumptions of the derivation process were
based on the vent-clearing phase, which is different from the
steam blow-down experiments.

In a word, the current experimental research of pressure
suppression containment usually depends on large-scale
facilities and prototype parameter steam source, which leads to
difficulties in conducting the study in laboratory conditions.
Therefore, it is meaningful to put forward some scaling laws
to design a small-scale experimental facility, which contributes to
the pressure suppression containment design and related analysis
software validation.

In this article, a small PWR with pressure suppression
containment is studied as a prototype. The break steam mass
and energy release and the direct contact condensation process
in the suppression pool are analyzed to obtain some main
parameters that are dominant in containment pressure
response. The scaled facility’s geometrical dimensions are
decided by these main parameters through overall
consideration. The blow-down pipe resistance of the scaled
facility is arranged to be the same as that of the prototype.
At last, the prototype PWR and the scaled experimental facility
are both simulated by using the severe accident analysis
program MELCOR. The results are compared with each
other to verify whether the scaling method put forward in
this article is suitable for small-scale experimental facility
design.

FIGURE 1 | Prototype and experimental facility. (A) Hypothetical small
pressurized water reactor (PWR) containment and (B) schematic diagram of
the scaling experimental facility.
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PRESSURE RESPONSE PROCESS IN THE
CONTAINMENT

A hypothetical prototype small PWR pressure suppression
containment is shown in Figure 1A. The reactor is located in
the containment center, which is surrounded by the suppression
pool. The containment and the suppression pool are connected
by several large-diameter blow-down pipes (i.e., main pipes).
Along the main pipe, there are several smaller diameter branch
pipes, which are submerged in water.

For the scaling experimental facility, two stainless steel
pressure vessels are used to simulate the containment and the
suppression pool, respectively. The containment and the
suppression pool are connected by one main pipe and one
branch pipe. The steam mass and energy released from the
break site during the LOCA is simulated by an electric steam
boiler. A schematic diagram of the scaling experimental facility
can be seen in Figure 1B. The main parameters of the prototype
and some predetermined parameters of the scaling experimental
facility before the scaling analysis are shown in Table 1.

Taking the free volume inside the containment as the control
body, the heat absorption by the containment wall and the
structure is ignored temporarily, which will be compensated in
the scaling steam mass and energy release (see “Simulation
Results and Discussion” section below). The only two primary
items that affect containment pressure are considered, which are
the energy from the break and the energy transported to the
suppression pool. Therefore, the rate of pressure change equation
is derived as (Brown, 1999)

V
c − 1

dp
dt

� _mbrkibrk − _miniin, (1)

where V refers to the containment free volume, c is the specific
heat ratio, p is the pressure of the containment, _mbrk is the mass
flow rate from the break, _min represents the mass flow entered
into the suppression pool, and ibrk and iin are the specific enthalpy
in the break and the containment.

By normalizing with appropriate reference values
(i.e., X+ � X/Xref ), the variables in the above dimensional form

of the rate of pressure change (RPC) equation can be put into the
nondimensional form as follows:

1
c − 1

dp+

dt
� { _mbrkibrk

VΔp }
ref

_m+
brki

+
brk

V+ − { _miniin
VΔp}ref

_m+
ini

+
in

V+ (2)

The following two process-specific frequencies can be obtained
from the coefficients of the above equation:

ωcond � _miniin
VΔp ; ωbrk � _mbrkibrk

VΔp (3)

Comparing the coefficients of both the prototype and the
experiment, the scale ratio can be obtained as

rcond �
{ _miniin

VΔp }
P{ _miniin

VΔp }
m

� [ _min]R[iin]R
[V]R[Δp]R ; rbrk �

{ _mbrkibrk
VΔp }

P{ _mbrkibrk
VΔp }

m

� [ _mbrkibrk]R
[V]R[Δp]R.

(4)

If the pressure and the temperature response of the prototype and
the experiment containment are ensured to be similar, which
means [Δp]R � 1 and [iin]R � 1, then

[ _min]R � [V]R, (5)

[ _mbrkibrk]R � [V]R. (6)

If the volume scaling ratio of the prototype and the experimental
containment is [V]R � 1:200, then [ _min]R � 1 : 200, [ _mbrkibrk]R �
1 : 200. Because the blow-down pipe mass flow rate _min is
influenced by the pipe resistance and the direct contact
condensation process in the suppression pool, the design
parameters of the main pipe and branch pipe in the
experiment can be obtained once the pipe resistance and
the direct contact condensation process similarity between the
prototype and the experiment is considered further. In the
prototype, the steam mass and energy released from the break
are due to the flash evaporation of the primary loop coolant. This
process is influenced by the primary loop coolant parameters,
such as pressure and temperature. The core decay heat
transferred to the coolant and the cold water injected to the
primary loop through the safety injection system will change the

TABLE 1 | Main parameters of the prototype and scaling experimental facility.

Parameter Prototype Scaled experiment

Primary circuit operating pressure (MPa) 15 2 (steam boiler maximum operation pressure)
Primary circuit average temperature (°C) 280 212 (steam boiler maximum operation temperature)
Containment initial pressure (MPa) 0.1 0.1
Containment initial temperature (°C) 40 40
Containment free volume (m³) 1,200 6
Suppression pool total volume (m³) 600 3
Suppression pool gas–water volume ratio 2:1 2:1
Suppression pool water initial temperature (°C) 30 30
Number of main pipes (N1) 20 1
Number of branch pipes of each blow-down pipe (N2) 10 1
Main pipe length (m) 10 5
Branch pipe length (m) 2 3
Blow-down pipe diameter (m) 0.6 –

Branch pipe diameter (m) 0.1 –

Suppression pool initial temperature (°C) 30 30
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primary loop coolant parameters, affecting the steam mass and
energy release. However, in the experiment, only the steam boiler
(nominal pressure 2 MPa) is used to simulate the steam mass and
energy release during the break blow-down process, which cannot
preserve the complex process that occurred in the prototype.
Therefore, in order to ensure that the energy from the break
satisfies the scale ratio, the experiment process is analyzed in
advance by using MELCOR. Under the condition of ensuring the
similarity of the pressure response between the prototype and the
experiment, the steam boiler operation parameters and the orifice
size in the blow-down pipe can be determined then.

STEAM CONDENSATION PROCESS IN THE
SUPPRESSION POOL

In the early stage of the LOCA, the water in the suppression pool
is subcooled. The steam from the containment is supposed to be
condensed completely in the suppression pool. For the direct
contact condensation process in the suppression pool, the energy
transfer process can be expressed as follows:

Q � NAihcondΔT , (7)

E � _minrfg , (8)

where Q is the total heat transferred to the condensation pool
water through condensation, N is the total branch pipe number,
Ai is the gas bubble diameter, hcond is the condensation heat
transfer coefficient, ΔT is the temperature difference of the water
and gas, E is the total energy discharged to the containment from
the primary loop break, _min is the gas mass flow rate in the blow-
down pipe, and rfg is the latent heat of vaporization. In the scaled
experiment, hcond , ΔT , and rfg can be considered to be
approximately the same as the prototype. In order to assure
the similarity of the condensation process, the energy relation can
be expressed as the following equation:

[Q
E
]
R
� [NAi

min
]
R

� [N]R[Ai]R 1

[ _min]R � 1. (9)

The branch pipe number in the prototype and in the scaled
experiment is 200 (N1 × N2 � 200) and 1, respectively, which
means [N]R � 200. According to the relation between the bubble
radius Rb and the bubble surface area Ai, Eq. 10 can be gained:

[Rb]R �
�����������
[ _min]R · 1

[N]R

√
� 1. (10)

According to the research work of Gallego-Marcos et al. (2019),

Rb ∝
m0.05

i ·d0.9
ΔT , wheremi � _min

N . The equation above is applied to the
steammass flow rate in the range of 80–233 kg/m2 s, which covers
the steam mass flow rate in the prototype. Therefore, the scale
ratio of the pipe diameter and bubble radius can be expressed as
the following equation:

[Rb]R � [ _min

N
]0.05

R

[d]0.9R . (11)

Thus, [d]R � 1, which means the branch pipe diameter of the
scaled experiment is equal to that of the prototype.

PIPE RESISTANCE IN THE BLOW-DOWN
PIPE

The pressure difference between the containment and the
suppression pool can be expressed as follows:

ΔP � PCo − PSp − ρgH � ∑
i

[fili
di

+ Ki] m2
i

2ρA2
i

, (12)

where PCo is the pressure of the containment, PSp is the air space
pressure of the suppression pool, and ρgH is the gravity pressure
drop from the pipe outlet to the water surface. On the right-hand
side of the equation is the resistance term from the blow-down
pipe inlet to the blow-down pipe outlet.

In order to ensure the pressure evolution similarity between
the prototype and the scaled experiment, the total pressure drop
inside the blow-down pipe should be kept equal. Thus,

[ΔP]R � ⎡⎣∑
i

[fili
di

+ Ki] m2
i

2ρA2
i

⎤⎦
R

� 1. (13)

Because the diameter of the main pipe is much larger than that of
the branch pipe, the loss due to frictional resistance of the main
pipe in the prototype can be neglected. The mass flow rate in each
branch pipe is assumed to be equal. Therefore, Eq. 13 can be
transferred to the following form:

⎡⎢⎢⎢⎣(fbranchlbranch
dbranch

+ Kinlet) ( _min/(N1N2))2
(dbranch)4 + Kcm

shrink

( _min/N1)2
(dmain)4

⎤⎥⎥⎥⎦
P

� [(fmainlmain

dmain
+ Korifice + Kbend + Kcm

shrink) ( _min)2
(dmain)4

+ (fbranchlbranch
dbranch

+ Kmn
shrink) ( _min)2

(dbranch)4]m

,

(14)

where f is the frictional resistance coefficient, l is the length of the
pipe, and d is the diameter of the pipe. Because the Re number in
the blow-down pipe of the prototype and the scaled experiment is
usually large (Re > 105), the frictional resistance coefficient can be
calculated as follows:

[fmain]P � 0.11 × ( 0.046

[dmain]P)0.25

� 0.0103,

[fmain]m � 0.11 × ( 0.046

[dmain]m)0.25

� 0.0146, (15)

[fbranch]P � 0.11 × ( 0.046

[dbranch]P)0.25

� 0.0161,

[fbranch]m � 0.11 × ( 0.046

[dbranch]m)0.25

� 0.0161. (16)
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Kinlet is the hydraulic head resistance coefficient of the main pipe
and the branch pipe connection in the prototype. Based on the
pipe dimensions and the research work by Lu et al. (2008), the
Kinlet is approximately equal to 1 in this study. Kcm

shrink is the
shrinkage resistance coefficient of the containment and main
pipe connection. It can be calculated through Kcm

shrink �
0.5⎡⎣1 − (A2

A1
)2⎤⎦. Kmn

shrink is the shrinkage resistance coefficient of

the branch pipe and main pipe connection, which is
approximately equal to 0.4. Kbend is the bend resistance
coefficient. Korifice is the orifice resistance coefficient used in
the scaled experiment to keep the both sides equal in Eq. 14,
which is approximately equal to 1.086 by calculation.

For the flat orifice, when the fluid Re number is larger than 105,
the orifice resistance coefficient can be calculated by Eq. 17
(Idelchik, 1986):

Korifice �
⎧⎪⎪⎨⎪⎪⎩⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝0.5 + τ

����������������[1 − ([dorifice]m[dmain]m)2]√√ ⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠[1 − ([dorifice]m[dmain]m)2]
+ [1 − ([dorifice]m[dmain]m)2]2⎫⎪⎪⎬⎪⎪⎭( [dmain]m[dorifice]m)4

,

(17)

where τ is only related to orifice thickness S and orifice bore diameter
Dh. When S/Dh � 0.2, τ is equal to 1.22. Therefore, the orifice bore
diameter Dh � 0.123 m and the orifice thickness S � 24.6 mm.

SIMULATION RESULTS AND DISCUSSION

The prototype and the scaled experiment are simulated by using
MELCOR, considering the heat absorption by the containment
wall and the structure. The containment vessel and the
suppression pool in the experiment are assumed to be well
mixed due to the small volume compared to the volume of
the prototype. Thus, both these parts are modeled with only
one control volume. The MELCOR model nodalization of the
experimental facility is shown in Figure 2. The steam boiler
(CV200) and the containment vessel (CV100) are connected by a
horizontal flow path (FL201). The suppression pipe (FL103)

connects the containment vessel and the suppression pool
vessel (CV300) and submerges below the water surface, with
the bubble physics model activated to simulate the steam
condensing process in the subcooled water. The main
geometrical parameters and initial conditions of the FLs and
CVs are listed in Table 1. The steam boiler operating parameters
(water inventory and pressure) and the orifice bore diameter in
the blow-down pipeline are adjusted to make the containment
pressure evolution in the scaled experiment similar to that in the
prototype. It turns out that the steam boiler operating pressure
and the water inventory are 1 MPa and 2 m³, respectively,
according to the MELCOR simulation. Besides, according to
Eq. 17, the blow-down rate is controlled by an orifice installed
in the main pipe, of which the bore diameter is 67 mm and the
thickness is 13.4 mm. The frictional pressure drops due to
material flows contain contributions from both form loss and
wall friction. The form loss contribution is based on user input
coefficients. In this study, the form loss coefficient is set as 8.64,
which consists of the effects of bends, orifice, and sudden area
change near the connections between the pipe and the vessel. The
wall friction terms are computed within MELCOR, based on
segment lengths and roughness input by the user.

Figure 3 shows the containment pressure response in the
prototype and the scaled experiment. The containment pressure
increases rapidly at first due to large amount of the coolant blow-
down process. Then, the pressure increase rate gradually decreases
after the suppression pool works. At last, the pressure maintains a
stable value. The simulation result shows that the containment
pressure in the scaled experiment matches well the pressure in the
prototype to some extent. There is a safety injection system in the
prototype, which is absent in the experimental facility. The
operation of the safety injection cools the primary loop coolant
and decreases steam release, resulting in a lower containment
pressure in the prototype than in the experiment. Besides, the
prototype blow-down process is accompanied by the core decay
heat release. The continuous heat transferred to the primary
coolant will change its thermal properties, such as pressure and

FIGURE 2 | MELCOR model nodalization of the experimental facility.

FIGURE 3 | Simulation results of containment pressure.
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temperature, which has an influence on the steammass and energy
release. However, these complex opposite effects cannot be
simulated in the experiment. These are supposed to be the
main reasons for the pressure difference between the simulation
results of the prototype and the scaled experiment.

CONCLUSIONS

In this study, a scaling analysis of the pressure response of the
experimental facility for the pressure suppression containment
was conducted. Three aspects including the pressure response
process in the containment, the steam condensation process in
the suppression pool, and the resistance of the blow-down pipe
were considered to obtain the main parameters for the scaled
containment pressure response experimental facility. The main
conclusions could be summarized as follows:

1) Compared to the full-scale or large-scale pressure response
experiment of the pressure suppression containment, the
small-scale experiment, which is mainly scaled by reasonable
scaling laws, is much economically feasible. The results show
that the containment pressure evolution trends of the
prototype and the scaled experimental facility are
consistent. The pressure difference exists at some times
with a maximum relative error of 4%.

2) Because the pressure response in the containment and the
steam condensation in the suppression pool are influenced by
many different factors, it turns out to be impossible or

impractical to achieve exact dynamic similarity between a
small-scale system and a full-scale one.

3) The analytical method put forward in this article can guide the
pressure suppression containment pressure response
experiment design. But in the actual implementation
process, the main reason that leads to the deviation should
be considered and relevant measures should be adopted.
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Uncertainty Analysis on k-ε
Turbulence Model in the Prediction of
Subcooled Boiling in Vertical Pipes
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Computational fluid dynamics (CFD) has become an effective method for researching two-
phase flow in reactor systems. However, the uncertainty analysis of Computational fluid
dynamics simulation is still immature. The effects of uncertainties from two-phase models
and boundary conditions have been analyzed in our previous work. In this work, the
uncertainties from a turbulence model on the prediction of subcooled boiling flow were
analyzed with the DEBORA benchmark experiments by a deterministic sampling method.
Seven parameters in the standard k-ε model, which interrelated momentum, energy,
turbulent kinetic energy, and dissipation rate, were studied as uncertainty sources,
including Cμ, Cμ,g, C1ε, C2ε, σk, σε, and Prt. Radial parameters were calculated to study
the effects of uncertainties from the turbulence model. The contributions of each
uncertainty source on void fraction and liquid temperature were also analyzed. It was
found that the models can simulate subcooled boiling flow accurately and uncertainty
analysis by deterministic sampling can give a reference interval to increase the reliability of
results. The C2ε and C1ε, parameters in the production term and dissipation term of
transport equations, dominate the radial distributions of void fraction and liquid
temperature.

Keywords: subcooled boiling, uncertainty analysis, deterministic sampling method, turbulence model,
computational fluid dynamics

INTRODUCTION

Subcooled boiling flow has received attention from industrial designers due to its high heat transfer
coefficient. However, if the heat flux reaches a critical value a transient vapor film will appear on the
heated wall due to the polymerization of bubbles. It may hinder the heat transfer and cause the wall
temperature to rise.

In most Computational fluid dynamics (CFD) analysis on subcooled boiling flow, the boundary
conditions and models are all treated as deterministic values. However, there might be some
uncertainties from boundary condition measuring or the simplification of the model that needs to be
considered for the numerical simulation of boiling flow (Bestion et al., 2016). The best estimated code
plus uncertainty (BEPU) analysis method, which could obtain a set of output results by sampling a
series of inputs of research targets, was suggested for the uncertainty analysis of nuclear safety in
Pericas et al. (2017). The statistical parameters of outputs were analyzed to obtain the uncertainty
quality. Traditionally, researchers have used random sampling, such as Monte Carlo random
sampling and Latin Hypercube sampling, in uncertainty analysis (Chen et al., 2015; Rakhimov
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et al., 2018). However, this type of analysis requires a large
number of samples to be set as inputs, which consumes huge
computing resources for CFD applications. Different to random
sampling, the deterministic sampling (DS) method, reviewed by
Bestion et al. (2016), describes the probability density function of
uncertainty sources with deterministic points. These points must
have the same statistical moments with uncertainty sources. This
method has been used in uncertainty analysis with high
computational costs, since the calculating cost can be reduced
with a smaller sample size (Zhang et al., 2018a).

In two-phase flow simulations uncertainty analysis is
significantly important due to the deficiency in two-phase flow
theory and the measuring technique. Compared to the reality or
truth value of interest, the errors in simulation results are divided
into three parts by ASME V&V 20-2009 standards, which are
simulation inputs, numerical methods, and modeling
assumptions (McHale et al., 2009). Theoretically, the flow
characteristics and heat transfer in two-phase flow are mainly
described by the turbulence model and the two-phase model. The
uncertainties of modeling assumptions in two-phase flow come
from these models. The effects of two-phase model uncertainties
and boundary condition uncertainties were analyzed
systematically in our previous work by assuming that these
errors are independent (Cong et al., 2018; Zhang et al., 2018c).
On the other hand, the errors in the numerical solutions of
equations can be reduced by grid sensitivity analysis and with a
convergence check of the solver. Thus, we focus on the
uncertainties from turbulence models in the current work.

The uncertainty brought by turbulence models for single
phase flow and heat transfer has already attracted the
attention of researchers (Platteeuw et al., 2008; Dunn et al.,
2011; Hedberg and Hessling, 2015). Nevertheless, the
turbulence model uncertainty in two-phase flow is still
indistinct. These uncertainties may influence the distributions
of key parameters, including void fraction, liquid temperature,
and phase velocity. What is more, the k-ε turbulence model,
which was suggested by Zhang et al. (2015) for subcooled boiling
flow simulation, was developed for single-phase flow decades ago.
The parameters, which interrelated momentum, energy,
turbulence kinetic energy, and dissipation rate, were
summarized from common single phase experiments. For
example, the value of coefficient C2ε in the dissipation term is
usually derived from the experimental values of decay exponent,
which was obtained in single-phase experiments (Mohamed and
Larue, 1990). Thus, the parameters may need to be modified for
two-phase flow in the future. The uncertainty analysis on the k-ε
turbulence model in this work assessed the sensitivity of model
parameters to the subcooled boiling flow. The results can be used
as a reference to modify the turbulence model for two-phase flow
simulation in the future.

The uncertainty of two-phase models and boundary
conditions have been analyzed in our previous work (Cong
et al., 2018; Zhang et al., 2018c), as a series research, the
uncertainty effects of the turbulence model on local
parameters were studied by the DS method in this paper. The
DEBORA subcooled boiling experiment (Garnier et al., 2001) was

chosen as the benchmark and four different cases were calculated
by Fluent to avoid experimental coincidence.

MATHEMATICAL AND PHYSICAL MODELS

The Eulerian two-fluid model along with the RPI model has been
widely used in subcooled boiling flow simulations. Their
equations and the closure auxiliary models of the RPI model
can be found in our previous work (Zhang et al., 2018b). The
interphase momentum transfer is considered using drag force
(Schiller and Naumann, 1935), lift force (Moraga et al., 1999), and
turbulence dispersion force (Burns et al., 2004), and the
interphase energy transfer is calculated by the Ranz-Marshall
model (Ranz and Marshall, 1952).

The standard k-ε model applied in this work is composed of
the turbulent kinetic energy (k) transport equation and turbulent
dissipation rate (ε) transport equation, which are:

z

zt
(ρk) + z

zxi
(ρkui) � z

zxj
[(μ + μt

σk
) zk
zxj

] + Gk + Gb − ρε (1)

and

z

zt
(ρε) + z

zxi
(ρεui) � z

zxj
[(μ + μt

σε
) zε

zxj
] + C1ε

ε

k
(Gk + C3εGb)

− C2ερ
ε2

k
(2)

where Gk and Gb represent the turbulent kinetic energy generated
by mean velocity gradients and buoyancy, respectively:

Gk � −ρu’iu’j
zuj

zui
(3)

Gb � −1
ρ
(zρ

zT
)

p

gi
μt
Prt

zT
zxi

(4)

where gi is the gravitation vector in the i th direction. As shown in
Eq. (2), the C1ε concerns the production term with a default value
of 1.44 and the C2ε influences the calculation of the dissipation
term. The parameter σk is the Prandtl number of turbulent kinetic
energy. It represents the ratio of turbulent viscosity to turbulent
kinetic energy diffusion. The turbulent viscosity is used to
calculate the turbulent stress term in the momentum equation.
Thus, the parameter σk interrelates momentum and turbulent
kinetic energy in the k-ε model. Similarly, the parameter σε

denotes the ratio of turbulent viscosity to turbulent dissipation
rate diffusion and the energy Prandtl number Prt represents the
ratio of turbulent viscosity to the thermal diffusion induced by
turbulence.

The μt in transport equations is the turbulent viscosity. As
mentioned before, it is a crucial step to determine the value of μt,
since it will be used to calculate the turbulent stress, which is an
addition item induced by turbulent fluctuation in the momentum
equation. It is different from single-phase flow where the bubbles
induce additional turbulence in subcooled boiling flow. This
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phenomenon can be described by adding a term to the turbulent
viscosity (Sato and Sekoguchi, 1975), which is

μt � Cμρ
k2l
εl
+ Cμ,gραgdg

∣∣∣∣ug − ul

∣∣∣∣ (5)

where Cμ and Cμ,g are the empirical coefficient achieved by
experimental results. Besides, the standard wall function is
applied for the near-wall region.

The parameters, including Cμ, Cμ,g, C1ε, C2ε, σk, σε, and Prt,
interrelated momentum, energy, turbulent kinetic energy, and
dissipation rate in the standard k-ε model. The values
significantly influence the applicability and accuracy of the k-ε
model. These parameters have a set of default values in Fluent
(Fluent, 2013), which were obtained from experimental results
under special conditions. However, it still has some limitations.
For example, the default value of parameter Cμ is obtained by the
experiments which have a dynamic equilibrium between the
production and the dissipation of pulsation kinetic energy in
the boundary layer, while it may be not applicable to the flow that
deviates from the dynamic equilibrium (Rodi, 1984). The
uncertainties of these parameters can be transmitted to the
CFD results. In consideration of the probability density, the
functions of these parameters are indistinct for two-phase flow
simulations, it is assumed that the parameters are independent
and the distributions obey the normal distribution with a 5%
relative error band for the ±3σ interval which means that the
relative uncertainty of the uncertainty sources is within ±5% at
the 99.74% confidence level. The values recommended by
Launder and Sharma (1974) and Sato and Sekoguchi (1975)
are assumed as the mean value of distributions:

Cμ � 0.09,C1ε � 1.44,C2ε � 1.92, σk � 1.0, σε � 1.3,Cμ,g � 0.6

(6)

DETERMINISTIC SAMPLING METHOD

In our previous work, the effects of two-phase model
uncertainties and boundary condition uncertainties were
analyzed by the Latin Hypercube sampling (LHS) method,
respectively (Cong et al., 2018; Zhang et al., 2018c). However,
the large number of samples (1,040 samples for two-phase model
uncertainty analysis and 740 samples for boundary condition
uncertainty analysis) shows poor efficiency in UQ calculations. It
consumes huge computing resources which would be an issue for
complex CFD simulations.

Thus, the DS method, which can reduce the number of
samples substantially, was applied in this paper to predict the
effects of turbulence model uncertainties on the simulation
results. Unlike random sampling which characterizes the
continuous probability density function of the sources, the DS
method tries to represent them with a number of deterministic
locations, known as sigma points (Bestion et al., 2016). These
sigma points need to share the same statistical moments with the
probability density function. The different sample methods could
satisfy the different order of statistical moments. In order, the first

four moments are mean, variance, skewness, and flatness. If we
assume a parameter, q, and the number of samples, N, these
statistical moments can be written as:

mean � 1
N
∑N

n�1qn � q (7)

var � 1
N
∑N

n�1(qn − q)2 (8)

skewness � 1
N
∑N

n�1(qn − q)3/σ3 (9)

flatness � 1
N
∑N

n�1(qn − q)4/σ4 (10)

xth statistical moment � 1
N
∑N

n�1(qn − q)x/σx (11)

where σ is the standard deviation. With the increase in the order
of statistical moments satisfied, higher accuracy can be achieved
but more samples are needed in the ensemble. And it is more
difficult to calculate the sigma points if higher order statistical
moments need to be satisfied. Besides, the different probability
density functions of sources can also increase the difficulty of
calculating the sigma points.

In the current work, the DS method with fourth order
statistical moments, which is abbreviated to DS4, will be used
and its results will be compared with the experimental data to
provide a confidence interval for parameters. Besides, the
contribution of each uncertainty source can be obtained by
data analysis. As described in Hedberg and Hessling (2015),
with the assumption that uncertainty sources are independent
and all obey normal distributions, it will extract two circumjacent
points and one central point for the ensemble:

qi1 � μi −
�
3

√
σ i, qi2 � μi, qi3 � μi +

�
3

√
σ i (12)

wi1 � 1
6
, wi2 � 4

6
, wi3 � 1

6
(13)

where i represents the i th uncertainty source. In order to merge
all the central points, the weights wi2 need to be reset due to the
fact that the sum of all weights should be one. The central point
weight will then become:

wc � ∑I

i�1wi2 − (I − 1) (14)

where I is the number of uncertainty sources.
Then the fifteen samples extracted by DS4 are set as inputs in

functions or codes, respectively. The outputs will be analyzed to
quantify the effects propagated from the input uncertainty
sources by statistical parameters, including mean value φ,
standard deviation δφ, and uncertainty bandwidth UB, which are:

φ � ∑N

n�1wnf (Sn) (15)

δφ �
�����������������∑N

n�1wn(f (Sn) − φ)2√
(16)

UB � 3δφ (17)

The contributions of each uncertainty source can be evaluated by:
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δφi�
����������������������������������������������
w2i−1(f (S2i−1)−φ)2+w2i(f (S2i)−φ)2−w2I+1(f (S2I+1)−φ)2/I√

(18)

UBi � 3δφi (19)

Ci � UBi/∑I
i�1

UBi (20)

where Sn represents the n th group of samples, δφi andUBi are the
standard deviation and uncertainty bandwidth of the i th
uncertainty source, respectively, and Ci is the contribution of
the i th source.

BENCHMARK CASE AND NUMERICAL
MODELING

The DEBORA experiment (Garnier et al., 2001) was selected as the
benchmark case to analyze the uncertainty quality of the turbulence
model. The R12 used as the working fluid in the DEBORA
experiment has similar relevant non-dimensional numbers with
water in high pressure when it works in relatively low pressure,
which means the operation and measurement was easier. The fluid
was heated in a vertical pipe with 3,500 mm length and 19.2 mm
inner diameter. The tube was simplified into a 2D axial symmetry
domain and the axisymmetric boundary was enabled in Fluent.
Several parameters, such as void fraction, liquid temperature, and
bubble diameter, were measured at the end of the heated tube. To
avoid contingency, four experimental conditions of the DEBORA
experiment were applied in this work, whose results can be extracted
from public literature.

In order to avoid the error introduced bymesh, eightmeshes with
different radial and axial nodes were used to analyze the grid
sensitivity with Case4. The radial distributions of void fraction
and liquid temperature were compared and the results are
presented in Figure 1. Finally, considering the computational

accuracy and expense, the mesh with 60 × 2,000 nodes was
employed in this work.

RESULTS AND DISCUSSION

The samples of turbulence model parameters were set as
computational inputs to analyze the uncertainty transition.
The uncertainties of radial parameters in the DEBORA
benchmark are presented and discussed in Effects of Model
Parameters Uncertainty on Subcooled Boiling. For convenience
of expression, the radial positions are processed into non-
dimensional parameters by r/R, where R is the radius of the
heated pipe. Besides, the contribution of uncertainty sources is
evaluated in Contribution of Uncertainty Sources with the
computational data of DS4.

Effects of Model Parameters Uncertainty on
Subcooled Boiling
The distribution of radial parameters with uncertainties, including
void fraction, liquid temperature, phase velocity, and bubble
diameter, are presented in Figure 2. It is shown that the void
fraction and liquid temperature agree well with the benchmark
data while the bubble diameter deviates. The reason is that the
bubble diameter model applied in this work is simplified to a
function of the local subcooling, which do not consider the
coalescence and break of bubbles. The results of vapor velocity
perform the same trend with experiment data, but some differences
exist in the values. This is because, on the one hand, the effect of the
bubble diameter deviation on the momentum equation solving, on
the other hand, the wall function in this work is developed based on
single-phase fluid. It is indicated that a two-phase wall law based on
bubble-equivalent surface roughness can improve the phase velocity
adjacent to the boiling surface (Končar and Borut, 2010).

According to the results in Figure 2, the void fraction increases
along the radial direction gradually, since the bubbles produced at
the heated wall are spread from the near-wall region to the pipe
center by the phase interaction forces. The uncertainty appears to be
larger at the center and around of the pipe which means the void
fraction is more sensitive to the turbulence model in these regions.
This is different with the void fraction, the maximum value of the
liquid temperature uncertainty bandwidth occurs only at the center
of the pipe. Then the uncertainty bandwidth drops down along with
the radial direction and finally the lower and the upper limit are
almost overlapped at the near-wall region. This suggests that there is
very little influence of turbulence model uncertainties on the liquid
temperature near the wall. The distribution of bubble diameter
uncertainty exhibits a similar property to the liquid temperature,
due to the strong relationship between bubble diameter and liquid
temperature which has been introduced above. Besides, we can find
that the effects of turbulence model uncertainty to phase velocity are
small, and occurs mainly in the region near r/R�0.6.

Contribution of Uncertainty Sources
Based on the assumption that the parameters are independent from
each other, the contributions of each uncertainty source to the radial

FIGURE 1 | Grid sensitivity analysis.
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void fraction and radial liquid temperature can be calculated by
using Eq. (18) (19) (20).

As shown in Figure 2, the turbulence model uncertainties mainly
influence the void fraction in partial regions, including the center of
the pipe and the region close to the wall. Thus, several radial positions
at the pipe exit, except the area around r/R�0.5, are selected to
investigate the contribution of each uncertainty source along the
radius. The results are given in Figure 3. And considering the same
factors, parts of radial positions are selected for the contribution
analysis of liquid temperature which is shown in Figure 4. A similar
trend of contribution is presented by different cases, which avoid the

accident of results. It is worth mentioning that the results of r/R�1
present the sources contribution to the maximum void fraction on
the heated wall, which is a key parameter in critical heat flux
prediction. It can be seen that the uncertainties of parameters C2ε
and C1ε have a significant influence on the calculation of wall
maximum void fraction. In addition, compared with the pipe
center, the source contribution of Cμ,g to void fraction increases in
the near-wall area. This means that the parameters C2ε, C1ε, and Cμ,g

must be treated seriously in critical heat flux prediction. What is
more, no matter the amount of void fraction or liquid temperature,
the parametersC2ε andC1ε are always themost influential parameters

FIGURE 2 | Effects of model uncertainties on radial parameters (the experiment data of Case1 are extracted from Končar and Borut (2010) where the liquid velocity
and bubble diameter are not given, the experiment data of Case2 and Case3 are extracted from Krepper and Rzehak (2011) where the liquid velocity are not given, the
experiment data of Case4 are extracted from Yun et al. (2012) where the vapor velocity and liquid velocity are not given).
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in radial positions. This means that, to reasonably simulate subcooled
boiling flow, the accurate value or probability density functions of C2ε

and C1ε in the standard k-ε model need to be investigated further.
Compared to the results of void fraction, the Prt contributes more in
liquid temperature calculation. This is because turbulence will
enhance the properties of thermal conduction, while Prt is an
important parameter for heat conductivity coefficient calculation.

CONCLUSIONS

The uncertainty of two-phase models and boundary
conditions has been analyzed using Latin Hypercube
sampling in our previous work (Cong et al., 2018; Zhang
et al., 2018c). As a series research, the effects of standard
k-εmodel uncertainties in two-phase flow was analyzed using a
more efficient and economical method, deterministic
sampling, in this study. The DEBORA experiments were
chosen as benchmarks. Seven parameters in the standard
k-ε model interrelated momentum, energy, turbulent kinetic

energy, and dissipation rate were studied as uncertainty
sources. The contribution of each uncertainty source was
evaluated. In detail, the following conclusions can be drawn.

(1) Compared with the experiment data, a reasonable result
within the confidence interval could be obtained. The
results suggested that the models in our work can
reasonably simulate the DEBORA experiments and the
deterministic sampling can be a powerful tool for
uncertainty quantification.

(2) The uncertainty band of radial parameters, including void fraction,
liquid temperature, phase velocity, and bubble diameter, were
obtained, which produced the sensitive parameter regions of the
turbulence model.

(3) The contribution of each uncertainty source on different
radial positions was analyzed. The parameters C2ε and C1ε

always played predominant roles on the radial distributions
of void fraction and liquid temperature, which specifies that
these two parameters need to be treated carefully in further
boiling flow simulations.

FIGURE 3 | Uncertainty sources contribution on void fraction.

FIGURE 4 | Uncertainty sources contribution on liquid temperature.
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Experimental Study on the Natural
Deposition Characteristics of Erosols
in Containment
Lin Tao Tian, Haifeng Gu*, Huiyu Yu and Junyan Chen

Nuclear Safety and Simulation Technology Key Laboratory of National Defense Disciplines, Harbin Engineering University, Harbin,
China

Against the background of the natural deposition of erosols in containment under severe
accident conditions, a relevant experimental facility was designed and constructed to
study the decay constant of the natural deposition of erosols. TiO2 was used as the erosol
medium, and the decay constant of erosols was studied. The results show that when
erosol concentration is < 15,000/cm3, the decay constant of erosols increases with the
increase of the particle size. However, when it is ≥ 15,000/cm3, because the agglomeration
of small particles into larger particles accelerates the deposition of particles with smaller
size, the decay constant of erosols decreases first and then increases with the increase of
the particle size. In addition, the effect of electrostatic on the decay constant of the natural
deposition of erosols was studied. When the electrostatic effect is present, the decay
constant of erosols increases significantly. Finally, the natural deposition characteristics of
erosols were obtained.

Keywords: aerosol, natural deposition, polymerization, electrostatic effect, severe accident

INTRODUCTION

During the course of a severe accident at a nuclear power plant (NPP), like a loss-of-coolant accident
(LOCA), a large amount of radioactive fission product is released into containment in the form of
gases, vapors, and erosols. Erosol is the main carrier of radioactive fission products. A large amount
of radioactive erosols pose a huge threat to the external environment. Erosols are suspended solid or
liquid particles which are very small and highly dispersed in gas. The behavior of erosols in
containment mainly includes collision, agglomeration, condensation/evaporation, sedimentation,
and so on. This complicated behavior makes it difficult to study the natural deposition behavior
characteristics of erosols. In a traditional NPP, the containment spray system can remove most of the
erosol suspended in the containment space by spray droplets. However, in the third generation of an
advanced pressurized-water reactor (AP) series NPP, the spray system was removed and a passive
containment cooling system (PCCS) was used to remove erosol (Fu et al., 2017). Simultaneously, in
the event of station blackout (SBO), the nuclear power plant loses off-site power and this can lead to a
severe accident (Li et al., 2014). If that happens, the concentration and distribution of erosols in
containment are mainly dependent on natural deposition. Therefore, it is necessary to study the
natural deposition characteristics of erosols in containment.
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Four different mechanisms affect the natural deposition of
erosols in containment; gravitational sedimentation, Brownian
diffusion, diffusiophoresis, and thermophoresis (Powers and
Washington/SNL, 2017). Gravitational sedimentation is related
to the particle size of the erosol. The velocity of sedimentation of
erosols increases with increasing particle size. Brownian diffusion
mainly refers to the random motion of particles. The smaller the
size of the erosol particle, the more obvious the Brownian diffusion
effect is. Thermophoresis is caused by the temperature difference
between the space and the wall in containment. The temperature
difference causes the erosol particle to move from a high
temperature zone to a low temperature zone. Diffusiophoresis is
caused by the concentration gradient between the space and the
wall in containment. The concentration gradient causes the erosol
particle to move from a high concentration zone to a low
concentration zone.

Some research has tackled the natural deposition of erosols in
containment. The European Joint Center studied the effects of four
mechanisms on the natural deposition of erosols with the help of
GRACE (Snepvangers and Van De Vate, 1987). The effect of
various mechanisms on the natural deposition of erosols have
been obtained. The results showed that the thermophoresis
increased with the increase of the temperature difference
between the gas and the wall surface. However, polydisperse
erosols have been used to analyze the entire erosol spectrum
without considering the deposition of different particle sizes.
Later, the Atomic Energy Institute (China) conducted similar
experiments, the experimental results showed that
diffusiophoresis increased with the increase of the vapor
condensation rate on the wall. At the same time, the
experimental containers of the experiments were relatively
small. A. Kontautas (Kontautas and Urbonavi�cius, 2009) studied
the effects of erosol density and solubility on its natural deposition
rate using a PHBEU facility. The result showed that the influence of
the particle density on the deposition rate was not significant if the
erodynamic mass median diameter was kept constant. A. Dehbi
(Dehbi, 2004) used CFD particle tracking to predict erosol decay
and deposition. The simulation results showed that 80–90% of the
particle deposition occurred in the bottom section of containment,
which was also consistent with experiments findings. J. M.
Makynen (Yang and Jokiniemi, 1997) studied the effects of
humidity on the natural deposition of erosols using an AHMED
facility. Experiments were carried out by selecting erosols of
different densities and different solubility. It was found that
humidity had an effect on the natural deposition of erosols of
different densities, and the natural deposition of hygroscopic
erosols was more sensitive to humidity. In most studies, the
agglomeration between particles and the effect of electrostatic
interaction on the natural deposition of erosols were not
considered. In other areas of research, Longbo Liu (Qiu et al.,
2017) studied the effect of chamber erosol concentration on its
natural settling. The results showed that when the erosol
concentration was high and 104/cm3, the agglomeration between
the erosols must be considered. Alvin C. K. Lai (Lai, 2006), in the
background of an electrostatic precipitator, used the effect of an
applied electric field to study the natural deposition of erosols.
Their experiments showed that the presence of static electricity can

affect the natural deposition of erosols. In general, there are
relatively few studies on the natural deposition behavior
characteristics of erosols in containment. Further research is
necessary for the natural deposition of erosols in containment.

In the natural deposition process, erosol particles are
deposited with an exponential decay law, so we usually use the
decay constant to measure the natural deposition decay rate of
erosol particles. As shown in this equation,

C(t) � C(0) × e−λt

In the formula, C(t) is the number concentration of erosol
particles in the container at time t, t is the deposition time,
and λ is the natural erosol deposition decay constant.

In this study, the method of ion neutralization (Baskaran and
Zhu, 2017) was used to remove static electricity from erosol
particles. The effect of static electricity on the natural deposition
of erosol was studied. At the same time, the natural deposition of
erosols at different concentrations was studied. Finally, the
natural deposition characteristics of erosols were obtained
without static electricity and agglomeration.

EXPERIMENTAL FACILITY AND METHOD

Experimental Facility
The experimental facility (Figure 1) mainly included: a main
experimental vessel, an erosol injection system, a sampling
measurement system, a static electricity removal system, a
spray system, and a sewage treatment system.

The main experimental vessel presented consisted of a closed
cuboid vessel (1.5 m3 volume, 1.5 m high, and 1m length and width)
made of plexiglass, whichwas transparent in order to visually observe
the internal environment in the vessel in real time (Corno et al.,
2017). The erosol was injected at the bottom of the vessel. An
extraction system on the top of the vessel allowed us to discharge the
erosol that had not been removed during the experimental process.

The erosols chosen in this experiment were polydisperse TiO2

particles, which are safe and convenient to use, and its properties
such as powder density, hygroscopicity, and countmedian diameter
(CMD) are similar to those produced in aNPP. Erosol injectionwas
performed using a Topas SAG 410 erosol generator. The generator
used a special conveyance to distribute the erosol and we adjusted
the erosol injection by controlling the speed of the conveyer belt
and the pressure of the carrier gas. In addition, a drying tube was
installed on the gas supply line of the erosol generator for drying the
air and against the agglomeration of the erosol.

Erosol concentration and particle size distribution in the vessel
was measured in real time using the WELAS granulometer that
allowed for good repeatability of the initial test conditions
(Marchand et al., 2006). In this experiment, the erosol particle
size in the experimental data was not the actual particle size, but
the optical particle size measured by the WELAS granulometer.
The ten stainless steel sampling lines with a diameter of 6 mm
were distributed at different positions in the vessel. The TiO2

erosol selected for this experiment was measured for its size
distribution which is shown in Figure 2. The erosol was
distributed between 0.3 and 10 μm with a CMD of 0.67 μm.
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During the erosol sampling measurement, the measure range
of WELAS was between 0 and 8,000/cm3, the actual
concentration was much more than this order of magnitude
in this experiment. Therefore, a high concentration of erosol
was measured by dilution with a diluter. The diluter selected
was the 3302 A erosol diluter produced by TSI, and its dilution
factor can be 1–100 times. The dilution factor for this
experiment was 25 times. A corresponding experiment was
performed to verify the effect of the diluter on the sampling
measurements. The measurement results are shown in
Figure 3. The dilution factor of the multiple experimental
diluter was maintained at 23–26 times. It can be seen that
the use of the diluter had essentially no effect on the
measurement of the experimental data.

Removal of Static Electricity
Particles will generate static electricity during injection due to
collisions and friction. In most studies of the natural deposition of
erosols, the effects of electrostatic interaction on erosol deposition
were not considered. In order to not only study the effect of the
presence of static electricity on the natural deposition of erosols,
and to also measure the effects of gravity sedimentation and
Brownian diffusion on the natural deposition of erosols without
static electricity, ion neutralization was used to eliminate static
electricity from the erosol particles in this experiment. The
principle of operation was to use positive and negative ions to
neutralize the charge carried by the erosol particles. When the
surface of the erosol particle was negatively charged, it attracted a

FIGURE 1 | Experimental facility.

FIGURE 2 | Erosol particle size distribution. FIGURE 3 | Effect of the diluter on the measurement of
experimental data.
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positive charge in the gas stream. When the charge of the erosol
particle was positive, it attracted a negative charge in the gas
stream. Thereby, the static electricity of the erosol particles was
neutralized, and the purpose of eliminating static electricity was
achieved.

In order to verify the effect of ion neutralization, relevant
experiments were carried out. A plexiglass and a stainless steel
sheet were placed horizontally in the vessel. The effect of
neutralization on static removal was compared. When the ion
neutralization was not used, during erosol injecting, the two
plates placed in the vessel were observed afterward for a
period of time. It was found that both the top and the bottom
of the two plates deposited a large amount of erosol particles. The
erosols deposited on the top surface of the plate were mainly
caused by gravity sedimentation and Brownian diffusion, while
the erosols on the bottom surface were mainly caused by
electrostatic action and Brownian diffusion. The same
experiment was performed using ion neutralization, it was
found that the bottom surfaces of the two plates contained
only a few erosol particles. The erosol on the top surface of
the plate was mainly due to gravity sedimentation and the
Brownian diffusion of erosol particles, those on the bottom
were mainly caused by Brownian diffusion. Based on this, it
was judged that the use of ion neutralization completely
eliminated static electricity carried by the erosol. At the same
time, the effect of ion neutralization time on static electricity
removal was verified. The results showed that the ion
neutralization method had no effect on the removal of static
electricity, and that the static electricity on the surface of the
particles was quickly removed (removal time was approximately
3 min).

Experimental Procedure
The inside of the vessel was cleaned before the start of the
experiment to ensure that the erosol in the vessel was close to
the air background level. The TiO2 erosol was then injected. In the
injection process, depending on the purpose of the experiment,
whether or not to remove the electrostatic was selected. After the
erosol was injected, the measuring instrument WELAS was
opened for erosol sampling. After the experiment was
completed, data analysis was performed. In this experiment,
the effects of electrostatic interaction and erosol concentration
on the natural deposition of erosol were studied by setting
different experimental conditions. At the same time, the effects
of gravity sedimentation and Brownian diffusion on the natural
deposition of erosols were studied after the removal of other
disturbances. The whole experiment was carried out under a
normal temperature and pressure. Considering the
hydrophobicity of the TiO2 erosol, this experiment did not
consider the influence of humidity on the natural deposition
of erosols.

Experimental Error Analysis
In this sort of experiment, a certain error usually occurs during
the erosol sampling and measurement process. During the test, a
6 mm stainless steel tube was used for sampling, and the sampling
tube was not bent. According to relevant experiments, the

deposition of erosol particles on the inner wall of the sampling
tube was less than 10%, resulting in sampling loss. At the same
time, the data measurement error of the WELAS particle size
spectrometer was within 5%.

EXPERIMENTAL RESULTS AND ANALYSIS

Effect of Static Electricity on the Natural
Deposition Characteristics of Aerosols
First, the experiment was carried out in the presence of static
electricity. After the start of the experiment, WELAS was used for
real-time sampling measurements on the erosol size distribution
in the vessel. It was found that the initial erosol particle size
distribution changed greatly in a short period of time
(approximately 5 min), as shown in Figure 4. It can be clearly
seen that the proportion of erosols with a particle size smaller
than 1 μm decreased, while erosols larger than 1 μm increased.
This is mainly due to the interparticle agglomeration. Due to the
presence of static electricity, smaller particles polymerized to
form larger particles, resulting in a rapid right shift of the
entire erosol particle size distribution after the start of the
experiment. The same experiment was performed with static
removal, as seen in Figure 5. It was found that the particle size
distribution no longer changed significantly. During the period
after the start of the experiment, the entire erosol size distribution
remained essentially unchanged.

In addition to affecting the size distribution of erosol, the
presence of electrostatic interaction also resulted in erosols being
more easily deposited on the wall surface of the vessel. In
Figure 6, when the electrostatic was removed, the decay
constant of all of the particles decreased. This was mainly due
to the presence of static electricity, which caused the
electrostatically charged particles to be more easily absorbed
on the wall surface of the vessel. It can be seen through these
experiments that particles smaller than 2 μmwere deposited more
on the wall surface due to electrostaticity. When the particles size
was larger than 2 μm, the electrostatic absorption was no longer
significant. The presence of static electricity increased the
deposition decay constant of particles between 0.3 and −4 μm
by 10–35%.

Characteristics of the Natural Deposition of
Aerosols in Different Concentrations
The WELAS was used throughout the experiment to observe
the particle size distribution of the erosol in the vessel in real
time. Experiments were performed at different initial erosol
concentrations. The results of the corresponding natural
deposition experiments at small concentrations are shown
in Figure 7. After the experiment, 1.5×104/cm3 erosol
particles were distributed into the vessel. It was found that
the count median diameter (CMD) of the erosol gradually
decreased as the experiment progressed. The erosol particle
size range was determined by the gravity sedimentation
control zone. Therefore, according to the calculation
formula of gravity sedimentation, it was known that as the
erosol particle size increased, the deposition rate would
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increase. With the increase of the concentration of erosol in the
vessel to some extent, it was found that the CMD of the erosol
first increased and then decreased with time, as shown in
Figure 8, The maximum CMD values was obtained at
approximately 15,000 s. It was discovered that the change in
CMD trend was mainly due to the agglomeration between
particles. Due to the presence of agglomeration, the smaller
erosol particles became larger, so that the removal rate of the
smaller particles was faster than the larger particles, meaning

that the CMD of the erosol increased. When the concentration
of the erosol was deposited at a certain value, since the
concentration of erosol in the vessel became smaller, the
distance between the particles increased, so that the
agglomeration between the particles was weakened. At this
time, it was consistent with the experimental results when the
concentration was small, and the CMD gradually became
smaller as the experiment progressed. After multiple
experiments, it was found that the erosol agglomeration

FIGURE 4 | Electrostatic effect on erosol distribution. Presence of electrostatic.

FIGURE 5 | Electrostatic effect on erosol distribution. Electrostatic
removed.

FIGURE 6 | Effect of static electricity on the decay constant of the natural
deposition of erosols with different particle sizes.
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concentration boundary was 1.5×104/cm3. When the
concentration of the erosol was less than 1.5×104/cm3, the
CMD gradually became smaller with deposition. When the
concentration was greater than 1.5×104/cm3, the CMD first
increased and then decreased, and the highest point of
increase, that also corresponded to erosol concentration,
was 1.5×104/cm3.

The experimentally obtained data were exponentially fitted
to obtain the natural deposition decay constants of erosols of
various particle sizes at different concentrations. It can be
seen from Figure 9, when the erosol concentration number
was 1.5×105/cm3, as the erosol particle size became larger, the

decay constant of the erosol decreased first and then
increased. When the erosol concentration number was less
than 1.5×104/cm3, the decay constant increased with the
increasing particle size. When the erosol concentration
number was greater than 1.5×104/cm3, there was
agglomeration between the particles. It can be seen that
the smaller the particle size, the more obvious the
agglomeration was. As the particle size increased, the
agglomeration became weaker. When the particle size was
large to some extent, there was no longer any agglomeration
between the particles. At this time, the natural deposition of
the erosol particles was dominated by gravity sedimentation.
As a result, the decay constants decreased first and then
increased as the particle size of the erosol particle
increased. This corresponded to the changing trend of
CMD. At the same time, the effect of electrostatic action
on the decay constant of each particle size was compared. In
Figure 10, it was found that the concentration of erosol in the
vessel was 1.47×104/cm3 and the presence of electrostatic
interaction had little effect on the decay constant of the
erosol. At high concentrations, the decay constant of each
particle size was significantly increased. At the same time, the
erosol particle size corresponding to the lowest decay
constant was significantly increased. This was mainly
because the presence of static electricity enhanced the
agglomeration between the particles. The agglomeration of
the erosol in the vessel included the agglomeration resulting
from the collision between the particles and the
agglomeration resulting from the electrostatic interaction.
When static electricity was present on the surface of the
particles, it was affected by both electrostatic agglomeration
and collision agglomeration. Moreover, the particle size
range of the electrostatic agglomeration was wider,
resulting in a right shift of the particle diameter
corresponding to the lowest decay constant.

FIGURE 7 | CMD changes with time. CMD changes with time at lower
concentrations.

FIGURE 8 | CMD changes with time. CMD changes with time at higher
concentrations.

FIGURE 9 | Variation of decay constant with particle size. Electrostatic
removal.
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Characteristics of the Natural Deposition of
Aerosols
It can be seen from the above related experiments that the
electrostatic effect and the agglomeration between the particles
had a certain affect on the natural deposition of the erosol.
Therefore, a corresponding natural deposition experiment was
carried out in the case where the erosol concentration was lower
than 1.5×104/cm3 and static electricity was removed. The erosol
particle size distribution at different times and the natural
deposition removed rate of erosols with different particles
sizes was studied. The experiment lasted approximately 13 h.

The change of the entire erosol particle size distribution with
times was obtained, as shown in Figure 11. At that time, the
natural deposition of erosol particles was only affected by
gravity settling and Brownian diffusion. As time went by, the
concentration number of all erosol particles decreased. After
45,600 s of natural deposition, the erosol removal rate of all
particle sizes was above 80%. For erosols with a particle size
greater than 0.4 μm, the removal rate was above 90%, and for
erosols larger than 0.47 μm, the removal rate was above 96%.
After the experiment, the erosol in the vessel was at the same
level as the air background.

The concentration number of erosols with different particle
sizes were obtained by an experiment. As shown in Figure 12, the
quantitative concentration change of erosols with several particle
sizes between 0.3 and 1.5 μm were obtained, and the change of
real-time CMDwas obtained. It can be clearly seen from Figure 9
that as the particle size of the erosol increased, the natural
deposition rate also increased accordingly. And the change of
CMD also corresponded to the above. As the experiment
progressed, CMD became smaller from 0.93 to 0.43 μm. It
showed that when the erosol particle size was larger than
0.4 μm, the natural deposition mainly depended on gravity
sedimentation, and the effect of Brownian diffusion was
obviously smaller.

At the same time, the variation of the mass concentration
and quantity concentration of the erosol in the vessel with time
was obtained, as shown in Figure 13. It can be seen from the
figure that the erosol mass concentration and quantity
concentration gradually decreased with time and decreased
with an exponential decay law. By fitting the curve, the
decay constant of the mass concentration was 1.13×10−4/s
and the decay constant of the quantity concentration was
8.05*10−5/s.

FIGURE 11 | Particle size distribution and removal rate of different particle sizes at different times.

FIGURE 10 | Variation of decay constant with particle size. Presence of
electrostatic.
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CONCLUSION

The presence of static electricity had a certain impact on the
natural deposition of erosols: 1) the agglomeration of small
particles at high concentration due to electrostatic and particle
collision led to erosol particle size distribution shift after
injection; 2) the presence of static electricity accelerated the
natural deposition of the erosol, increasing the decay constant
of erosols (0.3–4 μm) by 10%–35%.

When the concentration of the erosol was ≥1.5×104/cm3,
the agglomeration between the particles caused the decay
constant to increase first and then decrease with the
increase of particle size. When the concentration of the
erosol was <1.5×104/cm3, there was no longer any
agglomeration between the particles, and the decay constant
of the erosol increased with the increase of the particle size. In
addition, the presence of static electricity enhanced the
agglomeration between particles.

FIGURE 12 | Erosol concentration and particle CMD with time.

FIGURE 13 | Variations in mass concentrations over time.
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The deposition of the erosol was naturally measured after the
static electricity was removed and the concentration was less than
1.5×104/cm3. At this time, the erosol mainly relied on gravity
sedimentation and Brownian diffusion. It was found that after
approximately 45,600 s, the removal rate of the erosols
(0.3–10 μm) was above 80%. After approximately 45,600 s, the
erosol concentration inside the container substantially settled
back to the air background level. The overall mass concentration
was small in terms of the exponential decay law, and its mass
decay constant was 1.13×10−4/s.
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