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Editorial on the Research Topic

Data-driven MHD: Novel Applications to the Solar Atmosphere

1 INTRODUCTION

The joint action of the complex magnetic field and ionised hot plasma leads to a range of dynamical
processes, including magnetohydrodynamic (MHD) waves in the Sun’s atmosphere at disparate spatial,
temporal and spectral scales (Andries et al., 2009; Mathioudakis et al., 2013; Li et al., 2020; Van
Doorsselaere et al., 2020; Srivastava et al., 2021; Wang et al., 2021). Different observatories have been
employed since past several decades, both in space and at the ground, which put up a notably revamped
knowledge about the physical processes transporting energy and mass in the Sun’s magnetised
atmosphere at diverse spatio-temporal scales (De Pontieu et al., 2004; Jess et al., 2009; Srivastava
et al., 2017; Grant et al., 2018; Srivastava et al., 2018; Liu et al., 2019; Li et al., 2020; Van Doorsselaere et al.,
2020). Remarkably, at the large spatial-scales, the key progress in understanding the origin of impulsive
transient/eruptive phenomena such as energetic flares and bulky coronal mass ejections [CMEs, (Chen,
2011),], the related plasma processes detected at multi-wavelength radiative emissions varying from
Gamma rays, X-rays to radio wave frequencies, as well as their space weather reverberations have
illustrated a cardinal significance in the context of magnetohydrodynamics (MHD) modelling in recent
era (Guo et al., 2019; Korsós et al.; Millas et al.; Samara et al., 2021). Besides the evolution of current age
telescopes and their back-end cutting edge instruments for observing the dynamical plasma processes,
noteworthy progress has been made in the theory of MHD waves, magnetic instabilities, global and local
configurations of the magnetic fields and their energy build-up/release processes in the solar atmosphere.
The novel science is emerged in understanding the wave processes, spontaneous/forced reconnection, and
eruptive phenomena in the context of MHD. The leap forward advancements in the observations,
coupled with theory, have emerged in form of front-line scientific progress in the field of solar
astrophysics. These progresses have put down the basic preliminaries for current (e.g., 4m-DKIST
(Rimmele et al., 2020; Rast et al., 2021); Parker Solar Probe (Bale et al., 2016); Solar Orbiter (Müller et al.,
2020; GarcíaMarirrodriga et al., 2021)) and forthcoming high resolution new generation observatories (e.
g., 4m-EST (Jurčák et al., 2019); 2.5m-WeHoT (Fang et al., 2019); 2m-NLST (Hasan et al., 2010); Aditya-
L1 (Raghavendra Prasad et al., 2017; Tripathi et al., 2017), CHASE (Li et al., 2019), etc.) to explore
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extensively the magnetic coupling of different layers of the Sun’s
atmosphere, their localised energy and mass transport phenomena,
physical processes supporting a variety of eruptive events and space
weather. The large cohort of observational data, once assimilated,
will pave the way to realistic and stringent MHD modelling, whose
novel scientific results may further match with the observations to
solve numerous outstanding problems in solar and heliospheric
physics.

The present special research topic has provided an opportunity
to the solar physicists and space scientists to publish timely review
articles and original novel scientific results on the exclusive theme
of “Data-driven MHD: Novel Applications to the Solar
Atmosphere”. The guest editors solicited the scientific articles
that put forward the way to the front-line observational data
and associated data-drivenMHDmodelling collectively to answer
the fundamental but earnest topics of the solar atmosphere. The
objective of this topical issue is to put forward a novel insights into
the solar and heliospheric physics community, particularly when
the epoch of fine spatio-temporal resolution observations is on
our horizon (Erdélyi et al., 2019; Erdélyi et al.,; Matthews et al.,
2019; McCrea et al., 2019; Rast et al., 2021). Key scientific themes
include, but are not limited to:

• The potential role of MHDwaves in the hot and magnetized
solar atmosphere (Pascoe et al.; Shukhobodskaia et al.);

• The dynamical plasma processes in the solar active regions,
and their modelling in the framework of MHD (Jiang et al.);

• Prediction of the space weather candidates (e.g., solar flares
and CMEs) (Korsós et al., 2021);

• Study of the MHD oscillations and solar magneto-
seismology (SMS) utilizing cutting-edge photospheric,
chromospheric, transition region and coronal
observations from both space and ground (Pascoe et al.;
Shukhobodskaia et al.);

• Modelling the large-scale solar eruptive and transient
phenomena (e.g., flares, CMEs, solar wind) and their
space weather and heliospheric consequences (Kumar
et al.; Millas et al.).

The present special issue and collection of the articles bring a
novel set of new scientific results, which are summarised in the
next subsection.

2 NOVEL SCIENTIFIC OUTCOMES OF THE
TOPICAL ISSUE

1) The complex plasma dynamics and energetics of the solar
atmosphere are governed by the combined interplay of the
plasma and magnetic fields. The current trends of the
understanding of Sun’s magnetic field origin and its data
driven modelling are at the fore-front of the solar research,
and there are extensive attempts made in recent days on this
very important scientific theme (Bobra et al., 2008; Cheung
and DeRosa, 2012; Kliem et al., 2013; Dalmasse et al., 2019;
Zhou et al., 2020; Yardley et al., 2021). The paper titled “MHD
Modelling of Solar Coronal Magnetic Evolution Driven by

Photospheric Flow” by Jiang et al. depicted a cutting edge
perspective of the data-driven MHD simulations of magnetic
fields generated in the solar active region (AR). To the extent
of our knowledge, this is the first result to develop the
observational data enabled full MHD model that utilises
directly the flow field at the solar photosphere measured
with the DAVE4VM technique. They establish an MHD
equilibrium gleaned on one vector magnetogram by
utilising an MHD-relaxation model with an adeptly less
kinetic viscosity. They further apply the reported MHD
equilibrium as an initial condition for ensuing a data-
driven evolution. Thereafter, they derive the plasma flows
at the solar photosphere from the time series of the observed
magnetograms derived from DAVE4VM method. In the
present study, the surface plasma flows are ultimately
employed as an input in the time sequence to the bottom
boundary of the reported MHD model. It concordantly
upgrade the magnetic field at each time step by directly
solving the magnetic induction equation at the bottom
boundary of the numerical simulation box. They apply this
MHD model to understand the generation of the solar
magnetic field in AR 12158 whose sources are observed by
SDO/HMI vector magnetograms in their paper. Their
numerical model brings out a quasi-static stress of the
magnetic line of forces primarily via the rotational flows of
the leading sunspot of solar active region. This process creates
the core magnetic field lines to constitute a coherent S-shape
resemblance with the sigmoidal structure as often
observationally detected in the solar atmosphere. The total
magnetic energy acquired in the numerical model seen
equalising closely to the stored magnetic energy as
estimated straight away from the original vector
magnetogram using the estimated optical flow fields by
DAVE4VM. Such a new data-driven magnetic field model
possesses potential scientific implications in the field of solar
physics to study that how the Sun’s magnetic fields, as driven
by the slow plasma flow fields at the photosphere, get into an
unstable state and run into the gigantic eruptions.

2) Kink mode oscillations are ubiquitously evident in a variety of
magnetic structures in the solar atmosphere (Andries et al.,
2009). In the paper titled “Oscillation and Evolution of
Coronal Loops in a Dynamical Solar Corona”, Pascoe
et al. (Pascoe et al.) perform the numerical simulations
in order to understand the oscillation and evolution of solar
coronal loops in the dynamical solar atmosphere. They
have investigated the observational evidences of the
magnetoacoustic kink oscillations and the Kelvin-
Helmholtz (KH) instability both using high-resolution
seismological and spatial data analysis methods. The
exclusive finding elucidates that low amplitude kink
oscillations may play a role in giving rise the significant
changes in the loop profile. This may influence the
measurements of the transverse loop inhomogeneity
based on the seismological and forward modelling
methods. The influence on forward modelling estimates
in the present work may also result for the previous
observational signatures advocating loops having a wider
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inhomogeneous layer. Such diagnostics are very crucial to
understand the diagnostics and in understanding the
dissipative processes of such waves in coronal loops.

3) As stated in (Mathioudakis et al., 2013), the kink oscillations
of the solar magnetic loops have been extensively explored,
both in the observational data and in the theoretical models,
since the last couple of decades. Recently, this is demonstrated
that most of the observationally detected driven kink
oscillations of the coronal loops are subjected to the
damping with either exponential or Gaussian profiles. A
variety of physical mechanisms/processes are now well
studied to understand the damping phenomenon of the
kink oscillations (Shukhobodskaia et al.). However, some of
the driven kink oscillations are noted to be evolved in such a
way that they may not be modelled by using a Gaussian or
exponential damping profiles. This is due to the fact that the
amplification of kink oscillations are even observed at several
instances in the coronal loops. A variety of recent scientific
results in this context have delineated that including the joint
effects of coronal loop expansion, cooling, and resonant
absorption may result in the significant departure from the
Gaussian and exponential damping profiles of the fast
magnetoacoustic kink oscillations. It significantly describes
the increase in oscillation amplitude w.r.t. time in many
observed cases. In the paper titled “Significance of Cooling
Effect on Comprehension of Kink Oscillations of Coronal
Loops” (Shukhobodskaia et al.), authors examined ten driven
kink oscillations in the coronal loops to further probe on the
ability of expansion and cooling to expound the complicated
damping profiles of these oscillations. Their results do not
reckon on fitting a periodicity to these transverse oscillations
by considering the complexities in both the temporal
(i.e., change in the period) and spatial (i.e., change in the
amplitude) variations. This can be considered for in a
sophisticated and easy course of action. Additionally, this
approach may also permit authors to theorise some important
diagnostic information (e.g., the density ratio at the loop
footpoints where kink oscillations were evolved) from the
oscillation profile alone. This diagnostics does not require any
comprehensive measurements of the loop as well as complex
numerical modelling. The derived scientific results suggest the
correlations between the density ratio at the loop footpoints
and the amplitudes and periods of the kink oscillations.
Ultimately, the authors compare their obtained results to
the previous models, specifically the purely Gaussian and
exponential damping profiles of the kink oscillations,
through the estimations of Ξ2 values. Therefore, they find
that the inclusion of cooling can produce better fits to the
damped kink oscillations in some cases. The present scientific
findings suggest that the temperature evolution must be
incorporated in the kink-mode oscillation models to best
understand these oscillations which are not purely
Gaussian or exponential in nature.

4) It is extensively studied in the literature that the most dynamic
solar active-regions (ARs) are well-known to give rise the
gigantic flares rapidly, where this frequency varies with the
solar cycle. The prediction of these flares is a difficult task, and

a wide range of methodologies is applied to proceed. Machine
learning approaches seem to have strong potentials (Bobra
and Couvidat, 2015; Kusano et al., 2020). In this topical issue
the paper titled “Testing and Validating Two Morphological
Flare Predictors by Logistic Regression Machine Learning”
(Korsós et al.) addresses a stringent method that is developed
to investigate and assess numerical measures of the mixed
states of ARs with opposite magnetic field polarities. By
evaluating two morphological parameters, i.e., the
separation parameter, as well as the sum of the horizontal
magnetic field gradient, the present study delivers engrossing
evidences for the hypothesised relation between the level of
mixed states of the studied active region (AR) and the level of
the solar eruption probability within it. The efficiency of these
two parameters as flare predictors, or flare-pre-cursors, is
tested on a archetypal sample of randomly selected ARs, based
on the SOHO/MDI-Debrecen Data (SDD) and the SDO/HMI
- Debrecen Data (HMIDD) sunspot catalogues. The selected
data satisfy well-defined selection criteria. Over 1,000 ARs
were analysed to confirm the combined forecasting abilities of
these two morphological parameters. The logistic regression
machine learning method was employed to carry out the
study. It is shown that the two pre-cursors with their
threshold values act as excellent interrelated predictors. The
conditional forecasting probability of the investigated pre-
cursors is found to be at least 70% a day ahead of flare onset.
This is certainly an improvement when compared to the
currently available similar studies.

5) The space weather refers to the physical conditions in the
interplanetary medium and in the solar terrestrial
environment. It is basically generated by the solar activity,
inclusive of the variable ambient solar wind, energetic flares,
and huge and massive coronal mass ejections (CMEs) (Guo
et al., 2019; Korsós et al., 2020; Millas et al.; Samara et al.,
2021). Mitigation of the adverse space weather effects with
economic and social benefits needs an improved knowledge of
the Sun-Earth relation. Data and models are the basis for
effective space weather forecasting. The paper entitled
“Domain of Influence Analysis: Implications for Data
Assimilation in Space Weather Forecasting” (Millas et al.),
contains a description of the famous and frequently utilised
space weather forecast models as well as the most suitable
locations for space weather data gathering. The authors used
three models that simulate different stages of the connection
of the Sun to the Earth and applied Representer Analysis (RA)
on them. They also performed a Domain of Influence (DOI)
analysis to the same models. The models considered are
OpenGGCM and Tsyganenko, which focus on the interplay
of the supersonic solar wind with the planetary
magnetosphere, and PLUTO which is applied to
numerically model the propagation of the coronal mass
ejections (CMEs) in the interplanetary space. Their model
based analysis is favourable for the studies of space weather
dynamics for the multitude of reasons. On the first instance,
they get quantitative understanding of the most utilitarian
locations of the observation points, e.g., solar wind monitors.
For the illustration, they describe that the absolute values of
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the Domain of Influence (DOI) are exceptionally lower in the
magnetospheric plasma sheet at the Earth’s outer atmosphere.
Given the fact that the understanding of this specific sub-
system is pivotal for the space weather, an effective and
augmented monitoring of the region will be highly
advantageous. On the other hand, they are accomplished to
better characterise the numerical models. Even if the present
analysis aims on spatial correlations compared to the temporal
correlations, they infer that the time-independent numerical
models are less useful for the Data Assimilation pursuit
compared to the time-dependent numerical models. Finally,
they get hold of the first exclusive stride toward enterprising
objectives of pin pointing the most pertinent heliospheric
parameters for modelling the CME propagation in the
heliosphere, their arrival time, and exclusively their
geoeffectiveness at the Earth’s magnetosphere. The present
work clearly improves the data acquisition and modelling
capabilities of the interplanetary responses of the space-
weather candidates.

6) CMEs and sporadic solar jets set out as perturbations to the
ambient supersonic solar wind, and their joint effects exhibit a
vital inference in the space weather associated dynamical
plasma processes. Consequently, a vigorous foundation for
precise forecast of the background solar wind properties is a
most essential pathway towards the progress of any space
weather prediction. In the paper titled “A Comparison Study
of Extrapolation Models and Empirical Relations in
Forecasting Solar Wind” (Kumar et al.), the authors
studied on the application and comparison of different
numerical models which are crucial to the prediction of a
steady state high-speed solar wind. Notably, the authors carry
out the case studies on Carrington rotations 2053, 2082, and
2104. Thereafter, they have evaluated the performance of
magnetic field extrapolation models in concurrence with
the velocity empirical formulations. This further helps in
predicting the physical properties of the solar wind at the
Lagrangian point “L1”. The two completely distinct models to
extrapolate the solar wind from the Sun’s corona to the inner-
heliospheric space are described by the authors. The first
model is related with the kinematics based Heliospheric
Upwind eXtrapolation (HUX) model. The second model is
a physics based model. With the PLUTO open-source code,
the physics-based model solves a set of hydrodynamic
equations in the conservative form, and the numerical
results can also estimate and forecast the thermal
parameters of the solar wind. The predictions of the solar
wind parameters by different models are quantitatively
assessed by comparing with statistical observations.
Moreover, they extend such a developed modelling
framework to forecast the polarities of interplanetary
magnetic fields near the Earth. Their model performs
pretty well, for example, the comparison between their
predictions and the observations leads to a remarkable
correlation coefficient up to ∼0.73–0.81, with a root mean
square error of ∼75–90 km s−1. In addition, they compare the

physics-based model and the hourly time-scale OMNI solar
wind data. It is found that the standard deviation is similar to
each other and the solar wind proton temperatures match very
well between predictions and in-situ measurements.

3 CONCLUSION

The present topical collection brings some state-of-art scientific
articles on the study of physical understanding of the MHD wave
modes and their behaviour in the non-adiabatic solar
atmosphere; their numerical simulations in magnetic loops.
Moreover, the stringent active region modelling and the flare
prediction models provide novel scientific understanding on
the dynamics of eruptive phenomena and their predictions in
the framework of space weather research. A comparative study
of the extrapolation models and empirical relations in
predicting the solar wind also put forward a comprehensive
study on magnetic extrapolation models and their role in
understanding and forecasting the physical properties of the
solar wind over the Carrington rotations. The role of the MHD
modelling and data assimilation in space weather forecasting is
also emphasised in this collection. Given the fact that new as
well as forthcoming observatories from ground and space in
the modern era of solar and heliospheric physics are focusing
on understanding energy and mass transport processes at
diverse spatio-temporal scales as well as space weather
studies, the present topical issue serves significantly with
some selective front-line research papers and their thematic
contents in demonstrating the cutting-edge progress in these
research fields.
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Observations have revealed two regimes of kink oscillations of coronal loops. Large

amplitude oscillations excited by impulsive energy releases such as coronal mass

ejections are characterized by their strong damping by resonant absorption. Lower

amplitude oscillations may also be excited and sustained by the ubiquitous motions

present in the corona and so are characterized as being decayless.We perform numerical

simulations to study the oscillation and evolution of coronal loops in a dynamical

environment. We investigate the observational signatures of kink oscillations and the

Kelvin-Helmholtz instability in terms of high-resolution seismological and spatial data

analysis techniques.We find that low amplitude kink oscillations are capable of generating

significant changes in the loop profile which can affect estimates of the transverse loop

inhomogeneity based on seismological and forward modeling methods. The disparity

between methods may be indicative of non-linear evolution of coronal loops. The

influence on forward modeling estimates could also account for previous observational

evidence favoring loops having wider inhomogeneous layers.

Keywords: magnetohydrodynamics (MHD), sun - corona, sun - magnetic fields, sun - oscillations, waves and

instabilities

1. INTRODUCTION

Kink oscillations of coronal loops are periodic displacements of the loop axis. They were first
observed using the Transition Region And Coronal Explorer (TRACE; Handy et al., 1999) in an
active region perturbed by a solar flare (Aschwanden et al., 1999; Nakariakov et al., 1999). Hundreds
of observations of standing kink modes have now been studied (e.g., catalogs by Goddard et al.,
2016; Nechaeva et al., 2019), aided by the full disk coverage and enhanced temporal resolution of
the Atmospheric Imaging Assembly (AIA) on board the Solar Dynamics Observatory (SDO; Lemen
et al., 2012).

Large amplitude kink oscillations are observed to be strongly damped which is attributed to the
process of resonant absorption (e.g., DeMoortel et al., 2016, and references therein). This is a robust
damping mechanism since it only requires that the transition between a higher density coronal
loop and the lower density background plasma occurs over a finite spatial scale. In analytical and
numerical models this transition is usually described in terms of a boundary layer surrounding
the core of the loop. The inhomogeneous layer width (commonly normalized by the loop radius
to produce the parameter ǫ) represents a transverse spatial scale which is also important for other
physical processes such as phase mixing (Heyvaerts and Priest, 1983) and the Kelvin-Helmholtz
instability. It is therefore a key physical parameter but difficult to observe directly, which motivates
its seismological inference through the damping of kink oscillations.
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The length L of a coronal loop is typically much larger than its
radius R. Under this thin tube approximation, the phase speed of
the kink mode is the kink speed Ck, which is a density-weighted
average of the internal and external Alfvén speeds. Under the
further thin boundary approximation corresponding to the limit
ǫ → 0, the period of oscillation for the fundamental standing
kink mode is then P = 2L/Ck. However, parametric studies (Van
Doorsselaere et al., 2004; Soler et al., 2014; Pascoe et al., 2019a)
find that the period of oscillation does also depend on the width
of the boundary layer when it is sufficiently large.

The boundary layer of a coronal loop provides a continuous
variation of the local Alfvén speed, and the resonance condition
is satisfied where the kink mode frequency matches the local
Alfvén frequency. A transfer of wave energy from collective
kink motions to localized azimuthal perturbations (m = 1
Alfvén waves) will appear as a damping of the periodic loop
displacement. The azimuthal motions will typically appear as
unresolved Doppler velocity perturbations due to line-of-sight
(LOS) integration of multiple waves and structures (e.g., De
Moortel and Pascoe, 2012; Pant et al., 2019). Although this
transfer is a linear and ideal process, subsequent phase-mixing
of the Alfvén waves in the inhomogeneous layer can generate
small spatial scales which enhance dissipative processes such
as viscosity and resistivity (e.g., Pagano and De Moortel, 2017;
Pagano et al., 2018).

Initial descriptions of the resonant absorption of kink
oscillations took the form of exponential damping profiles
(Goossens et al., 2002, 2012; Ruderman and Roberts, 2002;
Arregui et al., 2007) based on analytical derivations for the
asymptotic state of the system under the thin tube thin boundary
(TTTB) approximation. Numerical simulations (Pascoe et al.,
2012) found poor agreement with exponential damping behavior
at early times, where a Gaussian damping profile appeared
more suitable. The analytical description of Hood et al.
(2013) accounted for this Gaussian damping regime as an
approximation for the initial behavior of the kink mode, with
exponential damping behavior at a later stage. The switch
from Gaussian to exponential damping behavior was shown
to depend on the loop density contrast ratio ζ , which was
confirmed by the parametric study by Pascoe et al. (2013). It
was also used to propose a general damping profile (GDP),
combining both the Gaussian and exponential damping regimes,
as a convenient approximation for seismology. The Gaussian
damping behavior was initially studied for propagating kink
waves but is also applicable to standing waves (e.g., Ruderman
and Terradas, 2013;Magyar andVanDoorsselaere, 2016a; Pagano
et al., 2018). In particular, Pascoe et al. (2019a) performed 300
numerical simulations to produce a lookup table (LUT) as a
convenient means of estimating the damping profile beyond
the applicability of the thin boundary approximation. Resonant
absorption therefore accounts not only for the strong damping
of kink oscillations but also the observational evidence for their
non-exponential damping behavior (De Moortel et al., 2002;
Ireland and De Moortel, 2002; Goddard et al., 2016; Morton
and Mooroogen, 2016; Pascoe et al., 2016c), and allows the
seismological inference of the transverse density profile of the
loop (Pascoe et al., 2016b, 2017a, 2018).

The Kelvin-Helmholtz instability (KHI; e.g., Browning and
Priest, 1984; Ofman et al., 1994) has been demonstrated by
numerous numerical studies to cause redistribution of loop
plasma during kink oscillations (e.g., Terradas et al., 2008a;
Soler et al., 2010; Antolin et al., 2014; Karampelas and Van
Doorsselaere, 2018). Since the rate of the instability depends
on the shear flows it is also affected by the width of the
inhomogeneous layer (e.g., Magyar and Van Doorsselaere,
2016a; Goddard et al., 2018). The “decayless” regime of kink
oscillations refers to low amplitude oscillations which appear to
be undamped (Anfinogentov et al., 2013, 2015; Nisticò et al.,
2013) or even growing (Wang et al., 2012), in contrast with
the large amplitude and strongly damped oscillations discussed
above. Only coronal loops with a discontinuous boundary would
not exhibit damping due to resonant absorption. However, the
strong shear velocities that would be present in such a scenario
would also lead to the rapid development of KHI and the
establishment of an effective boundary layer bymixing of internal
plasma. Forward modeling of EUV emission from coronal loops
(e.g., Van Doorsselaere et al., 2016) suggests observational effects
associated with KHI might contribute to the appearance of
weak damping in some circumstances (Antolin et al., 2016,
2017), but generally the presence of damping by resonant
absorption must be compensated by the driving mechanism,
such as persistent footpoint oscillations (e.g., Afanasyev et al.,
2019, 2020; Karampelas et al., 2019) or flows (Nakariakov
et al., 2016; Karampelas and Doorsselaere, 2020). Decayless
kink oscillations might be connected with the observation of
propagating transverse velocity perturbations (e.g., Tomczyk
et al., 2007; Tomczyk and McIntosh, 2009; Verth et al., 2010;
Pascoe et al., 2015) since both appear to be ubiquitous and require
a persistent source of wave energy, though spatial analysis of the
decayless kink modes confirms they are indeed standing modes
(Duckenfield et al., 2018) as does the period of oscillation being
proportional to the loop length (Anfinogentov et al., 2015).

In this paper we consider the effect of the Kelvin-Helmholtz
instability on the distortion of the loop density profile and
its appearance in optically thin EUV images. Our simulation
of a coronal loop experiencing multiple perturbations which
excite and maintain standing kink oscillations approximating
the decayless regime is presented in section 2. In section 3,
we consider the observational signature of our simulation and
compare the results with a statistical study of the density profiles
of coronal loops. Conclusions are presented in section 4.

2. NUMERICAL SIMULATION OF
NON-LINEAR EVOLUTION

In this section, we describe our numerical simulation of a coronal
loop which experiences multiple low-amplitude impulsive
perturbations designed to excite the fundamental standing kink
mode. Our use of multiple perturbations as opposed to a
continuous driver facilitates analysis of the evolution of the loop
and its oscillation in time by enabling us to use established
techniques for the damping behavior of impulsively-generated
decaying oscillations. The coronal loop is modeled as a straight
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flux tube embedded in a uniform magnetic field with no
gravitational stratification. The only non-uniformity is thus
provided by the coronal loop. We use a linear density profile in
the inhomogeneous layer for comparison with previous work, in
particular the parametric study by Pascoe et al. (2019a) which
describes the effect of a thick inhomogeneous layer. We note that
the numerical simulations in that paper studied the linear regime
of kink oscillations and used cylindrical coordinates, with the
assumption of m = 1 symmetry for the azimuthal dependence
corresponding to the kink oscillation and Alfvén waves generated
by resonant absorption (e.g., Pascoe et al., 2010). In this paper,
we study non-linear evolution of the loop, which includes the
breaking of m = 1 azimuthal symmetry by the development
of KHI (e.g., the large deformations in Karampelas and Van
Doorsselaere, 2018). We use LARE3D (Arber et al., 2001) which
solves the non-linear MHD equations in Cartesian geometry.

The loop has a length of 100 Mm, radius of 1 Mm, and
the uniform magnetic field strength corresponds to an external
Alfvén speed of 1 Mm/s. The loop has a density contrast ratio of
ζ = 3 for which the TTTB estimate for the period of oscillation
of the fundamental kink mode is Pk ≈ 283 s, allowing several
cycles of the oscillation to be observed between each perturbation
(1, 000 s apart). However, each subsequent perturbation will
be applied at a time which does not correspond to a zero in
the oscillation of the current oscillation. The numerical domain
extends to [−4, 4] Mm in the x and y directions perpendicular
to the loop axis with a resolution of 400 × 400 × 200 grid
points. Numerical tests indicate this is sufficient for the problem,
and the need for significantly higher resolution in the transverse
directions. Boundary conditions are periodic in the x- and y-
directions, and line-tied in z. We consider a low-beta plasma
(β = 0.001) and the loop is initially set in pressure balance,
corresponding to a cooler loop. We do not consider non-
adiabatic effects (e.g., Aschwanden and Terradas, 2008; Magyar
et al., 2015; Ruderman et al., 2019).

An impulsive fundamental standing kink mode perturbation
is applied to the x-component of the plasma velocity every
1, 000 s. Our aim is to demonstrate the evolution of the loop and
oscillation parameters over several iterations of the perturbation.
For this purpose we use a inhomogeneous layer width ǫ =

0.3 which is sufficiently large to provide significant (readily
measurable) damping for the oscillation while not too large as to
inhibit the development of KHI. Similarly, the amplitude of the
velocity perturbations is approximately 1% of the Alfvén speed
to allow KHI to develop at a moderate rate. Our density profile
parameters ζ = 3 and ǫ = 0.3 are reasonable for a coronal loop,
for example the loop analyzed on 2012-03-09 by Pascoe et al.
(2017c) was estimated to have ζ = 2.93+2.40

−0.85 and ǫ = 0.35+0.23
−0.12

(values correspond to the median and 95% credible interval).
They are also similar to the values used in numerical simulations
performed by Goddard et al. (2018) and Karampelas et al. (2019).

Our driver is intended to efficiently generate the fundamental
standing kink mode in the loop, but does not correspond to the
exact eigenfunction which would generally be unknown as the
loop evolves during the simulation. We use the spatial form

vx = Asechν
(r/R) cos

(

kz
)

(1)

with A = 0.015 Mm/s, k = π/L corresponding to the
fundamental longitudinal harmonic, and ν = 3 providing
an appropriate spatial scale in the radial (r =

√

x2 + y2)
direction. We note that the form of our driver and loop also
excludes higher harmonics which can be readily generated by
a broadband footpoint driver (e.g., Afanasyev et al., 2020). A
persistent footpoint driver is likely more realistic but makes it
difficult to accurately measure the period of oscillation due to
the presence of the driver spectrum in addition to the natural
frequencies. The presence of longitudinal stratification due to
gravity, expansion, or curvature leads to coupling of longitudinal
harmonics (e.g., Pascoe et al., 2009; Pascoe andNakariakov, 2016)
and changes to the ratio of their periods (e.g., Andries et al.,
2005; McEwan et al., 2006; Safari et al., 2007; Verth and Erdélyi,
2008; Arregui et al., 2013) but does not significantly affect the
damping rate due to resonant absorption (Arregui et al., 2005;
Dymova and Ruderman, 2006). The period ratio for harmonics
has been observed inmany studies of large-amplitude oscillations
(e.g., Verwichte et al., 2004; De Moortel and Brady, 2007; Van
Doorsselaere et al., 2007; Pascoe et al., 2016a, 2017a; Duckenfield
et al., 2019) and recently in decayless oscillations (Duckenfield
et al., 2018).

Figure 1 shows the evolution of the transverse loop density
profile at the middle of the coronal loop, i.e., the anti-
node for the fundamental standing kink mode. The panels
show the density profile in normalized units (external density
ρe = 1). The cross symbols in Figure 1 denote the center
of mass of the loop. The dashed line represents the contour
for which the local Alfvén speed matches the kink speed.
Figure 2 demonstrates the evolution of the coronal loop and
its oscillation during our simulation. The evolution of the loop
profile is characterized by fitting the transverse density profile
with a model based on a circular cross-section and linear
density profile in the inhomogeneous layer, which is satisfied
exactly for the initial condition but otherwise an approximation.
They therefore correspond to a value which is averaged in the
azimuthal direction, whereas it is known from previous work
(e.g., Barbulescu et al., 2019; Hillier and Arregui, 2019) and our
Figure 1 that KHI causes density perturbations to develop which
exhibit the samem = 1 symmetry as the kinkmode. For example,
the loop becomes extended in the direction of its displacement
(e.g., Karampelas and Van Doorsselaere, 2018). We note that
this method for estimating loop parameters is only possible with
simulation data, whereas the observational signatures will be
considered in section 3.

The top left panel of Figure 2 shows the position of the
coronal loop based on our fitting of the density profile (solid
line). The dashed line is the position of the center of mass of
the loop which is in good agreement. We apply a perturbation
at t = 0 s and every 1, 000 s thereafter, indicated by the
vertical dotted lines. The subsequent increase in amplitude of
the oscillation depends on whether the perturbation is aligned
with or opposed to the current direction of motion (which we
choose arbitrarily to demonstrate both cases). We note that
the abrupt changes in phase is a consequence of our driving
mechanism, which is chosen for convenience of our analysis,
and is not observed in decayless oscillations. The clear signature
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FIGURE 1 | Evolution of the loop density profile in time. The panels show the density in normalized units at the middle (z = 50 Mm) of the coronal loop. The cross

symbols denote the position of the loop. The dashed line represents the contour for which the local Alfvén speed matches the kink speed.

FIGURE 2 | Oscillation of the coronal loop and evolution of the transverse loop density profile parameters taken at the middle of the loop during our numerical

simulation; loop position (top left), normalized inhomogeneous layer width (top right), loop radius (bottom left), and density contrast ratio (bottom right).
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FIGURE 3 | Damping of the kink oscillation after the first applied perturbation.

The damping envelopes correspond to the LUT (black), GDP (green), Gaussian

(blue), and exponential (red) damping profiles.

of damping and then an increase in amplitude also does not
represent decayless oscillations with an approximately constant
amplitude, although we have deliberately chosen a sufficiently
long interval between perturbations to allow seismological
analysis and this effect would be reduced by more frequent and
lower amplitude perturbations.

The maximum amplitude of 0.3 Mm is consistent with the
decayless regime of kink oscillations which is lower than 1 Mm
and an average of approximately 0.2 Mm (Anfinogentov et al.,
2015). It is evident that the damping rate at the end of the
simulation is greater than that at the start of the simulation
(further discussion below). The other panels in Figure 2 show
the evolution of the loop parameters. There is no significant
change in the loop radius R or density contrast ratio ζ . The main
effect of KHI is the increase in the width of the inhomogeneous
layer, from its initial value of 0.3 to approximately 1 at the
end of our simulation. The onset of this increase occurs after
several cycles of the oscillation due to the time required for KHI
to develop. The widening inhomogeneous layer and unchanged
loop radius are consistent with the study of non-linear evolution
of loops by Goddard et al. (2018), although that paper considered
the changes in the transverse intensity profile rather than the
density profile here. Goddard et al. (2018) also reported a
decrease in the peak intensity of the loop, whereas our analysis
here indicates an unchanged density contrast ratio. There is
no inconsistency in these two results since the decrease in
intensity can also be associated with the mixing of plasmas
of different temperatures by KHI, and numerical simulations
such as those in Goddard et al. (2018) typically impose
temperature profiles which decrease inside the loop to maintain
pressure balance.

Figure 3 shows the oscillation of the coronal loop after the
first applied perturbation and before the second. During this time
there are minimal effects due to the non-linear evolution of the
loop (see Figure 2) and so the damping rate is consistent with
the black envelopes representing the linear solution calculated
with the lookup table (LUT) of Pascoe et al. (2019a). The LUT

envelope contains the correction for the boundary layer not being
thin, whereas each of the colored envelopes are based on the
thin boundary approximation and so overestimate the damping
of the kink oscillation, particularly the exponential damping
profile (red) which does not account for the Gaussian damping
behavior during the first couple of cycles of the oscillation. For
the general damping profile (GDP) the switch from a Gaussian
profile (blue) to an exponential profile occurs after 2 cycles for
a density contrast ratio of ζ = 3. The damping rate during
subsequent cycles is increased due to KHI, as studied by Magyar
and Van Doorsselaere (2016a). We also note that the fitted period
of oscillation is P ≈ 1.01Pk, consistent with the small increase
due to the presence of a non-thin boundary layer also found in
numerical simulations by Pascoe et al. (2019a), and contrary to
the decrease in period reported by Soler et al. (2013) and Soler
et al. (2014).

Figure 4 shows the results of wavelet analysis (Torrence and
Compo, 1998) of the oscillation of the loop axis (left panel).
The contours for the wavelet power suggests a small decrease
in the period of oscillation in time. This effect is also found
by fitting the oscillation as a series of damped perturbations
with a time-varying period of oscillation and inhomogeneous
layer width (right panel) based on the LUT damping profile.
The fitted period of oscillation starts as slightly larger than the
TTTB approximation (dashed line in left panel) due to the
thickness of the inhomogeneous layer as discussed above. The
period of oscillation then decreases during the simulation, due to
the non-linear evolution, to a value slightly less than the TTTB
approximation. Overall, the TTTB approximation remains a
good approximation for the period of oscillation.

The seismological estimate for ǫ is based on the damping
due to resonant absorption calculated for different density profile
parameters (ζ , ǫ) by Pascoe et al. (2019a) and summarized in
the LUT1. This accounts for the effect of a thick inhomogeneous
layer and the presence of the non-exponential damping regime.
The loop model used in this paper is the same as that used
to generate the LUT, and so the results may be directly
compared with the relevant physical difference being the non-
linear evolution due to finite amplitude kink oscillations. We
fit our oscillation with a sinusoidal oscillation comprised of five
segments (corresponding to each of the applied perturbations)
but a period of oscillation and inhomogeneous layer width which
vary (as quadratic polynomials) continuously across all segments.
The solid lines in Figure 4 represent the fitted dependence of P (t)
and ǫ (t) required to account for the period and damping in our
simulation. Within each individual segment the damping profile
is calculated from the LUT using ζ = 3 and the local average for
P (t) and ǫ (t).

The increase in ǫ required to account for the increase in
damping rate in time is much larger (approximately twice) than
the estimate based on fitting the transverse density profile. On
the other hand, it is evident from Figure 1 that the smaller
estimate is more reasonable since the loop has not become fully
inhomogeneous by the end of the simulation as the seismological

1https://github.com/djpascoe/kinkLUT
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FIGURE 4 | Wavelet analysis of the loop oscillation (left panel). The solid line in the normalized wavelet power represents the fitted variation of the period of oscillation

in time. The dashed line denotes the estimate based on the TTTB approximation. The hatched region represents the cone of influence. The global wavelet spectrum

(GWS) is shown with the dotted line corresponding to the 90% significance level. The right panel shows the seismologically determined variation in inhomogeneous

layer width (compared with the estimate in Figure 2 shown as a dashed line).

analysis with ǫ → 2 suggests. We can therefore conclude
that the non-linear evolution increases the damping rate of
kink oscillations above the level suggested by the increasing
inhomogeneous layer width. This is not unexpected since our
estimate of the inhomogeneous layer width only describes the
large scale broadening effect of KHI due to the mixing of loop
plasma and external plasma, while KHI is also known to generate
small scale structures (“TWIKH rolls”).

Figure 1 shows that these TWIKH rolls also modify the
location where the condition for resonant absorption to occur
is satisfied (dashed lines). In particular, near the locations
of maximum mode coupling (x = 0, y = ±R), the
TWIKH rolls cause the resonant contour to double back
on itself, presenting additional locations at which resonant
absorption can occur. Accordingly, we can caution that
the seismologically-inferred value of ǫ is likely to be an
overestimate in the case of loop oscillations with strong
development of KHI. Previous studies have also estimated ǫ

independently of seismological analysis using the transverse
intensity profile of the loop. In the following section we
consider how this estimate is also affected by the development
of KHI.

The seismological model discussed above used a constant
density contrast ratio and varying inhomogeneous width based
on our understanding of the evolution of the loop due to
KHI such as the results in Figure 2. However, approaching the
oscillation from a purely seismological point of view, we could
consider an alternative analysis of the increase in damping rate
as due to a varying density contrast ratio with ǫ remaining
constant. We find that this would require a significant increase
to ζ > 15 and so could readily be refuted by a lack of
brightening in EUV intensity images and due to a mechanism
for large increases in loop mass (or decrease in surrounding
plasma) to be theoretically accounted for. Such a large change in
ζ would also significantly change the period of oscillation unless
somehow balanced by a corresponding change in the magnetic
field strength.

3. OBSERVATIONAL SIGNATURE OF LOOP
EVOLUTION

In this section, we consider the evolution of our simulated
coronal loop in terms of the established observational method
to estimate the inhomogeneous layer width based on the shape
of transverse intensity profile. The appearance of a coronal loop
in optically thin EUV intensity images can be approximated
using the square of the density integrated along the line-of-
sight. This method was previously used by Aschwanden et al.
(2003) and Aschwanden and Nightingale (2005) who modeled
TRACE 171 Å data using a density profile with a sinusoidal
inhomogeneous layer. It was extended by Aschwanden et al.
(2007) to also consider rectangular (step) function and Gaussian
density profiles, although these were found to typically be
indistinguishable from the density profile with a sinusoidal
inhomogeneous layer for TRACE data when including the
smoothing effect of the instrumental point-spread function.

More recently, a similar method was applied by Pascoe et al.
(2017b) to estimate the inhomogeneous layer width of a coronal
loop observed using SDO/AIA 171 Å. The density profiles used
in that study included a step function, Gaussian profile, and
a inhomogeneous layer with a linear profile. Bayesian analysis
found very strong evidence for the linear transition over the step
profile (and very strong evidence for the step profile over the
Gaussian), indicative of a small but finite inhomogeneous layer in
the loop, and consistent with the separate seismological studies
of the same loop by Pascoe et al. (2016b, 2017a). A technique
using both the seismological and intensity modeling methods
simultaneously to estimate the inhomogeneous layer width of an
oscillating coronal loop was produced by Pascoe et al. (2018).

Goddard et al. (2017) performed a statistical study of
233 coronal loops comparing the step, Gaussian, and linear
inhomogeneous layer density profiles. For 58% of cases there
was strong evidence for the existence of an inhomogeneous
layer, and there were no cases of strong evidence against there
being an inhomogeneous layer. The inhomogeneous layer widths
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FIGURE 5 | The inhomogeneous layer width based on the transverse intensity

profile of the coronal loop in our numerical simulation. Near the start of the

simulation the initial value of 0.3 is measured for all LOS angles, but at later

times the observed value increases.

observed covered the full range of 0 to 2 and had no correlation
with the loop radius.

Figure 5 shows the value of inhomogeneous layer width
inferred from our numerical simulation using the same method
applied to observational data (Goddard et al., 2017; Pascoe et al.,
2017b). This is calculated from the numerical data with the EUV
intensity approximated as the square of the density integrated
along the LOS, which we vary between 0 and 90 degrees relative
to the plane of the loop oscillation. The observationally inferred
value ǫobs increases with time due to the non-linear evolution of
the loop by development of KHI, as in Goddard et al. (2018),
and with the LOS angle since the density perturbations associated
with this evolution reflect them = 1 symmetry of the kink mode
driving it (see Figure 1).

Large LOS angles show the strongest variation in ǫobs but
would also exhibit the smallest transverse displacements. In
such cases, the presence of kink oscillations could therefore be
inferred indirectly by the increase of the inhomogeneous layer
width in time, and directly using Doppler shift observations.
For smaller LOS angles the increase in the inhomogeneous layer
width is weaker but the transverse perturbations are larger,
corresponding to the scenario for which decayless oscillations
are detected by EUV imaging such as SDO/AIA. The estimate
of ǫ presented in Figure 2 shows ǫ increasing to approximately
1 by the end of the simulation. This increase corresponds to
an LOS angle of approximately 55 degrees in Figure 5. We can
therefore expect that studies which consider the evolution of
the loop coinciding with detectable oscillations (displacements)
in EUV would typically underestimate the evolution which has
actually taken place in terms of the evolution of the EUV intensity
profile. This is in contrast to the results of the previous section
which demonstrate how the seismologically-inferred value of
ǫ would typically be an overestimate due to the generation of
small scale density perturbations by KHI. Such a discrepancy
between seismological and forward modeling estimates could
therefore be indicative of non-linear evolution of the loop due to

FIGURE 6 | Histogram for the inhomogeneous layer width ǫobs based on

observations of 233 coronal loops (top). The dashed line represents a model

for the observed distribution of ǫobs based on loops being created with some

initial distribution ǫ0 (middle), and ǫobs being some value greater than ǫ0

(shown in bottom panel for the case of ǫ0 = 0.3).

KHI, motivating further study to exclude other potential sources
of discrepancy such as the influence of multiple loops along
the LOS.

In Figure 6, we present a simplemodel to use the results of our
numerical simulation to interpret an ensemble of observational
data for a large number of loops such as the statistical study by
Goddard et al. (2017). Those loops were chosen for a study of the
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transverse density profile with no consideration for oscillation.
On the other hand, it has been established that decayless
oscillations are ubiquitous in coronal loops (Anfinogentov et al.,
2015). We can therefore consider that these loops will have
undergone some range of non-linear evolution due to decayless
oscillations, and that they also represent a range of LOS angles.

The top panel of Figure 6 shows a histogram of the observed
value of the inhomogeneous layer width based on the study by
Goddard et al. (2017). We note that in Figure 3 of that paper
the values of ǫ correspond to the median value of the posterior
probability distribution returned using Bayesian analysis with
Markov chain Monte Carlo (MCMC) sampling (Anfinogentov
et al., 2020). Here we also wish to consider the uncertainty
associated with those values and so sum the full posterior
probability distributions for all 233 loops. The study of each
loop is based on 105 MCMC samples and the plotted histogram
uses 100 bins hence the average histogram density being 233 ×

105/100 ∼ 200, 000.
Our model distribution for ǫobs, shown as the dashed line in

the top panel, is the combination of two probability distributions
described below. We consider that for a loop with initial
inhomogeneous layer ǫ0, the observed value ǫobs may be any
value greater than ǫ0 (up to 2 by definition) depending on the
amount of non-linear evolution and LOS angle as demonstrated
in Figure 5. This is shown in the bottom panel for the example of
ǫ = 0.3, with a uniform distribution assumed for simplicity. The
middle panel represents the initial distribution of ǫ0. This will be
determined by the mechanism which creates coronal loops and is
presently unknown. We assume a half-normal distribution with
the width of the distribution taken to be a free parameter which
we fit by comparing our final model distribution to that from our
observational data. The fitted width of approximately 0.5 implies
loops are only required to have small initial inhomogeneous
layer widths to account for the observed values, assuming the
observational results are influenced by non-linear evolution
similar to that shown in Figure 5.

The largest difference between the model and observational
data is in the limit ǫobs → 0. However, we note that
the observational data is based on Bayesian analysis with a
posterior probability density broadened to include values of 0 by
observational error, whereas there is no consideration of errors in
our model. The original statistical study by Goddard et al. (2017)
found no cases for which the Bayesian evidence favored the step
function density profile which corresponds to ǫ = 0. On the
other hand, our assumption of a uniform probability distribution
for ǫobs under-represents the expected peak at ǫ0 and especially
penalizes the limit of ǫ0 → 0 for which the range ǫ0 ≤ ǫobs ≤ 2
is greatest.

This simple model therefore demonstrates how observational
results supporting larger values of inhomogeneous layer width
are compatible with loops being generated with initially small
values of ǫ under the assumption that the non-linear evolution
of loops due to decayless oscillations acts only to increase
the observed value of ǫobs. This analysis also demonstrates
how future observational studies might provide information
about the mechanism by which coronal loops are generated
if the probability distribution for ǫ0 could be related to

a theoretical model as opposed to our assumption of a
half-normal distribution.

4. CONCLUSIONS

In this paper we have simulated the non-linear evolution
of a coronal loop due to KHI and investigated the effect
on the corresponding observational signatures. To facilitate
analysis of the results our driver is impulsive which is typically
associated with large amplitude decaying kink oscillations. On
the other hand, the low amplitude of our driver corresponds
to the decayless regime of kink oscillations and the repetitive
perturbations may be considered as an approximation of some
intermittent driving mechanism, for example, random buffeting
of loop footpoints by photospheric motions. However, it is
unlikely that decayless oscillations are actually generated in
this way since it introduces abrupt changes in the phase of
the oscillation which are typically not observed. Our resulting
oscillation is decayless over the longer term, as kink mode energy
lost by resonant absorption is replaced by subsequent additional
perturbations. We find that these low amplitude kink oscillations
approximating the decayless regime are capable of generating
significant changes in the loop profile which can affect both
the seismological and spatial estimates for the inhomogeneous
layer width by different amounts. This can potentially be used
to infer the presence of non-linear evolution of loop profiles
through any disparity in estimates, although care would be
required to ensure the direction and magnitude of the disparity is
consistent with the physical model and observational conditions.
Furthermore, we demonstrate that this effect could account
for the observed distribution of inhomogeneous layer widths
favoring larger values even if the mechanism by which loops
are generated were to favor thin layers. This is similar to the
argument by Magyar and Van Doorsselaere (2016b) for the non-
existence of multi-stranded coronal loops due to the mixing of
plasma by KHI, but with the transverse plasma inhomogeneity
being in the form of a boundary layer as opposed to a large
number of small structures throughout the loop.

We can use the results of this paper to reconsider the case of a
coronal loop which has been previously studied independently
using seismological and spatial methods to determine to loop
profile, and which exhibited both decayless and decaying kink
oscillations. The seismological analysis of the loop, based on the
large amplitude decaying oscillation, found an inhomogeneous
layer width ǫ = 0.49+0.23

−0.12 (Pascoe et al., 2017a) (the density
contrast ratio was also estimated to be 3 as used in this paper).
The spatial estimate based on forward modeling the transverse
intensity profile produced a value of ǫ = 0.59+0.14

−0.15 (Pascoe
et al., 2017b). The loop was observed from the side, i.e., a LOS
angle close to zero (see, e.g., Figure 1 of Pascoe et al., 2016b)
and so a minimal increase in the width would be expected
by studying the evolution of the intensity profile. The spatial
study by Pascoe et al. (2017b) uses the loop intensity profile at
the start of the large amplitude oscillation, however decayless
oscillations were also detected in the same loop before, during
and after the large amplitude oscillation; Nisticò et al. (2013)
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detected approximately 12 cycles of decayless oscillation before
the onset of the large amplitude perturbation, while Pascoe et al.
(2017a) estimated the amplitude of the decayless component
as approximately 0.14 Mm (compared with a loop radius of
approximately 3 Mm).

We can therefore consider two scenarios. Firstly, no KHI
took place during the decayless regime, and so the spatial
estimate of the inhomogeneous layer width is an accurate
representation of the loop structure. Its consistency with the
seismological estimate is due to the onset of any KHI arising
from the large amplitude decaying oscillation being delayed
by at least one cycle. Alternatively, KHI did take place during
the decayless oscillations and in time to influence the results
obtained for the large amplitude oscillation. The corresponding
evolution of the loop profile means that the damping rate
and inhomogeneous layer width would be overestimated by
the seismological analysis, whereas the inhomogeneous layer
width would be underestimated by the spatial analysis which
has a very low LOS angle. The consistency of the two estimates
for ǫ suggests the first scenario in which there was no KHI
arising from the initial decayless stage of the oscillation. A
recent study of the evolution of the temporal evolution of loops
following large amplitude oscillations (Goddard and Nisticò,
2020) also found no clear evidence of KHI, but all loops
analyzed did display changes after the onset of the oscillation.
The extent to which this is due to observational issues, rather
than genuine evolution of the loops, remains to be determined.
That study was also based on DEM analysis which is known
to produce overly broad spectra (e.g., Van Doorsselaere et al.,
2018; Pascoe et al., 2019b) which may conceal the signatures
of KHI.

The disparity between the abundant evidence for KHI
in simulations compared to the lack of evidence in loop
oscillations therefore remains to be accounted for. For the
particular example considered above, the width of the loop
being approximately three times larger than in our simulation
may account for the apparent much slower evolution, with
the non-linearity parameter being the displacement amplitude
normalized by the loop radius (e.g., Van Doorsselaere et al.,
2020). This reduces the 12 decayless cycles observed by
Nisticò et al. (2013) to the equivalent of approximately 4
in our simulation, which is sufficiently early that the non-
linear evolution would not influence either the seismological
or spatial results, and so they would remain consistent with
each other and an accurate representation of the actual
loop structure.

Our simulation demonstrates that the development of KHI
is associated with an increasing damping rate and decreasing
period of oscillation. However, the variation in the period
of oscillation is small (approximately 3% during our entire
simulation) and likely to be surpassed in observations by
additional effects, such as changes in loop length or plasma
properties, which can cause larger changes and either increases
or decreases (e.g., Ireland and De Moortel, 2002; Nisticò et al.,
2013; White et al., 2013; Pascoe et al., 2017c). Recent analysis
of standing kink oscillations excited by two solar flares found
the later oscillations damped faster than the earlier ones,

consistent with KHI, while the period of oscillation increased
by approximately 20% during the observation (Pascoe et al.,
2020). The insensitivity of the period of oscillation to the
transverse loop structure is consistent with the kink oscillation
being a collective fast magnetoacoustic mode (e.g., Díaz et al.,
2005; Pascoe et al., 2007). Previous studies have demonstrated
that the damping of kink oscillations by resonant absorption
is also not sensitive to loops being multi-stranded (Terradas
et al., 2008b; Pascoe et al., 2011). However, the presence of
such structuring is of interest since it can lead to a significant
underestimation of the wave energy estimated using Doppler
measurements (De Moortel and Pascoe, 2012; Pant et al., 2019)
or an overestimation of the broadness of DEM spectra (Van
Doorsselaere et al., 2018). Due to LOS integration of optically
thin EUV emission it is difficult to interpret fine structure in
transverse intensity profiles, particularly when using a single
channel as may be the case for coronal loops which are often
identifiable only in the 171 Å channel of SDO/AIA. Observations
using higher resolution instruments such as CRisp Imaging
Spectro-Polarimeter (CRISP; Antolin et al., 2012; Scullion
et al., 2014) and the High-Resolution Coronal Imager (Hi-C;
Aschwanden and Peter, 2017; Williams et al., 2020) reveal that
loop structuring indeed exists below the resolution of SDO/AIA.
Our results demonstrate that the non-linear evolution of the
loop profile by KHI produces a time-dependent (increasing)
damping rate for kink oscillations that would not be expected
for structuring due to loops being multi-stranded. This is
due to KHI concentrating the changes to the loop profile in
the inhomogeneous layer near the locations where resonant
absorption occurs.

More generally, our results demonstrate the need for
detailed comparison of non-linear numerical simulations and
forward modeled observable signatures (preferably multi-
channel) to assist in the interpretation of physical effects such
as KHI. The confirmation, or otherwise, of such effects allows
additional physical conditions to be revealed, for example
the inhibition of KHI due to the presence of magnetic
twist (Terradas et al., 2018).
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Solar activity, ranging from the background solar wind to energetic coronal mass

ejections (CMEs), is the main driver of the conditions in the interplanetary space and

in the terrestrial space environment, known as space weather. A better understanding of

the Sun-Earth connection carries enormous potential to mitigate negative space weather

effects with economic and social benefits. Effective space weather forecasting relies

on data and models. In this paper, we discuss some of the most used space weather

models, and propose suitable locations for data gathering with space weather purposes.

We report on the application of Representer analysis (RA) and Domain of Influence

(DOI) analysis to three models simulating different stages of the Sun-Earth connection:

the OpenGGCM and Tsyganenko models, focusing on solar wind—magnetosphere

interaction, and the PLUTO model, used to simulate CME propagation in interplanetary

space. Our analysis is promising for space weather purposes for several reasons. First,

we obtain quantitative information about the most useful locations of observation points,

such as solar wind monitors. For example, we find that the absolute values of the

DOI are extremely low in the magnetospheric plasma sheet. Since knowledge of that

particular sub-system is crucial for space weather, enhanced monitoring of the region

would be most beneficial. Second, we are able to better characterize the models.

Although the current analysis focuses on spatial rather than temporal correlations, we

find that time-independent models are less useful for Data Assimilation activities than

time-dependent models. Third, we take the first steps toward the ambitious goal of

identifying the most relevant heliospheric parameters for modeling CME propagation in

the heliosphere, their arrival time, and their geoeffectiveness at Earth.

Keywords: solar wind, coronal mass ejections (CMEs), magnetohydrodynamics (MHD), numerical simulations,

statistical tools, domain of influence, observations
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1. INTRODUCTION

Solar activity affects the terrestrial environment with a constantly
present but highly variable solar wind and with higher
energy, transient events, such as flares and Coronal Mass
Ejections (CMEs).

“Space weather” (Bothmer and Daglis, 2007) is the discipline
that focuses on the impact of these solar drives on the solar system
and in particular on the Earth and its near space environment.

Space weather events can have serious effects on the health of
astronauts and on technology, with potentially large economic
costs (Eastwood et al., 2017). The importance of space weather
forecasting has grown with societal dependence on advanced
space technology, on communication and on the electrical grid.
For example, the Halloween 2003 solar storms that impacted
Earth between 19th of October 2003 and 7th of November 2003
caused an hour long power outage in Sweden (Pulkkinen et al.,
2005), forced airline flight reroutes, and affected communication
and satellite systems (Plunkett, 2005). The “great geomagnetic
storm” of March 13–14, 1989 caused, among other disruptions,
a blackout of up to 9 h in most of Quebec Province, due to a
massive failure experienced by the power grid Hydro-Quebec
Power Company (Allen et al., 1989).

In order to improve space weather forecasting, accurate
models of the Sun-Earth connection are needed. Such forecasts
are challenging because of the complexity of the processes
involved and the large range of spatial and temporal scales.
Commonly the heliosphere is divided into sub-systems, where
each one is simulated with a different model, such that themodels
feed into each other (Luhmann et al., 2004; Tóth et al., 2005).
These models can be either physics-based or empirical. Empirical
models (such as, in the solar domain, Altschuler and Newkirk,
1969; Schatten et al., 1969; Schatten, 1971; Wang and Sheeley Jr,
1992; Nikolić, 2019) usually require less computational resources,
enabling faster forecasts. They can also serve as a baseline for
physics-based models (Siscoe et al., 2004). However, empirical
models lack the sophistication of more expensive first-principles
based numerical models. Recently, machine learning methods
have emerged, that can provide a new approach to space
weather forecasting (Camporeale, 2019; Laperre et al., 2020).
Most of these methods, while promising, must still undergo
extensive validation.

The technique of Data Assimilation (DA) was developed
to improve model predictions by properly initializing models
from data and by keeping a model on track during its time
evolution (Kalnay, 2003; Bouttier and Courtier, 1999; Evensen,
2009). DA methods were originally applied to atmosphere
and ocean models, which exhibit a large degree of inertia.
The latter is also true for the solar wind, but not for the
magnetosphere-ionosphere system, which is strongly driven
and dissipative. Therefore, in space weather forecasting, DA
aims not only at initializing the models, but also at using
information from various observations to bring the evolution of
a system as predicted from a model closer to the real system
evolution (Kalman, 1960; Bouttier and Courtier, 1999; Bishop
and Welch, 2001; Evensen, 2009; Le Dimet and Talagrand, 1986;

Innocenti et al., 2011), making up for model deficiencies in the
terms of resolution and incomplete physical description.

The quantity and quality of available data is a critical factor
in the effectiveness of Data Assimilation. This is the reason why
fields where data can be obtained more easily and continuously
have shown early successes in DA implementations. Examples
of these fields are meteorology and oceanography, and, in space
sciences, ionospheric and radiation belt physics (Bennett, 1992;
Ghil and Malanotte-Rizzoli, 1991; Egbert and Bennett, 1996;
Kalnay, 2003; Rigler et al., 2004; Schunk et al., 2004; Kondrashov
et al., 2007). Examples of DA applications targeting specifically
the interplanetary space environments are Schrijver and DeRosa
(2003), Mendoza et al. (2006), Arge et al. (2010), Innocenti et al.
(2011), Skandrani et al. (2014), Lang andOwens (2019), and Lang
et al. (2020).

Representer analysis (RA) and Domain of Influence
analysis (DOI) (Bennett, 1992; Egbert and Bennett, 1996;
Echevin et al., 2000; Evensen, 2009; Skandrani et al., 2014),
briefly summarized in section 2, are powerful statistical
tools used to estimate the effectiveness of DA techniques
when applied to a specific model, without assimilating
actual data. Such analysis can be used in several ways. It
allows us to optimize assimilation strategies, it may uncover
model biases that can then be addressed by further model
development, and it may be used to optimize the observation
systems that provide operational data for DA. For example,
RA/DOI can be used to optimize locations for solar wind
monitors, such as locations proposed near the L5 Lagrangian
point (Vourlidas, 2015; Lavraud et al., 2016; Pevtsov et al.,
2020).

In the present paper, the RA and DOI analysis is
applied to three models: the OpenGGCM magnetosphere—
ionosphere model (section 3.1), two of the empirical
Tsyganenko magnetosphere magnetic field models
(section 3.2), and a solar wind simulation based on
the PLUTO code (section 3.3). These models simulate
critical sub-systems in the Sun-Earth connection with a
focus on the terrestrial magnetosphere and Coronal Mass
Ejection propagation.

The present paper provides insights into the locations
of the terrestrial magnetosphere that should be prioritized
(ideally, in absence of orbital constraints) for space weather
forecasting and monitoring activity. We compare a time-
dependent, physics based model (e.g., OpenGGCM) and time-
independent, empirical (e.g., Tsyganenko) models in terms of
the expected benefits that DA can provide. We conclude that
time-dependent models should be preferentially chosen for DA.
We take the first steps toward the goal if understanding the
main physical parameters, close to the Sun and in interplanetary
space, that control CME propagation and hence their arrival time
at Earth.

This manuscript is organized as follows: in section 2 we
introduce the theoretical background on RA and the DOI; section
3 discusses the application of the method to the different models;
in section 4 we summarize the results and discuss potential
improvements and new applications.
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2. REPRESENTER ANALYSIS AND DOMAIN
OF INFLUENCE ANALYSIS

This section introduces the mathematical basis of RA and DOI
analysis. The reader is referred to Skandrani et al. (2014) and
references therein for an in depth derivation.

Let us start from a system described by the state variable vector
xt ∈ R

n.xt is a vector containing the n state variables that
describe the system at a time t. Let us assume that the evolution of
the system can be described as a discrete-time process controlled
by an evolution law A. The state of the system then evolves as
follows: xt = A(xt−1) + wt−1, where w ∈ R

n is process noise.
The process noise is assumed to be Gaussian and with covariance
matrix Q.

If a model M (for example, a simulation model) of the
evolution law A is available, we can obtain, following Kalman
(1960) and Evensen (2009), a prior estimate x̂−t of the state
variable xt through the simulation model as

x̂−t = M(x̂−t−1)+ wt−1. (1)

Assume now that we have m observational values or
measurements zt ∈ R

m. These measurements can be mapped to
the current state xt through the so-called observation operator
H ∈ R

m×n, such that zt = Hxt + νt . Here, ν is the (assumed
Gaussian) measurement noise, with a covariance matrix R.

It can be then shown (Bishop and Welch, 2001) that a
posterior estimate of the state (x̂t) can be obtained from the prior
estimate of the state (x̂−t ), obtained from Equation (1), as follows:

x̂t = x̂−t + Kt

(

zt −Hx̂−t
)

. (2)

Here, the term
(

zt −Hx̂−t
)

is called the “innovation,” and
represents the difference between the measurements and their
expected values, calculated by applying the observation operator
to the prior state estimate. The Kalman gain Kt is obtained by
minimizing the posterior error covariance matrix. This is the
“correction” step of the Kalman filter, where the Kalman gain is
calculated and the estimate and error covariance matrix of the
posterior state are updated. The “prediction” (forecast) phase of
the filter results in the calculation of the prior state estimate and
prior error covariancematrix (used to compute the Kalman gain).

The prior and posterior error covariance matrices are
respectively defined as

P−t = E

[

(

xt − x̂−t
) (

xt − x̂−t
)T
]

, Pt = E

[

(

xt − x̂t
) (

xt − x̂t
)T
]

,

(3)
where E is the expected value, xt is the “real,” unknown system
state and ǫ− =

(

x̂−t − xt
)

and ǫ =
(

x̂t − xt
)

are the prior
and posterior errors, calculated as the difference between the
prior (x̂−t )/posterior (x̂t) state and the real state, xt . Notice that,
although these are the definitions of the error covariances, this
is not how they are computed in the filter, since the real state is
not known.

The formula for the calculation of the posterior state,
Equation (2), can be written as

x̂t = x̂−t + rb (4)

where r ∈ R
n×m and b ∈ R

m are defined as

r = P−HT , b =

(

HP−HT
+ R

)−1
(

z−Hx̂−
)

, (5)

withR the measurement noise covariance matrix. The time index
t has been dropped for ease of reading.

We will from now on assume that the system (and in
particular, the observation operator H) is linear. Then, each
column of the matrix r, denoted as rj with j = 1, . . . ,m, is the
representer associated to a given observation zj (remember that
z is the vector with m observations), and gives a measure of the
impact of that observation in “correcting” the prior state estimate.
If we further assume that each observation j is located at grid
point kj, and is associated to a state variable, then each column
rj (now rkj , given the assumption mentioned above) contains the
covariances (“cov”) between the prior errors at the observation
point kj and at every other grid node, for all the state variables.

Since the real state is not available for error covariance
calculations, an ensemble of simulations can be used to estimate
the prior errors instead. An ensemble (Evensen, 2009) can be
generated by perturbing one or several of the sources of model
errors. In this work, ensembles are generated for each model
by perturbing the respective initial/boundary conditions. Once
the ensemble is available, the covariances of the prior errors at
a certain simulated time can be approximated as the ensemble
covariances (“covens”) of the prior errors. These in turn become
the ensemble covariances of the simulated state variables, if
one assumes that the prior errors are unbiased. The ensemble
covariance between the state variable x and y is defined as

covens(x, y) =
1

N

N
∑

s=1

[(

x−s −
1

N

N
∑

x−s

)(

y−s −
1

N

N
∑

s=1

y−s

)]

(6)
where N is the number of members in the ensemble, and x and
y represent two state variables (notice that, for ease of reading,
we indicate here two state variables as x and y, while earlier we
indicated as vector x all the state variables).

In a set of simulations, the prior state variables are the
simulation results at a specific time. Being able to calculate
the representers associated to observations from the ensemble
rather than from assimilating observations simplifies the
RA significantly.

Following the discussion of the representer term r in the
calculation of the posterior state, Equations (4) and (5), we now
examine the term b. Assuming that the only observation point for
observation j is at grid node kj (i.e., the row j of the matrixH has
only the term kj different from zero), the element of b associated
to the observation at grid point kj, denoted as bkj , becomes, from
Equation (5):

bkj =
zkj − x̂−

kj

cov
(

ǫ−
kj
, ǫ−

kj

)

+ cov
(

ǫz
kj
, ǫz

kj

) , (7)
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where we have made use of the simplified form of the matrix
H and where ǫz

kj
is the observation error associated with the

observation zkj .
If xi is one of the state variables at grid node i, the correction

to xi brought by the assimilation of the measure zkj , following
Equations (4), (5), (7) and some straightforward manipulation
based on the definitions of covariance, variance, correlation, can
be written as (Skandrani et al., 2014)

x̂i − x̂−i = correns
(

x̂−
kj
, x̂−i

)

F
(

zkj

)

. (8)

Here, F(zkj ) is the modulation factor and correns
(

x̂−
kj
, x̂−i

)

the

correlation. The correlation is computed from the ensemble, and
is calculated between the state variable at node kj and at node i.
This correlation reflects how a change at node kj, caused, e.g., by
the assimilation of the measurement zkj , will influence the node i,
and is what we call the DOI. The correlation over the ensemble is
defined, using the dummy variables x and y for brevity, as:

correns(x, y) =
covens

(

x, y
)

√

var (x) var
(

y
)

. (9)

The modulation factor F(zkj ) in Equation (8) depends, among
other things, on the measurement zkj and on the error associated
to the measure zkj . Hence Data Assimilation has to be performed

to calculate this term. The correns
(

x̂−
kj
, x̂−i

)

term reflects how

large we can expect the area that will be affected by the
assimilation of zkj to be. But to know how large the difference

between the posterior and prior state, x̂i − x̂−i , will be, we need to
know the modulation factor as well.

So now the DOI of the measurement zkj on the state variable
at grid point i, xi, can be defined as

DOI(zkj , xi) = correns
(

x̂−
kj
, x̂−i

)

. (10)

One can see from its definition that the DOI can be calculated
before assimilation by computing the ensemble correlation of the
state variable value at the grid point kj with that at grid point
i. Dropping the i index, i.e., examining the expected impact of
measurement zkj on all the state variables x at all grid points, we
obtain the more general definition of the DOI as

DOI(zkj ) = correns
(

x̂−
kj
, x̂−

)

. (11)

We can then draw “DOImaps” that show the correlation between
a field at grid point kj, the “observation point,” and the other
grid points.

Notice that in this derivation we have assumed, for simplicity,
that the measurement z and the state variable x refer to the
same field, for example, the x component of the magnetic
field, or of the velocity. This simplifies the formulation of the
numerator of Equation (7) and improves the readability of the
derivation. Skandrani et al. (2014) shows examples where the

DOI is calculated between different fields, e.g., magnetic field
and velocity.

DOI analysis has the advantage that it can be calculated for all
state variables and at any grid point without actual assimilation,
i.e., without the need for measurements z. In order to compute
the DOI at a time step t, we only require evolving the ensemble
up to said time step t, and then performing the correlation over
the ensemble between the state variable value at the observation
point kj and at all other grid points.

Because DOI values are derived from a correlation they
are bounded between −1 and 1. |DOI| ∼ 1 indicates that
the field at that specific point significantly changes when
the same field (or a different field, in the case of cross-
correlation) varies at the observation point. |DOI| ∼ 0
indicates the opposite, i.e., variation at the observation
point have little or no effect. Thus, DOI analysis also
provides information on how information propagates
within the model, and therefore sheds light on the physical
processes within the model. We will exploit this property in
section 3.2.

We note that in this study we only focus on spatial
correlations, neglecting temporal correlations. In other words,
the following analysis (i.e., the calculation of variances, DOI, etc.)
is restricted to specific instances in time, rather than examining
correlations between fields at difference times as well. The
dependence on time will be addressed in a future project.

The RA is applied to “artificial” data, obtained from ensembles
of simulations focused on different processes of interest in the
Sun-Earth connection: the interaction of the solar wind with
the terrestrial magnetosphere (via OpenGGCM and Tsyganenko
simulations) and the propagation of a CME-like event in the
steady solar wind (PLUTO).

OpenGGCM and the Tsyganenko Geomagnetic Field
Models both simulate the interaction of the solar wind with
the magnetospheric system. OpenGGCM is a physics-based
magnetohydrodynamic (MHD) model, while the Tsyganenko
models are semi-empirical best-fit representations for the
magnetic field, based on a large number of satellite observations
(Tsyganenko, 1995, 2002a; Tsyganenko and Sitnov, 2005).

PLUTO is an MHD-modeling software used to simulate
the propagation of a CME in the background solar wind.
This software can be used to numerically solve the partial
differential equations encountered in plasma physics
problems, in conservative form, in different regimes (from
hydrodynamics to relativistic MHD). The structure of the
software is explained in Mignone et al. (2007, 2012). Full
documentation and references can be found in the relevant web
page: http://plutocode.ph.unito.it/.

Because the DOI analysis is an ensemble based technique
the size of the ensemble and its properties matter. In order to
test for sufficient size, we performed the DOI calculation using
a limited, random subset of the ensemble, which we gradually
expanded. We found that using at 25 runs were sufficient to
obtain a consistent ensemble mean, variance, and DOI. We
note, however, that this may change for different choices of
simulation resolution and parameters used for the generation of
the ensemble.
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3. APPLICATIONS

3.1. Magnetospheric Applications I:
OpenGGCM
The OpenGGCM (Open Geospace General Circulation Model)
is a MHD based model that simulates the interaction of the
solar wind with the magnetosphere-ionosphere-thermosphere
system. OpenGGCM is available at the Community Coordinated
Modeling Center at NASA/GSFC for model runs on demand
(see: http://ccmc.gsfc.nasa.gov). This model has been developed
and continually improved over more than two decades. Besides
numerically solving the MHD equations with high spatial
resolution in a large volume containing the magnetosphere,
the model also includes ionospheric processes and their
electrodynamic coupling with the magnetosphere.

The mathematical formulation of the software is described in
Raeder (2003). The latest version of OpenGGCM, used here, is
coupled with the Rice ConvectionModel (RCM) (Toffoletto et al.,
2001), which treats the inner magnetosphere drift physics better
than MHD and allows for more realistic simulations that involve
the ring current (Cramer et al., 2017). The model is both modular
and efficiently parallelized using the message passing interface
(MPI). It is written in Fortran and C, and uses extensive Perl
scripting for pre-processing. The software runs on virtually any
massively parallel supercomputer available today.

OpenGGCM uses a stretched Cartesian grid (Raeder, 2003)
that is quite flexible. There is a minimal useful resolution, about
150 × 100 × 100 cells, that yields the main magnetosphere
features but does not resolve mesoscale structures, such as FTEs
or small plasmoids in the tail plasma sheet. At the other end, we
have run simulations with grids as large as ∼1,0003 (on some
20,000 cores). In terms of computational cost that is almost a 104

ratio. Here, we used a grid of 325 × 150 × 150 cells which is
sufficient for the purposes of this study and runs faster than real
time on a modest number of cores.

OpenGGCM has been used for numerous studies of
magnetospheric phenomena, such as storms (Raeder et al., 2001b;
Raeder and Lu, 2005; Connor et al., 2016), substorms (Raeder
et al., 2001a; Ge et al., 2011; Raeder et al., 2010), magnetic
reconnection (Dorelli, 2004; Raeder, 2006; Berchem et al., 1995),
field-aligned currents (Moretto et al., 2006; Vennerstrom et al.,
2005; Raeder et al., 2017; Anderson et al., 2017), and magnetotail
processes (Zhu et al., 2009; Zhou et al., 2012; Shi et al., 2014), to
name a few.

The boundary conditions require the specification of the
three components of the solar wind velocity and magnetic field,
the plasma pressure and the plasma number density at 1 AU,
which are obtained from ACE observations (Stone et al., 1998)
and applied for the entire duration of the simulation at the
sunward boundary.

We generate an ensemble of 50 OpenGGCM simulations by
perturbing the vx component of the input solar wind velocity.
Changing this particular parameter guarantees a direct and easy
way to interpret magnetospheric response.

First, we run a reference simulation using the observed
solar wind values at 1 AU starting from May 8th, 2004,
09:00 UTC (denoted as t0) until 13:00 UTC on May 8th,

2004. We choose this period because it is relatively quiet: no
iCME were registered in the Richardson/Cane list of near-
Earth interplanetary CMEs (Richardson and Cane, 2010), and
as it is common during the declining phase of the solar cycle,
geomagnetic activity is driven by Corotating Interaction Regions
and High Speed Streams (Tsurutani et al., 2006). The study of
outlier events, such as CME arrival at Earth, is left as future work.

To generate the ensemble, the solar wind compression is
changed in each of the “perturbed” simulations. The perturbed
velocity in the x (Earth-to-Sun) direction is set, for the entire
duration of each simulation, to a constant value obtained by
multiplying the average observed v

avg
x by a random number S

sampled from a normal distribution with mean µ = 1 and
standard deviation σ = 0.1:

vx = Sv
avg
x , with S ∈ N (1, (0.1)2). (12)

The time period we use to calculate the average is the duration of
the reference simulation, between 9:00 UTC and 13:00 UTC on
May 8th, 2004.

Our choices for the generation of the ensemble are determined
by the necessity to preserve both the Gaussian characteristic of
the model error and the physical significance of the simulations:
the solar wind compression in all ensemble members is not too
far from the reference value. With such low standard deviation,
the average of the obtained perturbed value plus/minus several
sigmas are still within the typical range for the solar wind: the
minimum and maximum values of the constant, perturbed input
velocities are |vx| ∼ 363 km/s and |vx| ∼ 583 km/s, respectively.
The solar wind velocity vx is negative in the Geocentric Solar
Ecliptic (GSE) coordinates used here. The vx values that we
obtain in this way are not supposed to be representative of the
full range of values that vx can assume; they are used to generate
an ensemble of simulations “slightly perturbed” with respect to
our reference simulation. We note that the real distribution of
solar wind velocity is far from a normal distribution, with two
distinct peaks and extreme outliers, and would not be appropriate
to produce the required ensemble. We refer the reader to Fortin
et al. (2014) for optimal procedures on how to choose the
variance of the ensemble.

The ensemble analysis requires running 50 simulations to
produce the ensemble members, plus the unperturbed reference
simulation. Each run takes ∼12 h on 52 cores on the
supercomputerMarconi-Broadwell (Cineca, Italy), for a total cost
of∼32,000 core hours.

We verify that the prior errors are unbiased (as assumed in the
derivation of the method summarized in section 2) by comparing
the reference simulation and the average of the ensemble. We
note that the ensemble mean is an appropriate metric to use
in this case because the perturbed simulations have not been
generated in order to represent all possible solar wind velocity
values, but small perturbations around the reference case.

Figure 1 shows this comparison in the xz plane for the x
component of the velocity and of the magnetic field at a fixed
time (172 min after the beginning of the simulation), for both
the reference simulation (panels A,B) and the average of the
ensemble (panels C,D). The magnetic field lines, depicted in
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FIGURE 1 | Reference simulation (A,B), ensemble mean (C,D), and difference between the ensemble mean and the reference simulation results (E,F) for the

ensemble of OpenGGCM magnetospheric simulations. The ensemble is generated by perturbing the vx solar wind boundary condition. vx is depicted in (A,C,E), bx in

(B,D,F). The coordinate system is GSE The depicted time is 172 min after the beginning of the simulation, May 8th 2004, 9:00 UTC. The boundary conditions at the

sunward boundary of the “reference” simulation are observed solar wind values.

black, are calculated from the reference simulation in panels
(A,B) and from the ensemble average in panels (C,D). The
distances are normalized by the Earth radius RE.

Visual inspection of panels (A–D) and of the difference
between the ensemble mean and the reference simulation results,
depicted in panels (E,F) for vx and Bx, respectively, highlight the
areas where the behavior differs most within the ensemble: the
bow shock, the plasma sheet, and the neutral line. The former is
a plasma discontinuity that moves back and forth in response to

the changing solar wind Mach number, and thus gets smeared
out in the ensemble. The latter is a region of marginal stability
in the magnetosphere that reacts in a non-linear way to solar
wind changes.

In order to determine if 50 ensemble members are sufficient
for our analysis, we have compared corresponding plots of
the difference between the ensemble mean and the reference
simulation for vx with decreasing number (40, 30, 20) of
ensemble members. We find that, with decreasingly smaller
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FIGURE 2 | vx field component, at the same time as Figure 1, for the ensemble member with the lowest (A) and highest (B) absolute value of the perturbed,

inflowing vx velocity component in the OpenGGCM ensemble.

ensembles, the plasma sheet structure seen in Figure 1E, is
only minimally affected. However, the differences around the
bow shock become more pronounced. The velocity difference
increases in the solar wind and magnetosheath as well, and
the magnetic field structure at the magnetosphere/solar wind
interface (as shown by the magnetic field lines, which are drawn
for the average field in panels E,F and similar analysis) begin
to change significantly with respect to the reference simulation.
By comparing the plots with 50, 40, 30, and 20 ensemble
members, we conclude that 30 is the minimum number of
ensemble members that gives average fields compatible with the
reference simulation, with our choice of perturbation to generate
the ensemble.

Figures 1A,B show characteristic signatures of magnetic
reconnection in the magnetotail, i.e., the X pattern and the
formation of dipolarization fronts in the magnetic field lines,
and the presence of earthward and tailward jets in vx departing
from the X point. We provide a movie showing the dynamic
evolution in the Supplementary Material (ReferenceSimVx.avi).
The movie shows the solar wind bz time variation and the
subsequent occurrence of several magnetopause/magnetotail
reconnection events. The “formation” of the magnetosphere
occurs during the first ∼ 30 min of the simulation and should
be disregarded.

The movie MeanVx.avi, also in the Supplementary Material,
shows how the global evolution changes in the ensemble mean:
themagnetopause andmagnetotail reconnection patterns are still
overall visible, but smoothed out by the averaging procedure with
respect to the reference simulation, since the different ensemble
instances reconnect at different times and the smaller scale
features of each single run are averaged away.

In Figure 2 and movies LowerVx.avi and HigherVx.avi we
compare the evolution of the members of the ensemble generated
with the lower (|vx| ∼ 363 km/s, panel A) and higher (|vx| ∼583
km/s, panel B) absolute value of the vx velocity component.
The movies show that the velocity values and magnetic field
line patterns are significantly different from the reference
simulation and from the ensemble average, demonstrating that
the perturbations are not trivial.

TABLE 1 | Coordinates of the observation points used in the DOI analysis.

x/RE y/RE z/RE

Solar wind 15 0 20

Magnetosheath −10 0 20

Northern lobe −10 0 5

Plasma sheet −20 0 −3

We now discuss the RA and DOI analysis for a set of different
observation points, depicted as white stars in the following
figures, in the inflowing solar wind (A), in the magnetosheath
(B), in the northern lobe (C), and in the plasma sheet (D), for
the same plane and time as Figure 1. The coordinates of each of
these points in the xz-plane are given in Table 1, the y coordinate
being y/RE = 0. Figures 3, 4 show the DOI maps for vx and bx,
respectively. Note that the correlations which are displayed are
not cross-correlations: the correlation is done between the value
of a field at the observation point and the values of the same field
at the other grid points.

Figures 3, 4 show that the correlations are mostly ordered by
the principal regions of the magnetosphere, such as the lobes,
the magnetosheath, and the plasma sheet. For example, Figure 3
shows the results for the vx correlations. The DOI values for the
plasma sheet are different from those in the magnetosheath and
the lobes in all panels. As expected, the stronger correlations are
somewhat localized around the observation point, for example,
the strongest correlations in panel (D), where the observation
point is in the plasma sheet, are in the plasma sheet itself and
its immediate surroundings. However, some other observation
points have a much larger DOI, such as the ones in the solar
wind and the magnetosheath. This makes physical sense, because
vx variations in those regions will propagate through much of
the magnetosphere. Figure 4 shows the Bx correlations. The
northern and southern lobes clearly stand out, with opposite DOI
values, and the magnetosheath stands out as well. Because the
Bx values have opposite signs in the two lobes, the DOI values
also have opposite signs. The correlation values depend on the
variability of the field value at the observation point, thus the
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FIGURE 3 | DOI maps for vx , computed from the correlation of an ensemble of OpenGGCM magnetospheric simulation, with observation points in the solar wind (A),

magnetosheath (B), northern lobe (C), plasma sheet (D).

panels that exhibit lower correlations are those with observation
point in the plasma sheet, where the intrinsic variance of both vx
and Bx is higher (see Figure 1) due to the different reconnection
patterns in the different members of the ensemble. For example,
in Figure 3D, the velocity value at the observation point in
the plasma sheet exhibits little correlation with the vx values
outside of the plasma sheet and the neighboring areas. This is
a consequence of the jet structure which is caused by internal
magnetospheric dynamics rather than the solar wind driver.

The temporal dynamic DOI behavior is similar: the DOI
maps of vx and Bx with observation point in the plasma
sheet exhibit higher temporal variability than those with a
observation point in the magnetosheath, as can be seen in the
DOI movies DOI_bx_bx_MSheath.avi, DOI_bx_bx_pSheet.avi,
DOI_vx_vx_MSheath.avi, DOI_vx_vx_pSheet.avi and in
Figure 5. The Figure shows the DOI map for vx (panels A,B)
and Bx (panels C,D) with observation point in the plasma sheet
(panels A,C) and in the magnetosheath (panels B,D) at t0 + 192
min. All the previous figures, Figures 1–4, were at t0 + 172 min.

We note that the plots with observation points in the
magnetosheath are not significantly different to earlier plots
(see Figures 3, 4), except for the plasma sheet plots, which
differ profoundly.

To summarize and interpret the OpenGGCM results, the DOI
analysis is well in line with our understanding of the terrestrial
magnetosphere. In the vx case, when the observation point is
in the solar wind or in the magnetosheath, the |DOI| values are
very high in both the solar wind and the magnetosheath region.
This is expected, because vx in the solar wind is a correlation
with itself (and thus a sanity test for the calculation), whereas
the magnetosheath is largely driven by the interaction between
solar wind and the bow shock, where the Rankine-Hugoniot
conditions predict a positive correlation of the downstream
velocity with the upstream velocity. When the observation points
are in the solar wind and magnetosheath regions, the |DOI|
values in the plasma sheet are expected to be lower due to internal
transient dynamics (e.g., reconnection events, bursty bulk flows)
in the sheet which may be triggered by local plasma sheet
dynamics, rather than solar wind compression. Local dynamics
in the sheet is also the reason why, in Figure 3D, when the
observation point is in the plasma sheet, the correlation with the
solar wind and magnetosheath regions is close to zero. Even if,
in global terms, magnetic reconnection in the plasma sheet were
triggered bymagnetopause dynamics, in any region of the plasma
sheet vx may flow sunward or anti-sunward, depending on the
location of the reconnection site, and thus would be uncorrelated
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FIGURE 4 | DOI maps for bx , computed from the correlation of an ensemble of OpenGGCM magnetospheric simulations, with observation points in the solar wind

(A), magnetosheath (B), northern lobe (C), plasma sheet (D).

with the velocity in the solar wind or in the magnetosheath.
The lobe magnetic field is expected to be directly driven by the
solar wind dynamic pressure, and thus by vx. As the dynamic
pressure increases, the lobe flare angle decreases, and vice versa.
As the flare angle decreases, the lobe field gets compressed.
Figures 4B,C show that effect, as expected.

Similar consideration broadly apply to the Bx DOI results
shown in Figure 4. There is, however, a significant difference
between panel (A) in Figures 3, 4. When the observation point is
in the solar wind, high correlations are obtained in large parts of
the magnetosphere for vx, while Bx correlations are much lower.
This can be attributed to the fact that Bx in the solar wind is
not a major driver of magnetospheric dynamics, unlike the solar
wind speed and solar wind dynamic pressure. The geo-effective
component of the interplanetary magnetic field (IMF) is the Bz
component, which controls reconnection at the magnetopause
and thus the dominant energy input into the magnetosphere.

3.2. Magnetospheric Applications II:
Tsyganenko Model
The Tsyganenko models are a family of empirical, static
terrestrial magnetic field models (Tsyganenko, 1987,
1989, 1995, 2002a,b; Tsyganenko et al., 2003; Tsyganenko
and Sitnov, 2005). The successive model versions

(available at http://geo.phys.spbu.ru/~tsyganenko/modeling.
html) reflect increasing knowledge of the magnetospheric
systems and are based on an increasing amount of data from all
regions in the magnetosphere.

The models are based on a mathematical description of
the magnetosphere, which includes contributions from major
magnetospheric current sources, such as the Chapman-Ferraro
current, the ring current, the cross-tail current sheet and large-
scale field-aligned currents. Terms are added to account for
the magnetopause and for partial penetration of the IMF into
the magnetosphere. The most recent versions can also take
into account the dipole tilt, the dawn-dusk asymmetry, and
allow for open magnetospheric configurations. The parameters
of the models are derived from a regression to magnetic field
observations, and keyed to magnetic indices and/or solar wind
parameters. The model requires the user to specify a date and
time for the dipole orientation. The other model parameters,
either an index, such as the Kp, or solar wind variables, are
to be given by the user. In more recent models, Tsyganenko
also provides yearly input data files for his models. From these
inputs, an approximation of the magnetosphere is created for
the specified date and time. Notice that the Tsyganenko models
are static, and only provides a snapshot of the magnetosphere.
However, since the parameters are time dependent the model can
be used in a quasi-dynamic mode.
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FIGURE 5 | DOI maps for vx (A,B) and Bx (C,D) from an ensemble of OpenGGCM magnetospheric simulations with observation point in the plasma sheet (A,C) and

in the magnetosheath (B,D), at t0+ 192 min. All previous Figures were at t0+ 172 min.

Several versions of the Tsyganenko model have been tested
over the years against observations and physics-based, MHD
models (Thomsen et al., 1996; Huang et al., 2006; Woodfield
et al., 2007). While the Tsyganenko models do not account for
the Earth’s internal magnetic field, methods are provided to add
the internal field model as described in the above cited literature.

In order to simulate the evolution of the magnetosphere
with the chosen Tsyganenko model, we create snapshots of the
magnetosphere at different times. The time May 8th, 2004, 09:00
UTC is taken as t0, the same time as the OpenGGCM simulations
presented in section 3.1. The model is “evolved” by using a time
series of the required input parameters, which are obtained from
the OMNIWeb database (King and Papitashvili, 2005).

We use two versions of the Tsyganenko model, the T96
model (Tsyganenko, 1996) and the TA15 model (Tsyganenko and
Andreeva, 2015). We generate the Tsyganenko ensembles in the
same way as the OpenGGCM examples, by using a distribution
of vx values as described in section 3.1.

Before we analyse the results of the T96 ensemble, we show the
magnetospheric configuration computed by the model using the
original solar wind data. In Figure 6, the first row of figures shows
the results of the “reference” simulation, e.g., the simulation
without any perturbed inputs, at time t0 + 85 min, for Bx (panel
A) and Bz (panel B).

Unlike the OpenGGCM, the T96 model cannot model
reconnection, although some approximation of reconnection

is included in later Tsyganenko models (Tsyganenko,
2002a,b). Also, the day-side magnetospheric structure is
only approximated with respect to physics-based models, and
bow shock and magnetosheath are not clearly distinguishable. In
Figure 6, the second row shows the average of the ensemble at
the same time of the reference simulation, for Bx (panel C) and
Bz (panel D). The results are similar to the reference simulation,
as shown by the logarithm of the absolute difference between
the reference and ensemble mean (e.g., Figures 6E,F). The only
significant difference is located at the magnetopause, which
is expected since varying the solar wind velocity changes the
standoff distance.

Next we analyse the DOI maps of the T96 model. Figure 7
shows the DOI maps for the Bx and Bz field components at
time t0 + 85 min. Although the T96 model is parameterized by
the solar wind velocity, it only models the magnetic field in the
magnetosphere. Because of this, we are only able to analyze the
DOI maps of the magnetic field components. The observation
points are placed in the northern lobe, in proximity to the
current sheet, at the dayside magnetosphere, and in the southern
lobe. Like in the OpenGGCM case, the DOI maps reflect the
general regions of the magnetosphere as reproduced by the T96
model. However, the correlation only takes values of ±1 in the
magnetosphere, and zero in the solar wind. The latter is simply
a consequence of the fact that the model does not predict the
IMF, which is therefore independent of the vx variations of the
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FIGURE 6 | Results from the T96 Tsyganenko model. The top row (A,B) shows the reference magnetic field (Bx and Bz component respectively) at time t0 + 85 min,

with a negative IMF. The middle row (C,D) shows the ensemble mean of the same magnetic field components at the same time t0 + 85 min. We clipped the magnetic

field values to |50nT|, in order to make variations in the tail better visible. The last row (E,F) shows the logarithm of the absolute difference between the reference

simulation and the mean of the ensemble.
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FIGURE 7 | Each row displays the DOI maps for Bx and Bz, from an ensemble of Tsyganenko model T96 simulations with observation point in the plasma sheet

(A,B), dayside magnetosphere (C,D) and southern lobe tail (E,F), respectively.

ensemble. The former is due to the fact that the model has
no intrinsic time dependence. Any variations of the solar wind
affect the entire magnetosphere instantly and in proportion to

the variation. Thus, after normalization, only the sign matters,
i.e., whether a given change at the observation point leads to a
positive or negative change at a different point.
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Now we focus on the results of the TA15 model. Figure 8
shows the reference simulation and ensemble mean for the Bx
and Bz fields, with superimposed field lines, at time t0 + 85 min,
together with the difference between reference and ensemble
mean. We observe that the reproduced dayside magnetosphere
structure is improved compared to the T96 model, at the expense
of unrealistically high magnetic field values in the inflowing
solar wind, and correspondingly distorted magnetic field lines.
These artificial boundary conditions in the Sunwards boundary
are used to obtain an “open” magnetosphere which blends with
the inflowing solar wind, without seeming to form a nightside
magnetosheath. Notice also the high values at these artificial
boundary conditions in the difference plot, indicating that there
is a high variability in their values.

From the DOI maps in Figure 9 (with observation points at
the same positions as Figure 7), we can confirm that the modeled
IMF is used to construct the internal magnetospheric solution.
While in the T96 model the solar wind Bx and Bz values were
uncorrelated with the magnetospheric values, here the absolute
value (i.e., ignoring the sign) of the correlation is very high: the
solar wind input strictly determines the inner magnetospheric
solution,making the correlation practically unitary. This could be
because of the deterministic analytical formula used to construct
the magnetic field, where everything is exactly determined on a
global scale.

Note that the correlations reported are spatial and not
temporal, therefore no causality is implied. High correlation
between the IMF andmagnetospheric fields point to the fact that,
in an ensemble generated by perturbing the solar wind input,
the model is built in such a way that variations in the magnetic
field are highly correlated through the system, apparently without
highlighting the boundary regions that we were able to spot in the
DOImaps for the OpenGGCM and Tsyganenko T96 simulations.

A last remark on the DOI analysis applied to the Tsyganenko
models is the following. The analysis helps us understand and
visualize how the different models are built, with regards to the
relationship between the solar input and the magnetospheric
solution. DA analysis then proves useful here as a model
investigation tool.

It also highlights that caution should be used when deciding
to apply DA techniques to a particular model, depending on
the objectives of the investigation. The Tsyganenko models were
built to provide time-independent, empirical-based insights into
the structure of the magnetosphere at a particular instant in
time. They do not aim at representing the state of the pristine
solar wind, which is used only to better the magnetospheric
solution (hence the somehow unrealistic solar wind patterns
identified in Figures 8, 9). Also, they do not intend to reproduce
temporal dynamics in the magnetosphere. These factors result in
DOI maps where the absolute value of the correlation is always
either 1 or −1. When using DOI techniques with the purposes
of identifying useful locations for satellite placement, these are
not useful results: we are interested in the value of the DOI,
not in the sign. Hence, caution should be used before using
empirical, time-independent models for this particular purpose:
more significant information will possibly be acquired from their
physics-based, time-dependent counterparts. This consideration

does not intend to diminish the importance of empirical, time-
independent models for other scientific objectives such us, most
importantly, quick forecasting.

3.3. Heliospheric Application: PLUTO
In this section, we study the propagation of a Coronal Mass
Ejection in a solar meridional plane, which is defined by the
rotation axis of the Sun and a radial vector in the equatorial
plane. In all the runs of the ensemble, the computational domain
is 1R⊙ ≤ r ≤ 216R⊙ and 0 ≤ θ ≤ π in spherical
coordinates, where R⊙ is the solar radius and θ is the polar angle
(or colatitude), corotating with the Sun. Assuming axisymmetry
around the solar rotation axis, we may limit our analysis to
2.5D (pseudo 3D) simulations. The grid resolution is uniform in
both directions, 384 × 384 cells, which is sufficient to capture
the structure of the background solar wind while keeping the
computational cost and output size manageable.

We simulate the background solar wind using a simple
adiabatic model with effective polytropic index Ŵ = 1.13
(Keppens and Goedbloed, 2000). We also assume a time-
independent dipole background magnetic field:

Br = −2Bo cos θ/r3, (13)

Bθ = −Bo sin θ/r3, (14)

where Br ,Bθ are the r, θ components of the magnetic field in
spherical coordinates and Bo a constant used to scale the field
to B = 1.1G on the solar equator. We impose the density
distribution ρ as a function of the latitude θ at the inner boundary
to achieve a “dead zone” of low velocity near the equator and
a fast solar wind near the poles simultaneously (see Keppens
and Goedbloed, 2000 and Chané et al., 2008). The differential
rotation of the Sun is also taken into account, following Chané
et al. (2005); this is achieved by imposing a varying azimuthal
velocity vφ = vφ(θ) at the inflow boundary.

Once the simulation reaches a steady state, roughly after ∼
2.5 days or t = 10 in normalized units, the radial velocity
at 1 AU is ∼ 300 km/s near the equator and ∼ 850 km/s
near the poles. This is consistent with the large-scale bimodal
solar wind structure that is typically observed during solar
minimum (McComas et al., 1998).

We create two ensembles of 100 simulations each. In the first
ensemble, the velocity of the CME in each case is randomly
selected from a Gaussian distribution with mean µ = 900 km/s
and standard deviation σ = 25 km/s. The resulting values are
typical of strong CME events. In the second ensemble, the spatial
extent of the boundary conditions that launch the CME varies
as well, along with the velocity of the CME as described above.
The half-width of this region is also randomly selected from a
Gaussian distribution with µ = 10◦ and σ = 0.5◦. All other
parameters remain the same in every run.

The values of the CME widths that are used here are
comparable to observed events. The choice of parameters in the
second ensemble is less constrained by observations and leads
to the appearance of very small values of variance. We thus
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FIGURE 8 | The reference and mean magnetic field (Bx : (A,C) and Bz: (B,D) respectively) at time t0 + 85 min from the Tsyganenko TA15 model are displayed in the

top two rows of figures. Notice the non-realistic high magnetic field values in the inflowing solar wind (at x/RE > 10). We assume these unrealistic values are necessary

for the model to construct the day-side magnetosphere. The values of the magnetic field have been cut off in the top two rows of figures at |50nT|, to make sure the

variations in the tail are visible. The last row (E,F) of figures shows the logarithm of the absolute error between the reference simulation and the mean of the ensemble.
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FIGURE 9 | DOI maps for Bx (A,C,E) And Bz (B,D,F), computed from an ensemble of Tsyganenko TA15 simulations at t0 + 85 min with observation points at the

same position as Figure 7.

find large areas where the DOI ∼ 1, since the simulations in
the ensemble do not differ significantly. This was confirmed
by creating and analyzing a third ensemble, where the width
of the CME is chosen from a Gaussian with µ = 20◦ and
σ = 2.0◦.

Figure 10 shows the evolution of the radial velocity average
over the whole ensemble. Up to t = 11, i.e., before the CME is
launched, all runs are identical. The CME is initialized similar to
the simplified approach of Keppens and Goedbloed (2000), such

that the boundary conditions on the solar surface are modified
to represent a change of mass flux. In our case, we modify the
boundary conditions at R=1R⊙, in a given region around θ =

80◦. A tracer (a passive scalar only present as an advected quantity
within the flow, without effect on the plasma) is also injected with
the CME, to facilitate monitoring its propagation. In the middle
and right panel of Figure 10 we show the ejection of the CME
and its propagation. The CME front can be clearly distinguished
at t = 12.
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FIGURE 10 | Injection and propagation of a CME via the average radial velocity in the ensemble (in km/s). From (A–C): relaxed solar wind (t = 10), injection and

propagation of the CME (t = 11, t = 12). The leading edge (front shock) is prominent in the last panel, marked by a black arrow.

To apply the RA technique, as explained in section 2, we select
a point of interest and perform the analysis based on (a) the
plasma density, or (b) the radial velocity. We present results at
t=14, when the CME has reached a distance of ∼ 150R⊙, for two
detection points (at R = 90 and R = 150R⊙, θ = 80◦). At times
earlier than t = 10 (when the solar wind reaches a steady state
and the CME is injected), the DOI is zero, since the observation
point is disconnected from the rest of the domain before the CME
reaches it.

The propagation of the CME can be monitored in the MHD
simulations easily via, e.g., a tracer (or the radial velocity).
The DOI map, when the tracer is used as a criterion, follows
closely the CME propagation pattern observed in the MHD runs.
However, this is of limited use, besides testing, as the tracer (in
our case) does not represent a real physical quantity.

The DOI map for the first ensemble, where we perturb only
the radial velocity of the CME, is shown in Figure 11. The
regions where information from the CME front has not yet
arrived have DOI = 0, as shown in the radial velocity DOI
map (Figure 11). When only one parameter is modified (first
ensemble), the density DOI map shows a very large area of
the domain saturated with correlation ≃1. This is probably due
to variations in density of the background solar wind induced
by the propagation of the CME. The regions with absolute
value of the DOI ≃ 1 that are located far from the CME
propagation front (at small or large angles θ) are the areas
of high radial velocity in Figure 10, where the information
on the perturbation introduced when triggering the CME has
already propagated. The density and radial velocity of all
ensemble members are modified in a similar way, hence the large
|DOI| values.

In the second ensemble, where the width of the CME is also
modified, the DOI map of the density shows smaller correlation
values (compare especially panels B,D in the two figures)
compared to the previous ensemble, because the differences

between the runs of the ensemble are now larger (see Figure 12).
This results in smaller regions where the DOI is close to unity
compared to the first case.

The last ensemble, where the CME width and its perturbation
are larger compared to the second case, is shown in Figure 13.
The DOI pattern is qualitatively similar to Figure 12, but due to
the larger values in the size of the CME and its perturbation, the
regions with high DOI values (meaning the regions affected by
CME propagation in at least one member of the ensemble) are
slightly larger as well.

Additional analysis, not shown here, was carried out on
subsets of the ensembles to ensure the ensemble size is sufficient.
We found that in this case convergence was achieved if at least
25 ensemble members were used (as described in section 2);
however, this number may differ in other cases, depending on the
specifics of the ensemble.

The DOI analysis applied to the simulations performed with
PLUTO are indicative of the versatility of the method. In all
PLUTO ensembles, we can monitor the influence of the CME
during its propagation and the response of the system via the
DOI. Moreover, we can identify certain CME components, such
as the leading edge, from the DOI maps. Differences in the
response of the system due to the choice of the perturbation
or parameters are captured as well. The resolution used here
was sufficient to capture the CME injection and propagation
within reasonable computational cost; the typical run time for
simulating a member of the ensemble was of the order of ∼ 10′

min on 28 cores.
However, some limitations of the model must be considered.

The axisymmetric assumption simplifies the problem and allows
to reduce computation costs, but with the drawback of not
accounting for the three-dimensional CME structure. The
limited angular resolution imposes a weak constraint on both the
perturbed and unperturbed size of the CME that we can simulate.
Runs with a higher resolution can remove this constraint at
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FIGURE 11 | DOI maps for the density (A,B) and the radial velocity (C,D), from an ensemble of PLUTO simulations. The first column has the observation point at

R = 90R⊙ and the second column at R = 150R⊙ (marked by the black dot). In this set we only perturb the radial velocity of the CME. The structure of the CME can be

seen quite clearly in (A,B), where the leading edge is evident and marked by a black arrow in all panels.

additional computational cost. Simulations in 3D will be part
of future work in order to capture the full system, where also
differences in the polar direction can be examined. Finally, a
more realistic model for the background magnetic field should
be used, rather than a simple static dipole. We focused mainly on
calculating the DOI at different times and locations, but a similar
approach can be used to estimate the arrival time of the CME, as
described in Owens et al. (2020).

4. SUMMARY AND CONCLUSIONS

In this paper, we apply the Representer analysis and the Domain
of Influence analysis to two fundamental components of the Sun-
Earth connection: the interaction between the solar wind and

the terrestrial magnetosphere, simulated with the OpenGGCM
MHD code and with the empirical Tsyganenko models, and the
propagation of CMEs in the background solar wind, simulated
with the MHD PLUTO model.

In each case an ensemble is generated by appropriately
perturbing initial/boundary conditions. Subsequently, the DOI
analysis is applied over the ensemble. Localization methods,
which can be used to reduce spurious correlations in the
estimated prior covariance matrix (Anderson, 2007; Bishop and
Hodyss, 2007; Sakov and Bertino, 2011), are not used at this stage.

Primarily, the DOI analysis is a first step in the
application of Data Assimilation techniques to a model,
and can be applied before assimilation itself to gain
insight on the system and on the model. However,
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FIGURE 12 | DOI maps for the density (A,B) and the radial velocity (C,D), computed from PLUTO simulation ensembles. The first column has a detection point at

R = 90R⊙ and the second column at R = 150R⊙ (marked by the black dot). In this set we perturb two parameters, the radial velocity and the size of the CME.

the DOI analysis can also be used to gain physical
insight, and to devise optimized observation systems, as
discussed below.

Our main results are as follows.
First, we have demonstrated that DOI analysis can provide

useful information on the most appropriate locations for future
observation points, such as solar wind and magnetospheric
monitors. Large absolute values of the DOI, calculated with
respect to an observation point, means that observations at
that location would provide significant information of that field
in the specific, large |DOI| area, but less so in areas with
lower |DOI|. This can be used in two different ways. On one
hand, DOI analysis can help to find observations points that
are connected to large |DOI| areas, in order to increase the
amount of information brought in by a single new observation.
On the other hand, the same information can be used for a
different objective. Given a particular location, one can ask

where observations need to be obtained to improve knowledge
of that area. A useful example here is the plasma sheet in the
OpenGGCM analysis, section 3.1. Figures 3, 4 show that |DOI|
values in the plasma sheet are consistently low, notwithstanding
the field which is examined (vx or Bx) and the location of
the observation point. |DOI| values in the plasma sheet are
low even if the observation point is in the plasma sheet itself:
|DOI| values, which are of course 1 at the observation point
itself, quickly become smaller even a small distance away. Since
the plasma sheet is a location of particular importance for
space weather forecasting, or basic research for that matter,
single s/c in the plasma sheet are of limited use, and rather
a constellation of satellites, such as proposed in Angelopoulos
et al. (1998) and Raeder and Angelopoulos (1998) would
be necessary.

Second, we have used the DOI analysis to improve our
knowledge of the models we use, and in particular to investigate
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FIGURE 13 | DOI maps from ensembles of PLUTO simulations for the density (A,B) and the radial velocity (C,D). The first column has a detection point at R = 90R⊙

and the second column at R = 150R⊙. In this set we perturb two parameters, the radial velocity and the size of the CME, with a larger perturbation in the size with

respect to the second data set.

whether these models are appropriate for the implementation of
Data Assimilation. The DOI analysis for the Tsyganenko models
in section 3.2 powerfully highlights the model evolution from
version T96 to version TA15. In version T96, the magnetosphere
is a closed system, and solar wind conditions are not correlated
(DOI∼ 0 in Figure 7) with themagnetospheric region. In version
TA15, the magnetosphere opens up to solar wind driving, and the
correlation between the solar wind region and themagnetosphere
becomes very high (Figure 9). One should remember that the
Tsyganenko models are supposed to be used to investigate
the magnetospheric system, and the solar wind configuration
is artfully modified as to give the best representation of the
magnetosphere under the specified conditions.

One common aspect of the two versions of the Tsyganenko
models is that (with the exception of the solar wind region in

T96) the DOI values are always either 1 or −1, for all fields
and regions examined. These results appear less realistic than
the OpenGGCM results obtained in section 3.1, where DOI
values have larger variability. The Tsyganenko models differ with
respect to OpenGGCM in two fundamental aspects, in that
they (a) empirically reconstruct the magnetospheric magnetic
field from an array of observations and (b) that they are not
time-dependent. Either of these two aspects can contribute to
the unrealistically high correlations we observe. Investigations
on other models, and specifically on empirical, time-dependent
models, will possibly help disentangle the role of these two
aspects. At this stage of the investigation, we advance the
hypothesis that time-dependent models may be better suited
than time-independent models as background models for Data
Assimilation techniques.
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Third, with this analysis we have highlighted a possible path
for future, targeted improvements of global heliospheric models
used, among other things, for simulations of CME propagation
in the heliosphere. It has long been known that one of the critical
aspects of the simulation of CME arrival time is the estimation
of the physical parameters to use as initial conditions in the
simulations. While some parameters can be easily estimated
from remote sensing, others are more difficult to determine
properly and their variability affects the accuracy of the forecast
(Falkenberg et al., 2010). In this paper, we have shown that
DOI analysis could constitute an important stage of a model
analysis effort aimed at clarifying which aspects of amodel should
be prioritized in order to obtain more accurate simulations of
CME propagation.

In this study, as a first step, we show DOI maps obtained
from the correlations of a single variable calculated between the
variable at the observation point and the same variable in the
domain under investigation. As demonstrated in Skandrani et al.
(2014), cross-correlations can be used to find the influence of one
variable upon another.

The results of a DOI cross-correlation analysis can then be
used to determine which quantities and areas in a simulation
are most relevant in determining a certain observational quantity
(such as the radial velocity of a CME in the case of CME
propagation simulations). This analysis can then guide modelers
on deciding which aspects of a model could be improved
for more realistic results. It could help understanding, for
example, if CME propagation in a model is mainly controlled
by the background magnetic field configuration or by the
properties of the CME itself at launch. In the first case,
modeling efforts could be directed into accurate high resolution
representation of the magnetic field configuration in the lower
corona. In the second case, instead, modeling improvements
could be focused on extracting better estimates of CME launch
parameters (e.g., CME density, velocity, internal magnetic field
configuration with respect to the background wind) from
available observations.

The spatial correlations provided by DOI can also be of
particular interest in evaluating the effect of actual measurements
done at positions different from the traditional L1, such as, for
example, missions planned for L5 or missions closer to the Sun.

Future work will extend this study to include temporal and
cross correlations between different field components. This will
further increase our knowledge of the models used to simulate
such critical space weather processes.

TheDOI analysis presented here can also be combined with an
Observing System Simulation Experiment (OSSE), an approach
already used in ionospheric and solar dynamo studies (Hsu et al.,
2018; Dikpati, 2017) to help provide a cost-effective approach to
the evaluation of the potential impact of new observations. OSSE
requires that DA is already implemented and uses independently
simulated “data” that are ingested into a different model or a
different instance of the same model. The effect of DA can
then be investigated, albeit with caveats, since the “data” are
not real. DOI analysis would obviate the need to have DA
implemented, which can be very costly. Instead, only ensemble
runs with an unmodified model are required, and can provide a

measure of the usefulness of a model and the available data for a
specific situation.
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Coronal mass ejections and high speed solar streams serve as perturbations to the
background solar wind that have major implications in space weather dynamics.
Therefore, a robust framework for accurate predictions of the background wind
properties is a fundamental step toward the development of any space weather
prediction toolbox. In this pilot study, we focus on the implementation and comparison
of various models that are critical for a steady state, solar wind forecasting framework.
Specifically, we perform case studies on Carrington rotations 2,053, 2,082, and 2,104,
and compare the performance of magnetic field extrapolation models in conjunction with
velocity empirical formulations to predict solar wind properties at Lagrangian point L1. Two
different models to extrapolate the solar wind from the coronal domain to the inner-
heliospheric domain are presented, namely, a) Kinematics based [Heliospheric Upwind
eXtrapolation (HUX)] model, and b) Physics basedmodel. The physics based model solves
a set of conservative equations of hydrodynamics using the PLUTO code and can
additionally predict the thermal properties of solar wind. The assessment in predicting
solar wind parameters of the different models is quantified through statistical measures.
We further extend this developed framework to also assess the polarity of inter-planetary
magnetic field at L1. Our best models for the case of CR2053 gives a very high correlation
coefficient (∼0.73–0.81) and has an root mean square error of (∼75–90 km s−1).
Additionally, the physics based model has a standard deviation comparable with that
obtained from the hourly OMNI solar wind data and also produces a considerable match
with observed solar wind proton temperatures measured at L1 from the same database.

Keywords: solar wind, sun–earth connection, sun: magnetic fields, sun: heliosphere, method: numerical, space
weather modeling

1. INTRODUCTION

Space weather refers to the dynamic conditions on the Sun and in the intervening Sun–Earth
medium that can severely influence the functioning of space-borne and ground based technical
instruments thereby affecting human life. Predicting the impact of space weather thereby becomes an
essential task. In particular, explosive events on the Sun that include solar flares, coronal mass
ejections (CMEs) and solar energetic particles play a crucial role in influencing space weather
(Schwenn, 2006). The ambient solar wind being the medium in which the CMEs propagate also plays
a significant role in influencing space weather, particularly, high speed solar wind streams which
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contribute to about 70% of geomagnetic activity outside of the
solar maximum phase (Richardson et al., 2000). Therefore,
understanding and predicting the key properties of the
ambient solar wind is a crucial component of space weather
modeling (Owens and Forsyth, 2013).

Magnetic field is a key ingredient that threads the solar plasma
and governs the dynamical properties of solar wind.
Observational measurements of field strengths in tenuous
coronal environments is a challenging task even today. Thus,
modeling coronal plasma requires extrapolating magnetic fields
at the photosphere in the coronal region. Typically, a potential
field source surface solution [PFSS (Altschuler and Newkirk,
1969), is adopted to extend photospheric magnetic fields up-to
the source surface, usually set at ∼ 2.5R⊙]. Further, solutions
from PFSS is augmented with magnetic fields obtained from the
Schatten current sheet model [SCS, (Schatten, 1972)]. This
ensures confining heliospheric currents into a very thin sheet
in accordance to Ulysees measurements of latitude independent
radial interplanetary field component (Wang and Sheeley, Jr.,
1995). Field extrapolation techniques present an alternative
approach to more computationally demanding magneto-
hydrodynamic (MHD) simulations for estimating coronal
properties from input photospheric magnetic field data
(Lionello et al., 2009) and references therein). On comparing
the properties of open magnetic field lines at the source surface
with observed solar wind velocity, empirical relations have been
formulated viz., Wang–Sheeley model (Wang and Sheeley, Jr.,
1989) and its improvement Wang–Sheeley–Arge model (Arge
and Pizzo, 2000; Arge et al., 2003) to calculate velocity at that
surface. A state-of-the-art solar wind forecasting framework
combines the coronal model described above with the inner-
heliospheric model to estimate wind parameters at L1. Kinematic
extrapolation methods that rely on 1D stream propagation like
Heliospheric Upwind eXtrapolation (Reiss et al., 2019) and its
time dependent variant HUXt (Owens et al., 2020) provides a
computationally efficient solution without providing physical
insight as done by the 3D MHD physics based models like
ENLIL (Odstrcil et al., 2004), SWMF (Tóth et al., 2012),
EUHFORIA (Pomoell and Poedts, 2018). The different
approaches adopted for forecasting solar wind along with their
quality assessment are presented in a review by MacNeice et al.
(2018).

The various forecasting models over time have shown
considerable progress in our understanding of modeling the
macro-physical solar wind properties. One of the key
ingredients that is critical for space weather modeling is the
interplay of micro-physical turbulent and particle acceleration
processes with macro-physical dynamics. Several attempts have
been made to include effects of energy contained in sub-grid
turbulence and multi-fluid aspects in modeling of solar wind
[CORHEL (Downs et al., 2016), AWSoM (Sokolov et al., 2016),
CRONOS (Usmanov et al., 2014; Wiengarten et al., 2016;
Usmanov et al., 2018)]. In general, handling of large
separation of scales required to consistently model such an
interplay of length scales is a challenging task. Such a multi-
scale nature of problem is also experienced in astrophysical
plasma modeling and several astrophysical codes are working

in direction of developing a hybrid framework that bridges this
wide gap. In particular, recent development of hybrid particle
module for PLUTO code (Mignone et al., 2018; Vaidya et al.,
2018) to model particle acceleration at shocks and its subsequent
non-thermal emission. Further, PLUTO code supports adaptive
mesh refinement and various non-ideal MHD processes
including magnetic resistivity (Mignone et al., 2012) and Hall-
MHD. The code also has support for anisotropic thermal
conduction (Vaidya et al., 2017) and optical thin cooling. In
last 5 years, problems pertaining to solar and magnetospheric
physics have also been tackled with PLUTO code (Reale et al.,
2016; Sarkar et al., 2017; Bharati Das et al., 2019; Réville et al.,
2020). The goal of this work is to develop a space weather
modeling framework in conjunction with PLUTO code aiming
to utilize the additional functionalities of the code for modeling
the micro-physical aspects of Sun–Earth environment.

In this first study, our focus is to compare the various coronal
and inner heliospheric models for solar wind forecasting and the
assessment of their predictive performance. The paper is arranged
in the following manner—the details of the methods
implemented for the forecasting framework are described in
Section 2. The results from various models adopted for
forecasting of solar wind velocity for a couple of case studies
along with statistical assessment of their accuracy are elaborated
in Section 3. Finally, Section 4 discusses the various features of
the forecasting framework along with limitations and future
outlook.

2. METHODOLOGY

The region between the solar photosphere and the Lagrangian
point L1 is divided into two zones. The inner coronal zone
extends from the photosphere up-to 5R⊙, followed by inner-
heliosphere zone that extends from 5R⊙ up-to L1 point. Data
driven prediction of solar wind parameters at L1 point requires
the following steps:

• To calculate the magnetic fields in the coronal region
through various extrapolation methods of the input
observed photospheric magnetic field.

• Applying the velocity empirical relations based on the field
line properties obtained from extrapolation at the outer
boundary of the coronal region.

• Extending the velocity estimates from the outer boundary of
the coronal region up-to Lagrangian point L1 for
comparison with observations.

Detailed procedure followed for each of the above steps is
described in this section.

2.1. Magnetic Field Extrapolation
Forecasting of solar wind across the domain requires accurate
magnetic field solutions extrapolated from the solar surface to the
outer boundaries of the coronal domain. The magnetic field
extrapolations are carried out up to a distance of 5R⊙. The
inner boundary conditions for the magnetic fields at the solar
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surface are specified by the input magnetograms (synoptic maps)
taken from the Global Oscillations Network Group (GONG)
(https://gong.nso.edu/data/magmap/crmap.html). Once the
inner boundary conditions are specified, the extrapolation of
the magnetic fields are then carried out in a twofold manner.

Just above the photospheric region, the magnetic energy
density is greater than the plasma energy density and
magnetic effects dominate. One can assume this region to be
current free and thus, use the potential formulation for the
magnetic fields (Schatten et al., 1968). This current free
assumption is valid inside a sphere of radius of about 2.5R⊙,
the outer boundary of which is known as the source surface. The
magnetic fields inside the source surface can be solved using the
Potential Field Source Surface (PFSS) model. The outer boundary
condition for this model dictates that the magnetic fields at the
source surface is approximately radial (Schatten and Wilcox,
1968). For the PFSS solution, we used the python module
pfsspy, which is an open source, finite difference PFSS solver.
Using the observed magnetogram data as an input, potential field
equations are solved in radial direction on a logarithmic grid,
whereas for latitude and longitude the grid is regularly spaced in
terms of cosθ (−1.0 to 1.0) and ϕ (0–2π) (Yeates, 2018; Stansby,
2019). Field line tracing using the field solutions is done via Runge
Kutta 4th order method.

In the region outside the source surface, the magnetic fields are
extrapolated using the Schatten Current Sheet (SCS) model
(Schatten, 1972). The SCS model extends the magnetic fields
from the source surface to a distance of 5R⊙, i.e, the outer
boundary of the coronal zone. The input to the SCS model is
the re-oriented output from pfsspy, i.e, if at the source surface,
Br ≥ 0, the field remains unchanged, but if Br ≤ 0, Br ,Bθ,Bϕ are
replaced by −Br ,−Bθ,−Bϕ. Using the same resolution in cosθ and
ϕ plane as that of the output from pfsspy, all magnetic field
components beyond the source surface can be expressed in the
form of a Legendre polynomial expansion (Schatten, 1972; Reiss
et al., 2019). Following the formulations presented in the
appendix of (Reiss et al., 2019), we construct the matrices of
coefficient of spherical harmonics gmn and hmn , where n and m are
degree and order of the associated Legendre polynomial
Pm
n (cos θ). A rather modest value of n � 15 is used to

approximate the magnetic field values using the SCS model.
The accuracy of SCS approximation improved only marginally
with doubling the choice of n, but the computational time
increased significantly. Thus, the order of Legendre
polynomial used in the present work was carried out by
optimizing both accuracy and computational time. While
tracing the field lines, one should note that the boundary
conditions of PFSS and SCS are not compatible with each
other. A direct combination of the PFSS solution with the SCS
model at 2.5R⊙ results in kinks and discontinuities at the model
boundary which is a consequence of the different boundary
requirements for the two models. To avoid this non-physical
discrepancy, the input to the SCS model is given by the field
values at 2.3R⊙ rather than 2.5R⊙. The field values in the thin
radial slice between 2.3R⊙and 2.5R⊙is then overwritten by the
values obtained by the SCS model. This leads to a smooth
transition and a more desirable coupling between the PFSS

and the SCS models (McGregor et al., 2008). The SCS model
then extrapolates the fields upto 5R⊙. The PFSS + SCS solution
together gives us a good approximation of the magnetic field
structure up-to a distance of 5R⊙.

2.2. Velocity Empirical Relations
Based on the magnetic field structure (Reiss et al., 2019)
obtained by from the field extrapolation methods, we
generate a velocity map for the solar wind using some
empirical velocity mapping models. We employ two
different empirical models for the velocity calculations
described in the sections below.

2.2.1. Wang–Sheeley Model
The Wang–Sheeley (WS) model depends on a parameter, called
the expansion factor of the coronal flux tubes to calculate Solar
Wind velocities. The expansion factor (fs) is given by

fs � (R⊙/Rss)2[BP(R⊙)/BP(Rss)] (1)

where BP(Rss) denotes the radial field strength at a sub-earth
point P on the source surface and BP(R⊙)is the foot-point of the
flux tube traversing P on the photosphere (Wang and Sheeley Jr,
1989). The expansion factor measures the amount of change in
cross section of a flux tube between the photosphere and the
source surface compared to a purely radial expansion. It is
observed that there is a correlation between the expansion
factor and the solar wind velocities. Based on this, an
empirical formula for calculating the solar wind velocities can
be devised

vwssw(fs) � vslow + vfast − vslow
f αs

(2)

where, vslowis the lowest expected speed as fs →∞ and vfast is the
fastest solar wind expected as fs → 1. For our calculations, we have
used the values of vslow � 200 km− 1, vfast � 750 km− 1 and α � 0.5
(Arge and Pizzo, 2000).

2.2.2. Wang–Sheeley–Arge Model
The Wang–Sheeley–Arge (WSA) (Arge et al., 2003) is a model
that also incorporates the effect of minimum angular distance of
foot point of the field line from coronal hole, along with the
expansion factor. It is believed that coronal holes produce fast
streams of solar wind. So the position of the field line’s foot point
in coronal hole plays a very important role. The empirical relation
from the WSA model (Riley et al., 2015) used in the present work
is

vwsasw (fs, θb) � vslow + vfast − vslow(1 + fs)α (1 − 0.8e−(θb/w)
δ)3.5

(3)

The parameters vslow and vfast corresponds to the velocity of
fastest and slowest solar wind stream. θbis the minimum angular
distance for the foot point of the field line from a coronal hole
boundary at the Solar surface. In the present work, we have used
vslow � 250 km− 1, vfast � 900 km− 1, α � 1.5/9, w � 0.03, and δ �
1.5.
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2.3. Extrapolation Into the Heliospheric
Domain
TheWS andWSAmodel gives us the solar windmaps at the outer
boundary of the coronal domain i.e., at 2.5R⊙ or 5R⊙based on the
choice of magnetic field extrapolation method. For comparison
with the observed velocities at L1 point, it is required to
extrapolate these velocities into the inner heliosphere zone.
This requires coupling of the coronal velocity models with
heliosperic velocity extrapolation models. We have employed
two such extrapolation methods, a) Heliospheric Upwind
eXtrapolation (HUX) (Riley and Lionello, 2011) and b)
Physics based Modeling using PLUTO code. We describe
these methods in the following sections.

2.3.1. Heliospheric Upwind eXtrapolation
The Heliospheric Upwind eXtrapolation (HUX) model assumes
the solar-wind flow at the outer boundary of the coronal domain
to be time-ϕstationary. The extrapolation of the solar wind
velocities in an r-grid can be then be kinetically approximated
using

vr+1,ϕ � vr,ϕ + ΔrΩ⊙

vr,ϕ
(vr,ϕ+1 − vr,ϕ

Δϕ ) (4)

where Δr � 1R⊙ and Δϕ � 1° represent the grid spacings in r and ϕ
directions, respectively. Ω⊙ is the angular velocity of the Sun
calculated assuming a rotation time period of 27.3 days. The HUX
is essentially a 1D extrapolation that neglect the effects of
magnetic fields, pressure gradients and gravity. The advantage
being that such an extrapolation method is computationally
inexpensive when compared to state-of-the-art 3DMHDmodels.

2.3.2. Physics Based Modeling Using PLUTO Code
With an aim to incorporate the effects of some of the physical
aspects in solar wind extrapolation, we describe a physics based
modeling approach that involves solving a set of conservative
equations using the Godunov scheme based Eulerian grid code,
PLUTO (Mignone et al., 2007).

For this pilot study, we assume the solar wind to be
hydrodynamic and solve the following set of compressible
equations in 2D polar co-ordinates (r, ϕ):

zρ

zt
+ ∇ · (ρ v→) � 0 (5)

zρv
zt

+ ∇ · (ρ v→ v→+ PI) � ρ g→ (6)

zE
zt

+ ∇ · ((E + P) v→) � ρ v→ · g→ (7)

where, ρ is the density of the fluid, P being the isotropic thermal
pressure, v is the fluid velocity, I is an identity matrix and the
total energy E � 1

2 ρv
2 + ρϵ is sum of the kinetic energy and the

internal energy. The acceleration due to gravity g � −GM⊙/r2 is
included as a source term in the conservative momentum
equation. A poly-tropic equation of state is adopted with the
value of adiabatic index c � 1.5 (Odstrcil et al., 2004; Pomoell and
Poedts, 2018).

The above equations are solved in a non-inertial frame where
the inner radial boundary rotates with the rate equal to the solar
rotation rate. Further to simplify we neglect the Coriolis and
centrifugal terms as their contribution is rather small in
determining the steady flow structure of the solar wind
(Pomoell and Poedts, 2018). The computational grid in polar
co-ordinates ranges in the radial direction from 5R⊙ to 435R⊙
with a resolution of 512 grid cells. Same number of grid cells are
used to resolve the azimuthal (ϕ) direction.

Initially, the computational domain is filled with a static gas
with number density of 1 cm−3 and thermal sound speed of
180 km s−1. The choice of initial conditions does not affect
final steady state wind solution as the material injected from
the inner boundary wash away these initial values to obtain a new
steady state. Radial velocity is prescribed at the inner boundary
from the WSA mapping. The inner boundary is also made to
rotate with respect to the computational domain with a rate equal
to the solar rotational time period which is 27.3 days. As a general
rule, boundary conditions can be specified for only those
characteristics that are outgoing (away from the boundary).
Since we have a supersonic inflow boundary condition, all the
characteristics are pointing away from the boundary and
therefore, along with the prescription of solar wind velocity,
one would need to prescribe the density and pressure at the
inner radial boundary as well. Following (Pomoell and Poedts,
2018), we prescribe the number density (n) and pressure at the
inner radial boundary in following manner:

n(r) � n0(v0vr)2

(8)

P � P0 (9)

where P0 is set to be a constant value of 2.75 nPa and
n0 � 100 cm−3 resulting in a proton temperature of 2 MK. The
scaling velocity v0 is set to be 675 km s−1. The outer radial
boundary is set to have free flowing outflow conditions. For
each Carrington rotation, we carry out the simulations using
velocities obtained from sub-earth points with the magnetic field
parameters obtained at 5 R⊙ and employing WSA empirical
relation for velocity. The results are presented in Section 3.4.

2.4. Model Definitions
Using the combination of various magnetic field extrapolation,
velocity empirical relations and method of extrapolating velocity
field within the inner heliosphere, we have defined 6 different
models. The combinations used for each of these models are
shown in Figure 1. Models 1 and 2 involves magnetic field
extrapolation using PFSS (without SCS) and velocity
extrapolation in inner heliosphere using the HUX model. The
difference between them is the choice of velocity empirical
relation. In the other set of models 3 and 4a, the magnetic
fields are extrapolated using PFSS+SCS. The empirical velocity
relation employed for Model 3 is WS and that for Model 4a is
WSA. Velocity field in both these models are extrapolated from
5 R⊙ to L1 using HUX. Model 4b is a variant obtained by
considering an ensemble values using the same combinations
as that of Model 4a (see Section 3.2). Model 4c uses the
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PFSS+SCS field extrapolation model and WSA velocity empirical
relation similar to that used by Model 4a, however, the
extrapolation of velocity field is done using physics based
hydrodynamic simulations.

2.5. Statistical Measures of Forecast
Performance
The performance of a forecast can be determined by comparing
the forecast outcome of continuous variables (e.g., velocity) to the
observed values. We calculated several scalar measures of forecast
accuracy which has previously been used to determine forecast
performances by (Reiss et al., 2016;Wu et al., 2020). Given a set of
modeled valuesmn and a set of corresponding observed values on,
the Mean Absolute Error (MAE) is given as the arithmetic mean
of the absolute values of the differences between the model output
and the observed values at each observed data point.

MAE � 1
N

∑N
n�1

∣∣∣∣∣∣∣∣∣mn − on

∣∣∣∣∣∣∣∣∣ (10)

The Mean absolute error can be considered as a measure of the
overall error in forecast of a model. Another such measure is the
Mean Absolute Percentage error (MAPE) which is given by

MAPE � 100
N

∑N
n�1

∣∣∣∣∣∣∣∣(mn − on
on

)∣∣∣∣∣∣∣∣ (11)

The RootMean Square Error or RMSE is also used sometimes as a
performance statistic for a model and is given by

RMSE �


1
N

∑N
n�1

(mn − on)2
√√

(12)

Another important measure in determining the forecast
performance is the Pearson Correlation Coefficient (CC) which is
a parameter used to estimate the correlation between the observed
values and the model values. In addition to this, another measure is
the standard deviation of the time series of each of the individual
model outputs and its comparison with the estimate from observed
data. Thesemeasures are estimated for all themodels considered and
discussed in Section 3.5 for the three Carrington rotations CR2053,
CR2082 and CR2104 considered in our study.

3. RESULTS

In this section, we present our results using the methodology
described above for the three case studies spanning the declining
phase of cycle 23, near the solar minimum and the rising phase of
solar cycle 24. In particular, we consider CR 2053 (from 2007/02/
04 to 2007/03/04), CR 2082 (from 2009/04/05 to 2009/05/03) and
CR 2104 (from 2010/11/26 to 2010/12/24).We also demonstrate
the assessment of performance of the different forecasting models
considered for these cases.

3.1. Case Studies
CR2053 represents a relatively quiet phase of the Sun during the
decline of the solar cycle number 23. Six active regions were
identified regions during the period of CR2053 (Fazakerley et al.,
2016) that can also be seen in our input synoptic magnetogram
(Figure 2A). All the active region lie close to the L1 footprint and
thus are expected to have pertinent effects on the solar wind
velocities.

As a first step, we calculated the PFSS solution for this
Carrington rotation. The GONG magnetogram data which is

FIGURE 1 | A flowchart of the models that have been utilized in the present work. The various combinations of coronal and inner heliospheric models have been
categorized into six different models: 1, 2, 3, 4a, 4b, and 4c.
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given as input to PFSS and the output solution obtained using
pfsspy are shown in Figure 2. A 3D map of field lines joining the
photosphere to the PFSS source surface at 2.5R⊙ is shown in panel
(C) of the same figure. The angle θ on the Y-axis of panels (A) and
(B) is related to Carrington latitude (θcr) as θ � −θcr + 90°. It is
evident from the distribution of field lines that few open field lines
with both positive (red) and negative (blue) polarities have their
foot points located on the photosphere that are close to solar
equator. On extending these field lines from source surface up-to
5R⊙ incorporating the SCS model, we obtain a distribution of
magnetic field lines at the boundary of coronal domain. Sub-earth
field lines are selected from such a distribution and the
parameters like the expansion factor (fs) and their distance to
a nearby coronal hole boundary (θb) are estimated. These
parameters obtained at 5R⊙ are shown in Figures 3A,B as a
function of Carrington longitude (ϕ). The solar wind velocity
obtained from using these parameters in the empirical velocity
relations of WS (Model 3) and WSA (Model 4a) are shown in
panel (C) in comparison with the observed data. As the models 1
and 2 only rely on the magnetic fields interpolated using PFSS
solution, the field parameters are estimated at 2.5R⊙ and used in
the empirical relations to estimate the velocity at L1 after HUX
extrapolation.

We observe that the WS model gives an inaccurate
representation of the solar wind velocities and the contrast
between the slow wind and the fast streams are not

satisfactorily reproduced. For example, during the first phase
of high speed stream peaking on 2007-02-15, variations are
observed in values of θb of the order of 0.03 radians, while the
variation in the expansion factor (fs) is not significant. This
translates into a change in the estimate of the empirical
velocity at 5R⊙. The WS extrapolation that is solely dependent
on value of fs do not show appreciable variation resulting in poor
prediction for models 1 and 3. Whereas, models 2 and 4a capture
the high speed stream due to its dependence on θb.

The case of CR2082 also illustrates the quiet phase of the Sun,
in-fact it lies at the solar minimum at the end of cycle 23. The
input GONG magnetogram is shown in Figure 4A. The solution
obtained from PFSS at the source surface shows a rather bipolar
structure, where the polarity inversion line is relativity straight
lying around the co-latitude cos(θ) ∼ 0. The bipolar structure is
also evident from the 3D distribution of magnetic field lines
connecting the photosphere with the source surface shown in
panel (C) of the same figure.

Extrapolated field lines from PFSS solution and ones that are
augmented with SCS model are used to obtain the values of the
expansion factor fsand coronal hole boundary distance θb at sub-
earth points. Figures 5A,B shows these parameters for the model
where field line is extrapolated up-to 5R⊙ using PFSS + SCS. The
predicted velocity at L1 using HUX extrapolation is presented in
panel (C) of the same figure (magenta line) along with observed
value as black dashed line. We note here that the free parameters

FIGURE 2 | Panel (A) shows the photspheric magnetic flux density (in Gauss) from a standard synoptic magnetogram obtained fromGONG for CR 2053, panel (B)
shows the magnetic flux density measured in Gauss obtained from PFSS extrapolation at the source surface (2.5R⊙) with the polarity inversion line shown in violet. The
distribution of magnetic field lines obtained from the PFSS solution is plotted in panel (C). The field lines having negative polarity are shown in blue and the field lines having
positive polarity are shown in red. The closed field lines are represented in black. The magnetic fields have units in Gauss and the distances on the radial axis are
normalized to R⊙.
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needed for empirical relations are kept to be the same as in case of
CR2053. Predictions of solar wind flow velocity at L1 from other
models 1 (red line), 2 (green line) and 3 (blue line) are also shown
in panel (C). Models withWSA extrapolation (models 2, 4a) show
a better match with observed values as compared to their
counterparts using WS extrapolation (models 1, 3). The
predicted velocity for this case shows an offset of about
1–2 days in predicting the high speed streams observed on
2009-04-19.

We have also carried out the same analysis using the same set
of model parameters (see Eq. 3) for the case of CR 2104 that
represents the rising phase of the solar cycle 24. We find similar
trend even for this case as solar wind velocity estimates from
Model 2 and Model 4a that involves WSA empirical relation
presents a better match with observations as compared those
obtained from Model 1 and Model 3.

3.2. Ensemble Forecasting
Numerical extrapolation models like HUX are computationally
less demanding than HD or 3D MHD models. Such numerical
models are thus used to study a large set of initial conditions by a
method known as ensemble forecasting. Ensemble forecasting has
been widely used to constrain terrestrial weather and is an
important tool to determine model performance and also
helps to set uncertainty bounds to the model output. A solar
wind forecast model is considered to be a very uncertain one if the
ensemble members produce drastically different results (Reiss
et al., 2019).

To study the variations introduced in our model output due to
an uncertainty in determining source that contribute to solar
wind measured at L1, we created an ensemble of latitudes
centered around our expected sub-earth latitude at a distance
of ±1°, ±2.5°, ±5°, ±10°, and ±15°. The change in sub-earth latitude

FIGURE 3 | Panel (A) and panel (B) show plots of θb and fs with respect to the Carrington longitude (ϕ) for CR 2053. These values are estimated for field lines
extrapolated using PFSS+SCS upto a reference sphere of radius 5R⊙. Panel (C) shows a comparison of the observed solar wind velocities (taken from OMNI database)
and the relative differences between the various outputs of the numerical models at L1 ( ≈ 215R⊙). A comparison with the physics based model (HD) has been shown
later on in the results.
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changes the field lines under consideration which in turn effects
the parameters associated with the field lines (e.g., θb, fs) that are
used as input to the WSA model. This reflects as a change in the
final output velocities at L1. Our ensemble of sub-earth points
provides us with a set of 11 different velocities at each Carrington
longitude. We consider the ensemble median to be the preferred
average as an ensemble of sub-earth points are known to produce
highly skewed solutions and thus the ensemble mean may not be
an accurate representation of the results (Reiss et al., 2019). One
should note that the goal of ensemble forecasting in this case is to
provide a measure of the uncertainty in the obtained model
velocities rather than the ensemble results leading toward a better
forecast (Henley and Pope, 2017; Owens and Riley, 2017; Reiss
et al., 2019).

Figure 6 shows the forecast obtained from the ensemble of
sub-earth latitudes by using Model 4a for all three cases CR
2053, CR 2082, and CR 2104 The dashed line in the figures
represent the ensemble median for the respective cases. We
have also plotted the velocity obtained by considering zero
uncertainties in the the sub-earth latitudes and the same is
plotted as a black solid line. The dark and light shades around
the median represent the 1σ and 2σvariations, respectively,
around the ensemble average. A wider spread in the 2σ values
indicates a larger uncertainly in the velocities forecast by the
model. In the case of CR2053 and CR2082, a large portion of
the observed velocity profile lies within the 2σ error bounds
indicating an excellent forecast performance. For the case of
CR 2104, the high speed stream is not predicted well with any
of our models and some portion of the observed values lie

outside of the 2σ error bounds. This is mainly due to the
underestimation of standard deviation from the models as
compared to observations. However, the structure is well
correlated as evident from high CC (Section 3.5).

3.3. Assessing Interplanetary Magnetic
Field Polarity
In addition to predicting the solar wind velocity, we also assess
the polarity of the magnetic field lines at L1 assuming a Parker
spiral magnetic field configuration between Sun and Earth [see
(Jian et al., 2015)] We evaluate the corresponding longitude at
L1 for each CR longitude at 5R⊙ using the standard streamline
equation. The solar wind velocity is assumed to be constant
and corresponds to the value obtained using WSA
formulation. The polarity of radial magnetic field obtained
at 5R⊙ from PFSS + SCS extrapolation is then coverted to GSE/
GSM co-ordinate frame to compare with the observed polarity
of Bx component of interplanetary magnetic field at L1 from
OMNI database for all three Carrington rotations. The
convention of polarity followed at L1 in this case is -1
(outward) and +1 (inward). Figure 7 shows the observed
polarity (daily averaged) of inter-planetary magnetic field Bx

in GSE/GSM co-ordinates and its comparison with that
obtained for all three cases CR 2053, CR 2082, and CR 2104
using the field extrapolations and velocity from Model 4a. The
inter-planetary magnetic field polarity obtained for all three
cases show a good agreement with observed daily averaged
values. In particular for the case of CR 2104 shown in

FIGURE 4 | The PFSS input and output in a similar layout as Figure 2 for CR 2082.
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Figure 7C, significant agreement exists between model
prediction and observation.

3.4. Forecasting From Physics Based
Modeling
Two dimensional hydrodynamic simulation runs with initial
conditions described in Section 2.3.2 provide a time
dependent solar wind forecasting framework. Plasma is
injected in the computational domain from the inner rotating
radial boundary at each time step. Empirical values of velocities
obtained from the WSA model using the sub-earth point field
lines are used as input conditions for the hydrodynamic
simulations in the inner boundary placed at 5R⊙.

In the initial transient phase, the plasma propagates outwards
toward the outer boundary from where it leaves the domain.
Subsequent to this transient phase, a steady state solar wind is
established in the domain. The steady state radial velocity [X-Y

plane] in units of km s−1 from the simulation after a one solar
rotation time period of 27.3 days is shown in the Figure 8A for
CR2053. The black dashed circle represents the radial distance
corresponding to L1 point ( ∼ 1AU). Panels (B) and (C) shows
the proton temperature in units of MK and number density
(cm−3) map for the same time step, respectively. One can
distinctively observe a spiral pattern whereby high velocity
streams tend to have higher proton temperature and lower
density values than its surrounding low or moderate velocity
streams. The velocity measured at L1 from simulations during the
considered Carrington rotation period is shown as blue solid line
in panel D. In comparison, hourly averaged observed values are
shown in black dashed lines, while velocity estimates frommodels
4a and 4b are shown in magneta solid and green dashed lines,
respectively, for comparison. The velocity estimate from the
simulation runs have more variations as compared to its
counterparts from model 4a and 4b. This comparison of
models for velocity prediction demonstrates that addition of

FIGURE 5 | Panel (A) and panel (B) show plots of θb and fs as a function of the Carrington longitude (ϕ). These values are estimated for field lines extrapolated using
PFSS + SCS up-to the reference sphere of radius 5R⊙ for CR 2082. Panel (C) shows a comparison of the observed solar wind velocities (taken fromOMNI database) and
the relative differences between the various outputs of the numerical models at L1 ( ≈ 215R⊙).
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pressure gradient term and incorporating the energy equation
captures the interaction of streams leading to intermittent
variable patterns. Such patterns do not appear for velocities

obtained from model 4a and 4b as the kinematic extrapolation
disregards physical effects due to presence of velocity shear and
pressure gradient terms. Statistical analysis of velocity pattern at

FIGURE 6 | A plot of the ensemble forecast for CR 2053 (panel (A)), CR 2082 (panel (B)) and CR 2104 (panel (C)) along with the observed velocities. The black solid
line in each plot represents the velocities obtained without incorporating the uncertainty. The dashed line in each of the plots represent the respective ensemble median
values and the darker and lighter shades around the median values represent the 1σ and 2σ error expected during the forecast, respectively.

FIGURE 7 | A plot showing the magnetic field polarity forecast at L1 for CR 2053 (A), CR 2082 (B) and CR 2104 (C) along with the observed values from OMNI
database. The red diamonds represent the daily average value of polarity of radial component of the interplanetary magnetic field at L1. The purple dashed line are the
polarity of the transformed radial component of field lines at L1 in the GSE/GSM co-ordinate frame.
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L1 obtained from HD simulations indicate a good match with
observed values (see Table 1). Similar variable velocity pattern is
also obtained after using the empirical velocity values from
CR2082 in the inner boundary (figure not shown). Statistical
comparison with other models and observed values is presented
in Table 2. The advantage of such physics based model is that it
accounts for solar wind acceleration and other physical effects
which the HUX model lacks. Further as the 2D simulations also
solves the energy conservation equation with appropriate

polytropic equation of state, it has the ability to estimate the
proton temperature of the flow at each point in the computational
domain. A comparison of proton temperature in MK obtained
from simulation run for CR2053 (red solid line) with hourly
averaged observed values (black dashed lines) is shown in
Figure 9A. The statistical measures assessing the forecasting
performance are mentioned in the panel. The curves show a
considerable match with a correlation coefficient 0.53 and a
RMSE of 0.08 MK. For the case of CR2082 shown in panel (B)
of the same figure, the correlation coefficient is 0.32 and RMSE of
0.04 MK. The estimates of standard deviation from modeled and
observed data are comparable for the case of CR2082 as well.

3.5. Quantifying Predictive Performance
Using Statistical Analysis
Statistical measures (see Section 2.5) quantifying forecast
performance for CR 2053, CR 2082, and CR 2104 are
presented in Table 1, 2, and 3, respectively. The standard
deviation of the observed time series for CR2053 is
119.4 km s−1. Model 4c was able to reproduce this standard
deviation quite satisfactorily (123.6 km s−1). All models for CR
2053 involving the WS model failed to produce reasonable
agreement with the observations, which can be inferred from
the extremely low value of the correlation coefficient (∼0). We
believe that this is due to the proximity of the coronal holes to the
equator, whereby open field lines emerging from these holes drive
high speed streams. The WS empirical model disregards the size
of coronal holes in its empirical relation and fails to capture this
effect. The presence of a significant number of coronal holes on

FIGURE 8 |Quantities of the solar wind obtained from the physics based model (A) radial velocity, (B) proton temperature in MK, and (C) number density in cm−3,
the black dashed line in each of these panels represents the L1 position at 1 AU. Panel (D) shows comparison of variation in bulk speed in km s−1 at L1 point for CR 2053
for Models 4a, 4b and 4c with hourly averaged observed values. The X-axis in panel (D) represents the time in yyyy-mm-dd format.

TABLE 1 | Performance of various forecast models for CR 2053.

σobs =119.4 km s−1 Model
1

Model
2

Model
3

Model
4a

Model
4b

Model
4c

σ 31.1 105.8 30.1 109.9 90.8 123.6
MAE 131.1 60.8 125.0 59.2 57.8 66.9
MAPE 26.5 14.2 24.8 13.5 12.9 14.9
RMSE 171.8 79.4 169.5 77.9 75.5 88.8
CC 0.00 0.79 0.04 0.79 0.81 0.73

TABLE 2 | Performance of various forecast models for CR 2082.

σobs = 66.0 km s−1 Model
1

Model
2

Model
3

Model
4a

Model
4b

Model
4c

σ 37.1 60.8 32.2 51.7 42.9 59.4
MAE 73.0 52.1 79.3 56.4 54.6 52.8
MAPE 17.1 13.3 18.7 13.8 13.6 13.3
RMSE 92.1 63.3 95.8 69.3 66.5 65.3
CC 0.42 0.52 0.54 0.39 0.34 0.46
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the magnetogram that are close to the sub-earth latitudes thus
necessitates the use of the WSA model for velocity mapping on
the inner boundary. CR2082 on the other hand has a significantly
lesser number of coronal holes (Petrie and Haislmaier, 2013).
And thus even the models involving the WS velocity mapping
show acceptable CC values (0.42–0.54). The highest CC for CR
2053 is produced by model 4b (CC � 0.81) which represents the
ensemble median of the sub-earth latitude variations, however
the same cannot be said for CR 2082 as all the other models
produce a greater CC and lower error values than that of the

ensemble median. This reinforces the statement that the
ensemble average does not always produce a more accurate
representation of the velocity profile.

A graphical representation and analysis of various forecasting
models implemented in this work are represented in a Taylor
diagram (Taylor, 2001). The Taylor plots for CR 2053, CR 2082,
and CR 2104 are given in Figure 10 The radial distance from the
origin represents the standard deviation, the azimuthal
coordinate represent the correlation coefficient (CC). In
addition to this, one more set of arcs are drawn, centered at
the reference (observed) standard deviation on the X axis that
represent the RMS error for the models. In general a solar wind
model is considered to be a good model if it has a high correlation
coefficient (CC), low RMS error, and having a similar standard
deviation to the observed time series of velocities (Reiss et al.,
2016) and in a Taylor plot it would lie close to the smallest circle
on the X axis. For the case of CR 2053, Model 1 and Model 3 lie
very close to the vertical axis indicating very low CC value and
thus are considered to have poor forecast performance. Model 4b
has the highest CC value and comparatively low errors, but it lies
relatively far from the observed standard deviation curve. The

FIGURE 9 | (A) Comparison of the proton temperature estimated from the model 4c (red solid line) at Lagrangian point L1 with hourly averaged observed values
(black dashed line) obtained from OMNI database for CR2053. The statistical analysis of the forecast performance are mentioned in the panel. (B)Comparison of proton
temperature estimates from model 4c and observations for the case of CR 2082. The color scheme is same as the panel above.

TABLE 3 | Performance of various forecast models for CR 2104.

σobs = 82.2 km s−1 Model
1

Model
2

Model
3

Model
4a

Model
4b

Model
4c

σ 26.0 57.0 27.9 47.4 47.6 49.1
MAE 93.6 68.7 94.3 72.3 74.0 65.7
MAPE 21.9 17.2 22.4 17.8 18.1 16.0
RMSE 123.6 79.2 118.6 87.2 90.0 81.1
CC 0.00 0.88 0.35 0.84 0.79 0.85
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physics basedmodels, Model 4c is seen to have standard deviation
profiles well in agreement with the observed values along with a
good CC. We thus assert that Model 4b and 4c are the best
representations of the velocity profiles for CR 2053. For the case
of CR 2082, Model 4c and Model 2 has a standard deviation
closest to that of the observed value of ∼60 km s−1 and Model 2
has the lowest error values (in terms of RMSE, MAE and MAPE).
The CC of model 3 is one of the highest in the models considered
followed closely byModel 2. Model 3 however has larger values of
all the errors considered showing that even though its correlated
well with the observed values, the model is prone to errors which
would result in inaccurate output solar wind velocity profiles.
Model 4a, 4b, and 4c have similar but low values of MAE, MAPE
and RMSE, and CC lying in the range of (∼0.34–0.46). Based on
the above analysis for the assumed set of WSA parameters, Model
2 performs better for CR2082 closely followed by models 4c and
4a. For the case of CR 2104, the predicted standard deviation is
less as compared to the observed values for all the models. The
predictions from model 1 and 3 have low CC value and RMSE
around 120 km/s and indicating a poor forecast performance.
The CC of models 2, 4a, 4b, and 4c is as high as 0.8 and the RMSE
for these models ranges between 80 and 90 km s. This suggests
these models have a better forecast performance as was the case in
CR 2053.

4. DISCUSSIONS AND SUMMARY

In this pilot study, we have developed a python module toward
constructing a robust framework for accurate predictions of a
steady state background solar windmodel using various empirical
and extrapolation formulations. This framework is also
integrated with physics based modeling using PLUTO code.
The entire workflow is a combination of a) extrapolating the
magnetic fields to the outer coronal domain using magnetic
models such as PFSS and SCS, b) mapping the velocities in
the outer coronal domain using models such as WS and WSA,
and c) extrapolating the velocities to L1 using extrapolation
techniques such as HUX as well as hydrodynamic propagation
of the velocities using PLUTO. We have studied various

combinations of the coronal magnetic models as well as
velocity extrapolation models in view of three different
Carrington rotations, CR 2053, CR 2082, and CR 2104. We
were successfully able to generate velocity profiles well in
agreement with the observed values.

Even though the the models involving the WS velocity
mapping performed relatively well for the case of CR 2082
when compared to the equivalent models of the other CRs in
this study, it performed very poorly when applied to CR 2053 and
CR 2104. The WSA model on the other hand has shown
consistently superior performance for all the CRs with lesser
error measures in these cases than the WS model. The WS model
also failed to capture the contrast between the slow and fast solar
wind streams and thus produced velocity profiles with
significantly lesser standard deviation than the observed
profile. We infer from this that the WSA model is superior to
the WS model for the cases and parameters considered in
this work.

In general, the models with a combination of PFSS + SCS for
magnetic field extrapolation paired with the WSA model for
velocity mapping (models 4a, 4b, and 4c) had the best
performance in all the cases, CR 2053, CR 2082 as well as CR
2104. This can be seen as near identical standard deviations of the
output velocity pattern in Model 4a and Model 4c paired with a
very high correlation coefficient (∼0.73–0.81) and relatively low
errors for the case of CR 2053 (Table 1) and CR 2104 (Table 3).
For CR 2082, Model 4a and Model 4c had standard deviations
which are close to that of the observed profile. We note that
Model 3 performed quite well in case of CR 2082 with a high CC
(∼0.53) but with higher errors than the other models. However, it
showed a lack of consistency in performance with very poor
results in case of CR 2053. We observe that Model 2 also
performed well for all three CRs which can be seen in its high
CC values and low errors.

Model 4c that employs PFSS+SCS andWSA velocity empirical
relation with physics based extrapolation, gives us an additional
advantage of being able to determine the thermal properties of the
solar wind which also showed good correlation with the observed
values (see Figure 9). This model also naturally takes into account
the acceleration of the solar wind during its propagation. The

FIGURE 10 | Taylor Plots for CR 2053 (A), CR 2082 (B) and CR 2104 (C) summarizing the performance of various models in each case. The blue curve concentric
to the standard deviation curves represents the standard deviation of the observed time series. The green curves with centers on the X axis serve as ticks for the RMSE.
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standard deviation of the Model 4c velocity profile also had good
agreement with the observations with high CC values (0.73 for
CR 2053, 0.46 for CR 2082 and 0.85 for CR 2104). The Model 4c
thus has its own pros and cons. The pros being the ability to
determine additional solar wind properties than what HUX or
HUXt can offer, and the cons being that it takes significantly more
computational resources.

Ensemble forecasting helps provide a rather clear
quantification of the uncertainty associated with the
predictions. We have chosen a total of 11 realisations covering
a latitude range of ± 15° about the expected sub-earth latitude.
We can assert that the variation helped us accurately capture the
uncertainty in the predictions as a bulk of the observed velocity
curve was entirely within the 2σ bounds of the model output for
CR 2053 as well as CR 2082 (Figure 6). Underestimation in the
solar wind velocity is seen in case of CR 2104 particularly for the
high speeds streams. We also note that the ensemble median did
not necessarily provide a better estimate of the model velocity and
in general, had sub-par performance when compared to some of
the other models (Model 4a and Model 4c). The radial magnetic
field polarity obtained at 5R⊙ has also been extrapolated to L1
assuming a Parker spiral field profile for Model 4a. A good
agreement between the observed and predicted field polarity is
seen in all three cases with CR 2082 showing misses only for three
data points obtained from observations.

Even though ensemble forecasting can provide a rather clear
statistical uncertainty prediction of the model, it has been seen
that various other uncertainties can creep in that are solely
dependent on the choice of the input magnetograms. Riley
et al. (2014) highlighted that magnetograms from various
observatories show significant differences in magnetic field
measurements. In-spite of the fact that one can quantify the
conversion factors between various independent datasets, there is
no particular observatory that can produce a ground truth dataset
for the input magnetograms. Additionally, one can improve the
WSA model performance using time-dependent flux transport
model based magnetograms (e.g., Schrijver and De Rosa, 2003;
Arge et al., 2010; Arge et al., 2013). Quantifying the effects of
input magnetograms on model performance is beyond the scope
of this paper and shall be addressed in a future study.

The statistical parameters represented in the Taylor diagrams
indicate the accuracy of our current forecasting framework.
Typically, for an accurate forecasting model, low RMSE, high
CC and similar standard deviation with observed values are
expected. The forecasting presented in this paper uses the
same set of parameters (except θb and fs) for empirical velocity
estimate of all the Carrington rotations. We find that these
parameters give a more accurate forecast of the bulk solar
wind speeds at L1 for the case of CR 2053. Even though the
same parameters result in good forecast for CR 2082 and CR 2104
as well, we believe that the performance may be improved with a
changes in the free parameters and radial distance of reference
sphere (Wu et al., 2020).

We would like to point out that the free parameters used for
the WS and WSA empirical relations cannot be universally

applied for all CRs and must be individually tuned for a
particular case scenario. This is evident from our use of the
same set of free parameters for all the CRs which results in
significantly different performances. Additionally, the statistical
estimates have indicated that in case of CR 2082, the model with
PFSS+WSA have performed slightly better than its counterpart
including SCS. In this particular case, this could perhaps be
related to over-estimation of magnetic field lines contributing
to solar wind speeds at L1 by SCS. However, through the
ensemble modeling we have demonstrated the estimation from
Model 4a is within the 2σ bounds. Improving the accuracy and
performance of SCS extrapolation will be considered in our
further studies.

The caveat of hydrodynamic models (Model 4c) is that it
solves the equations on a plane and does not contain the magnetic
information of the Sun–Earth system on which state-of-the-art
3D MHD model are based. However, even without the magnetic
field information and having a 2D geometry, the HD models
capture many important aspects of the solar wind. Model 4c
facilitate better physical insight in the behavior of solar wind than
the HUX models (4a and 4b). Model 4c (HD) can thus be seen as
a halfway point between HUX and full MHD models.

In summary, we have successfully produced velocity maps for
the cases considered and also matched our results with additional
observable eg, proton temperature. This pilot study is the first
step in developing an indigenous space weather framework which
is an absolute need of hour as Indian Space Research
Organization (ISRO) is coming up with Aditya-L1 to study
the properties of Sun at L1 (https://www.isro.gov.in/aditya-l1-
first-indian-mission-to-study-sun). A full-fledged 3D-MHD run
of solar wind using PLUTO code will be carried out in our
subsequent paper for predicting other observable quantities like
the number density and IMF magnetic field. Further, including
the propagation of CMEs in such a realistic solar wind
background would be carried out with an aim to study its
impact on space weather.
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Kink oscillations of coronal loops have been widely studied, both observationally and
theoretically, over the past few decades. It has been shown that the majority of observed
driven coronal loop oscillations appear to dampwith either exponential or Gaussian profiles
and a range of mechanisms have been proposed to account for this. However, some
driven oscillations seem to evolve in manners which cannot be modeled with purely
Gaussian or exponential profiles, with amplification of oscillations even being observed on
occasions. Recent research has shown that incorporating the combined effects of coronal
loop expansion, resonant absorption, and cooling can cause significant deviations from
Gaussian and exponential profiles in damping profiles, potentially explaining increases in
oscillation amplitude through time in some cases. In this article, we analyze 10 driven kink
oscillations in coronal loops to further investigate the ability of expansion and cooling to
explain complex damping profiles. Our results do not rely on fitting a periodicity to the
oscillations meaning complexities in both temporal (period changes) and spatial (amplitude
changes) can be accounted for in an elegant and simple way. Furthermore, this approach
could also allow us to infer some important diagnostic information (such as, for example,
the density ratio at the loop foot-points) from the oscillation profile alone, without detailed
measurements of the loop and without complex numerical methods. Our results imply the
existence of correlations between the density ratio at the loop foot-points and the
amplitudes and periods of the oscillations. Finally, we compare our results to previous
models, namely purely Gaussian and purely exponential damping profiles, through the
calculation of χ2 values, finding the inclusion of cooling can produce better fits in some
cases. The current study indicates that thermal evolution should be included in kink-mode
oscillation models in the future to help us to better understand oscillations that are not
purely Gaussian or exponential.
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1 INTRODUCTION

Standing, driven kink-mode oscillations within coronal loops
have been extensively studied by the community ever since
they were detected in the solar atmosphere at the end of the
20th Century (Aschwanden et al., 1999; Nakariakov et al., 1999)
and for reviews see e.g. Andries et al. (2009); Ruderman and
Erdélyi (2009). It is now known that, typically, flare-driven kink-
mode oscillations are observed to damp within only a few periods,
faster than would routinely be expected given the large
amplitudes present (see, for example, Aschwanden and
Terradas 2008), implying the presence of complex physics
during these relatively routine events. The damping profiles of
the majority of driven kink-mode oscillations can be well fitted by
either Gaussian or exponential profiles (as shown in the statistical
study of Goddard et al., 2016) and numerous physical
mechanisms have been proposed to account for such decay.
Resonant absorption is one such mechanism and has been
widely analyzed in numerous analytical works with the aim of
better understanding damping within kink-mode oscillations.
(e.g., Goossens et al., 2002; Ruderman and Roberts 2002;
Dymova and Ruderman 2006; Shukhobodskiy and Ruderman
2018). Interestingly, resonant absorption was proposed well
before the first direct detection of kink-modes in coronal loops
in the solar atmosphere (Hollweg and Yang 1988; Goossens et al.,
1992; Erdelyi and Goossens 1994, Erdelyi and Goossens 1995).
The potential transition from Gaussian to exponential damping
during the course of a single coronal loop oscillation for
propagating kink waves was derived by Hood et al. (2013) in
the absence of cooling and for standing kink waves by Ruderman
and Terradas (2013). For a review on resonant absorption
without complex profiles in a solar context see Goossens et al.
(2011).

The improvement in both the spatial and temporal resolutions
of coronal imaging which resulted from the launch of the Solar
Dynamics Observatory’s Atmospheric Imaging Assembly (SDO/
AIA; Lemen et al., 2012) in 2010 has facilitated major advances in
understanding of coronal loop oscillations over the past decade.
For example, it is now known that multiple harmonics can be
present in kink-mode oscillations (Pascoe et al., 2016a), that
decay-less observations are present in some coronal loops
(Anfinogentov et al., 2013), and that coronal loops can be
multi-thermal in nature (Krishna Prasad et al., 2017). One of
the main benefits of the continuous, full-disk observations
provided by the SDO/AIA instrument is that large statistical
studies of coronal loop oscillations can now be conducted (see,
e.g., Zimovets and Nakariakov 2015; Goddard et al., 2016).
Goddard et al. (2016), for example, studied 120 kink-mode
oscillations finding parameters such as amplitudes, damping
times, and periods. Ground-based facilities also enable such
statistical investigations in chromospheric wave-guides, as were
conducted by Kuridze et al. (2012), Morton et al. (2012) who
studied the properties of transverse oscillations in mottles.
Furthermore, for the example of undamped kink oscillations
presented by Aschwanden and Schrijver (2011), Kumar et al.
(2013) showed that such phenomena could be triggered by the
combination of fast and slow MHD waves present within the

system. Moreover, Wang et al. (2012) suggested that
amplification could occur due to additional energy input,
potentially associated with flaring during the lifetime of the
initial oscillation (Pascoe et al., 2020).

Such studies are highly valuable and provide important
constraints which can help with the verification of numerical
and analytical theories. Interestingly, although the evolution of
the majority of coronal loop oscillations analyzed by Goddard
et al. (2016) could be modeled using Gaussian, exponential, or
Gaussian followed by exponential fits, 21 decaying kink-mode
oscillations were identified which had combinations of both
exponential and non-exponential damping profiles co-
temporally. The presence of these complex or non-standard
damping profiles, which cannot be approximated by a few
Gaussian profiles and exponential profiles attached to each
other in a definite order, sometimes including amplification of
the oscillations through time, implies further work is required to
fully understand what effects are important in defining the
evolution of kink-modes in some coronal loops.

The first analytical models of kink oscillations of coronal loops
were simple and considered homogeneous magnetic flux tubes
(e.g. Ryutov and Ryutova 1976; Edwin and Roberts 1983). More
recently, the idea of analytically studying cooling effect on MHD
waves (see e.g. Morton et al., 2010) and in particular on the
seismological properties for kink oscillations of coronal loops (see
Morton and Erdélyi 2009; Morton and Erdélyi 2010) was
proposed. Morton and Erdélyi (2010); Ruderman (2011a)
concluded that in the absence of damping due to resonant
absorption cooling can cause amplification of coronal loops.
Furthermore Ruderman (2011b) concluded that combining
cooling and resonant damping can result in the amplitude not
varying in time (i.e., the oscillation being decay-less). Ruderman
et al. (2017) studied the combination of cooling and expansion for
non damped kink oscillation, it was shown that expansion of
coronal loops acts in favor of amplification. Shukhobodskiy et al.
(2018) considered the similar problem in the presence of
damping due to resonant absorption and found that the
combination of cooling and expansion can lead to an increase
in the oscillation amplitude even in presence of resonant
damping. The theory was later tested observationally by
Nelson et al. (2019) on one kink-mode oscillation. It was
found that increases in the amplitude of the oscillation
through time could be explained if cooling was considered,
without the need of external forces (e.g., additional flaring)
affecting the oscillating system in order to sustain oscillation.

Cooling has been observed in many coronal loops during their
lifetimes and has numerous observational signatures, both direct
and indirect. The most direct signature is the visible transition of
the loops from channels sampling hotter plasma to channels
sampling cooler plasma through time (as was shown by, for
example, Winebarger and Warren 2005; López Fuentes et al.,
2007; Aschwanden and Terradas 2008). More indirect
mechanisms include coronal rain (e.g., Antolin et al., 2015)
and associated process such as downflows in transition region
spectra at the foot-points of coronal loops (Kleint et al., 2014;
Ishikawa et al., 2020). Both coronal rain and transition region
downflows have been shown to be stable (Antolin et al., 2015;
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Straus et al., 2015) and variable (Antolin et al., 2015; Nelson et al.,
2020a) over short time-scales meaning the thermal evolution of
coronal loops may be an on-going and variable process
throughout their lifetimes. It is known that transition region
downflows occur above almost all sunspots (Samanta et al., 2018;
Nelson et al., 2020b) implying that a high number of coronal
loops do not maintain constant temperatures through time. The
effects of thermal evolution (both heating and cooling) within
loops should, therefore, be considered when analyzing the
oscillations of coronal loops (see e.g., Morton et al., 2010;
Erdélyi et al., 2011; Al-Ghafri and Erdélyi 2013; Al-Ghafri
et al., 2014 to name a few studies).

In this article, we analyze 10 examples of kink mode
oscillations in coronal loops which damp with non-Gaussian
and non-exponential profiles, as identified in the statistical study
of Goddard et al. (2016). Our aim is to understand whether a
range of damping profiles can be explained using the theories
develop in Shukhobodskiy et al. (2018) which accounts for
cooling within the loops during the oscillations. We are not
claiming that cooling occurs in the studied loops (this would
need to be studied in more detail in a separate study) but are,
instead, displaying the flexibility of the theory and offering a
discussion of when it may be useful in understanding the solar
atmosphere. Our work is laid out as follows: In Section 2we detail
the coronal loops studied here and the data used to analyze them;
In Section 3 we present our results; Before in Section 4 we draw
our conclusions.

2 OBSERVATIONS—EVENT SELECTION
AND MODEL FITTING

The aim of this article is to understand whether a range of
damping profiles of kink mode oscillations can be explained
by the effects of cooling and to compare this model to several
other previously studied models. To tackle this aim, we selected
10 events randomly from the sample identified to damp with both
exponential and non-exponential components in the statistical
study of Goddard et al. (2016) for analysis. The combination of
exponential and non-exponential components implies a level of
complexity in the amplitude profiles through time which could be
an observational signature of cooling. Each of these 10 examples
of kink-mode oscillations were sampled by the SDO/AIA
instrument at discrete times between November 3, 2010 and
July 18, 2013, with the periods of these oscillations ranging from
slightly over 2 min up to nearly 16 min. Here, we specifically
study data from the 171 Å filter which samples the coronal
plasma at temperatures of around 0.6 MK with a cadence of
12 s and a pixel scale of 0.6″. A 300″×300″ field-of-view (FOV)
around each oscillation was downloaded for a 1-h time-series
beginning 15 min before the oscillation was deemed to have
begun in Goddard et al. (2016) using the
ssw_cutout_service.pro routine. Frames from the SDO/AIA
instrument can have reduced exposure times during flares
resulting in frames being dropped during download.
Therefore, we filled any gaps in the time-series with synthetic
images generated by averaging the intensities in the previous and

following frames at each pixel. Since no consecutive frames were
dropped, this should have no effect on the identification and
analysis of oscillations with periods of the order minutes. Time-
distance diagrams were then constructed to mimic the slits
studied in Goddard et al. (2016), with a width of five pixels.
In Table 1, we detail the basic information of the 10 oscillations
studied in this article. We should also note that Pascoe et al.
(2017) have extensively studied density contrast for the event
40 02. Furthermore, comprehensive temporal analysis was
performed by Goddard and Nisticò (2020) for the event 03 01.

In Figure 1, we plot the time-distance diagrams constructed
for each of the events studied here (using the routine detailed in
Krishna Prasad et al., 2012) over the course of 1 h. Each slit has a
different length, however, they have all been scaled to the same
y-axis to emphasize the oscillations. The blue dots over-laid on
each panel indicate the edges of the loop, identified using the
Canny edge-detection method in Wolfram Mathematica 12. The
red dots in each panel indicate the mid-points between the
detected edges that we infer to be the central axis of the
oscillating loop here. The background trend was then
accounted for by fitting a function, using spline fitting,
through the averages between local extremum points, similar
to the method described in Pascoe et al. (2016b). Once the
background trend had been subtracted, the amplitudes of the
oscillations were normalized and fitted with a sum of Gaussian
profiles of the form:

f (amp) � ∑n
i�1

Ai exp[ − (μi + t)2/(2σ2i )]/ ���
2π

√ /σ2
i , (1)

where Ai and μi, and σ i are the amplitude, shift, and width of the
profile fitted to each peak. The value of n corresponds to the
number of extrema identified for each oscillation. To ensure that
the summed functions maintain continuity, we used theWolfram
Mathematica 12 function Non-linearModelFit. The benefit of
fitting Gaussians to each extrema profile independently is that
no implicit periodicity needs to be assumed for the oscillations.
All of these steps allow us now to estimate the damping profile of
each oscillation that can be modeled using the theories described
in Shukhobodskiy et al. (2018). The procedure described here is
essentially similar to that used in Nelson et al. (2019), but with the
exception of an updated background trend approximation.

3 RESULTS

3.1 Theoretical Model
In this article, we expand on the work of Nelson et al. (2019) by
applying the model proposed by Shukhobodskiy et al. (2018) to
analyze 10 complex kink-mode oscillations. Here, let us provide a
brief summary of the theoretical model for completeness. We
consider an expanding and cooling loop of semi-circular shape
surrounded by an annulus layer which is fixed in the dense
photosphere. We note that the effects of curvature are only
applied to the density distribution meaning, essentially, we
consider the loop to be a straight magnetic flux tube with
radius R(z) (including the annulus layer) and length L. The
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temperature of the loop is assumed to decay exponentially
through time (similarly to, for example, Aschwanden and
Terradas 2008; Morton and Erdélyi 2010; Ruderman et al.,
2017; Ruderman et al., 2019) following:

T(t) � T0 exp( − t/tcool), (2)

where T0 is the constant external temperature and tcool is the
cooling time.We assume that the cooling time is equal to the total
lifetime of the oscillation in each case studied.

The variation of the loop cross-section, R(z), is defined by the
relation:

R(z) � Rf λ

��������������������������������
cosh(L/2Lc) − 1

cosh(L/2Lc) − λ2 + (λ2 − 1)cosh(z/Lc)

√
, (3)

where z is the height of the tube (set to be equal to 0 at the apex),
Rf is the radius of the magnetic flux tube at the foot-point, λ �
R(0)/Rf is the expansion factor of the loop, and Lc is an arbitrary
constant. This radius profile was also considered by Ruderman
et al. (2008), Ruderman et al. (2017) and Nelson et al. (2019). The
density is set to transition from the internal value to the external
value in the annulus layer. We follow Goossens et al. (2002) and
Shukhobodskiy and Ruderman (2018) and assume that density in
the annulus region where resonant absorption can occur, ρt , can
be modeled linearly as:

ρt �
ρi + ρe

2
+ (ρi − ρe)R − r

lR
, (4)

where ρi is internal density, ρe is external density, r is the radial
component, where r � 0 at the center of the magnetic flux tube,
and l is a dimensionless parameter, such that lR(z)/2 is the radius
of the transitional layer.

With the aid of Eqs 2–4, Shukhobodskiy et al. (2018) derived
the relation for the dimensionless amplitude, A(t), where
A(0) � 1, of the kink mode under the thin tube and thin
boundary approximation. In addition to λ, below are the most
important parameters in the model:

ζ � ρi( ± L/2)
ρe( ± L/2),

κ � L
πH0

and α � πlCf tcool
4L

,

(5)

where H0 is the scale height in the exterior plasma and Cf is the
kink speed at the foot-points of the loop. The parameter ζ
corresponds to the ratio between the internal and external
densities at the loop foot-points, κ corresponds to the ratio
between the coronal loop length and the plasma scale height
in the region outside the loop, and, finally, α represents the
relative strength between damping due to resonant absorption
and amplification due to cooling. In the case where α � 0 there is
no damping. Furthermore, the ratio of densities at any point of
the loop is defined by Eqs 71–73 derived by Shukhobodskiy et al.
(2018).

We note that to obtain results for comparison with observed
amplitude profiles, the arbitrary constant, Lc should be carefully
selected such that the expansion factor be in line with observed
values (1< λ< 1.5; Klimchuk 2000; Watko and Klimchuk 2000).
Here, we set L/Lc � 6 (similarly to Ruderman et al., 2008;
Shukhobodskiy et al., 2018 and Nelson et al., 2019) to achieve
this aim. We also set At � A(0)AOb(0), where AOb is the initial
amplitude measured of the observed oscillation and At is the
scaling factor for the dimensionless amplitude. This would enable
us to compare analytical and theoretical results within
comparable scale.

3.2 Results of the Model Fitting
In order to fit these observations with the model, we first need to
obtain the damping profiles for each of the 10 events studied here.
In Figure 2, we plot each of the oscillations identified in Figure 1
with red dots. Each of these oscillations appears to be qualitatively
different with different periods and amplitudes, with some having
large amplitudes and some only appearing to have small
amplitudes (only several pixels). This variety in the studied
oscillations allows us to test the model in a more dynamic

TABLE 1 | Properties of the kink-mode oscillations studied here.

Event ID Loop ID Slit position
[x1, y1,
x2, y2]
(arcsec)

Date Time UT Period (min) Osc amp
(mm)

03 01 −977,−383,−988,−368 2010-Nov-03 12:13:48 2.46 ± 0.03 4.7
03 02 −970,−416,−1001,−393 2010-Nov-03 12:14:35 3.62 ± 0.08 9.7
04 01 912, 405, 889,433 2011-Feb-09 01:30:02 2.29 ± 0.03 4.4
26 01 1098, 13, 1126,51 2012-Jan-16 00:08:28 11.95 ± 0.13 9.2
40 02 −1077,−121,−1065,−96 2012-Oct-20 18:09:33 5.61 ± 0.03 4.4
40 04 −1045,−114,−1020,−110 2012-Oct-20 18:10:08 5.53 ± 0.04 2.5
40 07 −1107,−153,−1094,−121 2012-Oct-20 18:11:11 5.72 ± 0.06 3.4
40 08 −1036,−217,−1066,−194 2012-Oct-20 18:08:39 4.33 ± 0.08 12.1
43 05 801, 608, 812,631 2013-Jan-07 06:37:11 4.5 ± 0.02 2.2
48 01 −1076, 77,−1044,111 2013-Jul-18 17:59:56 15.28 ± 0.16 22

The information given is in the same format as in Table A1 from Goddard et al. (2016) for consistency with the previous literature. Note the estimation of period and apparent oscillation
amplitude (later in the text we do not use the word “apparent” in front of the amplitude) are from Goddard et al. (2016) and are not estimated directly in this article. These are included for
comparison with Figure 2.
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way than if all oscillations displayed similar behavior. With this
in mind, we keep the fitting of Event 40 04 despite the apparent
overlap between two independent loops in the slit and label this
as a “low-confidence” [LC] event in the remainder of this
article. The green and blue lines in Figure 2 mark the spline

fits (following the method of Pascoe et al., 2016b) and the
results of applying Eq. 1, respectively, for each of the events.
The dashed black vertical lines indicate the temporal regions of
interest within which the oscillations were studied in the
remainder of this article. The next step in our analysis was

FIGURE 1 | Time-space diagrams for each of the selected events studied here. The x-axis of each panel corresponds to 1 h. The y-axes are all different in lengths
but are scaled independently to improve the visibility of the oscillations. Exact timing and distance information is provided in Table 1. The results of the Canny edge-
detection algorithm are over-laid as blue crosses. The central position between these points, assumed to be the center of the loop axis through time, is signified by the
red crosses. The vertical white dashed lines denote the time-period plotted in Figure 2. We note that Event 40 04 could correspond to two individual loops over-
lying each other, however, we do not remove it as the complex amplitude profile allows us to show-case both the strengths and limitations of the method.

Frontiers in Astronomy and Space Sciences | www.frontiersin.org January 2021 | Volume 7 | Article 5795855

Shukhobodskaia et al. Oscillations of Cooling Coronal Loops

64

https://www.frontiersin.org/journals/astronomy-and-space-sciences
www.frontiersin.org
https://www.frontiersin.org/journals/astronomy-and-space-sciences#articles


to remove the effects of the background trends and normalize
the amplitudes such that the damping profiles could be
calculated. The results of this procedure are plotted in
Figure 3. It is immediately evident that the damping profiles
of Events 03 01, 04 01, 40 02, 40 04 (LC), 40 07, 40 08 and 43 05
clearly deviate from both typical exponential and Gaussian

damping. Some of these events display an increase in the
amplitude through time whilst some others have stagnation
periods where the amplitude remains constant for a while
before further amplitude reduction takes place. Such
damping profiles are difficult to explain using standard
methods.

FIGURE 2 | Displacement profile of each coronal loop studied in this article. The red points correspond to the red points over-laid on Figure 1 and track the
measured amplitudes of the oscillation. The green lines display the background trend estimated using spline fitting. The blue lines are the results of fitting Eq. 1 to each
oscillation. Note the ability of this method to deal with variable periodicities, best seen in Events 40 02 and 40 07. The dashed black vertical lines on each panel outline the
time-period plotted in Figure 3.

Frontiers in Astronomy and Space Sciences | www.frontiersin.org January 2021 | Volume 7 | Article 5795856

Shukhobodskaia et al. Oscillations of Cooling Coronal Loops

65

https://www.frontiersin.org/journals/astronomy-and-space-sciences
www.frontiersin.org
https://www.frontiersin.org/journals/astronomy-and-space-sciences#articles


Next, we applied the model proposed by Shukhobodskiy et al.
(2018) to the damping profiles, varying the four parameters
discussed in the previous section to minimize the departure
from the measured amplitude profile (as was previously done
by Nelson et al., 2019). In Figure 4 we plot the amplitudes of each
peak of each oscillation as green dots, with spline fits over-laid as
blue lines. The optimized results of the model fitting are over-laid
as red lines. In order to compare with other single models, we also

plot fits calculated using both exponential (dashed) and Gaussian
(dot-dashed) profiles, as discussed in Pascoe et al. (2016b), which
study the damping of a fundamental mode. The parameters used
for the cooling model provide sufficiently good fits in a qualitative
sense in the majority of cases, as can be seen in Figure 4, with only
Event 40 04 (LC) being visually poorly fitted. Essentially,
including the effects of cooling in the fitting of kink-mode
damping profiles can produce good fits for a wide variety of

FIGURE 3 | The absolute value of the displacement of the Gaussian fitted position profiles (blue line from Figure 2) from the spline fitted background trend (green
line from Figure 2) through time for each of the events studied here.
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profiles but even this method can struggle when low amplitude,
highly variable damping profiles are considered. Deviations from
standard Gaussian or exponential damping profiles are most
prominent in Events 03 01, 03 02, 04 01, 26 01, 40 07 and
43 05 where several saddle points are evident in the fits. It is worth
noting that this model is also capable of capturing features of both

the Gaussian and exponential damping profiles by varying its
parameters, with near-Gaussian damping profiles being returned
for Events 40 08 and 48 01 and near-exponential damping being
returned for Event 40 02.We note that Gaussian damping profiles
can only be obtained for low values of ζ (< 1.2) whereas
exponential damping profiles can only be obtained with values

FIGURE 4 | The fitting of the model, introduced by Shukhobodskiy et al. (2018), to the coronal loop oscillations studied here. The blue lines plot spline fits through
the maxima of each peak plotted in Figure 3. The red lines plot the approximation of the oscillations obtained through fitting the theoretical model. Reasonable fits are
achieved for all events except Event 40 04 (LC). The dot-dashed lines represents Gaussian fit and the dashed lines correspond to exponential fits. Finally, the red crosses
indicate the peaks from Figure 3.
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of ζ higher than 4.5 when values of κ, λ, and α are not extreme. For
values of α closer to 0, the effect of damping due to resonant
absorption would be completely canceled out by the amplification
due to cooling with overall amplification present. On the other
hand, high values of α would result in profiles very similar to
exponential decay, due to strong damping accountable for
resonant absorption and weak cooling, though small increases
in amplitude would be still present. The specific value of α that
would make this change is dependent on the loop itself. Lowering
the loop length by making κ smaller will compensate the increase
in α. Furthermore, higher loop expansion favors amplification,
therefore, to reduce the damping profile to an exponential profile
one would need to consider values of ζ > 7.

Highly complex amplitude profiles, for example Event 43 05,
display both decreases and increases in the amplitude through
time. Fortunately, this complexity can be explained by theory
once cooling is considered. For lower values of ζ less than 1.2 the
theoretical profile reduces to Gaussian decay. Whereas, for higher
values of density ratios, the initial part would start with
exponential decrease first and then after some time the local
increase may appear after which the Gaussian decay profile
appears. This behavior provides higher degrees of freedom in
fitting the observations meaning more amplitude profiles are now
theoretically permitted. This fact makes it ultimately both
convenient and useful to consider the evolution of
temperature during oscillations for accurate approximation of
seismological parameters. Goddard and Nakariakov (2016)
discussed the importance of the projection angle in order to
obtain more accurate information about coronal loops, which
could cause a cascade of associated errors and require the need to
perform multiple angle analysis of the same phenomena. Despite

this fact, the model used in this article is not dependent of the
absolute values of the damping profile, rather it depends on the
normalized shape of oscillation, making it resistant to the above
errors in obtaining the dimensionless parameters. As such, that
could lead to faster analysis of kink oscillations of coronal loops.
However, such an error does limit the estimation of parameters
with dimensions in the model used here.

We should note that ζ is responsive to the position where the
analytical solution changes it shape (e.g., where amplitude
increases are detected). Any increases in the assumed cooling
time results in a stretching of the analytical solution and lowers
the value of ζ, however, such effects becomes slower or negligible
as ζ becomes closer to 1 as seen in Figure 5. Additionally,
increases in the cooling time lead to increases of κ in order to fit
the observed shape. Nevertheless, in all occasions the model is
able to capture the observed profile for various lengths of
cooling. Essentially, this introduces some degeneracy in our
solutions which will need to be further studied through future
research. Moreover, oscillations with low values of ζ are barely
affected by the cooling time, where kink oscillations with high
values of ζ could lead to overestimation of this parameter and
require additional measurements to determine tcool or κ. Once
tcool or κ is known or measured the model provides quick and
accurate estimate for ζ. Furthermore, in the case where values of
ζ are in the range 1–1.7 existing estimates of damping profiles
are sufficiently good even without knowing tcool and κ. We
should note that the theoretical model studied here explains
deviations from typical exponential or Gaussian damping
profiles due to cooling, which causes plasma flows toward
footpoints of the coronal loop. As a result, the upper parts of
the coronal loops become lighter, however the impulse is
preserved. The lighter the loop with comparison to

FIGURE 5 | Examination of the effect of cooling time on the fits of the
analytical model to observations. The κ values for each of the cooling times
(from quickest to slowest) are 1.3, 2.9, 5.6, 5.7, 10.9, respectively, and the
corresponding ζ values are 3.7,3, 1.7,1.35, 1.2. We should note the
condition of applicability of Shukhobodskiy et al. (2018) is tcool ≫P/6, where
tcool is the cooling time and P is oscillation period.

TABLE 2 |Comparative analysis for goodness of fit from the observed data for the
theoretical model presented by Shukhobodskiy et al. (2018) and for Gaussian
and exponential fits presented by Pascoe et al. (2016b).

Event χ2t χ2g χ2e ~χ2t ~χ2g ~χ2e

03 01 0.5692 0.6857 0.4702 3.8990 5.6609 4.1022
03 02 0.5312 1.1218 1.3095 7.7526 26.8841 26.8841
04 01 0.4909 0.2764 0.2810 5.4039 7.3583 5.3894
26 01 0.0086 0.0446 0.1781 0.9976 38.5140 33.9762
40 02 1.5567 9.7141 7.0435 110.7415 646.3610 242.6087
40 04 3.6473 2.7641 2.7642 150.7310 99.0152 99.0189
40 07 1.0192 9.4239 7.9315 50.3733 314.3506 292.3057
40 08 2.2148 0.9184 0.6627 68.0517 25.3550 28.0358
43 05 0.3280 0.2262 0.3118 4.6998 8.6158 12.9752
48 01 3.9506 2.5507 1.1667 168.46012 61.3025 89.8005
Event 03 01 χ2t ~χ2t
Cooling time is equal to oscillation time × 0.5 0.2277 4.8311
Cooling time is equal to oscillation time × 2.0 0.7294 3.0602
Cooling time is equal to oscillation time × 3.0 0.1180 0.2628
Cooling time is equal to oscillation time × 5.0 0.5357 1.8411

χ2t , χ
2
g, and χ2e , correspond to χ2 goodness of fit calculations for the cooling, Gaussian,

and exponential models, respectively, only by comparing extremum points (i.e. peaks of
the amplitudes). ~χ2t , ~χ

2
g, and ~χ2e , correspond to ~χ2 goodness of fit for the cooling,

Gaussian, and exponential models comparing overall fit at all times during the damping.
The top panel exhibit the analysis for all studied events with cooling time being equal to
oscillation time and bottom panel corresponds to the event 03 01 for various
cooling times.
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surroundings the less affect will be visible by cooling. That could
be seen that for values of ζ < 1.2 the damping profile is almost
Gaussian. Furthermore the effect on heavier loops with ζ > 7 is
the similar, since the cooling time is not sufficient to affect the
initial impulse of the oscillation. As a result, an exponential
damping profile is preserved. Despite that, the introduction of
cooling to the system might still provide better approximation
for oscillations, however, at this time it is difficult to test this
observationally. Furthermore, the most interesting analysis
occurs for values of 1.2≤ ζ ≤ 7, where cooling plays a
significant role in determining oscillation profiles. It is in this
density range that future analyses could be focused.

The inferred, best fit, parameters (defined in the previous
section) for each of the oscillations are presented in Table 2. To
obtain accurate approximations for ζ, care should be taken in
accurately positioning the dashed black lines in Figure 2 due to
its high sensitivity to temporal variations. In Figure 6, we plot
the relationship between the density ratio at the loop foot-
points, ζ, and the oscillation amplitudes (left panel) and
periods (right panel) as measured by Goddard et al. (2016).
It is immediately evident that the higher amplitude and longer
period oscillations appear to have lower density ratios between
the loop and the external environment at the foot-points.
Although we are hesitant to draw strong conclusions about
this due to the small statistical size and lack of direct density
diagnostics, this result does suggest further research should be
done to investigate such links in the future. Some important
steps forward could come through analyzing the ratios between
the O IV lines sampled by the Interface Region Imaging
Spectrograph (IRIS; De Pontieu et al., 2014) at the foot-
points of oscillating loops. Some limitations of this model
are evident in Figure 4 where deviations between the fitted
theoretical model and the measured observed values are
evident. It is unclear at this stage whether these limitations
are caused by differences in the observed and modeled
structures or due to measurement errors. It should be noted
that the recent work of Goddard et al. (2017) shows that some
of the loops might not have thin boundaries, with Pascoe et al.
(2019) discussing the possible limitations of the thin boundary
approximation used within theoretical approach. This could
possibly lead to underestimation of ζ, with the current model

supporting l ≤ 0.5. However, the effect of the transitional layer
changes have not yet being studied in this configuration for
cooling loops to provide accurate estimates of possible errors
for kink oscillations of cooling coronal loops with l ≥ 0.5.
Future observational and analytical work will be needed to
better understand this. We also note that since the analytical
model is very sensitive in a non-linear way to the position of
local oscillation amplification, without significant
improvement in image resolution, it would be impossible to
obtain the estimate of an error of given ζ and consequently all
other parameters. Thus an upper bound of general error
estimates for fixed values of ζ are applied here. However,
once the spatial resolution of obtained data increases and
the shape observed oscillation is more certain,
quantification of these errors will be paramount for correct
estimates.

Table 3 provides the comparison with previous models, we
could see that inclusion of cooling to Events 03 02, 26 01, 40 02,
40 07 with oscillation time been equal to the oscillation time could
lead the cooling theoretical model to have better approximations

FIGURE 6 | Scatter plots displaying the apparent relationships between the amplitude and period of the coronal loop oscillations (as measured by Goddard et al.,
2016) and the density ratio inferred here.

TABLE 3 | Best-fit parameters fitted by the theoretical model for each of the loop
oscillations studied here.

Event 03
01

03
02

04
01

26
01

40
02

40
04

40
07

40
08

43
05

48
01

ζ 3 1.03 2.6 1.01 4 3 4.5 1.1 1.35 1.01
λ 1.01 1.21 1.01 1.05 1.1 1.05 1.01 1.05 1.3 1.05
κ 2.9 2.6 2 1.7 1.6 1.8 2.5 3.5 2.2 2.95
α 1 0.9 1.6 1 1.6 0.5 1.1 1.1 1.01 0.8

Note that ζ is rather sensitive to the selection of the starting time of the oscillation and we
assume that the cooling time is equal to oscillation time. Whilst conducting the fits,
virtually any values of ζ ± 0.2, λ ± 0.05, κ ± 0.2 ± εκ, α ± 0.1 ± εα, where ε with subscript
denotes the errors associated with variation of ζ provided sufficiently good
approximations to the observed values, however, the above particular values were
chosen to follow the measured damping trend better. Given that there might be an error
in the estimation of the starting time of damping, one should pay extra care of determining
ζ in the vicinity of ζ � 1, due to the ratio of internal and external densities being susceptible
to changes in this interval. The combination of λ, κ, and α are key for the speed of decay of
the amplitude. In this study, these values were treated as parameters and further
measurements should be made to accurately determine κ and α in the future. We note
that Event 40 02 was studied previously by Nelson et al. (2019), however, here we
analyzed a longer time-period, therefore, explaining the difference in ζ .

Frontiers in Astronomy and Space Sciences | www.frontiersin.org January 2021 | Volume 7 | Article 57958510

Shukhobodskaia et al. Oscillations of Cooling Coronal Loops

69

https://www.frontiersin.org/journals/astronomy-and-space-sciences
www.frontiersin.org
https://www.frontiersin.org/journals/astronomy-and-space-sciences#articles


to the damping profiles than exponential and Gaussian fits, in
case only extremum points (i.e. amplitude maxima) are taken as
the point of reference. If instead we analyze the overall damping
profile (i.e. calculate the χ2 values at all time-steps), then Events
03 01, 03 02, 04 01, 26 01, 40 02, 40 07, 43 05 are approximated
better by the cooling model, rather than exponential or Gaussian
fits. We should note that the goodness of fit could be further
improved in the cooling model if we were to put more stress on
deviation from the observed data instead of focusing on finding
the turning points. However, we should mention that position of
turning point is crucial for estimation for values of ζ.
Furthermore, changing the ration between oscillation time and
cooling time could improve significantly the goodness of fit as was
described in Event 03 01.

4 CONCLUSION

In this article, we have further demonstrated the promise of the
theory developed by Shukhobodskiy et al. (2018) by applying it to
10 driven kink-mode oscillations. These events were sampled by
the SDO/AIA instrument and were randomly selected from the
population identified to have complex damping profiles in the
statistical study of Goddard et al. (2016). Space-time diagrams
were constructed for each oscillation before the edges of the loops
through time were determined by employing the Canny edged-
detection method (see Figure 1). The mid-point between the
edges was defined as the central axis of the oscillating loop for
each time-step. The background trends were then subtracted
from each oscillation using spline fitting before the detrended
data were then fitted with a series of Gaussian functions. The
results of the application of these steps to the oscillations can be
seen in Figure 2.

Next, we plotted the absolute values of the amplitude variation
of the kink-mode oscillations through time in Figure 3. Some
oscillations displayed clear deviations from the usual Gaussian or
exponential damping profiles even at this stage. Specifically, five
(Events 04 01, 40 02, 40 04 (LC), 40 07, and 43 05) of the 10
oscillations studied here displayed evidence of increases in
amplitude through time. Such amplification was shown to be
possible during oscillations of cooling loops by Ruderman
(2011b), Shukhobodskiy and Ruderman (2018) and has been
reported before in observations by Nelson et al. (2019). Using an
iterative approach, we then constructed best fits for the
parameters defined in Eq. 5 such that the difference between
the observed and theoretical damping profiles was minimized. In
Figure 4 it was shown that this theoretical model provides
qualitatively reasonable approximations for the damping of
kink oscillations of coronal loops for nine of the 10 cases (all
except Event 40 04 [LC]). This result indicates that cooling should
be studied in more detail in future research. Additionally, we have
also shown that the model is capable of capturing the properties
of fitting both simple Gaussian and exponential profiles,
depending on the ratio of external and internal densities, ζ, at
the loop foot-points. Furthermore, for sufficiently large loops
with κ≥ 1.6, the shape of the damping profile is determined by
this ratio. In the case where cooling is present, for the small values

of ζ the profile would be Gaussian, while for large values of ζ it
would be exponential. All values in-between would be a
combination of both.

It was shown by Shukhobodskiy et al. (2018) that higher
expansion factors of coronal loops could result in overall
amplification of the first part of the oscillation eventually
resulting in Gaussian decay of the amplitude profile. Thus
studying complex damping profiles could allow us to extract
interesting seismological information, such as the ratios of
densities at foot-points. Furthermore, the information
presented in Figure 6 suggests, that lower ratios of internal
and external densities have higher amplitude and period. One
of the reasons why this could happen is that the coronal loops
investigated are lighter and less disturbance created by the flare is
needed to disturb the system more prominently. A larger
statistical study and more targeted observations with spectral
instruments suitable for providing density diagnostics (such as
IRIS) should be used to study this potenatial result in more detail
in the future.

Overall, we presented an alternative approach to model more
complex damping profiles that deviate from the widely studied
Gaussian and exponential decays. A number of examples of such
deviation were addressed in this study, thus strengthening the
claim made by Nelson et al. (2019) that the effect of cooling
should be further considered for analyzing oscillations of
coronal loops. This is in agreement with some earlier studies,
e.g. by Morton and Erdélyi (2009), Morton and Erdélyi (2010).
Furthermore, in the case of strong damping the theoretical
model proposed by Shukhobodskiy et al. (2018) is able to
provide seismological information, just from the damping
profile alone. For some events, the cooling model
demonstrated significant improvement over standard
Gaussian on exponential fitting when χ2 goodness of fits
were calculated. We should note that results employed from
Shukhobodskiy et al. (2018) model was only studied on the
fundamental mode only. However, additional studies with
inclusion of mode mixing would allow comparison with
other fitting techniques that allowed multiple harmonics to
be present, which could further unveil details regarding kink
oscillations of coronal loops. Unfortunately, for less dominant
damping more parameters need to be determined from
observation in order to extract the information about the
kink oscillations of coronal loops.

Although little evidence is presented about the actual
cooling for the events studied here, it is possible that the
gradual fading of the intensity of several coronal loops
presented in Figure 1 (specifically for Events 03 01, 04 01,
and 43 05) may imply that some thermal evolution (either
heating or cooling) is present. In a future work, it would be
worthwhile to analyze oscillations within loops which are
undergoing specific processes linked to cooling, such as
coronal rain (Antolin et al., 2015) or the associated high
velocity transition region downflows (see, for example,
Nelson et al., 2020b, Nelson et al., 2020a and literature
within), to understand whether abnormal amplitude profiles
through time (such as those studied here) are present.
Additionally, it would be worthwhile to develop further the
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analytical methods, which then could help to extract additional
information about the kink oscillation of coronal loops, in
order to optimize this theory for the application of solar
magneto-seismology to kink-mode oscillations.
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Testing and Validating Two
Morphological Flare Predictors by
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Hungary, 4Solar Physics and Space Plasma Research Center (SP2RC), School of Mathematics and Statistics, University of
Sheffield, Sheffield, United Kingdom, 5Astrophysics Research Centre (ARC), School of Mathematics and Physics, Queen’s
University, Belfast, United Kingdom

Whilst the most dynamic solar active regions (ARs) are known to flare frequently, predicting
the occurrence of individual flares and their magnitude, is very much a developing field with
strong potentials for machine learning applications. The present work is based on a method
which is developed to define numerical measures of the mixed states of ARs with opposite
polarities. The method yields compelling evidence for the assumed connection between the
level of mixed states of a given AR and the level of the solar eruptive probability of this AR by
employing twomorphological parameters: 1) the separation parameterSl−f and 2) the sumof
the horizontal magnetic gradient GS. In this work, we study the efficiency of Sl−f and GS as
flare predictors on a representative sample of ARs, based on the SOHO/MDI-Debrecen Data
(SDD) and the SDO/HMI - Debrecen Data (HMIDD) sunspot catalogues. In particular, we
investigate about 1,000ARs in order to test and validate the joint prediction capabilities of the
twomorphological parameters by applying the logistic regression machine learning method.
Here, we confirm that the two parameters with their threshold values are, when applied
together, good complementary predictors. Furthermore, the prediction probability of these
predictor parameters is given at least 70% a day before.

Keywords: morphological parameters, validation, binary logistic regression, machine learning, flare prediction

1 INTRODUCTION

A solar flare is a sudden flash observed in the solar atmosphere which is able to rapidly heat the plasma
tomegakelvin temperatures, while the electrons, protons and other heavier ions are accelerated to very
large speeds (Benz, 2008). The associated accelerated particle clouds may reach the Earth, typically
within a few hours or a day following a solar flare eruption. The flares produce radiation across the
electromagnetic spectrum at all wavelengths. Most of the released energy is spread over frequencies
outside the visible range. For this reason, the majority of flares must be observed with instruments
which measurements in these wavelength ranges, as e.g., the Geostationary Operational
Environmental Satellite (GOES). Therefore, the most generally known flare classification scheme
is GOES flare-class. Measurements of the maximum x-ray flux at wavelengths from 0.1 to 0.8 nm near
Earth are classed as A, B, C, M, or X type flares back from 19751. These five GOES flare intensity
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categories are further divided into a logarithmic scale labeled from
1 to 9. The A-, B- and C-classes are the lowest energy release
classes of solar flares and they also occur frequently in the solar
atmosphere. The A to C-class range has no or hardly any
detectable effect on Earth based on current instrumentations
and understanding. The M-class medium flare category may
cause smaller or occasionally more serious disruptions, e.g.,
radio blackouts. However, the X-intensity flares may cause
strong to extreme hazardous events, facility break-downs (e.g.,
radio blackouts, etc.) on the daylight side of the Earth (Hayes et al.,
2017). The major solar flares (M- and X-class) are often
accompany with accelerated solar energetic particles and
coronal mass ejections (CMEs) (see, e.g.,, Tziotziou et al., 2010).

For solar activity modeling, a key ingredient is to determine
the role of the associated observable magnetic field. Waldmeier
(1938) proposed the first classification scheme to examine the
connection between the size and morphology of active regions
(ARs) and the capacity of their flare-productivity. This
classification scheme is known today as the Zürich
classification (see also Kiepenheuer, 1953). This scheme
contains eight types thought to be representative of
consecutive states in the evolution of a sunspot group. The
classification system was further developed by McIntosh
(1990). McIntosh introduced three more components based on
characteristics including the Zürich class, the largest sunspot, and
the sunspot distribution in an AR. Although the classification
uses white-light observations only, it is still widely used.

The first magnetic classification scheme, known as the Mount
Wilson classification, was introduced by Hale et al. (1919). It is
simpler than the Zürich-McIntosh system, as it only distinguishes
unipolar, bipolar, mixed configurations and very close and mixed
configurations within a common penumbral feature, denoted by
the letters α, β, γ and δ-class, respectively. Künzel (1960) added
the δ-class configurations for the McIntosh system which refer to
the most productive sources of energetic flares (see, e.g.,,
Schrijver, 2016, and references therein). All these classification
schemes are useful in revealing potential connections between the
morphological properties of sunspot groups and their flare-
productivity. However, it is somewhat ambiguous that these
classification schemes rely on a number of rather subjective
elements to be identified by visual inspection besides some
more objective measures.

The McIntosh and Mount Wilson classifications have been
shown to be useful for grouping ARs by their expected flare
productivity (Gallagher et al., 2002; Ireland et al., 2008;
Bloomfield et al., 2012). However, further quantities derived
from AR observations allow a physical comparison and deeper
understanding of the actual causes of the solar eruptions. In this
sense, different morphological parameters have been introduced
to characterised the magnetic field configuration or highlight the
existence of polarity-inversion-lines (PILs) in ARs, with varying
sophistication (see e.g., Barnes et al., 2016; Leka et al., 2018;
Campi et al., 2019; Leka et al., 2019a, Leka et al., 2019b; Park et al.,
2020, and references therein). Furthermore, Kontogiannis et al.
(2018) investigated and tested some of those parameters, which
were identified as efficient flare predictors. These parameters
include, e.g.,, a quantity denoted as Beff that measures the coronal

magnetic connectivity between the opposite magnetic field
elements (Georgoulis and Rust, 2007), Ising energy EIsing of a
distribution of interacting magnetic elements (Ahmed et al.,
2010), the sum of the horizontal magnetic field gradient GS

(Korsós and Erdélyi, 2016), and the total unsigned non-
neutralized currents, INN ,tot (Kontogiannis et al., 2017).

The observed magnetic properties of an AR can be processed
for the purpose of prediction by machine learning (ML)
computational methods for data analysis (Camporeale, 2019),
such as neural networks (Ahmed et al., 2013), support vector
machines (Bobra and Couvidat, 2015; Boucheron et al., 2015),
relevance vector machines (Al-Ghraibah et al., 2015), ordinal
logistic regression (Song et al., 2009), decision trees (Yu et al.,
2009), random forests (Liu et al., 2017; Domijan et al., 2019), and
deep learning (Nishizuka et al., 2018). Notably, parameters Beff ,
EIsing , GS, and INN ,tot were used by the FLARECAST project2,
where the prediction capabilities of almost 200 parameters were
tested by the LASSO and Random Forest ML techniques (Campi
et al., 2019). From these 200 parameters, the FLARECAST project
found that the four morphological parameters were ranked as
good flare predictors.

The content of the paper is as follows: Section 2 overviews in
detail the two morphological parameters used for flare prediction
in this work. Section 3 describes the data preparation process and
key aspects of the adopted ML method. Section 4 shows the
results of the analysis focusing on two morphological parameters
in particular, while our conclusions are in Section 5.

2 TWO MORPHOLOGICAL PARAMETERS

Korsós and Erdélyi (2016) introduced and tested, as a trial, an
advantageous scheme that may be used as new prediction
indicators besides the Zürich, McIntosh and Mount Wilson
classification systems. This scheme includes two morphological
parameters, namely:

• The separation parameter Sl−f , which characterises the
separation of opposite polarity subgroups in an AR, given
by the formula:

Sl−f � Dlc−fc

2
����∑Ag

√ /π, (1)

where l and f refer to the leading and following polarities. The
numerator denotes the distance between the area-weighted
centers (therefore the index c) of the spots of leading and
following polarities. Figure 1A gives a visual representation.
The denominator is the diameter of a hypothetic circle (2 times
the radius (

������∑Ag/π
√

)). The ∑Ag
 is the sum of individual

umbrae areas in a sunspot group.

2http://flarecast.eu
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The second introduced morphological parameter is the sum of
the horizontal magnetic gradient GS, defined by

GS � ∑
i,j

∣∣∣∣Φp,i −Φn,j

∣∣∣∣
Di,j

, (2)

• where Φ is the magnetic flux of the umbra based on Korsós
et al. (2014). The indices p and n denote positive and
negative polarities, and i and j are their running indices
in the entire sunspot group. D is the distance between two
opposite-polarity umbrae with indices i and j, respectively.
Panel c of Figure 1 gives a visual presentation of the GS

parameter.

The Sl−f and GS can be determined from the moment of first
available observation of sunspot groups, because the applied
umbrae data are suitably corrected for geometrical
foreshortening in the SOHO/MDI-Debrecen Data (SDD3,) and
the SDO/HMI—Debrecen Data (HMIDD4) catalogues (Baranyi
et al., 2016). Furthermore, these two morphological parameters
were shown to be potential indicators for upcoming flares on a
smaller number of typical test cases (Korsós and Erdélyi, 2016).
The test cases included 116 ARs, which were selected from SDD.
Their selection was based on that about a third of the ARs
produced only B- and C-class flares, another third produced
M-class flares, and the remaining third produced X-class flares.
For the statistical analysis, the considered values of Sl−f and GS

were determined 24, 48, and 72 hr before flare onset to test the
conditional flare probability (CFP) of these two parameters. The
CFPs were calculated as empirical probabilities, which measure
the studied flare intensities and adequate recordings of the
happening of events.

Korsós and Erdélyi (2016) found that if Sl−f ≤ 1 for a flaring AR
then the CFP of the expected largest intensity flare being X-class is
over at least 70%. If 1≤ Sl−f ≤ 3 the CFP is more than 45% for the
largest-intensity flare(s) to be the M-class, and, if 3≤ Sl−f ≤ 13

there is larger than 60% CFP that C-class flare(s) may occurs
within a 48-hr interval. Next, Korsós and Erdélyi (2016) found
also that from analysing GS independently for determining the
associated CFPs: if 7.5≤ log(GS) then there is at least 70% chance
for the strongest energy release to be X-class; if 6.5≤ log(GS)≤ 7.5
then there is ∼ 45% CFP that M-class could be the highest-
intensity flares; finally, if 5.5≤ log(GS)≤ 6.5, then it is very likely
that C-class flare(s) may be themain intensity flares in the coming
48 h. ARs are unlikely to produce X-class flare(s) if 13≤ Sl−f and
log(GS)≤ 5.5.

3 DATA AND DATA PREPARATION

In this study, we further explore test and validate, the joint
prediction capabilities of the Sl−f and GS morphological
parameters. The analysis is based on the binary logistic
regression algorithm, using the Scikit-Learn module in Python
(Pedregosa et al., 2011). The adopted ML technique requires
appropriate historical datasets for training. Logistic regression is
one of simplest and widely-used ML algorithms for two-class
classification. Logistic regression is a special case of linear
regression where the target variable is dichotomous in nature.
Dichotomous means that there are only two possible classes, e.g.,
yes/no or true/false. Logistic regression also predicts the
probability of occurrence of a binary event utilising a logit
function.

Four training sets were constructed to enforce consistency in
time and test robustness, each one corresponding to 6-, 12-, 18-
and 24-hr forecast issuing time interval, because within a day the
forecast reliability becomes more pronounced. The study takes as
a reference the time of the largest flare event for each AR. For each
issuing time interval, we consider the calculated Sl−f or GS values
of an AR before this reference time, as input data for the logistic
regression. This framework allows us to quantify the prediction
capabilities of the two morphological parameters.

Similarly to Korsós and Erdélyi (2016), this study uses
information on around 1,000 ARs extracted from the
Debrecen Sunspot Data Catalogue between 1996 and 2015
(Baranyi et al., 2016). The catalogue contains information
including centroid position in various coordinate systems,

FIGURE 1 | Figures illustrating the determination of the Sl−f and GS morphological parameters. Panel (A) demonstrates, for Sl−f , how the distance Dlc−fc is taken
between the area-weighted centers (therefore the index c) of the spots of leading l and following f polarities. Panel (B) is the corresponding magnetogram of the
continuum image of AR 11775, which were taken at 00:59 on 20 June 2013. Panel (C) present how theGS parameter is calculated.Φ is the magnetic flux in a positive p
or negative n umbra. D is the distance between two opposite-polarity umbrae.

3http://fenyi.solarobs.csfk.mta.hu/en/databases/SOHO/
4http://fenyi.solarobs.csfk.mta.hu/en/databases/SDO/
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area, and magnetic field of sunspots and sunspot groups. Derived
from spacecraft observations, the catalogue has entries at each
1 hr for SDD5,, and 1.5 hr for HMIDD6,. The GOES7 flare
catalogue is used for information on the largest-intensity flare
eruption of each AR.

For each issuing time interval, two thirds of the ARs were
randomly extracted to create a training set. These ARs are labeled
as true(1) and false(0) events, under two different binary
classification definition models:

• 1st model: When the largest intensity flare of an AR is M- or
X-class then this case is classified as true(1), otherwise B- or
C-class flares are false(0).

• 2nd model: Based on the results of Korsós and Erdélyi
(2016), an event is true(1) if an AR is host to a M/X-class
flare, satisfying 3≤ Sl−f , and 6.5≤ log(GS). Or, an event is
true(1) if an AR was host to a B/C-class flare, satisfying
Sl−f > 3, and log(GS)< 6.5. Otherwise the cases are all
labeled false(0).

The two different classification models were chosen to study
whether the two morphological parameters perform better, either
with or without (2nd or 1st model) thresholds. Often, a well-
chosen threshold adjustment(s) could improve prediction
capabilities of a method, as a warning level or as a warning

sign. Furthermore, in the case of both model approaches as
described above, the set of Sl−f and GS values associated with
the remaining 1/3 ARs are not labeled and are provided as a test
set only for the logistic regression algorithm training. In this
manner, there is no overlap between training and testing. To
ensure robustness of the results, we replicated 100 times the
training and test datasets for 6/12/18 and 24-hr issuing time
intervals, like e.g., Campi et al. (2019).

4 ANALYSIS

Solar flare prediction is affected by strong class imbalances, in
that there are far more negative examples (labeled as N) than
positive ones (labeled as P.) Therefore, we apply different metrics
to measure the performance of the 1st and 2nd models. The
performances of the two binary classifiers can be characterised by
confusion matrixes in Figures 2, 3. Those confusion matrixes
summarise the True Positive (TP), True Negative (TN), False
Positive (FP), and False Negative (FN) predictions, we adopt
different metrics to quantify the impact performance of the Sl−f
and GS parameters in the case of both model approaches (1st and
2nd). The applied metrics are summarised in Table 1 for 6-, 12-,
18- and 24-hr forecast issuing times, and are:

• Accuracy is the ratio of true positives plus true negatives
over all events, or how often the TRUE prediction is correct:
(TP + TN)/(P + N)

• Recall, also called the true positive rate or sensitivity,
measures the proportion of actual positives that are
correctly identified: TP/P

FIGURE 2 | The result of the binary logistic regression of the 1st model with 6-, 12-, 18-, and 24-hr forecast issuing times for panels (A), (B), (C), and (D)
respectively. The right side of each panel presents the corresponding Receiver Operating Characteristic (ROC) curves.

5http://fenyi.solarobs.csfk.mta.hu/en/databases/SOHO/
6http://fenyi.solarobs.csfk.mta.hu/en/databases/SDO/
7https://www.ngdc.noaa.gov/stp/space-weather/solar-data/solar-features/solar-
flares/x-rays/goes/xrs/
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• Specificity, also called the true negative rate, measures the
proportion of actual negatives that are correctly identified:
TN/N

• Precision, also called positive predictive value. This is the
ratio of true positives over all positive predictions: TP/
(TP + FP).

• Negative predictive value (NPV) is the ratio of true negatives
over all negative predictions: TN/(TN + FN).

• F1 score is the harmonic mean between sensitivity (or recall)
and precision (or). It tells us how precise our two classifiers
are, as well as how robust these are. A greater F1 score means
that the performance of our model is better. Mathematically,
F1 can be expressed as: 2 (1/Recall + 1/Precision)

• True Skill Statistic (TSS) is widely used to test the performance
of forecasts (McBride and Ebert, 2000). TSS will be the
preferred performance metric when comparing results of
the 1st and 2nd model approaches with different N/P ratios
because this metric is independent from the imbalance ratio

(Woodcock, 1976; Bloomfield et al., 2012). TSS takes into
account both omission and commission errors. The TSS
parameter is similar to Cohen’s kappa approach (Shao and
Halpin, 1995), and compares the predictions against the result
of random guesses. TSS ranges from −1 to +1, where +1
indicates perfect agreement. The zero or less value indicates
that a performance no better than random (Landis and Koch,
1977). TSS � TP/P−FP/N � Recall + Specificity-1

These seven metric parameters are plotted as a function of
forecast issuing times in Figure 4, where the blue/red lines stand
for the 1st/2nd model. Based on the values of Table 1 and
Figure 4, the two models have high accuracy for all forecast
issuing times. In both models, the best accuracy is gained by the
24-hr prediction window. We emphasise that the accuracy is a
meaningful measure only if the values of FP and FN would be
similar in the confusion matrices of Figures 2, 3. For dissimilar
values, the other metrics must be considered in evaluating the
prediction performance of the two models.

Next, we focus on the recall and specificity metrics, which show
the probability whether a model captures the correct classification
during all four intervals. The values of the specificity metric show
that the two models are capable to correctly classify TN cases
during all four intervals, especially in the case of the 1st model,
which is greater than 90%. Based on recall values, the TP
classification of the 2nd model is 20% more accurate than the
1st model for 6/12/18/24-hr forecast issuing times.

However, when the two models classify a new AR, then we do
not know the true outcome until after an event. Therefore, we are
likely to be more interested in the question what is the probability
of a true decision of the two models. This is measured by
precision and NPV metrics. For the 1st model, the precision

FIGURE 3 | Same as Figure 2, but in the case of the 2nd model.

TABLE 1 | Flare prediction capabilities with sixmetrics in the case of the twomodel
approaches i.e., for 1st model and 2nd model.

Metrics 1st model 2nd model

6 h 12 h 18 h 24 h 6 h 12 h 18 h 24 h

Accuracy 0.82 0.81 0.82 0.83 0.73 0.71 0.73 0.75
Recall 0.41 0.37 0.43 0.43 0.73 0.54 0.67 0.74
Specificity 0.95 0.95 0.95 0.97 0.74 0.87 0.80 0.77
Precision 0.73 0.70 0.74 0.82 0.77 0.81 0.79 0.80
NPV 0.83 0.82 0.83 0.84 0.70 0.67 0.69 0.71
F1 0.52 0.48 0.52 0.56 0.75 0.65 0.73 0.77
TSS 0.36 0.32 0.35 0.40 0.47 0.42 0.47 0.51
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of the 24-hr prediction time is ∼ 10% better than the other
issuing time intervals, while the NPV values are ∼ 80% in the
case of four issuing time. The precision and NPV values of the
2nd model are almost the same over all four prediction windows.
Based on precision and NPVmetrics, the 2nd model predict a TP
event with higher probability than the 1st model, while the 1st
model is better with the case of TN event. This is because the 2nd
model discards some X- and M-class flares which do not satisfy
the threshold conditions. Despite this, the 2nd model still could
fairly predict a TN event with about 70% probability.

The F1 and TSS metrics show that the 2nd model performs
better than the 1st in the case of all of the prediction windows.
This is an important aspect because the F1 and TSS are the most
reliable scores in the presence of class imbalance. Intuitively, the
F1 score is not as easy to understand as that of the accuracy, but it
is usually more useful than accuracy, especially in our case, where
we have an uneven class distribution. Namely, 77% of the F1 score
shows that the 24-hr flare prediction window is the most efficient
in the case of the 2nd model approach. Furthermore, the above
0.4 values of TSS score of the 2nd model show that this method is
a good prediction scheme, and, the defined accuracy values of the
2nd model can be considered as correct.

We also use Receiver Operating Characteristic Curves (ROCs)
to evaluated the results of the binary logistic regression method
for both models. In the ROC plots in Figures 2, 3, the sensitivity
(the proportion of true positive results) is shown on the y-axis,
ranging from 0 to 1 (0–100%). The specificity (the proportion of
false positive results) is plotted on the x-axis, also ranging from 0
to 1 (0–100%). The area under the curve (AUC) is a measure of
the test’s performance at distinguishing positive and negative
classes. In Figures 2, 3, AUCs are above 0.7, or a capability to
distinguish between positive class and negative class with more

than 70% likelihood over the 6-, 12-, 18- and 24-hr prediction
time windows. From Figure 2, the 1st model shows similar AUC
values during the four prediction windows. In the case of the 2nd
model, the predicting probabilities are also similar based on the
AUC values of Figure 3. On further note that the predicting
probabilities of the 2ndmodel are 10% less than the 1st one, based
on AUC values during the four prediction windows.

5 CONCLUSION

Korsós and Erdélyi (2016) introduced the separation parameter
Sl−f and the sum of the horizontal magnetic gradient GS as
potential indirect indicators of the measure of non-potentiality
of the magnetic fields of solar active regions. They also proposed
these two morphological parameters as potential new prediction
proxy indicators complementing the traditional Zürich,
McIntosh or Mount Wilson classification schemes.

In this work, a binary logistic regression machine learning
approach is used to test and validate the flare prediction capability
of the GS and Sl−f morphological parameters. Two binary
classification schemes are used. One scheme is based on a
simple approach while implementing solely flare intensity, the
second approach is a more sophisticated model based on both
flare intensity and threshold values of the morphological
parameters. This experimental approach is applied to a large
set of ∼1,000 ARs, with 100 repeats the datasets, over different
forecast issuing time intervals of 6-, 12-, 18-, and 24-hr. Analysis
of various performance metrics shows the following:

• The morphological parameters give more than 70% flare
prediction accuracy, based on logistical regression analysis.

FIGURE 4 | The evolution of selected metrics as a function of forecast issuing times for the 1st (blue) and 2nd (red) model.
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This result supports the findings of Kontogiannis et al.
(2018) and (Campi et al., 2019), who conclude that the
GS parameter has potential as an efficient predictor.

• Based on the F1 scores and the True Skill Statistic metrics,
the joint flare prediction efficiency of the Sl−f and GS

parameters is improved when the previously identified
threshold values by Korsós and Erdélyi (2016) were also
imposed. However, the 2nd model discards some X- and
M-class flares which do not satisfy the threshold conditions.
Despite of it, the 2nd model still could predict/classify an
upcoming event with at least 70% probability, based on the
precision and NPV metrics.

• The best flare prediction capability of the two parameters is
available with 24-hr forecast issuing time. This latter means
that the Sl−f and GS parameters with their thresholds are
capable to predict an upcoming flare with 75% accuracy a
day before flare occurrence.

• However, not just the 24 hrs prediction window has good
metric scores, but also the ones with 6/12 and 18 hrs. This
means that the Sl−f and GS are together applicable for
prediction purpose in a short- and long-term one.

• The limitation of this study is that the applied data are
extracted from a given sunspot database. Therefore, an other
ML method (e.g., Convolutional Neural Network) that is
trained on the same SDO/HMI intensity and magnetogram
data, may assess further parameters to increase the
predictive capability of the two morphological parameters.

We are aware that the two tested models are not perfect and so
a natural question to ask is: how can we improve further them? In
the future, we intend to further explore the application of these
two warning parameters both frommachine learning and physics
perspectives: 1) fine tune the threshold conditions of 2nd model,
2) extend the application of the Sl−f and GS parameters at
different solar atmosphere heights, 3) train the employed
machine learning model at different atmospheric heights for
an even more accurate estimation of flare event time and flare
event intensity, and 4) identify an optimal height range giving the

earliest possible flare prediction, similar to the concept described
by Korsos et al. (2020).
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It is well-known that magnetic fields dominate the dynamics in the solar corona, and new

generation of numerical modeling of the evolution of coronal magnetic fields, as featured

with boundary conditions driven directly by observation data, are being developed.

This paper describes a new approach of data-driven magnetohydrodynamic (MHD)

simulation of solar active region (AR) magnetic field evolution, which is for the first

time that a data-driven full-MHD model utilizes directly the photospheric velocity field

from DAVE4VM. We constructed a well-established MHD equilibrium based on a single

vector magnetogram by employing an MHD-relaxation approach with sufficiently small

kinetic viscosity, and used this MHD equilibrium as the initial conditions for subsequent

data-driven evolution. Then we derived the photospheric surface flows from a time series

of observedmagentograms based on the DAVE4VMmethod. The surface flows are finally

inputted in time sequence to the bottom boundary of the MHDmodel to self-consistently

update the magnetic field at every time step by solving directly the magnetic induction

equation at the bottom boundary. We applied this data-driven model to study the

magnetic field evolution of AR 12158 with SDO/HMI vector magnetograms. Our model

reproduced a quasi-static stress of the field lines through mainly the rotational flow of

the AR’s leading sunspot, which makes the core field lines to form a coherent S shape

consistent with the sigmoid structure as seen in the SDO/AIA images. The total magnetic

energy obtained in the simulation matches closely the accumulated magnetic energy as

calculated directly from the original vector magnetogram with the DAVE4VM derived flow

field. Such a data-driven model will be used to study how the coronal field, as driven by

the slow photospheric motions, reaches a unstable state and runs into eruptions.

Keywords: magnetic field, magnetohydodynamic, numerical modeling, solar corona, photospheric flow

1. INTRODUCTION

Magnetic fields dominate the dynamics in the Sun’s upper atmosphere, the solar corona. On the
solar surface, i.e., the photosphere, magnetic fields are seen to change continuously; magnetic
flux emergence brings new flux from the solar interior into the atmosphere, and meanwhile the
flux is advected and dispersed by surface motions such as granulation, differential rotation, and
meridional circulation. Consequently, the coronal field evolves in response to (or driven by) the
changing of the photospheric field, and thus complex dynamics occur ubiquitously in the corona,
including the interaction of newly emerging field with the pre-existing one, twisting and shearing of
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the magnetic arcade fields, magnetic reconnection, and magnetic
explosions which are manifested as flares and coronal mass
ejections (CMEs).

As we are still not able to measure directly the three-
dimensional (3D) coronal magnetic fields, numerical modeling
has long been employed to reconstruct or simulate the
coronal magnetic fields based on different assumption of the
magnetohydrodynamic (MHD) equations, such as the most-
frequently used force-free field model [1], which has been
developed for over four decades. However, the force-free field
assumption is only valid for the equilibrium of the corona,
and it cannot be used to follow a continual and dynamic
evolution of the magnetic fields. In recent years, with vector
magnetogram data in the photosphere measured routinely with
high resolution and cadence, data-driven modeling is becoming
a viable tool to study coronal magnetic field evolution, which can
self-consistently describe both the quasi-static and the dynamic
evolution phases [e.g., 2–10]. Still, due to the limited constraint
from observation, data-driven models are developed with very
different settings from each other [11]. For simplicity, some used
the magneto-frictional model [4, 10], in which the Lorentz force
is balanced by a fictional plasma friction force. As such, the
magnetic field evolves mainly in a quasi-static way [12], although
in some case an eruption can be reproduced but it evolves in a
much slower rate than the realistic one [10], because the dynamic
is strongly reduced by the frictional force. Some used the so-
called zero-β model [7, 9, 13], in which the gas pressure and
gravity are neglected. The zero-β model might fail when there
is fast reconnection in the field, in which the thermal pressure
could play an important role in the dynamics in weak-field
region of magnetic field dissipation. Therefore, it is more realistic
and accurate to solve the full MHD equations to deal with the
non-linear interaction of magnetic fields with plasma.

To drive the full MHD model, one needs to specify all the
eight variables (namely plasma density, temperature, and three
components of velocity and magnetic field, respectively) in a
self-consistent way at the lower boundary. Previously, with only
the magnetic field obtained from observations, we employed
the projected-characteristic method [2, 14–17] to specify the
other variables according to the information of characteristics
based on the wave-decomposition principle of the full MHD
system [e.g., 5, 18]. Specifically, the full MHD equations are
a hyperbolic system that can be eigen-decomposed into a set
of characteristic wave equations (i.e., compatibility equations),
which are independent with each other; on the boundary, these
waves may propagate inward or outward of the computational
domain because the wave speeds (the eigenvalues) of both
signs generally exist at the boundary. If the wave goes out
of the computational domain through the boundary, it carries
information from the inner grid to the boundary, and thus
the corresponding compatibility equation should be used to
constrain the variables on the boundary surface. Thus, if there
are five waves going out, and with three components of magnetic
field specified by observed data, the eight variables are fully
determined. Ideally and in principle, the projected-characteristic
method is the most self-consistent one with inputting data that
is partially available (for example, in our case, only the data

of magnetic field). However, such conditions, i.e., exactly five
waves going out, are often not satisfied in the whole boundary
and other assumptions are still necessary. Even worse, in areas
near the magnetic polarity inversion line (PIL) where the normal
magnetic field component is small, the Alfvén wave information
goes mainly in the transverse direction rather than the normal
one, and the projected-characteristic approach may fail. Another
shortcoming of the method lies in its difficulty in code
implementation, which needs to perform eigen-decomposition
and solve a linear system of the compatibility equations on every
grid point on the boundary to recover the primitive variables
from the characteristic ones.

In this paper we test another way of specifying the bottom
boundary conditions, which uses the surface velocity derived
by the DAVE4VM method [19] to drive the MHD model. The
differential affine velocity estimator (DAVE) was first developed
for estimating velocities from line-of-sight magnetograms, and
was then modified to directly incorporate horizontal magnetic
fields to produce a differential affine velocity estimator for
vector magnetograms (thus called DAVE4VM). It is generally
accepted that the coronal magnetic fields are line tied in the
dense photosphere and are advected passively by the surface
motions of the photosphere, such as the shearing, rotational,
and converging flows [20]. Thus, with the surface velocity in
hand, we can solve the magnetic induction equation on the
bottom boundary to update self-consistently the magnetic field
to implement such a line-tying boundary condition, which is
a much simpler way than using the projected-characteristic
method. To illustrate the approach, we take the solar AR 12158
as an example to simulate its two-day evolution from 2014
September 8 to 10 during its passage of the solar disk. This AR is
of interest since it produced an X1.6 eruptive flare accompanied
with a fast CME with speed of ∼ 1300 km s−1, which is well-
documented in the literature [21–23]. The AR is well-isolated
from neighboring ARs, thus is suited for our modeling focused
on a single AR. Within a few days prior to this major eruption,
the AR developed from a weakly sheared magnetic arcade into a
distinct sigmoidal configuration, indicating a continual injection
of non-potential magnetic energy into the corona through the
photospheric surface motion. Indeed, prior to the eruption, the
major sunspot of the AR showed a significant rotation of over
200◦ in 5 days [21]. Based on the sigmoidal hot coronal loop seen
immediately before the flare, many authors have interpreted it as
a pre-existing magnetic flux rope which erupted and resulted in
the flare and CME [e.g., 21–23], while some non-linear force-free
field extrapolations appear not to support this [24, 25]. Thus, a
fully data-driven MHD simulation can provide valuable insight
in addressing this issue by following the dynamic evolution of the
coronal magnetic field, although the main objective of this paper
is to describe the methods.

In the following we first describe our model equation in
section 2. The data-driven simulation consists of three steps, and
first we constructed anMHD equilibrium based on a single vector
magnetogram observed for the start time of our simulation,
which is described in section 3. Then in section 4 we calculated
the surface flow field using the DAVE4VM code with the time
series of vector magnetograms. Finally, we input the flow field in
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TABLE 1 | Parameters used for non-dimensionalization.

Variable Expression Value

Density ρs = nm 2.29× 10−15 g cm−3

Temperature Ts 1× 106 K

Length Ls = 16 arcsec 11.52 Mm

Pressure ps = 2nkBTs 2.76× 10−2 Pa

Magnetic field Bs =
√

µ0ps 1.86 G

Velocity vs =
√
ps/ρs 110 km s−1

Time ts = Ls/vs 105 s

Gravity gs = vs/ts 1.05 km s−2

n is a typical value of electron number density in the corona given by n = 1 × 109 cm-3

and m is the mean atomic mass.

the model to drive the evolution of theMHD system, as described
in section 5. Summary and discussion are given in section 6.

2. MHD EQUATIONS

We numerically solve the full MHD equations in a 3D Cartesian
geometry by an advanced conservation element and solution
element (CESE) method [26]. Before describing the model
equations in the code, it is necessary to specify the quantities
used for non-dimensionalization. Here we use typical values at
the base of the corona for non-dimensionalization as given in
Table 1. In the rest of the paper all the variables and quantities are
written in non-dimensionalized form if not mentioned specially.

In non-dimensionalized form, the full set of MHD equations
are given as

∂ρ

∂t
+∇ · (ρv) = −νρ(ρ − ρ0),

ρ
Dv

Dt
= −∇p+ J× B+ ρg+∇ · (νρ∇v),

∂B

∂t
= ∇ × (v× B),

∂T

∂t
+∇ · (Tv) = (2− γ )T∇ · v. (1)

where J = ∇ × B, ν is the kinetic viscosity, and γ is the
adiabatic index.

Note that we artificially add a source term −νρ(ρ − ρ0) to
the continuity equation, where ρ0 is the density at the initial
time t = 0 (or some prescribed form), and νρ is a prescribed
coefficient. This term is used to avoid a ever-decreasing of
the density in the strong magnetic field region, which we
often encounter in the very low-β simulation. It can maintain
the maximum Alfvén speed in a reasonable level, which may
otherwise increase and make the iteration time step smaller and
smaller and the long-term simulation unmanageable. Specifically,
this source term is a Newton relaxation of the density to its initial
value by a time scale of

τρ =
1

νρ

= 20τA, (2)

where τA = 1/vA is the Alfvén time with length of 1 (the length
unit) and the Alfvén speed vA = B/

√
ρ. Thus, it is sufficiently

large to avoid its influence on the fast dynamics of Alfvénic time
scales. As a result, we used νρ = 0.05vA in all the simulation in
this paper.

No explicit resistivity is used in the magnetic induction
equation, but magnetic reconnection is still allowed through
numerical diffusion when a current layer is sufficiently narrow
such that its width is close to the grid resolution. In the energy
(or temperature) equation, we set γ = 1 for simplicity, such that
the energy equation describes an isothermal process1. The kinetic
viscosity ν will be given with different values when needed, which
is described in the following sections.

3. CONSTRUCTION OF AN INITIAL MHD
EQUILIBRIUM

We first constructed an initial MHD equilibrium based on a
single vector magnetogram taken for time of 00:00 UT on 2014
September 8 by SDO/HMI. Such an equilibrium is assumed
to exist when the corona is not in the eruptive stage, and is
crucial for starting our subsequent data-driven evolution. The
vector magnetogram is preprocessed to reduce the Lorentz force
and is further smoothed to filter out the small-scale structures
that are not sufficiently resolved in our simulation. Reduction
of the Lorentz force is helpful for reaching a more force-free
equilibrium state [e.g., 27], and smoothing is also necessary to
mimic the magnetic field at the coronal base rather directly
the photosphere, because the lower boundary of our model is
placed at the base of the corona [28]. The preprocessing is done
using a code developed by Jiang et al. [29], which is originally
designed for NLFFF extrapolation using the HMI data [30].
Specifically, the total Lorentz force and torque are quantified
by two surface integrals associated with three components of
the photospheric magnetic field, and an optimization method
is employed to minimize these two functions by modifying
the magnetic field components within margins of measurement
errors. Then Gaussian smoothing with FWHM of 8 arcsec
is applied to all the three components of the magnetic field.
Figure 1 compares the original HMI vector magnetogram with
the preprocessed one as well as the final smoothed version. Using
the vertical component Bz of this preprocessed and smoothed
magnetogram, a potential field is extrapolated and used as the
initial condition of the magnetic field in the MHDmodel.

In addition to the magnetic field, an initial plasma as the
background atmosphere is also needed to start the MHD
simulation. We used an isothermal plasma in hydrostatic
equilibrium. It is stratified by solar gravity with a density ρ = 1
at the bottom and a uniform temperature of T = 1. Using this
typical coronal plasma, we did not directly input the magnetic
field into themodel butmultiplies it with a factor of 0.05 such that
the maximum of magnetic field strength in normalized value is

1Although in this case we can simply discard the energy equation by setting the
temperature as a constant, we still keep the full set of equations in our code which
can thus describe either the isothermal or adiabatic process by choose different
value of γ .
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FIGURE 1 | Comparison of the original HMI vector magnetogram for time of 00:00 UT on 2014 September 8 (Top), the preprocessed one (Middle), and the final

smoothed one (Bottom). From left to right are shown for magnetic field components Bx , By , and Bz , respectively.

approximately 50 ∼ 100 in the model. If using the original values
of magnetic field, its strength (and the characteristic Alfvén
speed) near the lower surface is too larger, which will be a too
heavy burden on computation as the time step of our simulation
is limited by the CFL condition. With the reduced magnetic
field, we further modified the value of solar gravity to avoid an
unrealistic large plasma β (and small Alfvén speed) in the corona.
This is because if using the real number of the solar gravity
(g⊙ = 274 m s−2/gs = 0.26), it results in a pressure scale height
of Hp = 3.8, by which the plasma pressure and density decay
with height much slower than the magnetic field. With the weak
magnetic field strength we used, the plasma β will increase with
height very fast to above 1, which is not realistic in the corona.
To make the pressure (and density) decrease faster in the lower
corona, we modified the gravity as

g =
1.5Hpg⊙

(1+ 0.15z)2
. (3)

By this, we got a plasma with β < 1 mainly within z < 10 and
the smallest value is 5× 10−3.

Then we input the transverse field of the smoothed
magnetogram to the model. This is done by modifying the
transverse field on the bottom boundary incrementally using
linear extrapolation from the potential field to the vector
magetogram in time with a duration of 1 ts until it matches the
vector magnetogram. This will drive the coronal magnetic field
to evolve away from the initial potential state, since the change of
the transverse field will inject electric currents and thus Lorentz
forces, which drive motions in the computational volume. Note
that in this phase all other variables on the bottom boundary are
simply fixed, thus the velocity remaining zero. This is somewhat
un-physical since the Lorentz force will introduce non-zero flows
on the bottom boundary, but it provides a simple and “safe” way
(avoiding numerical instability) to bring the transverse magnetic
field into the model. Once the magnetic field on the bottom
surface is identical to that of the vector magnetogram, the system
is then left to relax to equilibriumwith all the variables (including
the magnetic field) on the bottom boundary fixed. To avoid a
too large velocity in this phase such that the system can relax
faster, we set the kinetic viscosity coefficient as ν = 0.51x2/1t,
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where 1x is the local grid spacing and 1t the local time step,
determined by the CFL condition with the fastest magnetosonic
speed. Actually this is the largest viscosity one can use with given

FIGURE 2 | Evolutions of the total magnetic energy, kinetic energy, and

residual of magnetic field in the process of the constructing the initial MHD

equilibrium. The black curves show the results for the first evolution phase,

and the blue ones show that for the second, “deeper” evolution phase.

grid size 1x and time step 1t, because the CFL condition for
a purely diffusive equation with diffusion coefficient ν requires
1t ≤ 0.51x2/ν.

For the purpose of minimizing the numerical boundary
influences introduced by the side and top boundaries of the
computational volume, we used a sufficiently large box of
(−32,−32, 0) < (x, y, z) < (32, 32, 64) embedding the field
of view of the magnetogram of (−8.75,−8.25) < (x, y) <

(8.75, 8.25). The full computational volume is resolve by a non-
uniform block-structured grid with adaptive mesh refinement
(AMR), in which the highest and lowest resolution are 1x =

1y = 1z = 1/16 (corresponding to 1 arcsec or 720 km,
matching the resolution of the vector magnetogram) and
1/2, respectively. The AMR is controlled to resolve with the
smallest grids the regions of strong magnetic gradients and
current density. The magnetic field outside of the area of the
magnetograms on the lower boundary is given as zero for the
vertical component and simply fixed as the potential field for the
transverse components. On the side and top boundaries, we fixed
the plasma density, temperature, and velocity. The horizontal
components of magnetic field are linearly extrapolated from the
inner points, while the normal component is modified according
to the divergence-free condition to avoid any numerical magnetic
divergence accumulated on the boundaries.

In Figure 2, the curves colored in black show the evolution
of the magnetic and kinetic energies integrated for the
computational volume, and the residual of the magnetic field of
two consecutive time steps which is defined as

ResB =

√

√

√

√

√

√

1

3

∑

δ=x,y,z

∑

i

(

Bkiδ − Bk−1
iδ

)2

∑

i

(

Bkiδ

)2 , (4)

FIGURE 3 | 3D magnetic field of the MHD equilibrium based on the magnetogram taken for 00:00 UT on 2014 September 8. The thick lines are magnetic field lines

and are pseudo-colored by value of the force-free parameter α. The background is shown with the magnetic flux distribution (i.e., Bz ) on the bottom surface of the

model.
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where the indices k and k − 1 refer to the two consecutive time
steps and i goes through all the mesh points. It can be seen
that the magnetic energy increases sharply in a few time units2,
reaching ∼ 1.4 of the potential field energy E0 (here E0 = 1.2 ×
1033 erg when scaled to the realistic value in the corona), and then
keeps almost constant during the relaxing phase with bottom
boundary fixed. Very similar, the kinetic energy first increases
and later keeps on the level of 3× 10−3 of E0. The residual of the
magnetic field increases in the first ts as we continually modified
the transverse field at the bottom boundary which drives quickly
the evolution of the field in the corona. Then it decreases to
below 10−5 with a time duration of 20 ts, which indicates that
the magnetic field reaches a quasi-equilibrium state.

To make the field even closer to equilibrium, we carried
out a “deeper” relaxation by running the model again, which is
started with the relaxed magnetic field obtained at t = 20 ts
and the initially hydrostatic plasma. Now we reduce the kinetic
viscosity to ν = 0.051x2/1t, i.e., an order of magnitude smaller
than the previously used one, which will let the magnetic field
relax further. Furthermore, the magnetic field at the boundary
boundary is allowed to evolve in a self-consistent way by
assuming the bottom boundary as a perfectly line-tying and fixed
(i.e., v = 0) surface of magnetic field lines. However, such
a line-tying condition does not indicate that all magnetic field
components on the boundary are fixed, because even though
the velocity v is given as zero on the bottom boundary, it is
not necessarily zero in the neighboring inner points. To self-
consistently update the magnetic field, we solve the magnetic
induction equation on the bottom boundary. Slightly different
from the one in the main Equations (1), the induction equation
at the bottom surface is given as

∂B

∂t
= ∇ × (v× B)+ ηstable∇

2
⊥B, (5)

where we added a surface diffusion term defined by using a

surface Laplace operator as ∇2
⊥

=
∂2

∂x2
+

∂2

∂y2
with a small

resistivity for numerical stability near the PIL ηstable = 1 ×

10−3e−B2z , since the magnetic field often has the strongest
gradient on the photosphere around the main PIL. The surface
induction Equation (5) in the code is realized by second-order
difference in space and first-order forward difference in time.
Specifically, on the bottom boundary (we do not use ghost cell),
we first compute v × B, and then use central difference in
horizontal direction and one-sided difference (also 2nd order) in
the vertical direction to compute the convection term∇×(v×B).
The surface Laplace operator is also realized by central difference.

The curves colored in blue in Figure 2 show the evolution
of different parameters during this relaxation phase3. Initially

2Note that at the very beginning the magnetic energy actually decreases shortly for
about 0.5 ts, which is unphysical as the potential field energy is in principle the
lowest energy with a given magnetic flux distribution on the bottom boundary.
Such an unphysical evolution is a result of the fact that we modified directly the
transverse magnetic field on the bottom boundary in an unphsyical way.
3Note that the initial values of the blue curves (the deeper relaxation phase) do not
equal to the values of the black curves at t = 20ts although the deeper relaxation
phase starts from that time point. This is because in the deeper relaxation process,

FIGURE 4 | Evolution of Poynting flux (black line) and the accumulated energy

(red line) which is time integration of the Poynting flux. The gray bars denote

the data gaps of the vector magnetograms for which a simple linear

interpolation in time is used to fill.

one can see a fast decrease of the magnetic energy because the
magnetic field becomes more relaxed. As the viscosity is reduced
significantly, the kinetic energy first increases, as driven by the
residual Lorentz force of themagnetic field, to almost 5×10−3 E0.
Then as the magnetic field relaxed, the kinetic energy decreases
fast to eventually less than 10−3 E0, which is a very low level.
The residual of magnetic field of two consecutive time steps also
decreases to 10−5. These values show that the magnetic field
reaches an excellent equilibrium.

Figure 3 shows the 3D magnetic field lines of the final relaxed
MHD equilibrium. Note that the field lines are false-colored by
the values of the force-free factor defined as α = J · B/B2, which
indicates how much the field lines are non-potential. For a force-
free field, this parameter is constant along any given field line. As
can be seen, the magnetic field is close to a perfect force-free one
since the color is nearly the same along any single field line. In the
core of the configuration, the field lines are sheared significantly
along the PIL, and thus have large values of α and current density.
On the other hand, the overlying field is almost current-free or
quasi-potential field with α ∼ 0, which plays the role of strapping
field that confines the inner sheared core. Such a configuration is
typical for eruption-productive ARs [e.g., 5, 31–34].

4. DERIVE THE SURFACE FLOW FIELD

Based on the time sequence of vector magnetograms, it is
straightforward to derive the surface velocity by employing
the DARE4VM code developed by [19]. The differential affine
velocity estimator (DAVE) was first developed for estimating
velocities from line-of-sight magnetograms, and was then
modified to directly incorporate horizontal magnetic fields
to produce a differential affine velocity estimator for vector

there are three ways different from the initial relaxation one: (1) the velocity is
reset to zero and the plasma is reset to hydrostatic state, thus the kinetic energy is
reset to zero; (2) the viscosity is abruptly reduced by an order of magnitude; (3)
the boundary condition is changed. Furthermore, not data of every time step in
the run is recorded, thus small difference is shown in the magnetic energy of the
initial value of the blue line (which is not exactly for the time of t = 20ts) from the
t = 20ts of the black line.
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FIGURE 5 | Four snapshots of the surface flows (the final smoothed version) as derived using the DAVE4VM code.

FIGURE 6 | Magnetic energy (Top) and kinetic energy (Bottom) evolution of

the MHD system as driven by the photospheric flows. The black lines represent

the values of the volume-integrated energies. The blue line in the top panel

shows the time integration of the total Poynting flux on the bottom surface

from the simulation. The red line shows the accumulated magnetic energy

from directly the observation data, i.e., the same one shown in Figure 4.

magnetograms (DAVE4VM). We use the SHARP data with
cadence of 12 min and pixel size of 1 arcsec (by rebinning the
original data with pixel size of 0.5 arcsec), and first of all, we

fill the data gap using a linear interpolation in the time domain
to generate a complete time series of 3 days from 00:00 UT on
2014 September 8 to 24:00 UT on September 10 with cadence of
12 min. Then we input the time series of vector magnetogram
(rebinned as 1 arcsec per pixel) in the DAVE4VM code. A key
parameter needed by the DAVE4VM code is the window size, and
here we use 19 pixels, following [35] and [36]. After obtaining the
surface velocity, we first reset those in the weak-field region (with
total magnetic field strength below 100 G) as zero, because there
are large errors and unresolved scales in these regions. Figure 4
shows evolution of the Poynting flux dE/dt, which is defined by

dE

dt
=

1

µ0

∫

S

[

(B2x + B2y)vz − (Bxvx + Byvy)Bz
]

dxdy, (6)

where S is the photospheric surface, and its time accumulation
Eacc, as computed by using the surface flow (vx, vy, vz) and the
magnetic field. It can be seen that, except the data gap intervals4,
the magnetic energy is continually injected in the corona through
the photosphere, and in the 3 days, it gains∼ 5× 1032 erg.

Before being input into the model, the flow data are also
needed to be smoothed. We smoothed the time series of flow
maps in both the time and space domains, with a Gaussian
FWHM of 6 h (i.e., 30 time snapshots) and 8 arcsec, respectively,

4During the data gaps the Poynting flux is found to become negative adruptly,
which might be a result of our simple linear interpolation in filling the gaps of the
magnetograms. More optimized method for filling the data gaps will be considered
to recover a more consistent evolution of Poynting flux.
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FIGURE 7 | Evolution of the magnetic field lines (shown in different view angles in the left and middle columns) and their comparison with observed coronal loops

observed in EUV wavelength of 94 Å by SDO/AIA (right column). The field lines are shown in the same format in Figure 3. An animation of the magnetic field evolution

is attached for this figure.

which is finally input to the data-driven model. Figure 5 shows
4 snapshots of the surface velocity after smoothing. The speed
of the flow is generally a few hundreds of meters per second
and the main feature is a clear and persistent rotation of the
main sunspot. Note that during the 3 days the basic configuration
of the photospheric magnetic flux distribution is rather similar
with only somewhat dispersion. So the magnetic energy injection
should come mainly from the transverse rotational flows. In

addition to the rotational flow, we can see very evident diverging
flow existing persistently near the boundary of the sunspot.

5. DATA-DRIVEN SIMULATION

We input the surface velocity at the bottom boundary to drive
the evolution of the model, by starting the simulation from
the solution obtained from the time point of t = 58 in the
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relaxation phase (see Figure 2) as described in section 3. Here
to save computing time, the cadence of the input flow maps,
which is originally 12 min, was increased by 68.6 times when
inputting into the MHD model. As a result, an unit of time in
the simulation, ts, corresponds to actually ts × 68.6 = 7200 s,
i.e., 2 h, in the HMI data. Compressing of the time in HMI data
is justified by the fact that the speed of photospheric flows is
often a few 100 m s−1. So in our model settings, the evolution
speed of the boundary field, even enhanced by a factor of 68.6,
is still smaller by two orders of magnitude than the coronal
Alfvén speed (on the order of 103 km s−1), and the quick
reaction of the coronal field to the slow bottom changes should
not be affected. The implementation of the bottom boundary
conditions is the same as that for the deeper relaxation phase
described in section 3. That is, on the bottom surface, we
solved the Equation (5) to update all the three components of
magnetic field with the flow field prescribed by those derived
in section 4, while the plasma density and temperature are
simply fixed. In the driven-evolution phase, the kinetic viscosity
is also used as the smaller one ν = 0.051x2/1t, which
corresponds to a Reynolds number of 10 for the length of a grid
cell 1x.

We show an approximately 2-day (a duration of 26 ts or 52 h
in reality) evolution of the MHD system as an example, while the
further evolution associated with an eruption and the physical
mechanisms will be left for future study. Figure 6 presents the
global energy evolutions. It can be seen the magnetic energy
(the black line in the top panel) increases monotonously as
driven by the surface flows. By the end of our simulation, it
reaches approximately 1.8 times of the initial potential energy,
and thus the total magnetic energy obtained in this driving phase
is (1.8 − 1.4) × E0 ≈ 4.8 × 1032 erg. On the other hand, the
kinetic energy (bottom panel of Figure 6) keeps below the level
of 1 × 10−3E0 with a mild increase, which indicates that the
system remains a stable, quasi-static evolution. In the top panel of
Figure 6 we also plots the time integration of total Poynting flux
(the blue line), using the magnetic field and the flow field on the
bottom boundary of the simulation, which is the energy injected
into the volume from the bottom boundary through the surface
flow. If our boundary condition is accurately implemented,
the energy injected from the bottom surface should match the
magnetic energy obtained in the computational volume, since
other energies are negligible if compared with the magnetic
energy. As can be seen, the trend of magnetic energy evolution
(the black line) matches rather well that of the energy input
by the surface flow (the blue line), albeit a small numerical
error that increases slowly the total magnetic energy, which
is also seen in the relaxation phase as shown in Figure 2. It
is worthy noting that the magnetic energy evolution is also
in good agreement with the accumulated magnetic energy as
derived from directly the observation data (the red line, which
is the same value shown in Figure 4 but multiplied by a factor
of 0.052 because the field input to the model is multiplied
by 0.05) as calculated in section 4, which suggests that our
data-driven model can reliably reproduce the magnetic energy
injection into the corona through the photospheric motions. The
small difference between the observation-derived and simulated

FIGURE 8 | Evolution of magnetic flux distribution on the bottom surface in

the simulation, shown for 4 snapshots of the same times shown in Figure 5.

energies might be due to the smoothing of the velocity since it
filters out the small-scale flows that also contribute to the total
Poynting flux.

Figure 7 (and its attached animation) shows the 3D magnetic
field lines and their evolution in comparison with SDO/AIA
image of coronal loops in the 94 Å wavelength which highlights
the hot, core coronal loops in the AR. Overall, we can see a
slow stressing of the field lines mainly through the sunspot
rotational flow. It renders the core field lines to form a more
and more coherent S shape, which resembles the observed
sigmoid structure in the core of the AR. The increase of non-
potentiality can also be seen from the increase of the force-
free factor α in the core region. Figure 8 shows evolution of
the surface magnetic flux distribution (see also the animation
attached to Figure 7). The four snapshots are taken for the
same times given in Figure 5, and thus comparing Figure 8

with Figure 5 shows the difference between the simulated
magnetograms and the observed ones. In addition to the
rotation of the main sunspot, an evident feature is the
enhancement of the field strength along the PIL. This is owing
to the divergence flow from the edge of the sunspot, which
continually convect the magnetic flux to the PIL. Such pileup
of magnetic flux near the PIL, however, is not seen in the
observed magnetograms (Figure 5), which rather show field
decaying. Such decaying of magnetic flux is likely due to the
global turbulent diffusion of photospheric magnetic field by
granular and supergranular convection [37] and other small-scale
turbulence and flux cancellations in the photosphere, which is not
being recovered by the DAVE4VM code and thus not reproduced
in our simulation.
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6. CONCLUSIONS

This paper is devoted to the description of a new approach of
data-driven modeling of solar AR magnetic field evolution, in
which, we have for the first time utilized directly the photospheric
velocity field from DAVE4VM to drive a full-MHD model. To
setup the initial conditions, we used a special MHD relaxation
approach with sufficiently small kinetic viscosity to construct a
true MHD equilibrium based on a single vector magnetogram.
Then we derived the photospheric surface flows from a time
series of observed magentograms based on the DAVE4VM
method. The surface flows were finally inputted, again in time
sequence, to the bottom boundary of the MHD model to self-
consistently update the magnetic field at every time step, which is
implemented by solving directly themagnetic induction equation
at the bottom boundary using finite difference method.

We applied this data-driven model to study the magnetic field
evolution of AR 12158 with SDO/HMI vector magnetograms.
The initial MHD equilibrium is calculated using magnetogram
observed for 00:00UT on 2014 September 8, and a 2-day duration
of the AR evolution is then simulated using the data-driven
MHD model. Overall, the evolution is characterized by a slow
stress of the field lines mainly through the rotational flow of
the AR’s leading sunspot, which makes the core field lines to
forms an coherent S shape consistent with the sigmoid structure
as seen in the AIA images. Such evolution proceeds in a quasi-
static way since the kinetic energy of the system remains less
than its magnetic energy by three orders of magnitude, while
the magnetic energy increases monotonously as driven by the
surface flow, and reaches approximately double of the initial
potential energy by the end of the simulation. The magnetic
energy obtained in the simulation during the surface driving
phase matches closely the accumulated magnetic energy as
calculated directly from the original vector magnetogram with
the DAVE4VM derived flow field.

With the surface flow specified at the bottom boundary,
the magnetic field can be updated self-consistently by solving
the induction equation at the surface boundary. However,
our simulation shows that discrepancy arises between the
simulated magnetic field at the bottom surface with the original
magnetograms. That is, in the simulation, magnetic flux are
significantly enhanced along the PIL, owing to the divergence
flow from the edge of the sunspot, whereas in the observed
magnetograms such pileup of magnetic flux near the PIL is not
seen, which rather shows field decaying. In the next step, we
will try to use some ad-hoc flux cancellation near the PIL, for

which a straightforward way is to increase the value of ηstable in
Equation (5), such that the flux diffusion speed is comparable to
that of the flux pileup. In the future, we will consider to include
the global diffusion of photospheric magnetic field by granular
and supergranular convection to simulate more realistically the
magnetic field evolution. On the other hand, the discrepancy
might result from errors in the vector magnetograms, since
these errors can introduce spurious flows with the DAVE4VM
code and thus influences our simulation. To elucidate this,
we will test our model with error-free magnetograms from
recent convective flux-emergence simulations [e.g., 38–40] as the
ground-truth data.

Our ultimate purpose is to use the model to study how the
coronal field, as driven by the slow photosphericmotions, reaches
a unstable state and runs into eruption. From this, we will be
able to investigate in details the topology of the evolvingmagnetic
field leading to the eruption, to see whether it forms a magnetic
flux rope and becomes ideally unstable [e.g., 41, 42], or, a simply
sheared arcade with a interally-formed current sheet to trigger
flare reconnection [43], which would be helpful for resolving
the long-standing debates on the triggering mechanism of solar
eruptions [44].
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