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Editorial on the Research Topic

Horizon 2030: Innovative Applications of Heart Rate Variability

INTRODUCTION

The Guest Editors are delighted to showcase 39 papers for this Frontiers Research Topic (RT)
“Horizon 2030: Innovative Applications of Heart Rate Variability”. We are thankful to all 139
contributors, representing institutions from 16 countries (See Table 1). There is a growing genuine
interest in this topic as there have been over 175,000 views as of April 2022. This is also a
reflection of the growing use of heart rate variability (HRV) in scientific publications. The number
of studies mentioning HRV since the 1970s has grown significantly and is now reaching almost
2000 papers per year (see Figure 1). This rapid growth makes it challenging to see and understand
the broader interpretation of research findings. This Editorial provides a contextual overview to
our RT, building upon previous influential Frontiers RT on HRV (e.g., Billman et al., 2015, 2019;
Drury et al., 2019), with a view to highlight conceptual considerations for HRV in the future.

Prior to discussing the contributions, the Guest Editors will put this RT into a broader context,
anchoring it within classical work, and showcasing how it can advance current HRV knowledge.
HRYV, the variation in the time intervals between adjacent heartbeats (Malik, 1996; Berntson
et al., 1997; Laborde et al,, 2017), has become one of the most popular psychophysiological
measures in recent times. Its use by researchers and practitioners spans across many different
fields, encompassing medicine, the health sciences, psychology, exercise and sport sciences, and
other disciplines. The growing popularity of HRV is perhaps due to its desirable characteristics:
non-invasive, low cost, and its recording feasibility across a large range of settings. Above
all, HRV is capable of indexing the activity of the vagus nerve - the main nerve of the
parasympathetic nervous system - regulating cardiac functioning, through cardiac vagal activity
(also referred to as cardiac vagal tone) (Malik, 1996; Berntson et al., 1997; Laborde et al,
2017). Cardiac vagal activity is associated with many functions in self-regulation, adaptation,
and health (Thayer and Lane, 2009; Thayer et al., 2009; Shaffer et al,, 2014; Laborde et al,
2017, 2018b; Smith et al, 2017), thus making it a key marker of interest to researchers.

Frontiers in Neuroscience | www.frontiersin.org 6

June 2022 | Volume 16 | Article 937086


https://www.frontiersin.org/journals/neuroscience
https://www.frontiersin.org/journals/neuroscience#editorial-board
https://www.frontiersin.org/journals/neuroscience#editorial-board
https://www.frontiersin.org/journals/neuroscience#editorial-board
https://www.frontiersin.org/journals/neuroscience#editorial-board
https://doi.org/10.3389/fnins.2022.937086
http://crossmark.crossref.org/dialog/?doi=10.3389/fnins.2022.937086&domain=pdf&date_stamp=2022-06-03
https://www.frontiersin.org/journals/neuroscience
https://www.frontiersin.org
https://www.frontiersin.org/journals/neuroscience#articles
https://creativecommons.org/licenses/by/4.0/
mailto:s.laborde@dshs-koeln.de
https://doi.org/10.3389/fnins.2022.937086
https://www.frontiersin.org/articles/10.3389/fnins.2022.937086/full
https://www.frontiersin.org/research-topics/11106/horizon-2030-innovative-applications-of-heart-rate-variability

Laborde et al.

Editorial: Horizon 2030: Innovative Applications of Heart Rate Variability

TABLE 1 | List of countries represented in the Research Topic, based on first
author’s institution.

1st author institution country Number

United States 1
Italy

Germany

Netherlands

United Kingdom

1
9
5
2
2
Australia 1
Austria 1
Canada 1
China 1
France 1
Israel 1
Japan 1
New Zealand 1
South Korea 1

1

Spain

A 16" country was also represented within the affiliation of co-authors, Switzerland.

In order to guide readers through the broad diversity of
the papers constituting this RT, we organize and integrate the
contributions in relation to theoretical, methodological, and
applied considerations related to HRV.

HRV THEORY: THE NEED TO BASE ONE’S
RESEARCH ON SOLID THEORETICAL
FOUNDATIONS

One of the primary goals of this RT was to address an aspect often
neglected in HRV research, namely the theoretical foundations
supporting it. Given the accessibility of HRV measurement, it
is tempting to use it for any application researchers may deem
interesting. However, given the dozens of HRV parameters that
one can calculate based on RR interval data (for an overview
of HRV parameters and their physiological underpinning, see
Laborde et al, 2017, Table 1), this therefore increases the
likelihood of significant statistical relationships when all variables
are explored. Consequently, to interpret collected data, and to
understand phenomena associated with HRV, we need theories.
Researchers often highlight the importance for more theoretically
driven work and developing overarching theoretical frameworks
in order to develop research hypotheses and draw comprehensive
conclusions (Muthukrishna and Henrich, 2019). As a metaphor,
instead of randomly accumulating bricks on a building site,
theories allow us to build the foundations and structure of
a house.

The main influential theories in HRV research have been
reviewed in previous summary works (Shaffer et al, 2014;
Laborde et al., 2017), and the most comprehensive theoretical
perspective to date has been the Neurovisceral Integration Model
(NIM; Thayer et al., 2009; Smith et al., 2017). In the present RT,
60% of papers use the NIM framework. Importantly, all theories

related to HRV have a core component: the ability of HRV to
index cardiac vagal activity, which enables the understanding
of the role of HRV in phenomena related to self-regulation
(Holzman and Bridgett, 2017).

A recent additional consideration to the NIM was the Vagal
Tank Theory (Laborde et al., 2018b), which stresses the need
to go beyond only considering resting HRV levels, to also take
into account the reactivity to the task/event, and the recovery
from the task/event, to achieve a comprehensive understanding
of cardiac vagal activity as indexed by HRV. In the present
RT, HRV reactivity was investigated by Condy et al, who
found different associations for HRV at rest and HRV reactivity
with the outcomes investigated; and by Borges et al, who
controlled for resting HRV to interpret the relationship between
reactivity HRV, transcutaneous vagus nerve stimulation (tVNS),
and cognitive functioning.

After considering which theoretical approach is adequate to
provide a solid understanding background for their research
questions, researchers need to pay close attention to HRV
methodological guidelines, given the influence methodological
choices may have on HRV data interpretation.

METHODS: THE IMPORTANCE OF
FOLLOWING HRV METHODOLOGICAL
GUIDELINES

Methodological aspects have to be considered when conducting
HRV research, in order to ensure correct interpretation of the
data (Laborde et al, 2017). A range of papers in this RT
contribute to methodological development in HRV research.
As we mentioned above, HRV theories focus on the ability of
HRV to index cardiac vagal activity, and we will now refer to
these parameters as vagally-mediated HRV (vmHRV). Examples
of parameters reflecting vmHRYV are the root mean square of
successive differences (RMSSD), or high-frequency HRV when
the respiratory frequency is comprised between 9 and 24 cycles
per minute (Malik, 1996; Berntson et al., 1997; Laborde et al.,
2017).

A common query surrounds the duration of HRV
measurement. Seminal work of the HRV Task Force (Malik,
1996) pointed toward the standardized use of both short-term
(5min) and long-term (24h) measurements in order to allow
comparison across research labs. However, some phenomena
may not necessarily fit those durations and researchers have
started to examine shorter measurements opportunities.
Within this RT, Shaffer et al. performed a critical review of
ultra-short-term (UST) HRV measurements (<5min). The
overarching message from this paper was that the validity of
UST measurements remains questionable at this point in time.
Specifically, the research reviewed lacked rigorous investigation
of criterion validity (which indicates that a novel measurement
procedure produces comparable results to a currently validated
measurement tool). Another recurring issue is the correction
of artifacts, given a single false heartbeat can dramatically alter
HRV metrics (Berntson and Stowell, 1998). Those challenges
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remain to be addressed before a widespread use of UST HRV
measurements can be recommended.

Kim et al. further investigated the validity of UST HRV in
non-static conditions, which would provide greater application
in activities of daily life. However, they found that longer
measurements are needed in dynamic conditions in comparison
to static conditions to obtain reliable results. It is important to
note that dynamic conditions also give rise to interpretational
challenges, since metabolic influences on HRV have to be taken
into account in this context.

This question was investigated by Brown et al., while assessing
six methods to optimally detect episodes of non-metabolic
vmHRV reduction as an indicator of psychological stress in
everyday life. They found that a 24 h measurement detected the
largest percentage of episodes of reduced additional vimHRYV that
matched self-reported stress levels. While this method was the
most promising, using the first 10 min from three consecutive
hours was also a good indicator. Another illustration of the
use of 24h measurement is found in Jarczok et al., where the
authors describe how 24h HRV measurements can be used
as a communication tool for a personalized psychosomatic
consultation in occupational health.

The devices used to measure HRV can also influence the
interpretation of HRV data. While electrocardiogram (ECG)
measurement remains the gold standard (Laborde et al., 2017),
chest belts (e.g., Bellenger et al.) and photoplethysmography
measurements (Mejia-Mejia et al.) enable HRV measurements
in a broader range of contexts. Mejia-Mejia et al. investigated
pulse-rate variability, which refers to HRV information obtained
from pulse wave signals such as photoplethysmography
measurements. They found that pulse-rate variability may
quantify different, more localized information about the
autonomic nervous system in the periphery of the body, which
was thought to be due to the location of the pulse-rate variability
monitor when compared to more central HRV measurements.

In the consideration of HRV parameters, we recommend
researchers select them in line with theorical underpinning of the
research. Researchers should also be mindful of the purported
physiological mechanisms they are suggested to reflect. While
editing the papers submitted to this RT, we noticed many
studies still rely on the low-frequency/high-frequency (LF/HF)
ratio, and the so-called autonomic or sympathovagal balance.
This interpretation was originally based on the premise that LF
provided an index of sympathetic nervous activity, a claim that
has now long been disproved in the literature, in particular using
blockade studies (for a recent overview, see Ackermann et al.,
2021).

While HRV alone cannot provide a full overview of
the autonomic nervous system, its pairing with impedance
cardiography for this purpose seems promising. Indeed,
impedance cardiography enables assessment of the preejection
period (PEP, the time elapsed between the electrical
depolarization of the left ventricle and the beginning of
ventricular ejection), which has been recognized as the gold
standard index of sympathetic nervous activity (Sherwood et al.,
1990). In the present RT, Wiley et al. provided evidence for the
use of the left-ventricular ejection time (LVET) instead of PEP
for the same purpose. Like HRV, LVET is indeed a measure of
chronotropic influence (reflecting the control of the heart via the
sinoatrial node), while PEP is a measure of inotropic influence
(reflecting myocardial contractility).

One way to further develop HRV theory is to investigate
HRV together with other psychophysiological measurement
techniques, such as with functional near-infrared spectroscopy
(fNRIS), as performed by Condy et al. This combined
methodological approach based on neuroimaging allows for
direct testing of the NIM. More specifically, this enables
the investigation of pre-frontal activation via oxygenated
hemoglobin to provide a critical test of the assumptions of the
NIM, with vmHRYV, which helps illustrate how task demands
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and environmental contexts have to be taken into account for
accurate interpretation of HRV.

Finally, in addition to in vivo measurements, in silico
investigation (i.e., based on computer modeling) also prove to be
beneficial in answering specific research questions. For example,
in silico investigation was used to clarify the different impact
of HRV in the deep cerebral and central hemodynamics at rest
(Scarsoglio et al.). One of the interesting findings was that an
increase in HRV per se does not seem to be sufficient to trigger
a better cerebral hemodynamic response.

After showcasing the diversity of methodological advances
addressed within our RT, we now move toward the domains of
applications that emerged from the studies of this RT.

HRV HORIZON 2030: DIVING INTO
TOMORROW'’S HRV

The Guest Editors certainly share a juvenile enthusiasm for the
fantastic opportunities and insights offered by HRV research,
however, they are also among the first ones to recommend
extreme care regarding the claims that are made about HRV.
This position is brilliantly illustrated by Karemaker in his opinion
piece. Karemaker, an experienced HRV researcher who published
his first HRV paper shortly after the first Guest Editor of this
Research Topic was born (DeBoer et al., 1984), provides us with
a stimulating and witty reflection about exaggerated claims made
with HRV: “The heart may be a mirror of the soul, but the human
mind is more than its heart rate variability”. Karemaker uses a
fictional case study taking place in 2030, illustrating the issues
that may stem from a society geared toward preventive medicine.
In this scenario, implanted biochips tracking HRV and other
biomarkers watch over the health of the global population, with
artificial intelligence analyzing the massive data flow to support
the diagnostic process. Considering this insight into the future
and warnings regarding over interpretation of HRV data, we now
look to this peer reviewed RT to discover the exciting applications
of HRV.

HRV Across the Lifespan

HRV measurement has relevance at any age. At the beginning
of the lifespan, Chiera et al. reviewed the literature to support
the use of HRV monitoring in neonatal intensive care units.
Specifically, they elaborate on a routine measurement integrating
infants’ HRV metrics, vital signs, and past history, in order to
develop models capable of efficiently monitoring and predicting
the infant’s clinical conditions, enabling healthcare to improve in
every stage of the perinatal period (from conception to the first
years of life).

At the other end of the lifespan continuum,
Hernandez-Vicente et al. focused on extreme longevity. They
showed a reduction of vmHRYV (and other HRV parameters)
with age, which could be representative of a natural exhaustion
of allostatic systems related to age. HRV may thus be considered
an indicator of healthy aging.

Psychology
HRV proves to be useful in the investigation of many
psychophysiological phenomena, specifically when considering

vmHRV. vmHRV was found to help further understand
psychological concepts, for example compassion (Di Bello et al.).
In their study, Di Bello et al. found vmHRV to be associated
distinctively to compassion components, lower vmHRYV for the
empathic component (i.e., having the pain resonate in oneself),
and higher vmHRYV for the action component (i.e., engaging in
actions aimed to alleviated self or others suffering), which helped
to shed light on the different nature of compassion components.

Zammuto et al. investigated HRV together with the theory
of mind (ToM), which is the human ability to infer the
mental states of others to understand their behaviors and
plan their own actions. The results preliminarily suggest that
resting vmHRV might be used as an indicator of the ability
to understand the content of mind of others. Furthermore,
vmHRYV may also be connected to morality. Lischke et al. found a
positive association between individuals’ vmHRYV and moral rule
adherence, implying that individuals with efficient integration
abilities were more inclined to follow moral rules than individuals
with ineflicient integration abilities.

Regarding interoceptive accuracy, Lischke et al. found a
positive association with vmHRV. Given the role played by
our interoceptive ability to perceive and interpret changes
in our autonomic nervous system, which then influence our
emotional experiences, this finding is of high importance to
psychological wellbeing. Furthermore, vmHRV can also be
used to index the cardiorespiratory response to environmental
challenges associated with specific personality characteristics.
For example, Martino et al. investigated the cardiorespiratory
response to moderate hypercapnia in female college students
expressing behaviorally inhibited temperament. Despite baseline
differences in behaviorally inhibited individuals (lower LE-HRV),
no differences were found with the non-behaviorally inhibited
individuals in response to hypercapnia, both groups showing an
increase in vmHRY, reflecting an adaptation mechanism.

Investigating vmHRV as a potential biomarker for coping
with constant discrimination, Rosati et al. investigated
the cardiovascular conundrum in sexual minorities. The
cardiovascular conundrum is a paradoxical profile of greater
elevated sympathetic vasoconstriction (increased total peripheral
resistance) and increased vmHRV, which has been reported
in African Americans both at rest and in response to
orthostasis. The authors found a similar pattern of response
in sexual minorities, another group frequently exposed to
constant discrimination.

When considering the relationship between vmHRYV,
depression, and positive affect, Spangler et al. found that they
were influenced by gender. This study also provides guidance
for researchers to look beyond linear relationships between
HRV and specific outcomes, to consider also the possibility
for quadratic relationships. Investigating worries and general
anxiety disorder symptoms, Fishback et al. found that worriers
who have higher levels of top-down control capacity (as indexed
by vmHRYV) may initiate and persist in worry, at least initially,
because they value it.

In organizational psychology, vmHRYV was suggested to be an
important marker of work exhaustion, in combination with other
psychological variables, such as self-esteem (De Longis et al.).
Finally, Lohani et al. used HR and vmHRYV to investigate arousal
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and cognitive demands in manual and partially automated
driving, and no differences were found in drivers new to
partial automation.

To summarize, the research presented in this RT showcases
the diverse implementation of HRYV, specifically vmHRYV, in
psychological research.

Medicine
Contributions to this RT illustrate that HRV can be very useful in
the medical field, as a prevention and diagnostic tool.

HRV assessment was proposed to be valuable in the
assessment of autonomic dysfunction linked to the motor activity
of the human colon (Ali et al.). More specifically, during
propulsive motor patterns, an overall shift in autonomic activity
with an increase in parasympathetic control was found.

In cardiology, HRV was found to have prognostic value after
acute myocardial infarction (Hayano et al.). The authors found
that mortality risk in post-acute patients with low left ventricular
ejection fraction is predicted by indices reflecting decreased
HRV or HR responsiveness and cardiac parasympathetic
dysfunction, whereas in patients without low left ventricular
ejection fraction, the risk is predicted by a combination of
indices that reflect decreased HRV or HR responsiveness and
an indicator that reflects large abrupt HR changes, suggesting
sympathetic involvement.

Regarding temporal lobe epilepsy (TLE), resting HRV
measurement was used to identify the influence of lateralization
on cardiac dysfunctions (Dono et al.), showing that left TLE
is associated with higher vmHRV than right TLE. Left TLE
patients may consequently have a lower risk of developing cardiac
dysfunctions, and hence be less susceptible to develop Sudden
Death for Epilepsy.

Finally, HRV may prove useful in cancer monitoring. Wu et al.
found an association between HRV and breast tumor stage, and
HRYV parameters may help construct an effective early diagnostic
and clinical prognostic model.

To summarize, routine assessment of HRV appears beneficial
to improve the prevention and diagnostic of a large range of
medical conditions.

Large-Scale Health Assessment
One of the attractive characteristics of HRV is the possibility to
measure it remotely with a diversity of devices, that become more
accessible to a larger audience each day, enabling integration of
HRYV measurements to large-scale health monitoring strategies.
The role of HRV in the future of remote digital biomarkers
is considered by Owens. Specifically, remote HRV assessment
has potential as an adjunct digital biomarker in neurovisceral
digital phenotyping that can add continuously updated, objective
and relevant data to existing clinical methodologies, aiding the
evolution of current “diagnose and treat” care models to a more
proactive and holistic approach that pairs established markers
with advances in remote digital technology. Remote HRV
assessment also enables 24 h measurements, which can then be
used as a communication tool for a personalized psychosomatic
consultation in occupational health (Jarczok et al.).

Greater accessibility makes HRV very important during the
COVID-19 pandemic, given vmHRV can provide a sensitive
measure of inflammatory processes and immunomodulation.
Drury et al. provides a nice illustration of this concept with the
use of the Oura ring, a ring able to monitor vmHRYV continuously
via PPG.

We understand that the interested reader may desire field-
based HRV measurements, and we therefore provide some
suggestions for further reading around additional devices based
on PPG beyond the Oura ring that would also enable large
scale vmHRYV assessment, in particular via smartphone apps
using chest belts (e.g. Polar, Garmin, Suunto), smartwatches
(e.g., Apple Watch, Fitbit), or smartphone apps like Elite HRYV,
Kenkou, and HRV4Training (Plews et al., 2017; Altini and Plews,
2021). An overview of the accuracy of popular commercial
technologies that measure resting HRV can be found in Stone
et al. (2021).

In summary, we are intrigued by the possibilities offered by
HRYV measurements applied to a large scale, facilitated by the use
of remote measurement technologies.

Sport and Exercise

Sport and exercise science is a growing area within HRV research,
given athletes and coaches have discovered the benefits of
monitoring their HRV to adjust training load and optimize
recovery to achieve best performance (Stanley et al, 2013;
Buchheit, 2014; Bellenger et al., 2016).

HRV may help to reduce the cost of testing and training
(Rogers et al.). Rogers et al. presented a new detection method
based on HRV defining the aerobic threshold for endurance
exercise and training prescription. This detection method may
substitute existing procedures (i.e. formal gas exchange testing or
invasive blood lactate sampling) which have the characteristics of
being costly, requiring special test equipment, trained operators,
as well as ongoing calibration and verification.

Considering the monitoring of training-induced adaptations,
Bellenger et al. investigated the impact of functional overreaching
on post-exercise parasympathetic reactivation in runners.
Importantly, they showed increased post-exercise vmHRV
following heavy training in functionally overreached athletes,
which may seem paradoxical, given increases in post-exercise
vmHRV are also observed in response to improvements in
performance. Consequently, this study very nicely illustrates the
need to consider additional measures to provide more context to
vmHRV measurements, such as subjective training tolerance in
the case of athletes.

Regarding the monitoring of stress-recovery status, Barrero
et al. used HRV during a Cycling Grand Tour (female version
of the 2017 Tour de France), with a specific test, the so-
called orthostatic test (transitioning from lying down to standing
up). Specifically, a low HR and vmHRYV index change between
supine and standing positions was found to reflect a maladaptive
training stress-recovery status, with HR change having a higher
predictive value than vmHRYV change.

Finally, in terms of training planning, we know that
individualization is crucial. Hottenrott et al. used HRV for
coaching an elite endurance athlete during and after viral
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infection. Specifically, they showed the extent to which vmHRV
and HR can be used to individualize training recommendations
instead of following general rules. In a similar vein to Barrero
et al, they used the orthostatic test, together with HR and
vmHRYV indicators, and found that this procedure was useful for
detecting viral diseases early when implemented in daily routines.

In summary, HRV, and specifically vmHRV appears a
promising way for athletes and coaches to monitor and help
improve performance and wellbeing.

VMHRV ENHANCEMENT

Given vmHRV is associated with a large range of positive
outcomes, understanding how to enhance it is of great interest
for researchers and practitioners (Fatisson et al., 2016; Laborde
et al., 2018a,c).

One of the most effective methods to increase vmHRV is
the voluntary slowing and pacing of one’s breath, slow-paced
breathing, to a frequency around 6 cycles per minute (Laborde
et al,, 2021, 2022; Sevoz-Couche and Laborde, 2022), a technique
that has also been referred to as HRV biofeedback (Lehrer et al.,
2020).

Three papers focus on slow-paced breathing in this RT which
showcase noteworthy advances of the traditional paradigm.
Shaffer and Mechan provide a practical guide to resonance
frequency assessment for HRV biofeedback. If a respiratory
frequency of 6 cycles per minute was found to be beneficial
across individuals (Lehrer et al., 2020), performing slow-paced
breathing at the individual resonance frequency may provide
even higher benefits (see also the corrigendum to this article).
Further, Patron et al. showed that the benefits of slow-paced
breathing with biofeedback could be enhanced introducing
competitive settings, in a sample comprising highly competitive
individuals (manager). Finally, Tatschl et al. examined how
implementing slow-paced breathing with biofeedback as an
adjunctive therapy during inpatient psychiatric rehabilitation.
They found that slow-paced breathing facilitates recovery of
depressive symptoms and enhances autonomic functioning
short-term, with a 1-year pre-post intervention follow-up study.
This unique longitudinal study nicely illustrates how slow-paced
breathing with biofeedback can be used as an adjunct, safe
and non-invasive complementary treatment to help individuals
with depression.

Regarding other techniques aimed at stimulating the
vagus nerve, we find ostheopatic treatment, where HRV
analysis is proposed to evaluate the effectiveness of osteopathic
manipulative treatment as a preventive or complementary
strategy in clinical and non-clinical conditions characterized by
autonomic dysfunction (Carnevali et al.). Furthermore, non-
invasive brain stimulation also offers options to stimulate the
vagus nerve, specifically with tVNS, showing that it can increase
cognitive flexibility in a set-shifting paradigm (Borges et al.).
However, the mechanism in which tVNS influences vmHRYV is
less conclusive.

In summary, techniques aimed at increasing vmHRV
are promising, given the positive outcomes linked to
increased vmHRYV.

ANIMAL RESEARCH

As a last domain of application, beyond human research, it
appears meaningful to investigate HRV in animals, to develop
animal models which may help to better understand HRV in
humans. Piantoni et al. investigated HRV together with selective
pharmacological autonomic blockades, to document an age-
related impairment in cardiac vagal modulation in mice, which
is consistent with the human condition. Given their short life
span, mice could be further utilized as an aged model for
studying the trajectory of vagal decline with advancing age using
HRYV measures.

Finally, Shemla et al. investigated the beating rate variability
of isolated mammal (rabbit and mouse) sinoatrial node tissue,
providing insight into its contribution to HRV. Different trends
were found between beating rate and beat rate variability or HRV
in isolated sinoatrial node tissue vs. recordings collected under
in vivo conditions, respectively, implying a complex interaction
between the sinoatrial node and the autonomic nervous system
in determining HRV in vivo.

In summary, animal HRV models, especially developed in
mammals, may provide very interesting insights that would help
us to better understand HRV in humans.

CONCLUSION

This RT showcased the current richness and diversity of HRV, as
well as novel approaches in emerging research. Many challenges
remain open at the Horizon 2030, and we are glad to have
contributed to the evolution of the field with this RT, respectfully
standing on the shoulders of the giants from the Task Force of the
European Society of Cardiology and the North American Society
of Pacing and Electrophysiology (Malik, 1996). We recognize the
influence of our colleagues who started this revolution in HRV
research more than three decades ago, as well as of those who
relentlessly pursued these endeavors since the end of the 20t
century. Exciting HRV challenges are ahead of us, as illustrated
by the contributions to this RT summarized in this Editorial.

Keeping in mind the warning of Karemaker expressed above,
the Guest Editors would like to encourage researchers and
practitioners to bravely start or continue their journey to
integrate HRV to our lives. Finally, given individuals cannot
solely be surmised by their HRV, we trust that HRV can provide a
nice starting point toward helping making the world in which we
live more parasympathetic.
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Background: Individuals are able to perform goal-directed behaviors thanks to
executive functions. According to the neurovisceral integration model, executive
functions are upregulated by brain areas such as the prefrontal and cingulate cortices,
which are also crucially involved in controlling cardiac vagal activity. An array of
neuroimaging studies already showed that these same brain areas are activated by
transcutaneous vagus nerve stimulation (tVNS). Despite evidence toward effects of tVNS
on specific executive functions such as inhibitory control, there have been no studies
investigating what type of inhibition is improved by tVNS by systematically addressing
them within the same experiment. Furthermore, the effect of tVNS on another core
executive function, cognitive flexibility, has not yet been investigated.

Objective: We investigated the effects of tVNS on core executive functions such as
inhibitory control and cognitive flexibility.

Methods: Thirty-two participants (nine women, Mage = 23.17) took part in this study.
Vagally mediated heart rate variability parameters (root mean square of successive
differences, RMSSD, and high frequency, HF) were measured while participants
performed four different cognitive tasks that mainly rely on different aspects of both
the aforementioned executive functions.

Results: Despite clear conflict effects in the four tasks, only performance on the task
used to measure set-shifting paradigm was improved by tVNS, with switch costs being
lower during tVNS than during sham stimulation. Furthermore, HF increased during each
of the cognitive flexibility tasks, although HF during tVNS did not differ from HF during
sham stimulation.

Conclusion: The results indicate for the first time (a) that tVNS can increase cognitive
flexibility in a set-shifting paradigm, and (b) that tVNS may exert a stronger effect on
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cognitive flexibility than inhibition. The present study provides only partial evidence for
the neurovisceral integration model. Future studies should address further paradigms
that demand cognitive flexibility, thus investigating this new hypothesis on the specificity
of the tVNS effects on cognitive flexibility.

Keywords: tVNS, vagus nerve stimulation, HRV, heart rate variability, cardiac vagal activity, executive functions,

neurovisceral integration model

INTRODUCTION

Transcutaneous vagus nerve stimulation (tVNS) is a technology
used to electrically and non-invasively modulate vagal activity
through the auricular branch of the vagus nerve. There has
been an increasing amount of studies using tVNS to enhance
cognitive processes that rely on prefrontal activity. An array
of these studies addressed specific aspects of inhibitory control
separately (e.g., Keute et al., 2018a; Ventura-Bort et al., 2018),
whereas others investigated more complex cognitive functioning
such as creativity (Colzato et al., 2018b) and implicit spiritual self-
representation (Finisguerra et al., 2019). Attempts motivated by
theory-driven hypotheses to systematically investigate the effects
of tVNS on different aspects of basic cognitive functions are still
scarce. Based on the predictions outlined in the neurovisceral
integration model (Thayer et al., 2009), the current study aimed at
investigating the effects of tVNS on the core executive functions
inhibitory control and cognitive flexibility (Diamond, 2013).
Furthermore, and also in line with the neurovisceral integration
model, we measured cardiac vagal activity during tVNS and
cognitive performance, a parameter suggested to reflect the
effectiveness of executive functioning.

Executive functions refer to top—down mental processes that
serve goal-directed behavior (Diamond, 2013). Inhibitory control
and cognitive flexibility are considered core executive functions,
meaning that they are necessary components for building
higher-order executive functions (Miyake and Friedman, 2012;
Diamond, 2013). Inhibitory control involves the ability to
override dominant or prepotent responses by controlling one’s
attention and behavior, and can be distinguished between
selective attention and response inhibition (Diamond, 2013).
Selective attention is expressed by the inhibitory cognitive control
of attention, which occurs by suppressing prepotent mental
representations on the level of perception. Response inhibition
is a behavioral inhibition that keeps a person from acting
impulsively. Cognitive flexibility consists in quickly and flexibly
switching between tasks or mental sets (Diamond, 2013). It can be
broken down into task switching and set shifting. Task switching
differs from set shifting in the type of conflict: task switching
is related to switching between tasks with different instructions
involving different stimuli. Set shifting, in turn, consists of
shifting attention between different features of the same stimuli
to follow a given instruction (Dajani and Uddin, 2015).

Executive functioning is linked to prefrontal activity (Arnsten
and Li, 2004). According to the neurovisceral integration model
(Thayer et al., 2009; Smith et al., 2017), cardiac vagal activity—
the activity of the vagus nerve regulating cardiac functioning-
reflects the output of the central autonomic network, which links

the prefrontal cortex to the heart (Thayer et al,, 2009). The
optimal activation of the neural pathways within this network is
crucial for performing a given task that requires cognitive effort
and for showing flexible responses to a changing environment
(Thayer et al, 2009). Because cardiac vagal activity and
executive functioning share common underlying neurovisceral
self-regulation mechanisms, higher cardiac vagal activity is
associated with improved executive functioning. Cardiac vagal
activity can be indexed via heart rate variability (HRV), the
difference in the time interval between adjacent heartbeats (Malik
et al,, 1996), and specifically by the root mean square of the
successive differences (RMSSD) and by high frequency (HF).

There is a large body of empirical evidence linking higher
levels of cardiac vagal activity to higher executive performance
(Inhibitory control: Alderman and Olson, 2014; cognitive
flexibility: Johnsen et al., 2003; Colzato et al., 2018a). Based on
the evidence of the relationship between executive functioning
and cardiac vagal activity as indexed by HRV (RMSSD and HF),
in the present study we will consider the executive functions
described here to investigate if tVNS can improve different
types of inhibitory control and cognitive flexibility as well as
cardiac vagal activity.

The expected link between tVNS and executive functions can
be understood by considering the neuroanatomical pathways of
the vagus nerve. The electrical signal, starting in the auricular
branch of the vagus nerve (ABVN), reaches the nucleus tractus
solitarius, which is a crucial structure that projects to a variety
of brain areas, including cortical regions such as the anterior
cingulate cortex and the prefrontal cortex (Aihara et al., 2007). As
shown by several functional magnetic resonance imaging (fMRI)
studies (Kraus et al.,, 2013; Frangos et al.,, 2015; Yakunina and
Kim, 2017; Badran et al., 2018), tVNS evoked, in contrast to
sham stimulation, higher activity in the nucleus tractus solitarius
(Frangos et al., 2015; Yakunina and Kim, 2017), in the left
prefrontal cortex and in cingulate areas (Badran et al., 2018).
Importantly, these brain areas affected by tVNS correspond to
the areas described by the neurovisceral integration model as
regulating both executive and cardiac regulation, such as the
prefrontal cortex and cingulate areas (Thayer et al., 2009, 2012).

So far, there are studies showing that tVNS affects the types of
inhibitory control (Table 1). These studies used varying cognitive
paradigms, which comprise different dependent variables, and
addressed the inhibitory control types only separately and in
different study designs (see Table 1 for an overview of design-
related characteristics of studies investigating inhibitory control
using tVNS). Thus, an integrating, evidence-based discussion on
the interplay between tVNS and these types of inhibitory control
has not been possible.
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TABLE 1 | Summary of the studies with tVNS addressing different types of inhibitory control.

Study Dependent variable Cognitive paradigm Study Sample Results
design size

Beste et al., 2016 Response inhibition and Backward inhibition and Between- 51 Higher response inhibition

working memory mental workload inhibition subjects processes only when working
paradigm memory processes are needed

Fischer et al., 2018 Selective attention, N2 and Simon Within- 21 Adaptation to conflict was
P3 amplitudes subject enhanced, N2 amplitude higher

Keute et al., 2019a Automatic motor response Subliminal motor priming Within- 16 Increased NCE; effects on
inhibition, readiness subject readiness potentials only in
potentials compatible trials

Steenbergen et al., 2015 Response selection as a Stop-change Between- 30 Faster responses when two actions
consequence of response subjects were executed in succession
inhibition

Ventura-Bort et al., 2018 Selective attention, sAA, Oddball Within- 20 Increased sAA after tVNS; easy
P3a and P3b amplitudes subject trials produced larger P3b

amplitudes

NCE, negativity comparability effect; sSAA, salivary alpha-amylase; tVNS, transcutaneous vagus nerve stimulation.

As stated above, executive functions and cardiac vagal activity
share overlapping neurological structures, with both being
upregulated by cortical areas, including the prefrontal cortex
(Thayer et al., 2009). Given that the tVNS signal is sent afferently
to the prefrontal cortex via ABVN, cardiac vagal activity has
also been thought to be affected by tVNS (Murray et al., 2016).
Using RMSSD to measure the effect of tVNS on cardiac vagal
activity, different studies did not find any differences between
active and sham stimulation (Burger et al, 2016, 2019; De
Couck et al,, 2017). One study showed in three experiments
that tVNS consistently increased RMSSD; however, this increase
was similarly observed during both active and sham stimulation,
with this possibly indicating that tVNS sends non-specific signals
at the brainstem level that similarly influence cardiac vagal
activity in both active and sham stimulation (Borges et al., 2019).
Nonetheless, this study did not take any cognitive paradigm
into account, which might have contributed to understanding
if this possible signal non-specificity-identified as an increase in
cardiac vagal activity during both active and sham stimulation-
can also be observed in cognitive functions. This possibility
would challenge the use of earlobe sham stimulation, which
has widely been used in current research with tVNS. Therefore,
further studies on the effect of active as well as sham tVNS on
cardiac vagal activity are still needed.

To summarize, there is evidence toward the modulation of
inhibitory control by tVNS; however, these findings refer to
different cognitive phenomena that have been found in different
samples and in the context of different study designs. So far,
there is no study that has systematically investigated the effects
of tVNS on different aspects of core executive functions, and
importantly, there is a lack of studies whose hypotheses were
explicitly motivated by a theory. To address different aspects of
executive functioning in an integrative way, it is crucial to use the
same study design and setup. This way it is possible to control
for possible experimental variations such as length of resting and
of stimulation periods, daytime, and other factors that might
influence measurement of cardiac vagal activity. Confounders
related to study design, e.g., instructions, laboratory setup, and

differences in sample size, can also be considered. Thus, going
beyond existing literature, the present study aims at investigating
the effects of tVNS on inhibitory control, cognitive flexibility,
and cardiac vagal activity. To achieve this, it uses an integrative
theoretical background, namely the neurovisceral integration
model (Thayer et al., 2009), and applies the same study design
across these target executive functions. Based on the evidence
on neurophysiological pathways related to tVNS, addressing
cognitive processes that mainly rely on different executive
functions might help to further understand how tVNS affects
basic cognitive processes involved in goal-directed behavior.

Against this background, it was hypothesized that the
performance on the four cognitive tasks is higher during active
tVNS, compared to sham stimulation (H1a for selective attention,
H1b for response inhibition, H1c for task switching, and H1d for
set shifting; this assignment of the subtypes of executive functions
to the letters is also valid for the next hypotheses). Furthermore,
we expected that cardiac vagal activity increases relatively to
the resting phase only during active stimulation and not during
sham stimulation, with cardiac vagal activity during the tasks
being higher in the active tVNS condition (H2a-d). Moreover, we
hypothesized that cardiac vagal activity during tVNS and before
each cognitive task is positively associated with task performance
only in the active tVNS condition (H3a-d). Finally, we expected
cardiac vagal activity during the tasks to have a more strongly
positive relationship to task performance in the active condition
than in the sham condition (H4a-d).

MATERIALS AND METHODS

Participants

As it is not possible to run power analyses for multi-factorial
repeated-measures designs with G*Power 3.1 (Faul et al,
2007), we followed the same procedure found in previous
studies with similar study design (e.g., Liepelt et al, 2019).
Accordingly, we matched the average number of participants
in the studies that investigated executive functions with tVNS
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using a within-subject design (summarized in Table 1). Since we
also measured cardiac vagal activity, we additionally considered
the average sample size in Borges et al. (2019), because this
study systematically investigated the effect of tVNS on cardiac
vagal activity in different experiments. Twenty-nine participants
were calculated to be necessary to find an effect. Anticipating
possible exclusions due to drop-outs and after data cleaning, we
recruited 35 participants. Thirty-two participants (nine female)
were included in the analysis due to technical problems with the
electrocardiogram (ECG) signal of three participants. Mean age
was 23.17 years old (SD = 4.08), whereby female participants had
Mage =21.11, SD = 1.27, and male participants had Mg = 24.87,
SD = 5.87. Consort flowchart (Dwan et al., 2019) is presented in
Figure 1.

The sample consisted of healthy students at the local
university. Participants were eligible if they were not pregnant
at the time of the experiment and free of cardiovascular or
neurological diseases, or major mental disorders, for example
severe depression or anxiety disorder. They were asked not to
smoke, exercise, or consume food, alcohol, or caffeine for at
least 2 h before participation. These potentially confounding
variables as well as tVNS safety-related questions were assessed by
means of an adapted version of the demographics questionnaire
for experiments using HRV developed by Laborde et al. (2017).
All participants gave written informed consent prior to the
experiment, which was approved by the local ethical committee
(ethics approval number 120/2018).

Transcutaneous Vagus Nerve Stimulation

We employed the NEMOS tVNS device developed by Cerbomed
(Erlangen, Germany). Two titan electrodes found in a structure
similar to an earphone are placed in the cymba conchae of the
left ear, an area thought to be exclusively innervated by the
ABVN (Peuker and Filler, 2002), in order to electrically stimulate
these vagal fibers (Ellrich, 2011). In the sham stimulation, the
electrodes are placed on the left earlobe, which is thought to
be free of vagal innervation (Peuker and Filler, 2002) and has
abundantly been used as a sham stimulation in research with
tVNS (van Leusden et al., 2015). The tVNS device delivers a
stimulation with a pulse width of 200-300 s at 25 Hz and an
on-off cycle of 30 s. Regarding the adjustment of the stimulation
intensity, cardiac vagal activity may be similarly influenced by
electrical afferent stimuli that are triggered by different methods
to stipulate stimulation intensity (Borges et al., 2019). Therefore,
we followed procedures found in previous research with tVNS
that allow participants to choose their individual intensity
(Fischer et al., 2018; Ventura-Bort et al., 2018). Accordingly,
in each session participants received increasing and decreasing
series of 10-s stimulation trials, and rated the subjective sensation
of the stimulation on a 10-point scale, ranging from nothing
(0), light tingling (3), strong tingling (6), to painful (10). The
increasing series of trials started from an intensity of 0.01 mA and
increased by 0.01 mA on a trial-by-trial basis until participants
reported a tingling sensation of 9. Before starting the decreasing
series, the same intensity was repeated and then reduced trial by
trial in 0.01 mA until a subjective sensation of 6 or below was
experienced. This procedure was repeated a second time. The

final stimulation intensity used for the experimental procedure
was calculated based on the average of the four intensities rated
as 8 (two from the increasing and two from the decreasing series).
The average chosen stimulation intensity in the active condition
was M =2.19 mA (SD = 0.93) and M = 2.20 mA (SD = 1.06) in
the sham condition. These stimulation intensities did not differ
significantly from each other, #(31) = 0.063, p = 0.950.

Cardiac Vagal Activity
To assess cardiac vagal activity, we used the Faros 180° device
from Mega Electronics (Kuopio, Finland) with a set sampling rate
of 500 Hz. This device enables users to measure the ECG signal
as recommended by current guidelines on HRV measurement
for psychophysiological experiments (Laborde et al., 2017). We
placed two disposable ECG pre-gelled electrodes (Ambu L-00-
S/25, Ambu GmbH, Bad Nauheim, Germany) on the chest,
the positive electrode on the right infraclavicular fossa and the
negative one on the left anterior axillary line below the 12th rib.
RMSSD, as well as HF (0.15-0.40 Hz band) transformed with
autoregressive modeling, were chosen as indicators of cardiac
vagal activity in the main analyses (Malik et al., 1996). From ECG
recordings, we extracted HRV with Kubios software (University
of Eastern Finland, Kuopio, Finland), visually inspected the full
ECG recording, and manually corrected artifacts (Laborde et al.,
2017). Since HF is only influenced by breathing when breathing
cycles are between nine cycles per minute (0.15 Hz) and up to
24 cycles per minute (0.40 Hz) (Malik et al., 1996), participants
with a respiration rate of less than nine cycles per minute and
more than 24 cycles per minute were excluded from analyses with
HE. The respiration rates (the number of respiratory cycles per
minute) was obtained multiplying the ECG-derived respiration
value obtained via the Kubios algorithm by 60 (Tarvainen et al.,
2013) and was also separately analyzed. We considered for
analysis measurements in blocks of 4 min, which is in accordance
with the range suggested by recommendations for experiment
planning in psychophysiological research (Laborde et al., 2017).
Given that the cognitive tasks differed greatly from one another
regarding time length, with the tasks lasting between 5 and
13 min, for the analysis within task blocks we chose a time
window of the last 4 minutes respectively for each cognitive task.

Cognitive Tasks

In order to standardize the tasks and therefore avoid response
mistakes, all tasks used the keys “S” and “K” as responses for
left and right, respectively. The participants were instructed to
press the buttons with their index fingers, and the stimuli were
presented in white against a gray background (except for the set-
shifting task). We used a 24-in. flat-screen monitor (1,920 x 1,080
pixels at 60 Hz) at a viewing distance of 60 cm to present the
tasks and ran all of them with PsychoPy3 Version 3.0.0 (Peirce
et al., 2019). The participants performed four tasks which are
thought to mainly rely on inhibitory control (selective attention
and response inhibition), and cognitive flexibility (task switching
and set shifting). These tasks were chosen according to two
criteria: First, we followed recommendations from influential
reviews on executive functions (Miyake and Friedman, 2012;
Diamond, 2013). For the choice of the cognitive task, we
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Assessed for eligibility (n = 35)
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[ Day 1 ]

J
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* Received active tVNS (n = 35)
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« Received sham tVNS (n = 35)
« Did not receive sham tVNS (n = 0)

[ Day 2 ] 2
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v [
\

Analysis

v

—

Analysed (n = 32)
Excluded from analysis
(issue with ECG signal) (n = 3)

FIGURE 1 | Consort (2019) diagram.

Analysed (n = 32)
Excluded from analysis
(issue with ECG signal) (n = 3)

considered the task impurity problem: according to Miyake
and Friedman (2012), because executive functions necessarily
manifest themselves by operating on other cognitive processes,
any executive task strongly implicates other cognitive processes
that are not directly relevant to the target executive function.
Consequently, we chose the tasks that are thought to minimize
demands of other executive functions (Diamond, 2013). Second,
we performed a literature search to find studies that used the tasks
recommended by the aforementioned reviews and also provided
evidence on the relationship with (a) tVNS, (b) cardiac vagal
activity, and (c) prefrontal activity (imaging studies). The tasks
chosen are the following:

Flanker Task

Following recommendations from Diamond (2013), to measure
selective attention we used a modified version of the Flanker task
(Eriksen and Eriksen, 1974). We used the Flanker task as reported
by Alderman and Olson (2014). With this version, it could
be shown that individuals with higher fitness levels expressed
higher HF values during the task, and that these individuals
had lower RT than the less fit group. A trial consists of five
arrows in which the third one is the target arrow. Participants
were asked to press the left key on the computer keyboard when
the target arrow pointed to the left and the right key when the

target arrow pointed to the right. Participants were instructed
to respond as quickly and accurately as possible for each trial.
After a practice block of 30 trials, two experimental blocks of
120 trials each were presented, each separated by 30 s. Each
block consisted of congruent and incongruent stimuli presented
in random order. The congruent trials consisted of the target
arrow being flanked by arrows facing the same direction, while
incongruent trials involved the target arrow being flanked by
arrows facing the opposite direction. Each stimulus was presented
for 100 ms (to increase task difficulty) with a response window of
1,500 ms. A random inter-stimulus time interval of 1,100, 1,300,
or 1,500 ms was also used between each 50 ms visual fixation (+)
and the stimulus in order to increase task difficulty (Figure 2A).

Spatial Stroop Task

The task for measuring response inhibition was the Spatial Stroop
task, as this task is thought to minimize memory demands
compared to other classical tasks such as the Simon task
(Diamond, 2013). This response inhibition task was designed
according to Marotta et al. (2018), from which we only took
the arrow part of the task, and consisted of a practice and
two experimental blocks. During the practice block, 15 trials
were presented, and feedback was provided. The practice block
was followed by two experimental blocks of 64 experimental
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A Flanker Task
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Right button = vowel
Right button = odd

Change Card Sorting task (DCCS).

FIGURE 2 | Visual depiction of the four cognitive tasks used in the study. (A) Flanker task; (B) Spatial Stroop task; (C) Number-Letter task (NLT); (D) Dimensional
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trials each. Participants were instructed to fixate a fixation cross
presented in the center of the screen. A directional arrow appears
randomly on the left or on the right side of the fixation point,
and this arrow points randomly to the right or the left side.
Participants are required to indicate the direction of the arrow
by pressing the left key if the arrow points to the left and the right
key if the arrow points to the right, while ignoring its location.
They were instructed to respond as quickly and accurately as
possible for each trial. The arrow was presented either left or
right of the fixation cross for 2,000 ms. Feedback for incorrect
key presses was provided to participants in the form of a 220-
Hz tone presented for 1,500 ms. This design produced trials that
were congruent (e.g., a right-indicating target presented on the
right) or incongruent (e.g., a left-indicating target presented on
the right, see Figure 2B).

Number-Letter Task

We used the Number-Letter task (NLT) as described in Colzato
et al. (2018a), which found that participants with higher
resting-state cardiac vagal activity showed greater flexibility
than individuals with lower resting-state cardiac vagal activity.
Throughout the task, a 10-cm square divided into four quadrants
was displayed on the computer screen. During each trial, a
character pair consisting of letters, numbers or symbols was

presented in the center of one quadrant. Participants had to
either perform a letter task in which they classified the letter
in the stimulus pair as a consonant or a vowel, or they had to
perform a number task in which they classified the number in the
pair as odd or even. They were instructed to respond as quickly
and accurately as possible for each trial. After their response or
after 2,000 ms had passed, a new stimulus pair was displayed
in the next quadrant following a clockwise pattern. The upper
quadrants were assigned to the letter task and the lower quadrants
to the digit task, so that the display location served as a task cue
and the task changed predictably. Depending on the task, the
relevant character in the stimulus pair was either a letter or a
digit, whereas the second and irrelevant character was either a
member of the other category, so that the response afforded by
this character could be congruent or incongruent with the task-
relevant response, or was drawn from a set of neutral characters.
This design produced switch trials in Quadrants 1 and 3, and
non-switch trials when the stimuli appeared in Quadrants 2 and
4. Consonants were sampled randomly from the set < G, K, M,
R >, vowels from the set < A, E, I, U >, even numbers from the
set < 2, 4, 6, 8 >, odd numbers from the set < 3, 5,7, 9 >, and
neutral characters from the set < #, 2, *, % >, with the restriction
that a stimulus could not be repeated on successive trials. The
position of the task-relevant character within a pair (left or
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right) was randomly determined on each trial. The participants
pressed the left key to indicate “even” or “consonant” and the
right key to indicate “odd” or “vowel.” Participants completed
a practice set of 9 blocks, each with 16 trials, before entering
the experimental phase. This consisted of a set of 15 blocks,
with each block again consisting of 16 trials. A short response
stimulus interval (RSI) of 150 ms was chosen which remained
constant within a given set. A short RSI, the so-called preparation
component, has been shown to provoke more pronounced switch
costs than long RSI, also known as residual component. This
is because shorter intervals usually hamper the reconfiguration
process before the stimulus is presented (Colzato et al., 2018a).
Stimuli were response-terminated or presented for a maximum
duration of 2,000 ms (Figure 2C).

Dimensional Change Card Sorting Task

The Dimensional Change Card Sorting task (DCCS) based on
Zelazo et al. (2014) was used in the present study to measure
set shifting, as recommended by Diamond (2013). This version
is part of the NIH Toolbox Cognition Battery and was validated
with 268 adults (Zelazo et al., 2014). DCCS makes use of two
different styles of bivalent cards, displaying a red rabbit on the
left and a blue truck on the right side at the bottom of the screen
throughout the task. The participants are then asked to respond
to a centrally presented bivalent stimulus (blue/red rabbit/truck)
regarding either its shape or color. Pressing the left key sorts the
stimulus to the location of the left target (i.e., the red rabbit);
pressing the right key sorts the stimulus to the location of the
right target (i.e., the blue truck). The DCCS task consists of four
blocks (practice, pre-switch, post-switch, and mixed). During the
practice block with 24 trials (12 for each dimension), participants
receive a feedback whether the response was correct or false.
At the beginning of each trial, a fixation cross was shown for
1,000 ms, being followed by the cue (the word “color” or “shape”)
they had to respond to. This cue was presented for 1,000 ms.
The stimulus was then presented and disappeared only after a
response was recorded. Test trials started with a pre-switch block
consisting of 15 trials that had the same sorting dimension (color
or shape) that was used in the preceding practice block. After
that, participants were cued to the other dimension, and a post-
switch block with 15 trials took place. When those two blocks are
finished, the mixed block begins. Participants are then instructed
to sort the stimuli to the dimensions and they are presented
with 50 mixed trials that are presented in a pseudorandomized
order. This mixed block includes 40 “dominant” and 10 “non-
dominant” trials. The dominant dimension, which could be shape
or color, was always the sorting dimension that participants were
presented to in the post-switch block. The arrangement for all
three test blocks is the same as for practice trials, but no feedback
is provided. The order of the pre- and post-switch blocks as well
as the task version with one of the dominant dimensions was
counterbalanced across participants (Figure 2D).

Procedure

The experiment had a sham-controlled, single-blinded,
randomized crossover within-subject design. For each
stimulation condition (active or sham stimulation), the

participants underwent all tasks within one session. The order of
the tasks was randomized for each participant beforehand. After
determining the individual stimulation intensity (familiarization
phase), a total of four task blocks were presented, one per
task. Each block consisted of one cognitive task and a total
of three measurements: The first one was done to take only
resting cardiac vagal activity into account (resting period, 4-min
measuring interval), the second to measure cardiac vagal activity
during the stimulation (tVNS period, 4-min period), and the
third to measure cardiac vagal activity during the stimulation
simultaneously with the cognitive tasks (task period, 4 min). The
tVNS period was included because there is a lack of evidence on
the temporal latency of the effects of tVNS (Borges et al., 2019).
Thus, a build-up period of four minutes of the effects of tVNS
and sham stimulation was used, as done in previous studies (e.g.,
Burger et al.,, 2019). Between each test block, the participants
could take a 30-s break and were then asked to continue with the
next task (Figure 3).

The data collection took place on two different dates with
approximately 1 week between the two sessions. During the
sessions, either active or sham stimulation was administered
to each participant. According to the crossover design, all
participants underwent both stimulation conditions. The
order of stimulation condition (active-sham; sham-active)
was counterbalanced across participants. After taking a seat,
signing the informed consent, and answering questions from a
body check which included questions related to the exclusion
criteria, the ECG and the tVNS electrodes were positioned. The
participants then performed the four cognitive tasks across the
four blocks. The HRV resting measure was taken in a sitting
position with the eyes looking at a gray screen, knees at 90°,
and hands on the thighs. The same body position was kept for
all measurement periods, and the participants were asked to
move as little as possible during the experiment. The order of the
tasks was counterbalanced, however, the course of events in both
conditions was identical. At the end of the second testing session,
the participants were debriefed and thanked.

Data Analysis

Qutliers in the HRV data (less than 1% of the data) were
winsorized, meaning that values higher/lower than two standard
deviations from the mean were transformed into a value of two
standard deviations from the mean. Since the HRV data as well
as the tasks data were afterward still positively skewed, they were
log-transformed to obtain a normal distribution. We ran the
analyses with the log-transformed values; however, we indicate
the raw data as descriptive values, given that they can be more
easily interpreted. We excluded incorrect and missed responses
for all RT analyses, and for all error percentage analyses, incorrect
and missed responses were included. We defined the same cut-
off values to exclude outliers in the four cognitive tasks, namely
responses faster than 200 ms and greater than 2,000 ms.

To test Hla-d, we ran 2 X 2 repeated-measures analyses
of variance (rmANOVAs) with stimulation condition (active vs.
sham stimulation) and congruency (congruent vs. incongruent
trial) for inhibitory control tasks, and stimulation condition
(active vs. sham stimulation) and trial type (switch vs. non-switch
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FIGURE 3 | (A) Experimental overview. (B) Graphical depiction of the phases within each block. In total, the participants underwent four task blocks per testing day
in a randomized order.

trial) for cognitive flexibility tasks as within-subject factors.
The relevant task parameters are RT and percentage error for
all four tasks, and additionally switch costs for the cognitive
flexibility tasks. Only for the effect of tVNS on switch costs (RT
on switch trials minus RT on repeated trials), paired samples
t-tests were run. To investigate H2a-d, we ran a 2 (active and
sham stimulation) x 3 (resting, single tVNS, and task period)
rmANOVA for each task block. Relevant dependent variables
were RMSSD, HE, and respiratory frequency. To address H3a-d,
we ran separated Pearson product-moment correlation matrices,
one for active and one for sham stimulation, for all tasks. We
investigated the correlation between RMSSD and HF during
the single tVNS period and RT and percentage error, while
controlling HF for respiration. In the analysis of the cognitive
flexibility tasks, we additionally included switch costs. Finally,
to test H4a-d, we did the same analysis as for H3a-d, but
considering RMSSD and HF during the tasks instead of during
the single tVNS period. To control for false discovery rate (FDR)
due to multiple correlation testing, for all correlation matrices
we applied the Benjamini-Hochberg procedure which adjust the
p-value (Benjamini and Hochberg, 1995). For all rmANOVAs,
Greenhouse-Geisser correction was used when sphericity was
violated. In the case of a significant main or interaction effect,
post hoc paired sample t-tests with aggregated means were
conducted using Bonferroni correction. To quantify evidence for
the hypotheses found, we ran Bayesian statistics using Bayesian
information criteria (Wagenmakers, 2007) for all analyses. Terms
used to discuss the reported Bayes factors are based on Wetzels

etal. (2011) recommendations. Accordingly, values higher than 1
provide evidence for alternative hypotheses, whereas values lower
than 1 provide evidence for null hypotheses. The Bayes factor can
have the following meanings: anecdotal or worth no more than a
bare mention (0.333 < Bjo < 3), substantial (0.100 < B;g < 0.333
or 3 < By < 10), strong (0.033 < Bjg < 0.100 or 10 < Bjg < 30),
very strong (0.010 < Bjp < 0.033 or 30 < Bjp < 100), and
decisive (Byg < 0.010 or Bjy > 100) evidence. To control for
carry-over effects on RMSSD and HF, which potentially arose in
the current block due to the previous block, we tested the effect
of position (i.e., first, second, third and fourth resting periods
arranged chronologically) on each testing day. We also took the
testing days (Day 1 and Day 2) into account in the same analysis
and checked if there was a difference in RMSSD and HF from the
first to the second day. We ran two separated 2 (Day 1 and Day
2) x 4 (Resting period 1, Resting period 2, Resting period 3, and
Resting period 4) rmANOVAs, one for each vmHRYV parameter.
Furthermore, we checked whether there was a learning effect in
the cognitive tasks from one testing day to the other by running
2 (Day 1 and Day 2) x 2 (congruent and incongruent or non-
switch and switch trials, depending on the task) rmANOVAs,
one for each behavioral measurement. Finally, to check whether
tVNS affects task performance more strongly when its trials are
novel, we split the trials of the tasks into first and second half,
whereby first half would correspond to novel trials, and collapsed
the congruent/non-switch with the incongruent/switch trials. We
then ran 2 x 2 rmANOVAs with stimulation (active and sham
stimulation) and novelty (first and second half of the task) as
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factors, and RT and percentage error of all tasks as dependent
variables. The results of these additional analyses can be found
as a Supplementary Table 1. To report the results of the present
study, we followed the CONSORT statement, which stands for
Consolidated Standards of Reporting Trials (Dwan et al., 2019).
We used IBM SPSS Statistics 26 to prepare the data and JASP
0.11.1 to analyze it. Significance level was o = 0.05.

RESULTS

Effects of tVNS on Executive Functions
Descriptive statistics are presented in Table 2, and complete
results of the hypothesis testing can be found in Table 3
(inhibitory control tasks) and Table 4 (cognitive flexibility tasks),
here we will mainly focus on significant results as well as on
results of Bayesian estimations for effects of stimulation. The
rmANOVAs revealed that, regarding RTs in the Flanker task,
there was an effect of congruency, F(1,31) = 95.788, p < 0.001,
np? = 0.755, with RTs in the congruent trials (M = 475.93 ms,
SD = 52.14) being significantly shorter than in the incongruent
trials (M = 555.38 ms, SD = 72.28), t(31) = 9.100, p < 0.001,
d = 1.609. No effect of active stimulation compared to sham
stimulation could be found (p = 0.283). Regarding percentage
error in the Flanker task, there was an effect of congruency,
F(1,31) = 8.202, p = 0.007, np* = 0.209, with congruent trials
(M = 4.40%, SD = 4.40) presenting less errors than incongruent
trials (M = 6.80%, SD = 7.12), t(31) = 3.157, p = 0.004, d = 0.558.
No effect of active stimulation compared to sham stimulation
could be found (p = 0.760). According to the estimated Bayes
factors (alternative/null), data provided substantial evidence
for null effects of stimulation condition on RT (Bjg = 0.311)
and substantial evidence of null effects in percentage error
(Bio = 0.196).

For RT in the Spatial Stroop task, there was an effect of
congruency, F(1,31) = 39.001, p < 0.001, np* = 0.557, with
RTs in the congruent trials (M = 504.08 ms, SD = 51.73)
being significantly shorter than in the incongruent trials
(M =531.64 ms, SD = 56.21), £(31) = 6.245, p < 0.001, d = 1.104.
No effect of active stimulation compared to sham stimulation
could be found (p = 0.361). Regarding percentage error, there
was an effect of congruency, F(1,31) = 37.673, p < 0.001,
np2 = 0.549, with congruent trials (M = 1.47%, SD = 1.48)
presenting less errors than incongruent trials (M = 4.39%,
SD = 3.63), t(31) = 6.138, p < 0.001, d = 1.085. No effect
of active stimulation compared to sham stimulation could be
found (p = 0.756). According to the estimated Bayes factors, data
provided anecdotal evidence against the alternative hypothesis
for stimulation condition regarding RT (Bjp = 0.344) and
substantial evidence against evidence for effects of stimulation
on percentage error (Bjp = 0.201). Furthermore, Bayesian
estimation indicated substantial evidence for an interaction effect
(B1o = 3.047).

For NLT, an effect of trial type (switch trial vs. non-switch trial)
could be found on RT, F(1,31) = 225.365, p < 0.001, Tlp2 =0.879,
with non-switch trials (M = 969.73 ms, SD = 130.41) having
shorter RT than switch trials (M = 1,209.02 ms, SD = 127.84),

t(31) = 15.012, p < 0.001, d = 2.654. No effect of active
stimulation compared to sham stimulation could be found
regarding RT (p = 0.505). Switch costs during active stimulation
(M = 22523 ms, SD = 107.14) and during sham stimulation
(M = 251.08 ms, SD = 97.47) did not differ from each other,
p = 0.140. Regarding percentage error, there was an effect of trial
type, F(1,31) = 59.615, p < 0.001, 1,* = 0.658, with non-switch
trials (M = 22.68%, SD = 2.91) presenting more errors than switch
trials (M = 20.39%, SD = 3.22), t(31) = 7.721, p < 0.001, d = 1.365.
There was no main effect of stimulation (p = 0.168). Bayes factor
indicates substantial evidence against the alternative hypothesis
for stimulation condition regarding RT (Bjo = 0.210), anecdotal
evidence supporting the effect of stimulation on percentage error
(B1o = 1.097), and anecdotal evidence against the effect of tVNS
on switch costs (Bjp = 0.529).

For DCCS, an effect of trial type on RT could be found,
F(1,31) = 14.720, p = 0.001, npz = 0.322, with non-switch
trials (M = 969.73 ms, SD = 130.41) having shorter RT than
switch trials (M = 1,209.02 ms, SD = 127.84), #(31) = 15.012,
p < 0.001, d = 2.654. There was no effect of stimulation
on RT (p = 0.904), but there was an interaction effect
between trial type and stimulation conditions, F(1,31) = 11.106,
p = 0002, > = 0.264. Post hoc analyses (Bonferroni-
corrected p = 0.0125) revealed that RT in non-switch trials
during the sham stimulation condition (M = 557.51 ms,
SD = 113.56) was significantly lower than RT in switch trials
during the sham condition (M = 614.01 ms, SD = 138.65),
t(31) = 4.767, p < 0.001, d = 0.843. Regarding percentage
error, there was an effect of trial type, F(1,31) = 15.343,
p < 0001, ny,? = 0331, with non-switch trials having a
lower percentage error (M = 17.49%, SD = 11.39) than
switch trials (M = 28.00%, SD = 17.30), t(31) = 3.917,
p < 0.001, d = 0.692. There was no effect of stimulation
on RT (p = 0.677). Active and sham stimulation differed
significantly regarding switch costs, with switch costs during
active stimulation (M = 4.77 ms, SD = 39.75) being lower
than during sham condition (M = 37.54 ms, SD = 45.39),
t(31) = 2.797, p = 0.009, d = 0.494. Bayes factor indicates
substantial evidence against any effects of stimulation condition
on RT (Bjp = 0.192), against the alternative hypothesis for
percentage error (Bjg = 0.233), and substantial evidence for the
differences in switch costs (Bjg = 4.916). Furthermore, Bayesian
estimation indicated substantial evidence for an interaction effect
(B1o = 3.047).

Effects of tVNS on Cardiac Vagal Activity

Descriptive statistics are presented in Table 5, and complete
results of the hypothesis testing can be found in Table 3
(inhibitory control tasks) and Table 4 (cognitive flexibility tasks),
here we will mainly focus on significant results as well as
on results of Bayesian estimations for effects of stimulation.
Regarding changes of cardiac vagal activity within the test
blocks (i.e., between resting, single tVNS, and tVNS with task
periods, as well as between active and sham stimulation), for
Flanker task there was neither a main effect of stimulation
condition (p = 0.621), nor of time on RMSSD (p = 0.065).
The same applies to the main effects on HF (stimulation
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TABLE 2 | Mean scores and standard deviations for the performance-relevant parameters of the four cognitive tasks used in the study.

RT (ms)

Percentage error (%) Switch costs (ms)

Active Stimulation Sham Stimulation

Active Stimulation Sham Stimulation Active Stimulation

Sham Stimulation

Switch Trials

603.90 (137.04)

Flanker Congruent trials 482.29 (68.19) 469.57 (48.91)
Task

Incongruent trials 562.54 (88.48) 548.21 (73.63)
Spatial Congruent trials 501.55 (52.93) 506.60 (60.88)
Stroop Task  Incongruent trials 526.08 (60.86) 537.20 (64.90)
NLT Non-switch trials 984.11 (164.33) 955.35 (126.00)

Switch trials 1,212.09 (148.21)  1,205.95 (141.31)
DCCS Non-switch Trials 600.16 (138.69) 577.51 (113.56)

614.01 (138.65)

4.50 (4.68) 4.64 (4.45)
7.65 (10.59) 5.95 (5.32)
1.13 (1.40) 1.80 (2.26)
4.45 (3.98) 4.32 (4.24)

21.96 (4.25) 23.41 (2.44)

20.12 (4.20) 20.65 (3.85)

18.31 (16.01)
28.24 (23.92)

16.68 (15.48)
27.76 (24.32)

225.23 (107.14)

251.08 (97.47)

4.77 (39.75) 37.54 (45.39)

RT, reaction times; NLT, Number Letter task; DCCS, Dimensional Card Sorting task.

TABLE 3 | Inhibitory control tasks: results of repeated measures analyses of variance for the performance-related as well as heart rate variability parameters, with

Bayesian analyses (B1o).

Flanker task

Spatial Stroop task

F-value p-value np? B1o F-value p-value np? B1o
RT
Congruency 95.788 <0.001 0.755 2.018E+13 39.001 <0.001 0.557 2,732.297
Stimulation condition 1.192 0.283 0.311 0.860 0.361 0.344
Stimulation x congruency 0.001 0.992 0.280 0.754 0.392 3.047
Percentage error
Congruency 8.202 0.007 0.209 3.796 37.673 <0.001 0.549 4.204E+7
Stimulation condition 0.095 0.760 0.196 0.098 0.756 0.201
Stimulation x congruency 0.511 0.480 0.278 2.626 0.115 0.596
RMSSD
Stimulation condition 0.250 0.621 0.215 0.009 0.926 0.189
Time measurements 2,862 0.065 0.220 2.576 0.084 0.154
Time x condition 0.351 0.645 0.048 3.845 0.027 0.110 0.372
HF
Stimulation condition 1.669 0.211 0.664 0.012 0.915 0.196
Time measurements 2.291 0.135 0.632 2.146 0.132 0.726
Time x condition 3.038 0.059 0.158 0.681 0.512 0.203
Respiratory frequency
Stimulation condition 0.714 0.405 0.617 0.213 0.648 0.227
Time measurements 3.518 0.047 0.102 0.102 2917 0.062 0.099
Time x condition 0.855 0.430 0.010 0.109 0.897 0.087

RT, reaction times;, RMSSD, root mean square of the successive differences; HF, high frequency.

condition: p = 0.135; time: p = 0.221). There was no effect
of stimulation on respiratory frequency (p = 0.405), but an
effect of time, F(1.587,49.206) = 3.518, p = 0.047, npz = 0.102.
However, post hoc analyses (Bonferroni-corrected p = 0.017)
revealed no significant mean differences. According to the
estimated Bayes factors, data provided substantial evidence
against the alternative hypothesis for stimulation condition
regarding RMSSD (Bjp = 0.215), and anecdotal evidence
regarding HF (Bj = 0.664).

For the Spatial Stroop task, neither a main effect of stimulation
on RMSSD (p = 0.926), nor of time (p = 0.084), was found.

There was an interaction effect between the stimulation condition
and RMSSD, F(2,62) = 3.845, p = 0.027, npz = 0.110, however,
post hoc analyses revealed no effects after Bonferroni correction
(p = 0.006). There was no effect of stimulation (p = 0.915),
and time (p = 0.132) on HF and no effects on respiratory
frequency (stimulation: p = 0.648, time: p = 0.062). Bayes factor
indicates substantial evidence against the alternative hypothesis
for stimulation condition regarding RMSSD (Bjp = 0.189), HF
(B1o = 0.196), and respiratory frequency (Bjg = 0.227).

For the NLT, there was neither an effect of stimulation on
RMSSD (p = 0.991), nor on time (p = 0.599). Regarding HF, no
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TABLE 4 | Cognitive flexibility tasks: results of repeated measures analyses of variance for the performance-related as well as heart rate variability parameters, with

Bayesian analyses (B1o).

NLT DCCS

F-value p-value np? Bio F-value p-value np? Bio
RT
Trial type 225.365 <0.001 0.879 1.446E+22 14.720 0.001 0.322 0.314
Stimulation condition 0.454 0.505 0.210 0.015 0.904 0.192
Stimulation x congruency 1.670 0.206 0.411 11.106 0.002 0.264 0.339
Percentage error
Trial type 59.615 <0.001 0.658 602.764 15.343 <0.001 0.331 0.491
Stimulation condition 1.996 0.168 1.097 0177 0.677 0.233
Stimulation x congruency 3.214 0.083 0.382 0.552 0.463 0.250
Switch costs’ 1.513 0.140 0.529 2.797 0.009 0.494 4.916
RMSSD
Stimulation condition <0.001 0.991 0.152 0.024 0.877 0.160
Time measurements 0.517 0.599 0.073 1.590 0.212 0.133
Time x condition 0.810 0.449 0.011 1.269 0.288 0.150
HF
Stimulation condition 0.324 0.575 0.216 0.217 0.646 0.186
Time measurements 4.689 0.014 0.039 12.853 6.821 0.002 0.078 260.327
Time x condition 1.061 0.355 0.163 0.391 0.679 0.130
Respiratory frequency
Stimulation condition 0.021 0.885 0.159 0.010 0.920 0.168
Time measurements 0.657 0.522 0.078 1.516 0.228 0.078
Time x condition 0.508 0.604 0.100 0.545 0.582 0.083

" The depicted results are from t-tests. Consequently, for switch costs, instead of F and npz, the results are for t-values and Cohen’s d, respectively. NLT, Number Letter
task; DCCS, Dimensional Card Sorting test; RT, reaction times; RMSSD, root mean square of the successive differences; HF, high frequency.

TABLE 5 | Mean scores and standard deviations for the heart rate variability parameters over time in the four cognitive task blocks.

RMSSD (ms)

HF (ms?2)

Respiratory frequency (cycles per minute)

Active Stimulation

Sham Stimulation

Active Stimulation

Sham Stimulation

Active Stimulation

Sham Stimulation

Flanker Resting
Task
tVNS
Task
Spatial Resting
Stroop Task  tVNS
Task
NLT Resting
tVNS
Task
DCCS Resting
tVNS
Task

48.43 (22.38)

52.56 (28.53)
55.44 (29.81)
52.38 (27.64)
54.47(25.99)
55.93(26.89)
51.82(24.75)
49.91(21.12)
50.28(25.77)
54.26(24.46)
54.90(25.86)
56.36(24.52)

52.34 (26.56)

54.66 (25.02)
55.26 (24.66)
53.48 (21.52)
58.85 (26.31)
50.70(19.28)
50.07 (22.2)
51.82(20.44)
48.78(18.45)
51.82(22.46)
57.4 (24.75)
55.41(23.24)

13.81 (8.78)

15.27 (11.26)
14.44 (9.60)

12.97 (10.05)
18.74(13.19)
15.65 (8.45)

18.06(12.22)
18.51(12.56)
17.78(12.13)
14.93(10.11)
17.56(12.57)
19.83(13.16)

13.71 (12.45)

19.59 (13.94)
16.16 (11.56)
14.12 (10.80)
17.31(13.60)
17.45 (13.91)
13.83(10.98)
18.85 (15.07)
17.547(9.40)
16.24(14.98)
19.59(13.11)
17.55(11.14)

12.36 (2.06)

12.51 (2.40)
12.23 (2.33)
14.70 (9.61)
19.60(11.82)
16.25 (9.12)
12.20 (2.03)
12.27 (2.05)
12.06 (1.88)
13.52 (8.82)
17.95(12.18)
20.76(11.75)

12.19 (2.68)

12.10 (2.91)
11.66(3.03)
15.85 (10.79)
19.16(15.58)
20.32 (16.48)
12.02(2.33)
12.38(2.64)
12.17(2.48)
15.66(13.96)
19.23(12.80)
19.90(10.07)

RMSSD, root mean square of the successive differences; HF, high frequency; tVNS, transcutaneous vagus nerve stimulation (single stimulation phase); NLT, Number
Letter task; DCCS, Dimensional Change Card Sorting task.

effect of stimulation (p = 0.575), but a main effect of time was
found, F(2,46) = 4.689, p = 0.014, 0, = 0.039. Post hoc analyses
(Bonferroni-corrected p = 0.017) revealed that HF during the
resting period (M = 12.92, SD = 8.25) was significantly lower than
during the task period (M = 18.31, SD = 9.39), #(31) = 4.108,
p < 0.001, d = 0.726. According to the estimated Bayes factors,

there is substantial evidence against the alternative hypothesis for
stimulation condition regarding RMSSD (Bjg = 0.152), regarding
HF (Bjo = 0.216), and respiratory frequency (Bjo = 0.159).

For the DCCS, there was neither a main effect of stimulation
condition on RMSSD (p = 0.877), nor of time (p = 0.212).
Regarding HE, there was no effect of stimulation, (p = 0.646),
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but a main effect of time, F(1.613,38.708) = 6.821, p = 0.002
npz = 0.078. Post hoc analyses (Bonferroni-corrected p = 0.017)
revealed that HF increased from resting (M = 13.36, SD = 9.42)
to single stimulation phase (M = 16.71, SD = 11.20),
t(31) = 3.205, p = 0.003, d = 0.566, and from resting to task
phase (M = 19.71, SD = 8.96), t(31) = 4.708, p < 0.001,
d = 0.832. According to the estimated Bayes factors, data
provided substantial evidence against the alternative hypothesis
for RMSSD regarding stimulation condition (Bjp = 0.160),
regarding HF (Bjo = 0.186), and regarding respiratory frequency
(B1o = 0.168).

Correlations Between Cardiac Vagal

Activity and Cognitive Performance

We ran Pearson product-moment correlations to investigate
if vmHRV parameters that were measured during the single
stimulation phase and the task phase predicted performance
on the cognitive tasks. Complete correlation matrices can be
found in Table 6 (for inhibitory control tasks) and Table 7 (for
cognitive flexibility tasks), here we will only present significant
results. None of the vmHRV parameters measured during the
Flanker task correlated with the cognitive parameters. Regarding
the Spatial Stroop task, there was only significant correlations
between the parameters measured in the sham condition: RT
in both congruent (r = —0.42, p = 0.018) and incongruent
trials (r = —0.39, p = 0.027) correlated negatively with RMSSD
during the single stimulation phase. HF correlated negatively
with RT in the congruent trials during the single stimulation
phase (r = —0.43, p = 0.038), and positively with percentage
error of the incongruent trials during the single stimulation
phase (r = 0.43, p = 0.032). In the NLT, RMSSD correlated
positively with percentage error of non-switch trials during the
active condition (r = 0.40, p = 0.025). In the active condition,
HF during the single stimulation phase correlated negatively
with RT of both non-switch (r = —0.44, p = 0.015) and switch
trials (r = —0.50, p = 0.005), and HF during the task phase
correlated negatively with switch costs (r = —0.42, p = 0.019).
In the sham condition, HF correlated positively with percentage
error during the task phase (r = 0.48, p = 0.015). In the DCCS,
switch costs in the active condition correlated positively with
RMSSD during the single stimulation phase (r = 0.40, p = 0.024),
with RMSSD during the task phase (r = 0.37, p = 0.035),
and negatively with HF during the task phase (r = —0.42,
p = 0.019). HF during the task phase correlated positively with
RT of both non-switch (r = —0.40, p = 0.026) and switch
trials (r = —0.42, p = 0.018). Importantly, after adjusting the
p-values using the FDR correction, none of these correlations
remained significant.

DISCUSSION

The aim of this study was to investigate the effect of tVNS
on performance in tasks commonly used to measure inhibitory
control and cognitive flexibility, core executive functions on
which higher-order executive functions rely. Based on the
neurovisceral integration model (Thayer et al, 2009), we

hypothesized that executive performance would be better
during the active stimulation condition compared to the sham
stimulation condition (Hla-d). Conflict effects were found in
all four tasks used. However, among the four tasks, only in
the DCCS a better performance could be directly linked to
tVNS, with switch costs being lower in the active condition
than in the sham condition. For this reason, among the H1
hypotheses, only Hlc was supported. On the physiological level,
we expected vmHRV to be higher in the active condition
during both the single stimulation period and the task period
(H2a-d). During both cognitive flexibility tasks, HF increased
from resting phase to task phase, but no difference between
active and sham stimulation could be detected. Therefore,
H2a-d were not supported. Moreover, it was hypothesized
that higher cardiac vagal activity in the single stimulation
phase (H3a-d) and in the task phase (H4a-d) would be
associated with better task performance only in the active
condition. Because none of the correlations remained significant
after adjusting the p-values, none of these hypotheses could
be confirmed.

In the present study, we could provide a conceptual replication
(Walker et al., 2017) of the conflict effects previously observed
in tasks that are thought to mainly demand selective attention
like the Flanker task (Alderman and Olson, 2014) and response
inhibition with the Spatial Stroop task (Marotta et al., 2018). In
the same sense, findings toward dual-task interference evoked
by a task used to measure task switching with NLT (Colzato
et al, 2018a), as well as by a task thought to measure set
shifting with DCCS (Zelazo et al, 2014) could be replicated
with large effect sizes. However, an effect of tVNS could be
found only on set shifting with DCCS. First, smaller switch costs
during tVNS were observed compared to the sham condition.
Second, RT in non-switch trials did not differ from RT in switch
trials during active stimulation, but in the sham stimulation
RT in switch trials were higher than in non-switch trials.
Possibly tVNS diminished the dual-task interference, whereas
sham stimulation did not, and this would explain this difference
in switch costs between tVNS and sham stimulation. Importantly,
some results referring to a lack of difference between active and
sham stimulation were not substantially supported by Bayesian
estimations, namely for RT in the Spatial Stroop task, HF and
respiratory frequency in the Flanker task, and percentage error
and switch costs in the NLT. Consequently, these findings should
be interpreted carefully.

The mixed nature of the results and the lack of correlation
between cognitive performance and cardiac vagal activity provide
evidence against a generability of the neurovisceral integration
model (Thayer et al., 2009). These findings can be interpreted
in various manners. First, the present study indicates that tVNS
may exert a circumscribed influence on core executive functions.
This suggests that the neurovisceral integration model may be less
generally applicable than previously outlined (Thayer et al., 2009;
Smith et al., 2017). This specificity is in line with previous findings
involving executive functions and cardiac vagal activity (Jennings
etal,, 2015). Jennings et al. (2015) found that cardiac vagal activity
was not directly related to resting state activity of intrinsic brain
networks but rather to more localized connectivity. This implies
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TABLE 6 | Pearson product-moment correlations between cognitive performance-relevant parameters and vagally-mediated heart rate variable parameters during the
single stimulation phase (tVNS) and the task phase (task) for active and sham conditions.

Active Stimulation

Sham Stimulation

RT Percentage error RT Percentage error
Congruent Incongruent Congruent Incongruent Congruent Incongruent Congruent Incongruent
trials trials trials trials trials trials trials trials
Flanker task
RMSSD tVNS Pearson’s r 0.02 —0.05 —0.21 -0.22 —-0.29 —0.23 0.26 0.197
p-value 0.935 0.768 0.243 0.233 0.114 0.207 0.144 0.280
Task Pearson’s r —0.06 —0.08 —-0.25 -0.28 —-0.24 —-0.24 0.16 0.27
p-value 0.760 0.666 0.171 0.115 0.193 0.189 0.369 0.140
HF tVNS Pearson’s r —0.20 —-0.19 0.16 0.23 —0.24 0.01 0.06 0.03
p-value 0.288 0.334 0.395 0.237 0.262 0.991 0.785 0.906
Task Pearson’s r -0.25 —0.30 —0.09 -0.17 —0.34 —0.18 —0.01 0.07
p-value 0.189 0.119 0.647 0.378 0.109 0.394 0.987 0.760
Spatial Stroop task
RMSSD VNS Pearson’s r 0.06 —0.04 —-0.22 -0.15 —0.42* —0.39* -0.12 —0.01
p-value 0.755 0.845 0.227 0.403 0.018 0.027 0.532 0.987
Task Pearson’s r -0.02 —-0.13 —0.18 -0.34 —-0.34 —0.31 0.19 0.12
p-value 0.907 0.485 0.318 0.054 0.059 0.088 0.311 0.514
HF tVNS Pearson’s r -0.25 -0.27 —0.11 0.28 —0.43* —0.32 0.17 0.45*
p-value 0.175 0.151 0.579 0.131 0.038 0.142 0.437 0.032
Task Pearson’s r -0.20 —0.07 —-0.17 0.12 -0.27 —0.24 0.11 0.10
p-value 0.302 0.715 0.376 0.539 0.219 0.264 0.623 0.642

Coefficients for the inhibitory control tasks. *p < 0.05. Non-adjusted p-values. RT, reaction times; RMSSD, root mean square of successive differences; HF, high frequency;

tVINS, transcutaneous vagus nerve stimulation (single stimulation phase).

that the integration between autonomic and cognitive control is
more limited than the general integration originally suggested.
Consequently, the neurovisceral integration model (Thayer et al.,
2009) might not apply to the full range of executive functions, but
rather to specific cognitive functions (Jennings et al., 2015).

It is not clear, however, whether the specificity of the
integration between autonomic and cognitive regulation shown
in the present study is valid for executive functions in general-
i.e., independently of the method used to manipulate them-
or whether tVNS affects only specific cognitive regulation
processes. One of the reasons for this possible specificity related
to tVNS might lie in the level of neurotransmission: tVNS
sends a signal to the locus coeruleus (Kraus et al., 2007;
Dietrich et al, 2008), the primary source of norepinephrine
in the brain (Foote et al., 1983). Norepinephrine has been
thought to be engaged by tVNS (Steenbergen et al, 2015;
van Leusden et al., 2015; Beste et al., 2016). Locus coeruleus
plays an important role in reorienting attention and cognitive
flexibility, and those neurons have been shown to have a
task-related activation (Sara, 2015). Noradrenergic a-1 and a-
2 receptors act in distinct cognitive processes: whereas a-2
receptors engage at moderate rates of norepinephrine release,
thus promoting working memory, a-1 receptors are activated
at higher rates, promoting both focused and flexible attention
(Berridge and Spencer, 2016). It is not clear whether DCCS
demands more flexible attention than NLT, and whether the
difference between the two could only be observed because

tVNS evokes a stronger release of norepinephrine, engaging
a-1 receptors that were necessary for the DCCS but less so
for the NLT. Hence, it is recommended for future studies to
address the possible specific efficacy of tVNS by considering
an on-line measurement of norepinephrine such as pupillary
responses (Warren et al., 2018; Keute et al., 2019b; Burger et al,,
2020). This approach might complement and further specify
the hypotheses based on the neurovisceral integration model
(Thayer et al., 2009).

Second, despite all efforts in taking well-acknowledged
recommendations into account, task impurity (Miyake et al,
2000) may not have been ruled out. Consequently, the question
remains whether other cognitive processes underlying the specific
task used to measure set shifting, and not set shifting per se,
are influenced by tVNS. For instance, inhibitory processes have
been thought to take place in cognitive flexibility. Accordingly,
for the efficient activation of another set in the context
of set shifting, the inhibition of the previous, no longer
relevant task, is required. Therefore, backward inhibition is
a process highly involved in cognitive flexibility (Mayr and
Keele, 2000). It remains unclear if a comparable amount of
backward inhibition is required for both tasks used to measure
cognitive flexibility. Similarly, rather than Spatial Stroop task
being considered a good index of response inhibition, possibly
interference control, i.e., control at the level of perception,
is measured by means of this task (Tafuro et al., 2019). To
overcome these concerns, it is necessary to develop cognitive
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TABLE 7 | Pearson product-moment correlations between cognitive performance-relevant parameters and vagally mediated heart rate variable parameters during the single stimulation phase (tVNS) and the task
phase (task) for active and sham conditions. Coefficients for the cognitive flexibility tasks.

Active Stimulation Sham Stimulation
RT Percentage error RT Percentage error
Non-switch Switch Non-switch Switch Switch Non-switch Switch Non-switch Switch Switch
trials trials trials trials costs trials trials trials trials costs
NLT
RMSSD tVNS Pearson’s r -0.28 —0.24 0.40* 0.14 0.13 0.12 0.15 0.19 —0.06 —0.02
p-value 0.132 0.179 0.025 0.434 0.434 0.513 0.430 0.308 0.727 0.934
Task Pearson’s r —0.06 —0.08 0.33 0.31 0.13 0.10 0.29 0.22 —0.02 0.28
p-value 0.732 0.860 0.070 0.081 0.475 0.595 0.113 0.238 0.909 0.115
HF tVNS Pearson’s r —0.44* —0.50** 0.37* 0.31 0.14 0.09 -0.10 0.1 —0.23 —0.28
p-value 0.015 0.005 0.046 0.099 0.463 0.677 0.626 0.599 0.279 0.170
Task Pearson’s r -0.39* -0.24 0.28 0.22 0.42* —0.10 —0.02 0.48" 0.07 0.15
p-value 0.034 0.204 0.129 0.242 0.020 0.621 0.914 0.015 0.748 0.482
DCCS
RMSSD tVNS Pearson’s r -0.27 -0.17 0.24 0.29 0.40* 0.09 0.04 —0.03 —0.01 —0.10
p-value 0.134 0.351 0.180 0.108 0.024 0.623 0.837 0.869 0.973 0.603
Task Pearson’s r -0.25 —0.14 0.16 0.23 0.37* 0.06 0.01 0.038 0.02 —0.08
p-value 0.177 0.440 0.385 0.212 0.035 0.741 0.953 0.858 0.920 0.660
HF tVNS Pearson’s r —0.40* —0.42* 0.29 0.31 —0.08 0.05 0.04 —0.19 —0.14 0.03
p-value 0.026 0.018 0.110 0.089 0.684 0.796 0.835 0.356 0.483 0.900
Task Pearson’s r 0.07 —0.01 -0.27 —-0.19 —0.42* —0.05 —0.03 0.02 —0.06 0.10
p-value 0.715 0.970 0.150 0.314 0.019 0.819 0.905 0.931 0.761 0.619

*0 < 0.05, *p < 0.01. Non-adjusted p values. RT = reaction times; RMSSD = root mean square of successive differences; HF = high frequency; NLT = Number Letter task; DCCS = Dimensional Change Card Sorting

task; tVNS = transcutaneous vagus nerve stimulation (single stimulation phase).
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tasks that minimally vary from one another in the sense that
the additional cognitive processes necessary for performing a
cognitive task can be minimized or at least kept constant. This
would enable a more accurate integrative assessment of the core
executive functions in future research with tVNS investigating
executive performance.

Third, the lack of a difference between tVNS and sham
stimulation regarding cardiac vagal activity, which is in line with
previous findings (Burger et al., 2016, 2019; De Couck et al., 2017;
Borges et al., 2019), could have contributed to the heterogeneity
of the findings. Despite ample evidence on the effects of tVNS
on cognition (e.g., Steenbergen et al., 2015; Sellaro et al.,, 2017),
the evidence provided by the present study on cardiac vagal
activity substantiates the arguments against the suitability of
the earlobe as a sham stimulation, as discussed lately (Keute
et al, 2018b; Rangon, 2018; Borges et al., 2019). At present,
there is only one detailed description of the nerve distribution
of the human auricle and it shows that the earlobe is free from
vagal innervation (Peuker and Filler, 2002). However, it lacks
substantial evidence that electrical stimulation on the earlobe
cannot stimulate brain center nuclei that trigger an increase in
cardiac vagal outflow (Rangon, 2018). This is especially relevant
because the boundaries between particular dermatomes often
overlap (Butt et al.,, 2019), so that a clear understanding of the
nerve distribution of the human auricle is needed. Regardless
of the suitability of the earlobe, it has also been discussed
whether vmHRV parameters are sensitive to afferent vagal
changes triggered by tVNS; it is not yet clear whether the electrical
signal produced by tVNS is strong enough to overcome body-
related barriers such as skin and blood vessels, and therefore to
trigger vagal afferent firing in a way that would robustly increase
prefrontal activity, thus indirectly affecting cardiac vagal activity
(Borges et al., 2019).

In the present study, the cognitive tasks themselves did not
seem to have an impact on the vmHRYV parameters, since neither
RMSSD nor HF decreased during the tasks when compared
to before the tasks. It is not clear whether this lack of a
decrease-which would be expected based on the neurovisceral
integration model (Thayer et al, 2009; Smith et al., 2017),
given the conflict effects elicited by the tasks-was due to tVNS
or not. Possibly, the tasks were not cognitively demanding
enough to evoke a decrease in cardiac vagal activity. The
lack of cognitive demand could also explain why we found
no effect of tVNS on inhibitory control, whereas an array
of previous studies provided evidence in this direction (see
Table 1). Importantly, none of these previous studies used the
same paradigms that were used in the present study. It is
possible that the paradigms for measuring inhibitory control used
here, at least concerning the amount of trials and instructions
used in the present study, are not sensitive to effects that
might otherwise be elicited by tVNS. Moreover, none of the
previous studies investigating the effects of tVNS on inhibitory
control found overall enhanced performance, measured by
means of RT and percentage error (see Table 1). Instead,
they addressed inhibitory control in specific contexts, such as
backward inhibition when working memory is more strongly
demanded (Beste et al., 2016), or response selection during

action cascading (Steenbergen et al., 2015). Regarding cognitive
demand, future studies should incorporate measures of the
cognitive demand of the tasks, for instance by means of subjective
questionnaires or imaging techniques such as functional near-
infrared spectroscopy (fNIRS) and fMRI to measure prefrontal
activity during task performance.

As the only vmHRYV parameter to show changes in the present
study, HF increased during the NLT and DCCS when compared
to the resting phase. Since both tasks are cognitively demanding
due to the dual-task interference, based on the neurovisceral
integration model (Thayer et al., 2009) HF should decrease
compared to both resting and single stimulation phases. At
the same time, this increase of HF was not associated with
a better performance in the DCCS, as it would be predicted
by the neurovisceral integration model. Although there was no
difference between tVNS and sham stimulation regarding HF in
the present study, the increase in HF during the DCCS might be
linked to the positive effect of tVNS found on switch costs. So
far, there has been no other study investigating the effect of tVNS
on respiration, and whether respiration, when affected by tVNS,
moderates executive performance. Future studies should address
this question in order to further investigate the mechanisms of
action behind tVNS.

Limitations

There are limitations to our study that should be mentioned.
First, RMSSD increased within the experimental sessions (see
Supplementary Material). It is not clear, however, whether
this carry-over effect emerged from the stimulation itself, or
simply from the fact that the participants were sitting during
the experiment. Thus, this increase during the experimental
sessions may represent a relevant confounder that renders
it difficult to interpret cardiac vagal activity measurements.
Second, despite considering inhibitory control and cognitive
flexibility differentially by taking different aspects into account,
the present study did not consider other types of cognitive
flexibility. Creatively thinking outside the box, seeing something
from different perspectives (Diamond, 2013), or stochastic
reversal learning (Colzato et al., 2018a) could be aspects of
cognitive flexibility prone to be influenced by tVNS. Third,
respiratory frequency was obtained via a dedicated algorithm
from Kubios (Tarvainen et al., 2013). However, a more precise
assessment of respiratory frequency such as a respiration belt or
a pneumotachograph is recommendable (Quintana et al., 2016).
Fourth, the sample has a misbalance regarding gender, with male
participants being vast majority. Given that sex differences can
influence cardiac vagal activity (Koenig and Thayer, 2016), this
misbalance may have been an issue for the analysis. Finally, as
stated above, the tasks are not comparable to each other. For
example, the Flanker task used here has, when compared to the
Spatial Stroop task, a shorter stimulus presentation time and
random intertrial interval. This may provoke different cognitive
processes that deviate from the ones we aimed at measuring.
A further difference is the length of the tasks, ranging from five
(DCCS) to 13 (Flanker task) min. The amount of trials also
greatly varies between the tasks. Due to a lack of measurement
of task difficulty, it was not possible to investigate whether
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the difficulty level differed strongly between the tasks, as stated
above. Furthermore, the DCCS uses colorful pictures, whereas all
other tasks are bicolored and involve time pressure. The impact
of these differences on the cognitive tasks should be considered
when using them in future studies with tVNS.

CONCLUSION

The present study is the first to investigate different core
executive functions with their different subtypes in an integrative
manner. Additionally, this is the first study to investigate the
effect of tVNS on cognitive flexibility. On the one hand, it was
shown that tVNS can lead to less switch costs in set shifting,
possibly explained by diminished dual-task interference due to
tVNS. On the other hand, the present study provided evidence
that tVNS may have only very specific effects on cognitive
processes. By addressing the different aspects of core cognitive
functions in one standardized study design, the present study
contributes to a better understanding of the effects of tVNS
by further delineating what kind of cognitive and physiological
mechanisms might be influenced by this neuroenhancement tool.
Future studies investigating the effect of tVNS on executive
functions should further investigate cognitive flexibility and
consider task characteristics as well as address different types of
executive functions.
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Objective: New treatment options for depression are warranted, due to high recurrence
rates. Recent research indicates benefits of heart rate variability biofeedback (HRVBF)
on symptom recovery and autonomic functioning in depressed individuals. Slow-
paced breathing-induced ampilification of vagus nerve activity is the main element of
HRVBF. Thus, the latter represents a safe and non-invasive complementary depression
treatment. However, its efficacy in patients undergoing inpatient psychiatric rehabilitation
receiving highly comprehensive treatments has not been evaluated.

Methods: Ninety-two inpatients were randomly assigned to an intervention group (IG)
or control group (CG). While the latter received the standard treatment only, adjunctive
HRVBF was provided to the IG over 5 weeks. Depression severity and heart rate
variability (HRV) were assessed before (pre) and after 5 weeks (post). Moreover, 1-year
follow-up depression scores were available for 30 participants.

Results: Although depression improved in both groups, the IG exhibited significantly
larger improvements at post-assessment (n,% = 0.065) and significant increases in resting
LF-HRV (d = 0.45) and cardiorespiratory coherence (d = 0.61). No significant effects for
RMSSD, SDNN, HF-HRV, or HR were found (ps > 0.05). Additionally, the I1G showed
a medium- to large-sized reduction in resting respiratory rate from 13.2 to 9.8 breaths
per minute (p < 0.001, d = 0.86), with the CG exhibiting only a small decrease from
13.5t0 12.4 (p = 0.49; d = 0.35). While the IG exhibited significantly lower depression
scores at post-assessment (p = 0.042, d = 0.79), this effect decreased during follow-up
(0o =0.195, d = 0.48).

Conclusion: HRVBF as adjuvant therapy during inpatient psychiatric rehabilitation
facilitated depression recovery. Additionally, amplified LF-HRV as well as
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cardiorespiratory coherence at rest and a decrease in resting breathing frequency
was observed in the HRVBF group. These findings emphasize HRVBF’s value
as complementary therapy regardless of concurrent treatments. Moreover, these
incremental benefits could serve as resource even after the actual training period.
However, the additional antidepressant gains vanish during the long-term follow-up,
indicating the need for more intense training or regular practice afterward, respectively.
Thus, future studies are warranted to examine how the initial benefits of HRVBF during
inpatient psychiatric rehabilitation can be preserved post discharge.

Keywords: biofeedback, slow-paced breathing, depression, heart rate variability, psychiatric rehabilitation,
resonance frequency, vagus nerve stimulation

INTRODUCTION

Depression has been identified as the leading cause of disability
worldwide, affecting approximately 300 million people globally
(World Health Organization, 2017; James et al., 2018). While
antidepressants are still the standard treatment for depression,
a debate regarding their efficacy has been emerging in recent
years (Davidson, 2010; Ormel et al., 2020). A recent meta-analysis
suggests only minor benefits compared to placebo treatments
(Cipriani et al., 2018). Importantly, taking antidepressants seems
to increase suicidality and all-cause mortality (Baldessarini et al.,
2017; Maslej et al., 2017). Due to these obvious limitations of
pharmacotherapy, alternative and safer treatment options are
considered worthwhile. Importantly, the high recurrence rates
among those affected by this debilitating disease indicate the need
to complement conventional therapeutic approaches to improve
depression prognosis (Burcusa and Iacono, 2007).

Of note, autonomic functioning is shifted toward increased
sympathetic activity in depression (Koschke et al, 2009;
Schumann et al., 2017). Importantly, autonomic activity can be
reliably and non-invasively assessed through heart rate variability
(HRV), which refers to the fluctuation of subsequent beat-to-beat
intervals of the heart rate, with mathematical analysis of HRV
permitting inferences onto the underlying vagal modulations
(Berntson et al., 1997). HRV can be assessed in time-domain
and frequency-domain measures (Shaffer and Ginsberg, 2017).
A sensitive indicator of vagally mediated HRV is the respiratory
sinus arrhythmia (RSA), which reflects the concomitant increase
in heart rate with inspiration and decrease with expiration,
with the exact phase relationship between respiration and heart
rate depending on the breathing frequency (Berntson et al.,
1997; Vaschillo et al., 2002). Additionally, the root mean square
of successive differences between normal heartbeats (RMSSD)
is an established marker of vagally mediated HRV (vmHRV;
Schwerdtfeger et al., 2019). Noteworthily, a recent meta-analysis
shows attenuated vagal functioning in depressed individuals,
manifesting in decreased heart rate variability, including vmHRV
(Koch et al., 2019).

The neurovisceral integration model (NIM), first postulated
by Thayer and Lane (2000), provides a framework for a possible
explanation regarding the link between depression and HRV.
The NIM proposes that the regulation of affect, attention, and
autonomic activity shares neural circuits, and therefore, vmHRV

could index the efficacy of central-peripheral neural feedback
loops (Thayer and Lane, 2009). Importantly, the prefrontal
cortex, central to executive functions, is considered as a major
effector regarding autonomic functioning, exhibiting top-down
inhibition on sympathetic activity (Thayer and Lane, 2009).
Thus, dysfunctional cognitions and emotions, respectively, could
trigger the release of the prefrontal vagal brake, manifesting
in decreased vmHRV (Thayer and Lane, 2009; Smith et al,
2017). Accordingly, perseverative cognition like rumination is
associated with attenuated vmHRYV (Gerteis and Schwerdtfeger,
2016; Ottaviani, 2018).

Importantly, enhancing HRV is hypothesized to increase
cerebral oscillations, supposedly strengthening functional
connectivity in brain areas relevant to emotion regulation,
including prefrontal areas, which in return should improve
mental well-being (Mather and Thayer, 2018). Hence, increasing
HRV via heart rate variability biofeedback (HRVBF) could
constitute an alternative treatment for alleviating depressive
symptoms. HRVBF is based on the phenomenon of maximum
RSA amplification occurring at a specific respiratory frequency,
which on average is approximately 5.5 (0.09 Hz) breaths per
minute (Vaschillo et al.,, 2002; Lehrer et al., 2003). Due to the
cardiovascular resonance in response to this specific respiratory
pattern, it has also been labeled resonant breathing (Vaschillo
et al., 2006). HRVBF supposedly amplifies autonomic reflexes,
like the baroreflex, ultimately enhancing autonomic functioning,
which eventually increases HRV (Vaschillo et al., 2002; Lehrer
et al., 2003; Lehrer and Gevirtz, 2014). Noteworthily, breathing
at such a slow rate (i.e, 0.09 Hz) shifts the RSA from the
high-frequency (HF; 0.15-0.4 Hz) to the low-frequency (LF;
0.04-0.15 Hz) domain of HRV, which seems primarily vagally
mediated (Lehrer et al., 2003; Kromenacker et al., 2018).

Importantly, several studies have shown benefits of HRVBF on
depression recovery and HRV in clinical depression (Karavidas
et al., 2007; Siepmann et al., 2008; Hartogs et al., 2017; Caldwell
and Steffen, 2018; Lin et al., 2019). Although compelling, small
sample sizes and lack of control groups in previous research
limit interpretation and long-term outcomes of HRVBF have
not been evaluated yet. Thus, the present work aims to expand
prior research by evaluating for the first time the short- and
long-term efficacy of HRVBF in individuals undergoing inpatient
psychiatric rehabilitation. Importantly, the main intent of this
study was to assess the general feasibility of HRVBF to improve
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depressive symptoms in patients already receiving a highly
comprehensive treatment program. Since aiming at elucidating
HRVBFs antidepressant efficacy on a more global level and
in stationary psychiatric rehabilitation per se, patients with
diagnoses other than depression were included.

Since inpatients are exposed to the same environmental
factors during the 6-week in-clinic rehabilitation period, this
provides an excellent context to investigate HRVBF’s efficacy,
especially as HRV seems sensitive to external influences like diet,
exercise, and even air quality (Levy et al., 1998; Haberfellner et al.,
2008; Pieters et al., 2012; Kingsley and Figueroa, 2016; Young
and Benton, 2018). Therefore, any HRV or depression differences
occurring between the intervention group (IG) and the control
group (CG) are likely due to HRVBF.

Based on the proposed benefits of HRVBF on depression
recovery and autonomic functioning, we hypothesized that
inpatient psychiatric rehabilitation supplemented by HRVBF
will yield greater improvements in depressive symptoms and
HRV than the standard treatment alone. Specifically, we
expected that practicing HRVBF enhances vagal and baroreflex
functioning, which should result in increased RMSSD, HEF-
HRYV, and LE-HRY, respectively. Finally, the cumulative effect of
increased vagal activity as well as improved baroreflex should
manifest in improved overall variability and therefore increased
SDNN. On an exploratory basis, we also evaluated whether
HRVBF during rehabilitation affects 12-month recovery from
depressive symptoms.

MATERIALS AND METHODS

Ethics Statement

The authors assert that all procedures contributing to this work
comply with the ethical standards of the relevant national and
institutional committees on human experimentation and with
the Helsinki Declaration of 1975, as revised in 2013. This study
was approved by the institutional ethics committee (GZ. 39/43/63
ex 2017/18). From all participants, oral and written informed
consent was obtained.

Participants and Design

Participants were recruited from a local inpatient psychiatric
rehabilitation clinic, where they stay on average for 42 days.
Patients taking antidepressants, anxiolytics, and other medication
like anti-hypertensives or supplements, respectively, were
included only if intake had been started at least 3 months
prior study admission. The sampling protocol is shown in
Figure 1. Patients diagnosed with a substance-use disorder were
excluded. Initially, 48 participants were randomly assigned to
the intervention group (IG) and 44 participants to the control
group (CG). Final sample size was reduced due to dropouts
(IG = 8 CG = 5), diagnosed substance-use disorder (IG = 3;
CG = 2), acute illness at post-assessment (IG = 1), severe side
effects due to new medication (IG = 1), missing items in the
BDI-II (IG = 1; CG = 3), artifacts in the electrocardiogram (ECG;
IG = 1), and missing ECG assessments (CG = 2). Thus, the
depression pre—post analyses included 68 participants (IG = 34;

I Enrollment I | 92 Participants
v
Random IG CG Baseline
Assignment n=48 n=44 assessment
v v
Exclusion IG CG 5-week
numbers BDI-ll:n =14 BDI-ll: n =10 intervention
HRV:n =14 HRV:n=9
v v
Final IG CG Post-
samples BDI-ll: n =34 BDI-ll: n =34 assessment
HRV:n =34 HRV: n =35
v v
Samples IG CG 12-month
Follow-Up n=14 n=16 Follow-Up

FIGURE 1 | Study design. N = 92 in-patients enrolled in the study and were
randomly assigned to the intervention (IG) or control group (CG). Due to
dropouts, missing items in the BDI-II, side effects from medication, illness,
artifacts in the ECG, and missing assessments, the final sample size was
reduced to 68 for the depression pre—post and to 69 for the HRV pre—post
analyses, respectively. Overall, 30 participants (IG = 14; CG = 16) returned the
follow-up questionnaires.

CG = 34) aged 26-66 (M = 48.7; SD = 9.4; Table 1). Pre-post
data for HRV were available from 69 participants (see Table 1).
The 12-month follow-up questionnaires were returned by 30
participants (IG = 14; CG = 16).

A 2 x 2 pre-post design was applied with group (IG vs.
CG) as between-subject factor, time (pre—post; post-follow-up)
as within-subject factor, and depression as well as various HRV
measures as dependent variables. The IG practiced HRVBF in
addition to the standard treatment. The CG received standard
treatment only, provided with the opportunity to receive a brief
HRVBEF training after the study.

Procedure

On admission day, inpatients received an overview of the
study and were assured about the confidentiality, anonymity,
and possibility to withdraw from the study without negative
consequences. They completed psychometric testing and two
separate short-term HRV recordings, prior and after the
5-week intervention phase. After completing the baseline
assessments, participants were randomly assigned to the IG or
the CG, respectively (Figure 1). After post-assessment, a 12-
month follow-up regarding depressive symptoms was conducted
in written form. During the follow-up period, no further
support was provided.

Measures
Demographics and Confounders
Participants filled out questionnaires regarding

demographic/control variables at study entry. At admission,
diagnoses and medication including supplement intake were
obtained from the patient documentations. Medications and
supplements were also assessed from the demographic/control
questionnaires to record potential unregistered intake.
Supplements were assessed, since various substances like
vitamin D or probiotics seem to have mood-altering effects
(Shaffer et al., 2014; Mocking et al., 2016; Schefft et al., 2017;
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TABLE 1 | Demographic information for the BDI-Il and HRV pre—post analyses, between groups.

BDI-II HRV
IG CG IG CG
n=34 n=34 p n=34 n=35 p

Age in years (M, SD) 48.5 (8.2) 48.9 (10.6) 0.858 49.03 (7.7) 49.43 (10.4) 0.857
Female sex (%) 67.6 61.8 0.612 64.7 60.0 0.687
Body mass index (M, SD) 25.6 (4.9) 27.9 (6.6) 0.105 25.7 (4.9) 27.7 (6.6) 0.165
Primary psychiatric diagnosis ICD-10 (%)

Schizophrenia and schizotypal and delusional disorders F20-29 (%) 0.0 5.9 0.151 0.0 8.6 0.081
Affective disorders F30-39 (%) 76.5 73.5 0.779 76.5 71.4 0.633
Neurotic, stress-related, and somatoform disorders F40-48 (%) 23.5 20.6 0.770 23.5 20.0 0.722
Psychiatric comorbidity (%) 35.3 324 0.798 32.4 37.1 0.676
Burnout symptoms Z73.0 (%) 20.6 14.7 0.525 17.6 14.3 0.703
Psychotropics (%) 85.3 91.2 0.452 85.3 88.6 0.686
Psychotropics N (M, SD) 2.9(1.9) 2.8(1.5) 0.945 3.0 (2.0) 2.7 (1.5) 0.507
Antidepressants (%) 85.3 82.4 0.742 85.3 80.0 0.562
Antidepressants N (M, SD) 1.8(1.1) 1.8(1.1) 0.914 1.9(1.2 1.7(1.2) 0.563
SSRI (%) 64.7 79.4 0.177 64.7 71.4 0.549
SNRI (%) 38.2 17.6 0.059 41.2 171 0.028
NaSSA (%) 1.8 17.6 0.493 14.7 1.4 0.686
Tricyclic (%) 5.9 0.0 0.151 5.9 0.0 0.145
Neuroleptics (%) 20.6 23.5 0.770 23.5 25.7 0.833
Atypical neuroleptics (%) 26.5 5.9 0.021 23.5 8.6 0.090
Antiepileptics (%) 5.9 26.5 0.021 5.9 28.6 0.013
Anxiolytics (%) 23.5 29.4 0.582 26.5 28.6 0.845
Anxiolytics N (M, SD) 0.3(0.5) 0.3(0.5) 0.804 0.3(0.5) 0.3(0.5) 0.944
Somatic comorbidity (%) 55.9 55.9 1.00 55.9 60.0 0.729
CVD (%) 17.6 17.6 1.00 17.6 20.0 0.803
Chronic pain (%) 1.8 17.6 0.493 1.8 174 0.526
Respiratory disease (%) 8.8 5.9 0.642 8.8 5.7 0.618
Anti-hypertensives (%) 26.5 23.5 0.779 29.4 25.7 0.731
Supplements (%) 29.4 26.5 0.787 29.4 28.6 0.939
Vitamin D3 (%) 1.8 20.6 0.349 1.8 20.0 0.375
Probiotics (%) 0.0 2.9 0.314 0.0 2.9 0.321
Other (%) 2.9 2.9 1.00 2.9 2.9 0.983
Behavioral data

Nicotine (%) 32.4 48.5 0.178 33.3 471 0.252
Alcohol (%) 41.2 51.5 0.396 441 471 0.808
Aerobic training (%) 84.8 75.0 0.321 84.4 78.8 0.562
Weekly aerobic training (M, SD) 230 (192) 160 (152) 0.114 230 (195) 171 (150) 0.182
Strength (%) 6.1 6.5 0.949 6.3 125 0.391
Weekly strength (M, SD) 0.2 (0.7) 0.1(0.6) 0.618 0.2 (0.7) 0.2 (0.8 0.840
In-clinic breathing training (%) 0.0 20.6 0.005 0.0 20.0 0.006

BDI-Il, demographics between groups for depression pre-post comparisons; HRV, demographics between groups for HRV pre-post comparisons; variables tested by
chi-square tests and by t-tests. CVD, cardiovascular disease. Aerobic training, total number and percentage of participants practicing aerobic exercise regularly. Weekly
aerobic training, mean weekly volume of aerobic exercise in minutes. Strength, total number and percentage of participants practicing strength training regularly. Weekly
strength, mean frequency of weekly strength sessions. N, total number. %, percentage. M, mean. SD, standard deviation.

Nikolova et al., 2019). Additionally, the care report of every
participant was reviewed to control for changes in medication,
occurring illness and extraordinary incidents.

Primary Outcomes
Depressive Symptoms
Depression severity was assessed with the Beck-Depression
Inventory IT (BDI-II) (Beck et al., 1996), which seems particularly

sensitive to detect changes among psychiatric patients (Wang
and Gorenstein, 2013). The BDI-II consists of 21 items and
is a self-report measure, assessing cognitive, affective, and
neurovegetative symptoms of depression (Beck et al., 1996; Steer
and Clark, 1997). In addition to an overall depression score,
BDI-II distinguishes between a cognitive and somatic-affective
subscale (Huang and Chen, 2015). Cronbach’s alphas for the BDI-
IT overall score and the cognitive and somatic-affective subscales
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were 0.95, 0.91, and 0.92 at baseline; 0.95, 0.90, and 0.93 at post-
assessment; and 0.95, 0.91, and 0.92 at follow-up, respectively,
indicating high internal consistency (Peterson, 1994).

Heart Rate Variability

HRV Data Analysis

Heart rate variability was acquired by means of the “HRV
Scanner,” a one-channel ECG with a sampling rate of 500 Hz
(BioSign GmbH, D-85570, Ottenhofen, Germany). The signal
was obtained from two limb clamps, placed at participants’ wrists.
Data analysis was performed with the HRV-Scanner Software
(BioSign GmbH, D-85570, Ottenhofen, Germany). Participants
completed a 3-min short-term electrocardiogram (ECG), from
which time-domain and frequency-domain measures were
assessed. The ECG signal was automatically controlled for
artifacts by the HRV-Scanner software, and only data containing
less than five percent of artifacts were included for further
analyses. Additionally, the ECG was visually controlled by
two experienced examiners. One participant from the IG was
excluded due to excessive artifacts (baseline: 5.04%; post-
assessment: 8.65%). Of note, both groups showed similar mean
artifact ratios at baseline (IG: M = 0.16, SD = 0.55; CG: M = 0.09,
SD = 0.28) and post-assessment (IG: M = 0.15, SD = 0.77; CG:
M =0.04, SD = 0.25).

HRV Measures

Heart rate variability parameters in the time domain encompass
heart rate (HR), root mean square of successive differences
(RMSSD), and standard deviation of RR intervals (SDNN).
RMSSD is considered as a cardinal marker of parasympathetic
activity and SDNN a global measure of all autonomic influences
on HRV (Umetani et al., 1998; Shaffer F. et al., 2014). Frequency-
domain analysis classifies HRV into low (LF; 0.04-0.15 Hz)
and high frequencies (HF; 0.15-0.4 Hz), expressed as ms?.
HF power primarily reflects parasympathetic (i.e., vagal)
activity (Berntson et al., 1997). Although regarded as a marker
of cardiac sympathetic control (Berntson et al, 1997), a
major vagal influence on LF power is proposed (Billman,
2013; Reyes del Paso et al, 2013). Of note, during resting
conditions, LF-HRV seems predominantly influenced by
baroreflex and vagal activity, with only minor sympathetic
contributions, compared to ambulatory settings, where
sympathetic efference could be more dominant (Shaffer
etal., 2014). Accordingly, Kromenacker et al. (2018) showed that
increases in LF power due to slow breathing were predominantly
vagally mediated.

We analyzed HR, SDNN, RMSSD, HE and LF from the
3-min ECG recordings. Additionally, as an indicator of RSA
the grade of rhythmization (GR) was calculated, which aims to
quantify HRVBF success. This index integrates fluctuations of
LF-HRV and HF-HRV. Specifically, changes in LF and HF are
weighted against each other, with HF assigned a higher weight,
thus quantifying the ratio of peak amplitude power compared
to the remaining signals in the spectral analysis. This is due to
the well-known phenomenon, that during states of enhanced
cardiorespiratory coherence, an elevated peak and a narrower
distribution of power can be observed in the spectrogram,

shifting from HF to LF frequency. Therefore, GR increments
correspond to an increase in the peak amplitude power, including
a higher signal density centered around the peak and less power
within the remaining frequencies, indicating a high RSA state. On
the contrary a distribution of the power across a wider frequency
range and a lower power peak, respectively, should indicate a
lower GR and therefore a low RSA state. Hence, the GR aims
at describing the quantity (i.e., height of amplitude) and quality
of the RSA (i.e., presence of non-respiratory influences on the
RSA), indicating the degree of cardiorespiratory coherence (e.g.,
Druschky and Druschky, 2015). It should be noted, though, that
the GR is of explorative nature, since published validation studies
are lacking. Frequency-domain HRV parameters were analyzed
applying fast-Fourier transformation.

At the day of testing, participants were instructed to abstain
from alcohol, nicotine, and exercise until HRV measurements
were completed. Individuals were also instructed to fast at least
2 h prior to their appointments, as food intake potentially
influences HRV (Hayano et al., 1990; Lu et al., 1999; Cornelissen
et al., 2010; Romanowicz et al., 2011; Kingsley and Figueroa,
2016). Due to circadian HRV fluctuations, participants’ pre-
post measurements were taken within the same 3 h of the day
(Bonnemeier et al., 2003). The ECG was taken in a supine
position after participants had rested for 10 min. Pre-post ECG
measurements were conducted in the same climatized room.

Breathing Frequency

Resting breathing frequency was analyzed pre- and post-
intervention from the ECG. The HRV Scanner Software analyzes
respiratory rate from the ECG signal, which is highly correlated
with the actual breathing rate (Schrumpf et al., 2016). Thus, ECG-
derived breathing frequency has been suggested as an accurate
measure of respiration (Tong et al., 2014).

Secondary Outcomes

HRVBF Training Compliance

We assessed three compliance measures. First, we documented
participants’ number of attended group trainings, and second,
self-practice frequency was analyzed from the portable HRVBF
devices. Third, an overall compliance score was calculated adding
up group and self-practice frequencies.

HRVBF Training Performance

To measure participants HRVBF training performance, we
assessed the relative grade of rhythmization (relGR). The relGR
describes the mean achieved percentage of the set target GR (i.e.,
RSA amplitude required to receive a perfect feedback) during
HRVBEF sessions. Thus, the relGR objectifies the difficulty of the
HRVBF while simultaneously measuring training success. For
example, a relGR of 76 corresponds to producing on average
76% of the set target GR, while a relGR of 108 equals a mean
GR, 108% of the target GR. Hence, the relGR can exceed 100%
if the achieved values are higher than the set target GR, thus
indicating superior performance. Additionally, respiratory rates
were estimated from the biofeedback data, calculating the power
peak in the frequency domains (Karlen et al., 2011).
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Technical Details HRVBF

Heart rate variability biofeedback was delivered through
a portable device named Qiu (BioSign GmbH, D-85570,
Ottenhofen, Germany), which allowed participants to practice
HRVBF at any time. The sphere-shaped device is battery-
powered, has the size of a tennis ball, and measures heart rate
by an optical sensor (i.e., photoplethysmography) at the palm,
second digit, or thumb. Alternatively, an ear clip can be used
to sense pulse rate. The Qiu provides the option to guide the
practitioner’s BF by moving blue LED lights, which can be set
individually. The Qiu records date, time, and the RR intervals
of every session. Once heart rate is detected, the luminescent
upper half of the Qiu visualizes the current relGR through a
continuous visual feedback, which ranges from dark red (ie.,
low relGR) to bright green (i.e., high relGR). Accordingly,
the optical feedback displays the degree to which practitioners
achieve their target GR, which can be set individually, based on
the participants’ individual values. Importantly, the Qiu applies
an algorithm controlling for error variance in the GR during
the biofeedback, which ensures accuracy of the short feedback
latency, necessary for the HRVBF.

In general, the HRVBF protocol used in this study differs from
the original procedure (i.e., Lehrer et al., 2000, 2013). The original
protocol assesses the precise resonance frequency with a rather
time intensive procedure as a basis for the actual HRVBF (Lehrer
et al., 2000, 2013). On the contrary, a 60-s deep breathing HRV
test (DBT) is used to estimate the target HRV amplitude for
the Qiu-HRVBE. In the DBT, participants breathe at 6 breaths
per minute, which corresponds to the approximate resonance
frequency, with inspiration and expiration lasting 5 s each,
guided by a visual signal (Ewing and Clarke, 1982; Lehrer et al.,
2003; Shields, 2009). Hence, instead of assessing the individual
resonance frequency, the approximate maximum HRV amplitude
is assessed from the DBT.

Precisely, the HRV Scanner software calculates the GR from
the 60-s DBT, which is used by the Qiu as reference for the
HRVBF. Importantly, Qiu’s target GR is set higher than the
actual maximum GR amplitude achieved in the DBT. Therefore,
enough margin is provided to enable practitioners to achieve their
actual peak HRV during the HRVBF practice. Thus, participants
have to adapt their breathing pattern in response to the visual
feedback to achieve their maximum HRV (i.e., GR) amplitude.
Accordingly, practitioners determine their precise resonance
frequency during every training session in order to achieve a
positive feedback.

Treatments

Standard Treatment (ST)

The ST consisted of 240 min of daily multifaceted therapies
during the week and 80 min of therapy on Saturdays. These
treatments included psychotherapy, psychoeducation, music
therapy, physical and exercise therapy, and relaxation methods,
including progressive muscle relaxation. Importantly, inpatients
have to adhere to a strict treatment curriculum, which is equal
for all inpatients, with non-adherence leading to early discharge.
Hence, the IG and CG were comparable regarding treatment

regiments independent of the HRVBF intervention. Of note, the
clinic also provided breathing training by physical therapists, as
additional individual therapy. Only the CG could participate in
the in-clinic breathing training to avoid any confluent effects with
the HRVBF on the study outcome.

Details HRVBF Training Procedure

The IG received a 2-h introduction to the HRVBE, consisting of
hierarchical steps: First, participants were taught nasal abdominal
and pursed-lip breathing according to Lehrer et al. (2000).
We emphasized nasal inspiration, as recent literature indicates
improved entrainment of cerebral activity as compared to oral
inspiration (Zelano et al., 2016; Herrero et al., 2018; Piarulli
et al., 2018). In addition, switching from thoracic to abdominal
breathing could improve vagal activation via slowly adapting
stretch receptors during deep breathing (Noble and Hochman,
2019). Pursed-lip breathing is supposed to improve breathing
economy through decreasing air turbulences during exhalation
and mechanically dilating the airways (e.g., Lehrer et al,
2000). Also, participants were instructed to focus the mind
on the Dan Tian, a supposed “energy center” in the mind-
body technique of Qi Gong, allegedly located three centimeters
below the navel inside the belly (Chan et al, 2008). We
integrated this idea as focusing on the Dan Tian while breathing
seems to facilitate slow, deep breathing, which eventually is
a prerequisite to successfully modulate HRV (Lehrer et al,
2003; Chan et al, 2008). Importantly, we disentangled this
concept from its dogmatic valence and instructed participants
to focus on the center of their abdomen to facilitate deep
breathing. Second, participants were familiarized with the Qiu.
Third, they were trained to use the taught techniques to modify
their breathing and to adopt the latter according to the Qiu’s
visual feedback to optimize their HRV. Thus, the goal was
to maximize the GR, rather than rigidly execute a specific
technique. Fourth, participants received written instructions
of the breathing techniques and details regarding Qiu usage,
including self-practice.

The self-practice consisted of a 10-min HRVBF twice a day.
Since participants had to attend the various standard treatments
during the day, we recommended to do the first session in
the morning and the second in the afternoon or evening,
respectively. Participants were informed that they could train
more HRVBF if they wanted to. Additionally, the IG was
instructed to do three cycles of resonant breathing without the
Qiu throughout the day, with each cycle lasting 10 breaths,
trying to emulate the breathing pattern of the biofeedback-
guided training. This additional practice aimed at familiarizing
participants with the taught breathing techniques in order
to facilitate HRVBF training. The HRVBF introduction was
supplemented by one guided HRVBF session weekly (ie., 5
sessions), consisting of approximately 35 min of HRVBF and
25 min for discussing any questions. In order to maintain
training quality throughout the study period, the set target GR
necessary to achieve a positive feedback was adjusted based on
each individual’s progression in performance.

Because groups shared the same environment (i.e., clinic)
during the study, the IG was instructed not to communicate
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any details about the HRVBF with the CG to avoid potential
transfer effects. Importantly, participants were stressed not to
share their personal HRVBF device, since all training sessions are
recorded and supposed to reflect each individual’s performance
and compliance, respectively.

Statistical Analyses

Data were analyzed with SPSS 25.0 software. To compare groups
regarding demographic, medical, and behavioral variables,
chi-square analyses and unpaired t-tests were conducted.
Shapiro-Wilk tests were performed to analyze distributional
characteristics (Shapiro and Wilk, 1965). Accounting for skewed
distributions, HRV measures were normalized using natural
logarithmic transformation. Separate two-way mixed ANOVAs
were performed, with group (IG, CG) as a between-subject factor
and time (pre-post; post-follow-up) as a within-subject factor.
Correlations were analyzed using Pearson’s product-moment
correlations. As a measure of effect size, partial eta-squared (nIZ)) is
reported with small, medium, and large effects represented by the
values 0.01, 0.06, and 0.14, respectively (Cohen, 2013). Cohen’s
d was reported as effect size for t-tests with small, medium,
and large effects, represented by the values 0.2, 0.5, and 0.8,
respectively (Cohen, 2013).

RESULTS

Baseline Sample Characteristics

Regarding demographic and control variables, there were no
significant baseline differences between the IG and CG. Both
groups showed similar overall antidepressant intake and were
slightly overweight with BMI values corresponding to early-
stage obesity (World Health Organization, 1998; see, Table 1).
However, in the IG a tendency for higher SNRI intake,
significantly higher use of atypical neuroleptics, and less frequent
use of antiepileptics were observed (ps < 0.05; Table 1).

Inpatients were diagnosed according to ICD-10 (World
Health Organization, 1992). The majority was diagnosed with
affective disorders (ICD-10: F30-39), followed by neurotic,
stress-related, and somatoform disorders and schizophrenia
and schizotypal and delusional disorders (ICD-10: F20-29),
respectively. However, no information regarding the precise
number of episodes in case of recurrent depression was
available. Within each group, approximately one third exhibited
a comorbid (two or more) disorder with about a fifth exhibiting
an additional burnout (273.0) diagnosis (Table 1).

Importantly, for HRV pre-post analyses, demographic
characteristics including both, diagnoses (including specific
ICD-10 diagnoses) and control variables, were similar to the
depression pre—post analyses. Only the statistical tendency for
higher SNRI intake in the IG was significant (p < 0.05), while
the less frequent use of atypical neuroleptics in the CG was
non-significant (p > 0.05; Table 1).

Of note, groups did not differ in severity of depressive
symptoms (including subscales), diagnoses, or HRV variables at
baseline (ps > 0.05). Both groups showed moderate depression
scores at baseline (Table 2).

The Efficacy of HRVBF on Improving

Depressive Symptoms

Depressive symptoms decreased over the course of the 5 weeks,
as evidenced by a significant main effect of time in the mixed
ANOVA with a large effect size [F(1,66) = 74.510, p < 0.001,
71}2, = 0.530]. Further, a moderating effect of group could be
shown by a significant group x time interaction of medium
effect size [F(1,66) = 4.60, p = 0.036, nf, = 0.065; Figure 2].
Paired t-tests showed significant decreases in the BDI-II score
of 12.4 points in the IG [t(33) = 7.57, p < 0.001, d = 1.30]
and of 7.5 points in the CG [#(33) = 4.62, p < 0.001, d = 0.79;
see Table 2]. Main effects for time were also found for the
cognitive [F(1,66) = 43.92, p < 0.001, nf) = 0.400] and somatic-
affective subscales [F(1,66) = 78.93, p < 0.001, nf) = 0.545]
with comparably large effects. A medium-sized moderating effect
of group across time could be found for somatic-affective,
[F(1,66) = 6.23, p = 0.015, nlzJ = 0.086], but not for cognitive
symptoms (p = 0.227, nIZ) = 0.022). Paired t-tests revealed a
significant decrease in the somatic-affective score of 7.9 points in
the IG [#(33) =7.57, p < 0.001, d = 1.30] and 4.4 points in the CG
[t(33) = 4.85, p < 0.001, d = 0.83; see Table 2], respectively. No
group differences in depression (including subscales) were found
at post-assessment (ps > 0.05).

The Efficacy of HRVBF on Increasing
Resting HRV

For InLE, a medium-sized main effect for time could be observed
[F(1,67) = 6.10, p = 0.016, nf) = 0.083], suggesting increasing
values from pre- to post-assessment. Albeit no significant
interaction for group x time was found (p = 0.121, nf, =0.036),
post hoc paired t-tests showed significant increases in InLF for the
IG only [t(33) = —2.64), p = 0.013, d = 0.45; see Figure 3] and no
significant changes in the CG [#(34) = —0.696), p =0.491,d = 0.12;
see Table 2].

Regarding InGR, a large-sized main effect for time
[F(1,67) = 13.42; p < 0.001, nf, = 0.167] and a significant
interaction for group x time of medium effect size were found
[F(1,67) = 4.74, p = 0.033, nf) = 0.066; see Figure 4]. Paired
t-tests evidenced a significant increase in InGR for the IG only
[t(33) = —3.55, p = 0.001, d = 0.61; Table 2]. No significant
effects for the other HRV measures, heart rate included, were
found (ps > 0.05).

Effects of HRVBF on Resting Breathing

Frequency

Baseline breathing rates did not differ significantly between
groups (p = 0.717, d = 0.09) and were within the normal range
of human respiration (IG = 13.2 vs. CG = 13.5; Yuan et al., 2013).
Opverall, resting breathing rate decreased, as evidenced by a large-
sized main effect of time in the mixed ANOVA [F(1,67) = 27.16,
p < 0.001, nf, = 0.288]. A significant medium-sized interaction
of time x group illustrated a moderating effect of the HRVBF on
resting respiratory rate [F(1,67) = 6.928, p = 0.011, n%, =0.094].
Paired t-tests showed large decreases in breathing frequency
for the IG, from 13.2 to 9.8 breaths per minute [#(33) = 5.04,
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TABLE 2 | Paired t-tests by group for depression and physiological measures at baseline and post-assessment.

1G CG
M (SD) M (SD) t Id| M (SD) M (SD) t lal F 11,2,
Pre Post Pre Post
BDI-Il total 21.59 (12.51) 9.18 (10.13) 7.565* 1.30 19.97 (14.04) 125 (11.11) 4.621* 0.79 4.602*  0.065
BDI-Il cog 6.77 (5.85) 2.88 (3.95) 5.468* 0.94 7.06 (6.38) 4.38 (4.56) 3.882  0.67 1.485 0.022
BDI-Il soma 13.74 (6.96) 5.82 (6.23) 7.566** 1.30 11.88 (7.78) 7.44 (6.56) 4.846* 0.83 6.230*  0.086
HR bpm 66.69 (11.11) 67.60 (11.60) —0.593 0.10 68.50 (11.08) 69.37 (11.34) —0.459 0.08 0.000 0.000
BF cpm 13.15 (3.63) 9.81 (2.86) 5.039* 0.86 13.62 (4.77) 12.42 (3.91) 2.039* 0.35 6.928*  0.094
INSDNN ms 3.38 (0.45) 3.42 (0.54) —0.432 0.07 3.42 (.44) 3.42 (.53) —0.024 0.004 0.105 0.002
rSDNN ms 32.50 (15.18) 35.22 (21.55) 33.66 (17.06) 34.58 (18.33)
INRMSSD ms 3.10 (0.63) 3.00 (0.65) 1.003 0.17 2.92 (0.60) 2.93 (0.68) —0.148 0.025 0.377 0.012
rRMSSD ms 27.02 (18.54) 24.68 (18.96) 22.52 (16.55) 24.04 (20.50)
InLF ms? 5.25(1.19) 5.86 (1.39) —2.636* 0.45 5.39 (1.29) 5.52 (1.40) —0.696 0.12 2.468 0.036
rLF ms? 340.77 (347.43) 1051.14 (2610.37) 563.53 (1252.44) 549.93 (934.77)
InHF ms? 5.25(1.37) 4.85 (1.37) 1.630 0.28 4.66 (1.42) 4.79 (1.56) —0.662 0.11 2.860 0.041
rHF ms? 492.60 (814.66) 334.96 (587.88) 322.70 (582.84) 380.42 (696.35)
INnGR 1.18 (0.73) 1.72 (0.96) —3.647* 0.61 1.40 (0.91) 1.54 (0.88) —1.291 0.22 4.736*  0.066
rGR 4.09 (2.70) 9.05 (11.30) 6.08 (6.53) 6.74 (6.74)

Additional F-statistics for the interaction effects in the mixed ANOVAs. BDI-II total, Beck Depression Inventory Il overall score; BDI-Il cog, score in the cognitive subscale
of the Beck Depression Inventory Il; BDI-Il soma, score in the somatic-affective subscale of the Beck Depression Inventory Il; HR, heart rate; bpm, beats per minute;
BF, breathing frequency; com, cycles per minute; ms, milliseconds; ms?, milliseconds squared; In, natural logarithmic normalization of the data; r, raw values; InNSDNN,
logarithmized standard deviation of all normal-to-normal RR intervals; InRMSSD, logarithmized root mean square of successive differences between normal heartbeats;
InLF, logarithmized low-frequency HRV; InHF, logarithmized high-frequency HRV; InGR, logarithmized grade of rhythmization; *indicates p < 0.05. *indicates p < 0.001.

25

23

21

BDI-Il total

o= == = HRVBF + ST

e ST 0Ny

Pre

5 weeks

Post

FIGURE 2 | The IG, receiving the HRVBF in addition to the ST, showed a
significant larger decrease in depressive symptoms over 5 weeks. BDI-II total,
Beck Depression Inventory Il overall score; HRVBF, heart rate variability
biofeedback; ST, standard treatment. Error bars indicate £1 SE.
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FIGURE 3 | While the CL group receiving the ST only did not show any
changes in InLF, the IG (HRVBF + ST) showed an increase in InLF after the
5-week training period. HRVBF, heart rate variability biofeedback; ST,
standard treatment. Error bars indicate +1 SE.

p < 0.001, d = 0.86] and a small reduction from 13.5 to 12.4 for
the CG [t(34) = 2.04, p = 0.049, d = 0.35; Table 2].

Adherence to HRVBF Training

The mean number of attended group training sessions was 5.5
(SD = 0.6; range: 4-6), while the average self-practice frequency
was 57 (8D = 26.6; range: 14-116) sessions, respectively. This

corresponds to reaching a mean of 84.5% (SD = 34.5; range: 24.3-
164.9) regarding overall target training frequency of 74 sessions
(i.e., 68 self-practice sessions and 6 group trainings).

HRVBF Training Performance
Mean relGR across sessions was 80.0%, which documents
that throughout all sessions, participants achieved on average
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FIGURE 4 | While the IG (HRVBF + ST) exhibited significant increases in INGR,
the CG (ST only) did not show any substantial changes. HRVBF, heart rate
variability biofeedback; ST, standard treatment. Error bars indicate +1 SE.

80 percent of their individual maximum HRV peak. This
indicates sufficient HRVBF training difficulty to induce potential
autonomic adaptations (i.e, HRV increases). The average
respiratory rate in the IG, calculated from the biofeedback data,
was 5.5 (SD = 0.46; range: 4.7-6.8) breaths per minute, which is in
line with the findings of previous research using more extensive
assessment methods (Vaschillo et al., 2002; Lehrer et al., 2003).
Therefore, the GR seems to provide a feasible feedback signal to
foster each individual’s resonance frequency.

Exploratory Analyses

Overall depression scores were negatively associated with InLF
(r = —0.346, p = 0.006) and InGR (r = —0.319, p = 0.011) at pre-
assessment and at post-assessment (InLF: r = —0.286, p = 0.020;
InGR: r = —0.315, p = 0.010). None of the evaluated compliance
(i.e., practice frequency) and performance measures (i.e., relGR)
were associated with changes in depression or HRYV, respectively
(ps > 0.05). Also, the observed decreases in depressive symptoms
including subscales were not associated with changes in any of the
HRYV parameters across the whole sample and within each group,
respectively (ps > 0.05).

12-Month Follow-Up of Depression

Recovery

From thirty participants (IG = 14; CG = 16), depression follow-
up data was available. No group differences in the control
variables (ps > 0.05) or depression severity (p = 0.511, d = 0.24)
were found at baseline. A mixed ANOVA comparing depression
severity between the IG and the CG from post-assessment to
follow-up showed neither a significant main effect for time
nor a time x group interaction (ps > 0.05). However, the IG

exhibited significantly lower depression scores of large effect size
compared to the CG (p = 0.042, d = 0.79) at post-assessment.
These additional antidepressive benefits due to HRVBF decreased
during the 12-month post-discharge, illustrated by slightly
smaller depression differences at follow-up (p = 0.195, d = 0.48).
This effect seems to originate from a visible increase in depressive
symptoms within the IG during the follow-up period (p = 0.118,
d = 0.48). Importantly, none of the participants from the
CG completing the follow-up took part in the brief HRVBF
introduction at the end of the rehabilitation.

DISCUSSION

This study evaluated whether HRVBF could enhance recovery of
depressive symptoms and autonomic functioning in inpatients
undergoing psychiatric rehabilitation. Moreover, a 12-month
follow-up regarding depression trajectories was conducted,
assessing the long-term sustainability of potential effects. Within
5 weeks, the IG exhibited a medium-sized, larger recovery in
depressive symptoms than the CG, which appeared to be mainly
driven by the comparably strong improvements in somatic—
affective symptoms. However, these additional benefits gained
during the treatment period vanished during the long-term
follow-up. Noteworthily, toward the end of the treatment period,
the IG showed medium- to large-sized amplification of LF-
HRV as well as cardiorespiratory coherence (i.e., grade of
rhythmization) at rest and a large reduction in resting breathing
frequency, while no significant effects for RMSSD, SDNN, HEF-
HRYV, or HR could be found. In comparison, no significant HRV
changes could be observed in the CG, which, however, showed a
small decrease in resting breathing rate.

Importantly, the present research complements the hitherto
only randomized controlled trial by Caldwell and Steffen (2018),
who showed that HRVBF facilitated depression recovery and
HRV in psychotherapy patients. These effects were larger as
compared to our findings, which might be attributable to
differences in sample characteristics. Of note, the comparably
young sample in the Caldwell and Steffen study comprised
women only, who seem to respond better to depression treatment
and show larger autonomic adaptions due to interventions like
exercise (Genovesi et al., 2007; Donker et al., 2013). Additionally,
young individuals have shown larger HRV increases in response
to interventions compared to middle-aged ones (Carter et al.,
2003). Noteworthily, age seems to be an important factor
regarding the efficacy of HRVBF on HRYV, with young samples
showing more reliable increases (Lehrer et al., 2006; Alayan et al.,
2019). Hence, the sample of the Caldwell and Steffen study
could have been more sensitive to treatment effects regarding
depression and HRV than those in the present research, who
were approximately twice as old and included both sexes. It
should also be mentioned that antidepressants seem to reduce
HRYV, with SNRIs and tricyclics having particularly unfavorable
effects on vagal efferent cardiac control (Kemp et al., 2014;
Alvares et al, 2016). However, SSRIs seem to attenuate vagal
functioning as well, although depending on the SSRI class,
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with fluoxetine exhibiting the least adverse effects on HRV
(Kemp et al,, 2016). In this regard, it is necessary to mention
that only four participants included in the HRV analyses
(IG = 3; CG = 1) were taking fluoxetine. However, this was
supplemented with either antipsychotics, SNRIs, additional SSRI
classes, or a combination of these medications. Additionally,
antipsychotics have been shown to decrease HRV as well,
with atypical neuroleptics seeming especially detrimental to
autonomic functioning (Agelink et al., 2001; Iwamoto et al.,
2012; Linder et al., 2014). Noteworthily, the IG exhibited a high
intake of SNRIs and of atypical neuroleptics, which could explain
why no improvements in RMSSD, HF-HRYV, or SDNN could be
observed. Therefore, we suggest that the advanced age and the
density of pharmacological interventions may have attenuated
an increase in autonomic functioning in the IG. It is also
important to note that small samples tend to exaggerate effects
(Button et al., 2013). Thus, our findings may reflect HRVBF’s
efficacy more accurately than the comparably smaller study of
Caldwell and Steffen (2018).

Of note, this study provides first insights regarding the long-
term sustainability of HRVBF-induced add-on benefits during
inpatient psychiatric rehabilitation. Noteworthily, while groups
showed no significant differences regarding the magnitude of
depressive symptoms at baseline (d = 0.24), the IG compared
to the CG exhibited significantly lower symptom severity of
large effect size CG (d = 0.79) at the end of the rehabilitation
period. Although these favorable antidepressive gains due to
HRVBF became statistically non-significant at the 12-month
follow-up assessment, these effects were still visible and of
moderate size (d = 0.48). Seemingly, HRVBF generates unique
psychophysiological benefits during the training phase, serving as
additional resource even after the actual training period, which,
however, appears to gradually vanish during a 12-month follow-
up. Nevertheless, since we did not assess depressive symptoms
and HRV at any time points between post-assessment and follow-
up, no conclusions regarding psychophysiological trajectories
can be drawn. Furthermore, slow-paced breathing practice
during the follow-up period was not assessed, thus limiting the
interpretation of the findings. However, it may be assumed that
more intense training during stationary rehabilitation and/or
continuing HRVBF after discharge may be necessary to maintain
the initial benefits. Recently, Lin (2018) reported positive effects
of a mobile-based HRVBF on autonomic balance, which could
provide a useful tool to secure sustainability of the effects.

Nevertheless, the medium to large favorable effects of HRVBF
shown in patients within 5 weeks of inpatient rehabilitation
appear compelling and seemingly magnified the already large
antidepressant effect of a well-validated, multidimensional
treatment program (i.e., 25 h of weekly therapies). Moreover, the
amplification of LF-HRV and GR, exclusively observed in the IG,
could indicate enhanced autonomic efficacy. Importantly, under
controlled resting conditions the LF-HRV seems predominantly
influenced by baroreflex and vagal activity, with only minor
sympathetic influences (Shaffer et al., 2014). Especially when
breathing within the LF frequency range, LF-HRV reflects
almost exclusively vagal efference (Kromenacker et al., 2018).
Since the IG exhibited a resting breathing rate at the upper

end of the LF spectrum at post-assessment, the increases in
LF-HRV within the IG could be considered of vagal origin.
Regarding the GR, a cautious interpretation of this measure
is imperative, as validation studies are lacking. It should be
noted though that participants achieved resonance breathing
during the Qiu biofeedback, thus indicating the utility of
the GR as a marker of cardiorespiratory coherence. Taken
together, we tentatively suggest that the IG exhibited improved
vagal functioning. Certainly, further studies are needed to
verify of falsify this hypothesis, especially since RMSSD, a
sensitive marker of vmHRY, was not affected by the resonant
breathing intervention (Shaffer et al., 2014). Still, HRVBF may
exhibit unique therapeutic benefits independent of concurrent
treatments. Hence, these findings emphasize the distinct effect of
cultivating physiological coherence through resonance breathing
on human psychophysiology. Of note, a study conducted in a
similar setting found no additional antidepressive benefit of a
mindfulness self-compassion training (Gaiswinkler et al., 2019),
despite showing antidepressant effects in a prior study (Neft
and Germer, 2013). In general, breathing-based interventions
seem to be of merit in improving depressive symptoms,
potentially beyond conventional treatments approaches. For
example, a study by Sharma et al. (2017) found that Sudarshan
Kriya Yoga (SKY), a breathing-based meditation, induced
large symptom improvements in depressed individuals resistant
to antidepressant medication within 8 weeks. Of note, the
largest reduction in depression occurred within the first
4 weeks, with small decreases during the subsequent half of
the intervention period. In a further study, practicing SKY,
which includes slow-paced breathing, resulted in enhanced vagal
functioning in patients suffering from depression and/or anxiety,
in addition to symptom reduction (Zope and Zope, 2013;
Toschi-Dias et al., 2017).

Recent research indicates that the benefits of paced breathing
techniques on psychological well-being could originate from
breathing-induced changes in brain activation patterns. During
slow-paced breathing, slowly adapting stretch receptors in the
lungs are recruited and in response amplify vagal afferent input to
the nucleus tractus solitarius (NTS) in the brain stem (Carr and
Undem, 2003; Kubin et al., 2006). The NTS projects to cortical
and subcortical areas of the brain, including prefrontal areas,
the cingulate, the nucleus paraventricularis of the hypothalamus,
and the amygdala, which show altered functioning in depressed
individuals (Ricardo and Koh, 1978; Petrov et al, 1993;
Greicius et al., 2007; Siegle et al, 2007; Bao et al., 2008;
Koenigs and Grafman, 2009). Accordingly, cumulative evidence
indicates that modulating respiratory patterns could entrain
brain activity and, in turn, may generate a neurofunctional
signature corresponding to emotional well-being (Zaccaro et al.,
2018; Noble and Hochman, 2019). Hence, as hypothesized
by Porges (2007), afferent vagal input, including slow-paced
breathing, may aid in orchestrating emotional/psychological
functioning via the cerebral susceptibility to upstream (i.e.,
afferent) vagal stimulation.

Indeed, these frequently suggested physiological pathways
could be one origin of HRVBF’s efficacy. However, since we
did not find any associations between HRV changes and
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improvements in depressive symptoms, including subscales,
psychological mechanisms may also contribute to its potency.
For example, successfully modulating Qiu’s visual feedback
might foster self-efficacy, which seems decreased in depression
(Bandura et al., 1999; Maeda et al., 2013). Of note, neither
depression nor HRV trajectories were associated with mean
relGR. Thus, the degree of participants’ exposure to negative
(i.e., red), neutral (i.e., orange), or positive (i.e., green) feedback
during HRVBF had no distinct effect on the main outcomes.
However, the sole experience of intentionally modulating the
optical feedback or feelings of relaxation independent of the
actual extent may have fostered self-efficacy.

To our knowledge, this study is among the first to objectively
assess whether HRVBEF self-practice frequency is linked to
depression or HRV changes (e.g., Karavidas et al, 2007;
Siepmann et al., 2008; Caldwell and Steffen, 2018; Lin et al,
2019). Astoundingly, there were no significant associations.
However, it could well be that participants generally engaged
in slow-paced breathing practice independent of HRVBEF, which
unfortunately was not documented. Obviously, more research
is necessary, targeting at the psychological and neurobiological
mechanisms of the HRVBF effect. Nonetheless, considering no
substantial HRV increases due to the standard treatment and the
disturbed sympathetic-vagal balance in depression, our results
suggest supplementing conventional therapies with HRVBF to
specifically target autonomic dys/functioning (e.g., Kim et al,
2009; Koschke et al., 2009; Chien et al., 2015; Schumann et al,,
2017). Moreover, the high level of practice adherence observed
in the present study further supports the feasibility of HRVBF as
adjunctive therapy in depressed individuals.

Strengths and Limitations

This study has several strengths and limitations that should
be mentioned. Overall, the highly standardized environment
during inpatient psychiatric rehabilitation allowed us to control
for various confounders, thus strengthening the validity of the
findings. However, since this and prior studies were not placebo
controlled, it has yet to be evaluated whether the promising
antidepressive HRVBF effects are independent of a potential
placebo effect. In addition, the CG did not receive a control
intervention. Therefore, it could be that the additional attention
due to the HRVBF group sessions may have fostered increased
perceived social support and behavioral activation within the
IG, thus contributing to the beneficial effects. Another positive
aspect of this study is that we could objectively assess HRVBF
training compliance. However, breathing practice independent
of HRVBF was not documented, which may have diluted
the non-findings regarding training adherence and outcome
measures. Noteworthily, assessing depressive symptoms 1 year
post-training constitutes a unique feature of this study as
compared to previous research, thus elucidating for the first time
potential long-term effects of HRVBF. On the contrary, neither
HRV data at follow-up nor breathing practice during the 1-
year period were obtained, thus limiting the interpretation of
our results. Another factor potentially confounding the observed
HRV increases is the relatively short ECG recording time of
3 min, as compared to the recommended 5 min (Berntson et al.,

1997). However, cumulative research indicates the reliability of
ultra-short-term HRV recordings, suggesting the validity of our
findings. For example, Shaffer et al. (2016) propose that an ECG
recording length of 180 s is sufficient to reliably calculate LF-HRV
and HF-HRV, with 3-min recordings yielding almost identical
results as 5-min measurements. Further, accurate measures of
RMSSD and SDNN may be obtained from 2-min recordings
(Munoz et al., 2015).

CONCLUSION

The present research suggests additional benefits of HRVBF on
the recovery of depressive symptoms and autonomic functioning
in psychiatric rehabilitation inpatients. Thus, these findings
argue for the value of HRVBF as adjunctive therapy during
diverse treatment contexts, since it seemingly improves the
therapeutic outcome regardless of concurrent treatment diversity
and diagnosis. Importantly, the observed incremental effects
could serve as resource after the training period and post-
discharge, respectively. However, since the observed long-term
trends did not reach significance, adequately powered follow-
up studies are warranted to confirm this hypothesis and to
examine ways to preserve initial therapeutic gains. Nevertheless,
our findings support the implementation of HRVBF as additional
intervention to foster the recovery of depressive symptoms,
especially since it could provide add on-benefits, including
enhanced autonomic regulation, as compared to current standard
therapies. Further research is needed to examine the robustness of
these findings and to control for placebo effects.
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Introduction: Heart Rate Variability (HRV) and Pulse Rate Variability (PRV), are non-
invasive techniques for monitoring changes in the cardiac cycle. Both techniques have
been used for assessing the autonomic activity. Although highly correlated in healthy
subjects, differences in HRV and PRV have been observed under various physiological
conditions. The reasons for their disparities in assessing the degree of autonomic activity
remains unknown.

Methods: To investigate the differences between HRV and PRV, a whole-body cold
exposure (CE) study was conducted on 20 healthy volunteers (11 male and 9 female, 30.3
4+ 10.4 years old), where PRV indices were measured from red photoplethysmography
signals acquired from central (ear canal, ear lobe) and peripheral sites (finger and toe),
and HRYV indices from the ECG signal. PRV and HRV indices were used to assess the
effects of CE upon the autonomic control in peripheral and core vasculature, and on the
relationship between HRV and PRV. The hypotheses underlying the experiment were that
PRV from central vasculature is less affected by CE than PRV from the peripheries, and
that PRV from peripheral and central vasculature differ with HRV to a different extent,
especially during CE.

Results: Most of the PRV time-domain and Poincaré plot indices increased during
cold exposure. Frequency-domain parameters also showed differences except for
relative-power frequency-domain parameters, which remained unchanged. HRV-derived
parameters showed a similar behavior but were less affected than PRV. When PRV and
HRV parameters were compared, time-domain, absolute-power frequency-domain, and
non-linear indices showed differences among stages from most of the locations. Bland-
Altman analysis showed that the relationship between HRV and PRV was affected by
CE, and that it recovered faster in the core vasculature after CE.

Conclusion: PRV responds to cold exposure differently to HRV, especially in peripheral
sites such as the finger and the toe, and may have different information not available in
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HRV and PRV for Assessment of ANS

HRV due to its non-localized nature. Hence, multi-site PRV shows promise for assessing
the autonomic activity on different body locations and under different circumstances,
which could allow for further understanding of the localized responses of the autonomic

nervous system.

Keywords: autonomic nervous system, pulse rate variability, heart rate variability, photoplethysmography,
peripheral circulation, cold stress, vasoconstriction

1. INTRODUCTION

Heart rate variability (HRV) is a widely used physiological
variable that non-invasively assesses the cardiac autonomic
nervous system (ANS) by measuring the changes in the cardiac
rhythm through time (Shaffer and Ginsberg, 2017). HRV is
considered as a reflection of changes of the cardiac sympathetic
and parasympathetic branches of the ANS (Clifford et al., 2006).
Several models have been proposed to explain HRV (Laborde
et al., 2017), which could describe the relationship between HRYV,
vagal tone and several physiopathological processes. Low values
of HRV indices have been found to relate to cardiac events,
such as myocardial infarction; progression of atherosclerosis;
and heart failure (Huikuri et al., 1999). Some studies have also
associated HRV values with conditions such as coronary artery
disease and sudden death (Xhyheri et al., 2012), diabetes mellitus
(da Silva et al., 2016), pain (Broucgsault-Dédrie et al., 2016),
acute and chronic stress (Murray, 2012; Castaldo et al., 2015),
metabolic syndrome (Stuckey et al., 2014), depression (Koenig
et al,, 2016), and bipolar disorders (Bassett, 2015). Furthermore,
HRYV has been used as a marker of social interaction (Shahrestani
et al., 2015), sports performance (Dong, 2016; Gavrilova, 2016),
and emotional states (Choi et al., 2017).

HRV information is wusually measured from the
electrocardiographic signal (ECG) (Clifford et al, 2006),
and standards of measurement have been established in an
attempt to align methodologies and allow for the comparison of
results presented by different studies (Task Force of the European
Society of Cardiology and The North American Society of Pacing
and Electrophysiology, 1996). However, in the past few years,
several studies have reported the use of physiological signals
other than the ECG to extract HRV information. Hence, the
term Pulse Rate Variability (PRV) has been used to refer to
HRYV information obtained from pulse wave signals, such as the
photoplethysmograms (PPG).

Photoplethysmography (PPG) is a simple, low-cost, non-
invasive, optical measurement technique which is used for the
detection of blood volume changes in peripheral tissue (Kyriacou,
2006; Allen, 2007). Due to its widespread use in clinical and
everyday activities, researches have tried to obtain as much
information from this signal as possible. One of the main avenues
which has been explored widely by researches is extraction of
PRV information from PPG signals (Georgiou et al., 2018).
PRV has been derived from PPG for the analysis of ANS
changes under different conditions, such as the presence of
mental (Dagdanpurev et al., 2018; Can et al., 2019) or somatic
diseases (Bolea et al., 2017; Lan et al., 2018), during sleep (Lazaro

et al., 2014; Garde et al,, 2019), or for evaluating the effects
of pharmacological drugs (Sluyter et al., 2016). Nonetheless,
although PRV has been treated as a valid surrogate of HRYV,
their relationship is not entirely clear, and PRV has been found
to significantly differ from HRV under certain circumstances
(Schifer and Vagedes, 2013).

It has been hypothesized that factors such as stress
(Giardino et al, 2002), respiratory patterns (Jan et al,
2019), exercise (Lin et al., 2014), orthostatic changes (Pernice
et al, 2018), and ambient temperature (Shin, 2016) may
have different effects on PRV, when compared to HRV, and
therefore affecting their relationship. However, the origin of
these differences is still not clear, and may be related to
changes in hemodynamics, blood pressure or pulse transit
time (PTT) (Charlot et al., 2009; Gil et al, 2010; Chen
et al,, 2015). Since hemodynamics are largely controlled by
the ANS (Fox, 2016), PRV might be affected by changes
in this regulation in response to external stimuli, such as
colder temperature.

Thermal balance in humans exposed to extreme weather is
mainly achieved by vasoconstriction or vasodilation of vessels in
the skin and peripheral tissues (Daanena and Lichtenbeltd, 2016).
Specifically, cold exposure generates changes in the autonomic
response of humans by activating the sympathetic nervous
system to maintain homeothermy (Gordon, 2009). As explained
by Gordon (2009), when exposed to cold temperatures, the
thermoreceptors send this information to the hypothalamus, that
regulates the rate of heat production and, if necessary, stimulates
the efferent nerves in the sympathetic nervous system, which
has the primary role of stimulating peripheral vasoconstriction
(Midkinen et al., 2008). This activation generates changes in
cardiovascular dynamics, by changing the level of constriction of
vessels, generating the involuntary contraction of muscles, and
increasing heart rate, cardiac output, and blood pressure (Fox,
2016). Several techniques that reflect autonomic activity have
been shown to reflect these changes during cold exposure to a
different extent, such as evaluating the changes in amplitude of
PPG signals (Budidha and Kyriacou, 2019), the changes in central
hemodynamics variables such as augmentation index (King et al.,
2013), the changes in microneurography (Sawasaki et al., 2001;
Greaney et al,, 2017), or the changes in HRV (Mikinen et al.,
2008; Okamoto-Mizuno, 2009; Hintsala et al., 2014).

The strength of the sympathetic vasoconstriction, however,
varies between core and peripheral locations, as was verified by
Budidha and Kyriacou (2019). Understanding how these changes
vary in each body location could improve the comprehension of
ANS activity during cold exposure and the relationship between
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HRYV and PRV under these circumstances. Also, although HRV
is mainly a reflection of vagal tone (Laborde et al., 2017),
sympathetic activity may influence some of the indices obtained
from HRV and PRV, and might affect PRV and HRV in a different
manner when subjects are exposed to colder temperatures; and
the agreement between PRV and HRV has been shown to be
affected by sympathetic shift of the ANS activity (Chen et al,
2015).

To investigate the dependency of PRV on external factors such
as the acquisition site and the temperature, a whole-body cold
exposure study was performed on healthy volunteers. PRV and
HRV information was extracted from simultaneously obtained
PPG and ECG signals, respectively. Red (660 nm) PPG signals
were recorded from the earlobe, the ear canal, the finger, and
the toe. It was hypothesized that (1) PRV information obtained
from the earlobe and ear canal might not be equally affected
by cold exposure as that of the finger and the toe; and (2) the
agreement between HRV and PRYV is altered by whole-body cold
exposure, maintaining a higher agreement between HRV and
PRV measured from central locations such as the earlobe and the
ear canal. The results obtained from this study are important for
understanding the possible differences between HRV and PRV,
and might lead to further research that aims to better understand
PRV, how the sympathetic and parasympathetic activity may
affect it, and its clinical applications.

2. MATERIALS AND METHODS

2.1. Experimental Protocol

Twenty healthy volunteers (11 male and 9 female, 30.3 & 10.4
years old) were recruited to take part in this study. Subjects with
any cardiovascular, pulmonary, or metabolic conditions were
excluded. All subjects were normotensive, normothermic, and
did not take any medication at the time of the study. The study
protocol was approved by Senate Research Ethics Committee
at City, University of London, and all subjects gave informed
consent before taking part in the study.

The measurement protocol is shown in Figure 1. Subjects
were asked to refrain from ingesting beverages with caffeine and
alcohol, not to exercise or smoke at least 2 h before the test, and
they were instructed to wear only one layer of clothes during
the data acquisition period, in order to maximize the effect of
the stimulus on the body. Data from all subjects was collected
between 10:00 a.m. and 6:00 p.m., under controlled conditions of
temperature and humidity.

Upon arrival, subjects were seated in a room maintained at 24
=+ 1°C for at least 10 min, to ensure hemodynamic stabilization.
After this period, the sensors for acquiring the signals were
attached to the subjects. The measurement started with a 2-min
baseline measurement (BM) stage, in which 2 min of signals
were recorded from the subjects while the room temperature
was 24 £ 1°C. The volunteers were then moved to an adjacent,
temperature-controlled room, maintained at 10 £ 1°C (Cold
Exposure, CE). This temperature was selected because it reflects
a more realistic change in ambient temperature, which can be
sustained for longer periods of time by healthy adults, and
generates changes in hemodynamics (King et al., 2013). Subjects

remained in this room and signals were recorded for 10 min
before returning to the original room at 24 £ 1°C, for additional
10 min of signals recording (Cold Recovery, CR). During each
phase of the measurement protocol, subjects were seated in a
comfortable swivel chair, with both hands located on the arm rest.

After each of the recording on the different stages, the
measurement was paused and the subject was wheeled to the
room for recording the next stage. The recording was resumed
as soon as the subject was moved, in order to record the shock
response of the autonomic activity on the periphery.

2.2. Signal Acquisition and Processing

2.2.1. Signal Acquisition

Disposable electrodes were placed on the left and right shoulders,
and on the right hip (reference electrode) for obtaining lead I
ECG signals, while PPG signals from the left index finger (F), toe
(T), ear canal (EC), and earlobe (EL) were obtained from each
subject during the three stages of the study. Red light (660 nm)
was used for acquiring PPG’s. The signal acquisition was paused
during the transitions between the two rooms in order to avoid
movement artifacts.

All PPG and ECG measurements were acquired using a
research PPG acquisition system (ZenPPG) developed in the
Research Center for Biomedical Engineering, at City, University
of London (Budidha, 2016). All signals were acquired at a
sampling rate of 1 kHz.

2.2.2. PPG Signal Processing

PPG signals were down-sampled to 100 Hz to restrict the
bandwidth of the signals and remove any unwanted noise.
Afterwards, they were detrended, and the first and last 10 s
of each stage of the protocol were removed, to eliminate
any non-stationarities of the signal. Signals were then filtered
using a fourth-order bandpass Butterworth filter, with cut-off
frequencies of 0.1 and 2 Hz. These cutoff frequencies were
selected to attenuate any unwanted noise and strengthen the
pulsatile component of the PPG signal.

Different fiducial points such as systolic peaks (PKS), onsets
of the pulse (ONS), maximum slope point (SLO), and the
intersection point between tangent lines from the onset and
the maximum slope point were obtained from each PPG
signal (TI), applying an algorithm based on Li et al. (2010).
Once detected, signal quality indices described in the literature
(Karlen et al, 2012; Li and Clifford, 2012; Elgendi, 2016;
Calle Uribe, 2018), were applied to identify the quality of
the pulses segmented by each fiducial point in each PPG
signal during each test stage, and those that better segmented
the pulses of each PPG signal were selected and used for
measuring PRV.

Using a k-means algorithm, the cardiac cycles were classified
as bad and good quality. This was done assuming that during
the first stage of the test the quality of the signal was maximal,
and the cluster with most of the cardiac cycles of this stage was
considered as the good quality (GQ) group. Hence, the cycles
classified in this group during the other two stages (CE and CR)
were considered as good-quality pulses. The proportion between
GQ pulses and the total number of pulses was measured for each
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FIGURE 1 | Measurement protocol for the whole-body cold exposure study.
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fiducial point during each stage and from each body location.
Then, the fiducial point that showed the highest proportion of
GQ pulses in each case were selected for further analysis. This
was performed to diminish the effect of noise in the measurement
of PRV, and in an attempt to automatically determine the better
fiducial point for each condition, as proposed in Pinheiro et al.
(2016).

2.2.3. ECG Signal Processing

ECG signals were also down-sampled to 100 Hz and R peaks
were detected using an algorithm based on Pan and Tompkins
(1985) and Hamilton and Tompkins (1986) algorithms. These
processing steps were performed using the 2019a version of
MATLAB® (Mathworks, USA). Figure 2 shows a segment of
PPG and ECG signals and the extracted fiducial points from each
of these signals.

2.2.4. HRV and PRV Analysis

Using the selected fiducial points from PPG and the R peaks
obtained from the ECG, interbeat intervals (IBI’s), and R-to-
R intervals (RRI’s) were measured for the extraction of HRV
and PRV information, respectively. IBI’s and RRIs that were
50% above or below their median value were corrected. Two
minutes segments of IBI’s and RRI’s were obtained from each
stage, and time- and frequency-domain indices, as well as
Poincaré plot-derived indices, were obtained from these traces,
as recommended in the literature (Task Force of the European
Society of Cardiology and The North American Society of Pacing
and Electrophysiology, 1996; Khandoker et al., 2013; Shaffer and
Ginsberg, 2017).

The standard deviation of normal-to-normal intervals
(SDNN), the root mean square of successive interval differences
(RMSSD) and the percentage of successive intervals that differ
by more than 50 ms (pNN50). For frequency-domain analysis,
traces were interpolated using cubic-spline interpolation and
a sampling rate of 4 Hz, and the power spectra were obtained
using fast Fourier transform (FFT). The absolute and relative
powers of the low-frequency (0.04-0.14 Hz, LE, and nLF) and
high-frequency (0.15-0.4 Hz, HE and nHF) bands, as well as
the total power of the spectra between 0.0033 and 0.4 Hz (TP)
and the ratio of the low-frequency and high-frequency powers
(LF/HF) were measured. Finally, the standard deviation of
data located perpendicular (SD1) and along (SD2) the line of

identity of the Poincaré plot and their ratio (SD1/SD2) were
obtained (Khandoker et al., 2013).

As explained by Shaffer and Ginsberg (2017), SDNN reflects
both the SNS and PNS activity, although it is thought that
its main source of variation in short-term recordings is the
respiratory sinus arrhythmia (RSA), while RMSSD is the primary
time-domain measure to evaluate the vagal activity reflected in
HRV; pNN50 has been shown to be closely related to PNS activity
and RMSSD measurements. Similarly, these authors explain that
LF is mainly produced by both SNS and PNS activity, together
with blood pressure regulation performed by baroreceptors
(Shaffer and Ginsberg, 2017); during normal respiratory rates,
this frequency band is thought to reflect baroreflex activity
and not cardiac sympathetic innervation, whereas during slow
breathing, LF can be modified by vagal activity (Khandoker
et al, 2013; Shaffer and Ginsberg, 2017). HE on the other
hand, is considered as the respiratory band and reflects mainly
parasympathetic activity and RSA; it has been observed that total
vagal blockade eliminates most of the frequency components
in this frequency band (Pomeranz et al., 1985; Malliani et al.,
1991). For both LF and HF bands, it is possible to obtain a
measure of relative power in normalized units, which emphasizes
the behavior of cardiac autonomic activity (Task Force of the
European Society of Cardiology and The North American
Society of Pacing and Electrophysiology, 1996). Also, TP is the
summation of both LF and HF bands (Task Force of the European
Society of Cardiology and The North American Society of Pacing
and Electrophysiology, 1996). LE/HF is a more controversial
measurement, traditionally thought to reflect the sympathovagal
balance, especially in studies involving 24-h recordings (Shaffer
and Ginsberg, 2017); however, this fact has been questioned
due to the important effect that PNS activity has on LF as
well as the lack of correlation between increased sympathetic
activity and higher values of this ratio (Billman, 2013). Hence,
LF/HF should not be considered as a marker of sympathovagal
balance but as a reflection of baroreflex activity (Goldstein et al.,
2011).

Finally, Poincaré plot-derived indices have also been
associated with changes in the SNS and PNS activity. As
explained by Khandoker et al. (2013), the dispersion of the
points perpendicular to the line of identity, i.e., SD1, reflects
the short-term variability of interbeat intervals, and relates to
RMSSD; whereas the dispersion of the points along the line
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FIGURE 2 | Example of photoplethysmographic (PPG) and electrocardiographic (ECG) signals used for the extraction of pulse rate variability and heart rate variability,
respectively. From top to bottom, the PPG signals correspond to the signals obtained from the finger, the toe, the ear canal, and the earlobe. The black stars show the
R peaks detected from the ECG signal, while the white, black, red, and green circles show the detected onsets, peaks, maximum slope points, and tangent
intersection points, respectively.

of identity, i.e., SD2, relates to the standard deviation of the
interbeat intervals, the SDNN index.

2.3. Statistical Analysis

The aim of this study was to compare the behavior of core
and peripheral PRV during cold exposure, and to evaluate if
and how PRV differed to HRV during mild whole body cold
exposure. Hence, two hypotheses were proposed: (1) PRV from
core vasculature (ear canal and earlobe) is less affected by cold

exposure than PRV from the periphery (finger and toe); and (2)
PRV from core vasculature is more similar to HRV than PRV
from peripheral tissue, especially during cold exposure.

To evaluate the first hypothesis, PRV indices obtained during
the first 2 min of each stage of the test were compared
using repeated-measures analysis of variance (ANOVA), with
sphericity corrections. Multiple comparisons with pairwise t-tests
and Bonferroni corrections were performed in case the ANOVA
showed a statistically significant difference during at least one
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stage. Also, the first (min 0-2), middle (min 4-6), and last (min
8-10) segments of cold exposure and cold recovery stages were
compared to baseline measurement, to evaluate the behavior
of PRV and HRV indices when the ambient temperature was
changing and during stabilization in each stage.

The second hypothesis was evaluated using Bland-Altman
analysis, to assess the agreement between PRV and HRV indices
during the first 2 min of each stage of the test. A Bland-Altman
ratio (BAR) was defined as the ratio of half the range of limits
of agreement (LoA, Equation 1) to the average of the pairwise
measurement means, as proposed by Peng et al. (2015) (Equation
2). Agreements were considered as good (BAR < 10%), moderate
(10% < BAR < 20%), or insufficient (BAR > 20%). Also, the
behavior of the indices extracted from PRV and HRV during each
stage of the test was evaluated using a Friedman rank sum test and
post hoc analyses were performed using Nemenyi’s test. Finally,
the level of linear relationship between the indices, was assessed
using Pearson or Spearman correlation analysis, for normally and
non-normally distributed data respectively. Normality of data
was determined using a Shapiro-Wilk test and a significance level
of 5% (p-value < 0.05) was considered significant for all analyses.

LoA = (x) £ 1.960y, x = HRV — PRV

k=

3. RESULTS

3.1. Selection of Fiducial Points

After applying the proposed algorithm for selecting the best
fiducial point in each condition, it was observed that the lower
proportion of good quality cardiac cycles was obtained in the
finger and toe, i.e., the peripheral tissue. The most accurate
results were obtained when cardiac cycles were segmented using
the intersection of tangent lines (TI) and the location of the
maximum slope (SLO) as fiducial points. The lowest performance
was achieved when the systolic peaks (PKS) were used, except for
the finger PPG in which the performance of the peak detection
algorithm was better than most of the others. A summary of the
behavior of the extracted indices from these fiducial points and
from HRV is shown in Table 1.

3.2. Changes in PRV and HRV During Cold

Exposure

Results from the repeated-measures ANOVA and its related
multiple comparisons for time-domain and Poincaré plot indices
are shown in Table 2, while Table 3 shows the results obtained
from frequency-domain indices.

(1)

1.96(oy)

———————|,x=HRV — PRV
(HRV + PRV)

(2)

3.2.1. Time-Domain Indices

SDNN showed statistically significant differences between
baseline measurement and cold exposure when measured
from any location, except for the ear canal, while
RMSSD and pNN50 did not show statistically significant

differences between these stages when measured from the
finger and the ear canal. All indices behaved similarly
when cold exposure and cold recovery were compared,
except for pNN50 measured from the earlobe. Ear canal
was the only location from which none of the indices
measured show any statistically-significant  differences
among stages.

3.2.2. Frequency-Domain Indices

Relative-power indices, i.e., nLF, nHE and LF/HF did not
show any difference among stages. Regarding absolute-
power indices (LE HE and TP), and similar to what was
observed from time-domain indices, the ear canal-derived
PRV indices did not show any differences among stages.
HRV-derived LF and HF did not show differences among
stages, and finger HF did not show differences in the post-
hoc analyses. LE, HE, and TP did not differ between cold
exposure and cold recovery when measured from any of
the locations.

3.2.3. Non-linear Indices

Ear canal-derived indices did not differ among stages from
any of the Poincaré plot-derived indices. Similarly, SD1 and
SD1/SD2 did not show differences among stages when measured
from the finger. Most differences were obtained when baseline
measurement and cold exposure where compared, while no
differences were shown when cold exposure and cold recovery
were compared.

3.3. Behavior of PRV and HRV Indices

Figure 3 illustrates the behavior of the extracted indices when 2-
min segments of each stage were compared. Most indices showed
a similar behavior when measured from PRV and HRYV, but
with a notorious overestimation of most indices when measured
from PRV. LF/HF was the only index that was underestimated
when measured from PRV, while nLF was the index with
the least overestimation when measured from PRV. The ear
canal showed the higher differences in the trends between PRV
and HRV. Time-domain and non-linear indices showed that
values tended to increase after baseline measurement, and then,
during cold recovery, indices tended to recover to the values
obtained during baseline. Frequency-domain indices did not
show this behavior, probably due to the short segments used for
analysis. When indices measured from the different segments
were compared using a repeated-measures ANOVA (results not
shown), ear canal was found to be the only location with non-
statistically significant differences among each 2-min segments.
Most differences observed were among baseline measurements
and the segments obtained during cold exposure, and among
cold exposure and cold recovery segments. On the other hand,
baseline measurement and cold recovery were statistically similar,
except for SD1, SD2, and RMSSD. Regarding frequency-domain
indices, nLF and LF/HF failed to show any difference among
stages, probably due to the short time segments used for
this analysis.
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TABLE 1 | Mean value =+ standard deviation of indices measured from HRV and PRV data.

Stage Index HRV PRV
Finger Toe Ear canal Earlobe
BM SDNN (s) 0.048 + 0.02 0.057 + 0.02 0.095 + 0.07 0.109 £+ 0.12 0.059 + 0.02
RMSSD (s) 0.045 + 0.02 0.075 £+ 0.02 0.134 £ 0.10 0.156 + 0.18 0.076 + 0.03
pNN50 0.258 + 0.20 0.339 £0.14 0.478 +0.19 0.464 + 0.19 0.343 +£0.16
LF (s?) 527.5 + 4201 498.4 +244.6 3209.5 + 6820.0 8910.4 + 29673.2 534.4 + 251.6
HF (s?) 907.5 + 928.3 1195.9 £ 742.0 4716.0 + 6859.3 4399.0 + 6505.8 1246.2 £ 835.5
TP (s?) 2024.7 +£1487.0 2103.6 £ 1149.5 85625.9 + 13472.2 15964.3 + 43563.8 215611 £1173.5
nLF (n.u.) 0.298 £ 0.15 0.268 + 0.11 0.276 £ 0.13 0.324 £0.13 0.289 £ 0.13
nHF (n.u) 0.398 + 0.14 0.555 + 0.08 0.568 + 0.12 0.527 £ 0.16 0.549 +£0.13
LF/HF 0.947 £ 0.85 0.506 + 0.26 0.554 + 0.42 0.887 +1.22 0.604 +0.48
SD1 (s) 0.032 + 0.01 0.053 + 0.02 0.094 + 0.07 0.111 +£0.13 0.054 + 0.02
SD2 (s) 2.528 + 0.35 2.524 +0.36 2,782 +0.74 3.057 + 1.56 2.536 + 0.35
SD1/SD2 0.013 + 0.01 0.021 + 0.01 0.032 + 0.02 0.031 + 0.02 0.021 + 0.01
CE SDNN (s) 0.066 + 0.03 0.075 £+ 0.03 0.135 + 0.07 0.134 + 0.08 0.073 + 0.03
RMSSD (s) 0.066 + 0.04 0.099 + 0.04 0.193 £ 0.10 0.184 + 0.11 0.095 + 0.04
pNN50 0.396 + 0.25 0.409 £ 0.16 0.623 + 0.17 0.520 + 0.15 0.478 £ 0.16
LF (s?) 1228.3 £+ 1563.1 1450.3 £ 1417.9 5258.6 + 7295.6 7957.4 + 15225.5 1074.6 £ 799.8
HF (s?) 2380.1 + 3516.1 2543.3 + 2246.4 9538.4 + 7976.8 7727.5 + 8258.2 2592.9 +2312.8
TP (s?) 4139.3 + 5155.4 4528.8 + 3885.1 16342.6 + 16589.6 18075.5 + 23059.4 4129.6 + 3175.1
nLF (n.u.) 0.307 £ 0.17 0.315 +£0.12 0.278 +0.12 0.320 + 0.15 0.268 + 0.11
nHF (n.u.) 0.498 + 0.21 0.553 £0.12 0.626 + 0.16 0.571 +£0.17 0.596 + 0.13
LF/HF 0.924 + 0.93 0.651 £ 0.44 0.530 + 0.38 1.388 £ 3.73 0.506 + 0.33
SD1 (s) 0.047 +0.03 0.070 £+ 0.03 0.136 + 0.07 0.130 + 0.08 0.067 + 0.03
SD2 (s) 2613 +0.35 2.638 +0.38 3.050 + 0.82 3.449 +1.84 2.626 + 0.36
SD1/SD2 0.018 + 0.01 0.026 + 0.01 0.043 + 0.02 0.037 + 0.01 0.026 + 0.01
CR SDNN (s) 0.057 + 0.02 0.074 £ 0.03 0.127 + 0.06 0.110 £+ 0.08 0.066 + 0.02
RMSSD (s) 0.060 + 0.03 0.100 + 0.05 0.180 + 0.08 0.154 + 0.10 0.086 + 0.03
pNN50 0.326 + 0.25 0.448 £0.19 0.588 + 0.14 0.513 +0.20 0.372 £ 0.15
LF (s?) 697.0 + 603.0 1003.7 £ 904.1 5003.6 + 6751.8 6446.5 + 13699.1 870.7 + 687.1
HF (s?) 15686.7 £ 2052.1 2592.7 £ 2455.7 8123.6 + 6813.6 5684.9 + 6215.7 1996.8 £ 1422.7
TP (s?) 2938.5 + 2871.7 4182.9 £+ 3601.2 14634.3 + 14235.6 13936.7 + 22646.1 3376.0 + 2299.0
nLF (n.u.) 0.273 £ 0.15 0.250 + 0.09 0.291 £ 0.10 0.303 £ 0.14 0.250 + 0.09
nHF (n.u.) 0.473 +£0.23 0.583 +0.16 0.584 +0.13 0.545 + 0.19 0.587 £ 0.15
LF/HF 1.098 + 1.23 0.501 +0.30 0.547 +0.31 0.752 £ 0.74 0.476 + 0.26
SD1 (s) 0.042 + 0.02 0.071 £ 0.03 0.127 + 0.06 0.109 + 0.07 0.061 + 0.02
SD2 (s) 2.632 + 0.36 2.632 +£0.35 3.075 + 0.86 3.145 +1.25 2.643 +0.35
SD1/SD2 0.016 + 0.01 0.027 + 0.01 0.040 + 0.01 0.033 + 0.01 0.023 + 0.01

BM, baseline measurement; CE, cold exposure; CR, cold recovery.

3.4. Agreement Between HRV and PRV
3.4.1. Friedman Rank Sum Tests

Results for the Friedman rank sum tests and its post hoc
comparisons are presented in Table 4. Since the aim was to
evaluate the relationship between HRV and PRV, only multiple
comparisons between HRV and PRV are shown.

During baseline measurement, nLF and LF/HF did not show
differences between HRV and PRV, while LE, TP, and SD2 failed to
show differences from post hoc analysis. Most of the other indices
showed differences between HRV and toe PRV, and between
HRV and ear canal PRV, while RMSSD, nHE SD1, and SD1/SD2
showed differences when PRV was measured from any location.

Similar behavior was observed for nLF and LF/HF durng cold
exposure. However, all other indices showed differences from
post-hoc analyses, mainly between HRV and toe PRV, and HRV
and ear canal PRV. None of the indices showed differences from
all locations, but RMSSD, SD1, and SD1/SD2 showed statistically
significant differences when measured from the earlobe.

Finally, during cold recovery, the same results were obtained
for nLF and LF/HF. In this stage, also nHF failed to show any
difference among locations, and post hoc analyses from SD2 did
not show any differences between HRV and any of the PRV data.
All differences observed were between HRV and toe PRV, and
between HRV and ear canal PRV.
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TABLE 2 | P-values obtained from the repeated-measures ANOVA and its post-hoc analyses, when applied to time-domain and Poincaré plot-derived indices of PRV and

HRV.
Index Source ANOVA post-hoc comparisons
BM vs. CE CE vs. CR BMvs. CR
SDNN (s) HRV <0.001 0.005 0.086 0.025
Finger PRV 0.007 0.039 1.000 0.024
Toe PRV <0.001 <0.001 0.295 0.003
Ear canal PRV 0.118 . = .
Earlobe PRV 0.006 0.021 0.199 0.310
RMSSD (s) HRV 0.001 0.004 0.174 0.004
Finger PRV 0.015 0.066 1.000 0.053
Toe PRV <0.001 <0.001 0.208 0.007
Ear canal PRV 0.250 - - -
Earlobe PRV 0.009 0.022 0.331 0.265
pNN50 HRV <0.001 <0.001 0.068 0.062
Finger PRV 0.006 0.123 0.633 0.018
Toe PRV <0.001 0.002 0.639 0.011
Ear canal PRV 0.168 - - -
Earlobe PRV <0.001 <0.001 0.002 0.774
SD1 (s) HRV 0.001 0.004 0.170 0.005
Finger PRV 0.015 0.067 1.000 0.053
Toe PRV <0.001 <0.001 0.206 0.007
Ear canal PRV 0.250 - - -
Earlobe PRV 0.009 0.023 0.330 0.266
SD2 (s) HRV 0.001 0.017 1.000 0.003
Finger PRV 0.004 0.029 1.000 0.012
Toe PRV 0.002 0.003 1.000 0.013
Ear canal PRV 0.076 - - -
Earlobe PRV 0.001 0.036 1.000 <0.001
SD1/8D2 HRV 0.001 0.005 0.131 0.015
Finger PRV 0.025 0.097 1.000 0.083
Toe PRV 0.002 0.004 0.261 0.046
Ear canal PRV 0.044 0.178 0.060 1.000
Earlobe PRV 0.021 0.047 0.192 0.724

Values in red indicate statistical significance (p-value < 0.05). Sphericity corrections using Greenhouse-Geisser correction were applied when Mauchly’s test showed statistically
significant results, and p-values shown are after these corrections. BM, baseline measurement; CE, cold exposure; CR, cold recovery.

3.4.2. Correlation Analysis
The results from the correlation analyses between HRV and PRV
are shown in Figure 4.

During baseline measurement, non-significant correlation
were observed from RMSSD, nLE, LE/HE, SD1, and SD1/SD2
when these indices were measured from toe and ear canal PRV.
nHF did not show significant correlations when measured from
any location, and SDNN and LF had non-significant correlations
when measured from the ear canal. pNN50, HE, TP, and SD2
showed statistically significant correlations when measured from
all locations.

The correlation between HRV and PRV during cold exposure
showed that non-significant correlations were obtained from
SDNN, RMSSD, LE TP, and SD1, when measured from the toe
and the ear canal; from HE nHF, and SD1/SD2, when measured
from the toe; from nLE when measured from the earlobe; and
from LF/HE when measured from the toe and the earlobe.

Significant correlations from all locations were only observed
from pNN50 and SD2.

Similarly, during cold recovery, pNN50 and SD2 showed
significant correlations from all locations. However, non-
significant correlations were obtained from SDNN, RMSSD, nLF,
nHE LF/HE SD1, and SD1/SD2, when measured from the toe;
from LF and TP, when measured from the toe and the ear canal;
and from HE, when measured from the ear canal.

3.4.3. Bland-Altman Analysis

Since a high correlation does not necessarily indicate a strong
agreement (Bland and Altman, 1986), Bland-Altman analysis
was performed to assess the agreement between PRV and HRV.
Bland-Altman ratios (BAR’s) are presented in Figure5, and
Bland-Altman plots are included as Supplementary Material.
Agreement between HRV and PRV measured from the earlobe
was the highest and most stable during the three stages, while ear
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TABLE 3 | P-values obtained from the repeated-measures ANOVA and its post-hoc analyses, when applied to frequency-domain indices of PRV and HRV.

post-hoc comparisons

Index Source ANOVA
BM vs. CE CE vs. CR BM vs. CR
LF (s?) HRV 0.057 - - -
Finger PRV 0.008 0.028 0.162 0.077
Toe PRV 0.009 0.010 1.000 0.083
Ear canal PRV 0.622 - - -
Earlobe PRV 0.004 0.016 0.352 0.122
HF (s?) HRV 0.024 0.070 0.134 0.059
Finger PRV 0.016 0.058 1.000 0.057
Toe PRV <0.001 <0.001 0.236 0.013
Ear canal PRV 0.057 - = .
Earlobe PRV 0.008 0.018 0.458 0.016
TP (s%) HRV 0.031 0.085 0.230 0.061
Finger PRV 0.013 0.047 1.000 0.052
Toe PRV <0.001 <0.001 0.546 0.007
Ear canal PRV 0.581 - - -
Earlobe PRV 0.002 0.015 0.459 0.037

Values in red indicate statistical significance (p-value < 0.05). Sphericity corrections using Greenhouse-Geisser correction were applied when Mauchly’s test showed statistically
significant results, and p-values shown are after these corrections. Normalized frequency-domain indices did not show statistical differences between stages from any of the signals.

BM, baseline measurement; CE, cold exposure; CR, cold recovery.

canal PRV showed the worst agreement in most of the indices
during the three stages.

From time-domain indices, pPNN50 showed a relatively stable,
moderate agreement when measured from all locations except for
the finger. SDNN and RMSSD had the lowest agreement when
measured from the ear canal and the toe.

Frequency-domain indices obtained using absolute powers
(i.e., LE HE and TP) showed the worst agreement, reaching
BAR’s of up to 120%. Once again, earlobe showed the best
agreement during the three stages. Relative-power indices had
a different behavior: nHF had good agreement from most
locations and stages, and moderate agreement was obtained
when PRV was measured from the toe; and LF/HF showed a
good agreement from every location and during all stages, and
only toe-derived measurements showed a diminished agreement
during cold exposure.

From Poincaré plot indices, SD2 showed good agreement in
every location except for the ear canal; the earlobe, finger and
toe measurements showed a good and stable agreement. SD1
showed a bad agreement from the earcanal, especially during the
baseline measurement.

Bland-Altman plots showed something similar. Cold exposure
affected agreement in most of the cases, but the measurement
was not necessarily recovered during cold recovery. SDNN, nHE,
and TP from the earlobe and the ear canal tended to recover
the agreement faster during cold recovery, than that measured
from the finger. However, most of the indices (i.e., nHF, LF/HE,
SD1, SD2, and SD1/SD2) showed that agreement was diminished
during cold exposure, but did not recover during the first 2
min of measurement during cold recovery. From these plots,
it can be seen that all indices showed an overestimation of the
measurement when obtained from PRV, except for LE/HF that

tends to be underestimated. Over- and underestimation tend to
be larger during cold exposure stage, and toe-derived PRV indices
were strongly affected by under- and overestimation.

4. DISCUSSION

The main aims of this study were to evaluate if PRV, understood
as the time difference in pulse-to-pulse cycles measured from
PPG signals, showed any difference between body locations
during and after whole-body cold exposure, and if HRV and
PRV differed during these thermal changes. The obtained results
provide strong evidence for the primary hypotheses regarding
the differences between HRV and PRV: Results indicate that
cold exposure may affect PRV in different ways when obtained
from peripheral and core vasculature, and that PRV may contain
different information that is not available in HRV. Although HRV
and PRV showed a similar trend during the whole-body cold
exposure test, it was evident that PRV overestimated the indices
obtained from HRYV, usually in a larger scale during the cold
exposure. Also, HRV and PRV should not be regarded as the same
when different temperature conditions are studied, and PRV may
contain different information not available from HRYV, although
further studies are needed to better understand the contribution
of SNS to PRV measurements. These results are further discussed
in the following sections.

4.1. Effects of Cold Exposure in Peripheral

and Core Vasculature

The sympathetic control of the ANS over cutaneous blood vessels
is thought to act differently over peripheral and core vasculature
during cold exposure, probably caused by modifications of
cutaneous blood flow to changes in temperature, which are
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FIGURE 3 | Behavior of indices measured from HRV (blue line) and PRV from the finger (orange line), toe (gray line), ear canal (yellow line), and earlobe (green line).
BM: Baseline measurement; CE (1): Cold exposure between the start of the stage and the second minute of this stage; CE (2): Cold exposure between the 4th and
6th min of this stage; CE (3): Cold exposure between the 8th and 10th min of this stage; CR (1): Cold recovery between the start of the stage and the second minute
of this stage; CE (2): Cold recovery between the 4th and 6th min of this stage; CE (3): Cold recovery between the 8th and 10th min of this stage.
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intended to maintain thermoregulation and homeostasis
(Fox, 2016). The sympathetic nervous system generates
vasoconstriction in the cutaneous vessels when the temperature
is low, producing a decrease in the cutaneous blood flow, which
reduces the rate at which the body losses heat, and the amount of
blood that is traveling to peripheral tissues such as the fingertips,
the palms of the hands, the toes, and the nose, among others.
Budidha and Kyriacou (2019) and Alian et al. (2011a,b)
have reported differences in core and peripheral vasculature
response to cardiovascular changes. The former showed that PPG
amplitude was differently affected by whole-body cold exposure
when PPG was measured from the finger (peripheral tissue) and
the earlobe and ear canal (core tissue), and concluded that ANS
regulation is highly affected in peripheral tissue, whereas core
vasculature remains almost untouched, indicating a prevalence of

the body to maintain the conditions in vital organs at the expense
of peripheral circulation (Budidha and Kyriacou, 2019). Alian et
al. demonstrated that, when low-body negative pressure (LBNP)
was used as a model of hemorrhage, both time- (Alian et al,
2011a) and frequency-domain parameters (Alian et al., 2011b)
measured from the variability of PPG amplitude from the earlobe
(core vasculature) and the finger (peripheral vasculature) showed
different behavior after LBNP, and that peripheral vasculature
showed larger changes that were not significant from core tissue,
probably due to greater changes in vasoconstriction in peripheral
tissue controlled by sympathetic activity.

In this study, it was observed that most PRV- and HRV-
derived indices increased during cold exposure when measured
from any of the locations. However, certain differences were
observed. Remarkably, ear canal indices did not show a
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TABLE 4 | P-values obtained from the Friedman rank sum test and the multiple comparison tests performed between HRV and PRV from each location (F, Finger; T, Toe;
EC, Ear canal; EL, Earlobe), during each stage (BM, baseline measurement; CE, cold exposure; CR, cold recovery) and with each index.

PRV vs. HRV (Nemenyi’s test)

Stage Index Friedman test
F T EC EL
BM SDNN (s) <0.001 0.028 0.001 <0.001 0.067
RMSSD (s) <0.001 0.001 <0.001 <0.001 0.005
pNN50 <0.001 0.488 <0.001 <0.001 0.429
LF (s?) <0.001 1.000 1.000 0.610 1.000
HF (s%) <0.001 0.270 0.007 0.002 0.488
TP (%) <0.001 0.940 0.302 0.143 0.992
nLF (n.u.) 0.627 - - - -
nHF (n.u.) <0.001 0.013 0.001 0.007 0.016
LF/HF 0.107 - - - -
SD1 (s) <0.001 0.001 <0.001 <0.001 0.005
SD2 (s) <0.001 0.954 0.650 0.372 1.000
SD1/SD2 <0.001 0.001 <0.001 <0.001 0.007
CE SDNN (s) <0.001 0.988 <0.001 <0.001 0.529
RMSSD (s) <0.001 0.302 <0.001 <0.001 0.028
pNN50 <0.001 1.000 <0.001 0.061 0.429
LF (s?) <0.001 0.988 0.092 0.019 1.000
HF (s?) <0.001 0.954 <0.001 <0.001 0.569
TP (s?) <0.001 0.999 <0.001 <0.001 0.923
nLF (n.u.) 0.558 - - - -
nHF (n.u.) 0.026 0.997 0.107 0.650 0.213
LF/HF 0.431 - - - -
SD1 (s) <0.001 0.302 <0.001 <0.001 0.028
SD2 (s) <0.001 0.988 0.005 0.014 0.960
SD1/SD2 <0.001 0.270 <0.001 <0.001 0.013
CR SDNN (s) <0.001 0.372 <0.001 <0.001 0.336
RMSSD (s) <0.001 0.164 <0.001 <0.001 0.092
pNN50 <0.001 0.762 0.001 0.003 1.000
LF (s?) <0.001 0.992 0.001 0.040 0.975
HF (%) <0.001 0.610 <0.001 <0.001 0.448
TP (s?) <0.001 0.940 <0.001 0.008 0.855
nLF (n.u.) 0.387 - - - =
nHF (n.u.) 0.160 - - - -
LF/HF 0.390 - - - -
SD1 () <0.001 0.164 <0.001 <0.001 0.092
SD2 (s) 0.001 1.000 0.143 0.187 0.827
SD1/SD2 <0.001 0.057 <0.001 <0.001 0.107

Values in red indiicate statistically significant differences (p-value < 0.05).

statistically significant difference due to cold exposure when
any of the indices were compared among stages, while most
of the other locations showed differences between baseline
measurement and cold exposure, as well as between baseline
measurement and cold recovery. This behavior observed from
the ear canal could be a hint of the differences on vascular
regulation that is performed by the ANS when the body is
exposed to temperature differences (Fox, 2016). Interestingly,
HRV failed to show any difference among stages when LE
HE, and TP were measured, while most of the PRV-derived
indices showed differences between baseline measurement and
the subsequent stages. Nonetheless, these results need to be

considered with care due to the short segments used for analysis,
that may affect the results obtained from frequency-domain
analysis (Task Force of the European Society of Cardiology and
The North American Society of Pacing and Electrophysiology,
1996).

Although the same trend was observed between data obtained
from HRV and most PRV locations during the test, it is
remarkable how over- and under-estimation are a constant
factor in PRV analysis. Moreover, it tended to increase during
cold exposure, and was higher when PRV was measured from
the toe and the ear canal. These two locations could be
considered as the most peripheral and the most core vasculature
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FIGURE 4 | Correlation coefficients (p) between HRV and PRV from each location during each stage (BM: baseline measurement, white bars; CE: cold exposure,
black bars; CR: cold recovery, gray bars) and with each index. Stars over bars indicate statistically significant correlations (p-value < 0.05).

of the four locations used in this study, respectively, and
it should be further analyzed how this differences may be
influenced by ANS activity in these sites. It is also interesting
to observe how the values measured during baseline were
achieved from almost all locations after 10 min of recovery
from the cold recovery, but how they were affected almost
immediately at the beginning of the cold exposure. This
could be considered as an example of the behavior of ANS
regulation performed over the cardiovascular system during
thermal changes.

It is important to remark that only the fiducial points
that proved to detect cardiac cycles in a strongly reliable
way were used for each subject and each PPG signal, and
PRV data was obtained after important pre-processing
stages applied to the PPG signals in order to improve
their signal-to-noise ratio. Hence, these results can be
considered as a strong indication of the differences
between PRV and HRV when cardiovascular conditions
are modified.

4.2. Relationship Between PRV and HRV
During Whole-Body Cold Exposure

It was hypothesized that cold exposure affected the relationship
between HRV and PRV, implying that PRV may not be a
suitable surrogate of HRV under conditions that alter the
vasculature and that it may contain different information due to
cardiovascular changes.

From the Friedman rank sum test, it was observed that there
were statistically significant differences between HRV and PRV,
when the latter was measured from different body sites. However,
the relationship between PRV and HRV changed during each
stage, and from each location. Interestingly, and in line with the
results obtained from the other analyses, toe and ear canal PRV
consistently showed statistically significant differences to HRV.
Also, frequency-domain indices, especially nLF and LF/HE were
not found different between HRV and PRV. This was probably
due to the short time of analysis.

In general, the finger and the earlobe were the locations
in which less differences were observed, and during all
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FIGURE 5 | Bland-Altman ratios (BAR's) between HRV and PRV from each location (finger: blue line; toe: orange line; ear canal: gray line; earlobe: yellow line), during
each stage (BM: baseline measurement; CE: cold exposure; CR: cold recovery) and with each index. Agreements were considered as good (BAR < 10%), moderate
(10% < BAR < 20%), or insufficient (BAR > 20%).

stages the earlobe proved to be the body site in which the
relationship between HRV and PRV was less affected by
the changes in temperature. Especially during the baseline
measurement, it was observed that HRV and PRV differed
especially when RMSSD, nHE SD1, and SD1/SD2 parameters
were measured. All these parameters, except for SD1/SD2,
reflect the short-term HRV and PRV. Hence, PRV and HRV
tend to differ more in short-term indices. In this same line,
some indices showed no difference among locations. These
parameters, which include LE TP, nLE LF/HE and SD2,
are expected to be a measurement of long-term variability
(Khandoker et al, 2013). Hence, the lack of differences
may be explained by the short measurement and due
to the changes that are induced with short exposure to
cold temperatures, that may not be reflected in long-term
variability changes.

SD1, RMSSD, and HF reflect parasympathetic activity in HRV
(Shaffer and Ginsberg, 2017), which usually leads to diminished
heart rate and lowered force of atrial contraction, among other
effects (Drew and Sinoway, 2012). In vessels, most of the ANS
activity is controlled by the sympathetic nervous system, which
is in charge of vasoconstriction and vasodilation in response to
environmental changes (Lombard and Cowley, 2012). In this
study, it was observed that a diminished temperature induced
a higher similarity between these indices from HRV and PRV
in different body sites, which might be explained by a lower
parasympathetic activity and an increased sympathetic activity.
It is not clear how sympathetic and parasympathetic changes
may be affecting PRV-derived indices, and it might be possible
that PRV may be affected by these changes in a different manner
when compared to HRV, which is mainly a reflection of vagal
activity (Laborde et al., 2017), and that sympathetic changes in
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vascular autonomic activity are observable from PRV indices.
SD1/SD2, on the other hand, is supposed to be an index of short-
term and long-term changes of ANS activity (Khandoker et al.,
2013). Hence, a change in either parasympathetic or sympathetic
activity should be reflected in this index, as was observed in the
results obtained in this study.

However, further studies are needed to better understand
and characterize PRV changes, and to evaluate how sympathetic
changes may be affecting PRV-extracted indices. This could
be done by using blockade techniques for assessing the
contribution of each branch of the ANS to PRV indices, or
by comparing PRV results to more specific measurements
such as microneurography. To the knowledge of the authors,
the only blockade study that has been performed to evaluate
changes in PRV was done by Pellegrino et al. (2014). They
showed that cardiovagal blockade induced an overestimation
of HF measured from PRV; cardiac sympathetic blockade
implied a moderate to high agreement between HRV and PRV
in time- and frequency-domain indices; and dual blockade
implied a poor accuracy and precision for normalized
measures and LF/HF indices. Also, non-linear indices
obtained from HRV and PRV were largely affected by both
sympathetic and parasympathetic blockade. Hence, PRV
and HRV can be supposed to act differently under different
ANS conditions.

The correlation analysis was performed to further compare
HRV and PRV. The main result was the stronger correlations
observed from the earlobe and the finger, in all indices, compared
to those measured from the ear canal and the toe. SD2 showed
an interesting behavior: Significant correlations tended to show
a lower correlation coefficient when PRV was measured from
all locations during cold exposure; during baseline measurement
and cold recovery, the correlation is slightly higher, indicating
that the correlation of SD2 from HRV and PRV was more affected
during the induced hypothermia response. Several studies have
used correlation analysis to assess the relationship between HRV
and PRV, some of them finding results similar to those reported
in this paper. When PRV and HRV correlation was assessed in
subjects at rest, earlobe and finger PRV have a good correlation
to HRV indices (Shi et al., 2008; Lu et al., 2009; Bulte et al., 2011;
Olkkesim et al., 2016); however, certain changes in cardiovascular
conditions have been found to alter the correlation between HRV
and PRY, including changes due to mental stress (Giardino et al.,
2002), changes in the position of the subjects (Lu et al., 2008; Gil
et al., 2010), and changes in cardiovascular dynamics (Charlot
et al., 2009).

Finally, from the Bland-Altman analysis, SD2, and pNN50, to
a lower extent, showed the better agreement between HRV and
PRV in all stages and from all body sites. This is in line with the
results obtained from the correlation analysis and the Friedman’s
test results. However, LF/HF showed a good agreement as well,
which is not reflected in the other analyses. This could be due
to the short recordings which highly affect frequency-domain
indices. Interestingly, some of the Bland-Altman plots derived
from HRV and PRV data showed a behavior similar to what was
hypothesized: The agreement is affected during cold exposure

in all locations, but during cold recovery, the agreement tends
to recover. Although Shin (2016) does not explain the location
from which PPG signals were obtained, these results are in
line with those shown by in his study, in which differences in
the relationship between PRV and HRV were observed when
ambient temperature increased.

Frequency-domain indices reflecting absolute powers, i.e., LE,
HE and TP, showed higher values of BAR’s than any other indices,
reaching BAR’s above 100%. This might be an indication of
the effect of short-term recordings on these indices, but further
analyses should be performed to better understand how these
indices may relate when extracted from PRV and HRV. Also,
the toe and ear canal measurements were the ones that showed
the higher differences between HRV and PRY, in all three stages.
It is hard to conclude regarding the origin of these differences.
Regarding the toe measurements, although the quality of the
signals was the lowest, it is plausible that the higher differences
were due to the measurement site: PRV has been shown to
be affected by pulse transit time (PTT) variability (Gil et al,
2010), and the distance between the heart and the toe is larger
than the others, implying a longer time for the pulse wave to
arrive to the site of measurement and increasing the chances
of cardiovascular changes that may affect PTT variability. And
regarding the ear canal, these differences in agreement might
be explained by the hypothesis that core vasculature is less
affected by environmental changes than the other locations.
Although HRV is measured directly from the heart, it could be
considered as a measurement of the summation of the changes
in ANS activity in the cardiovascular system as a whole, whereas
the ear canal might be a reflection of more localized changes.
Nevertheless, the measurement on this body site is relatively new
(Budidha, 2016), and further analyses should be performed.

4.3. Limitations of the Study

One of the main limitations for the analysis of PRV under the
exposed circumstances is the fact that PPG signals are highly
affected by changes in vasculature derived from cold exposure.
This represents an increased difficulty for obtaining high quality
PPG signals and, therefore, for extracting reliable fiducial points
from the signals. To overcome this difficulty, different signal
quality indices were extracted from PPG cardiac cycles delimited
by several fiducial points, i.e., systolic peaks, diastolic onsets,
maximum slope points, and the point of intersection between
tangent lines from the diastolic onset and the maximum slope
point. It was found that the best quality of cardiac cycles was
when cycles were delimited by the intersection point between the
tangent lines, whereas the worst quality was obtained from the
cardiac cycles delimited by systolic peaks. These results are in line
with those obtained by Peng et al. (2015) and Hemon and Phillips
(2016). However, the fiducial point selected for each case was
different, according to the results of each signal, as recommended
in the literature (Pinheiro et al., 2016). With this methodology,
the probabilities of having a low-quality PRV time-series was
reduced. Also, the IBI's and RRI’'s were manually corrected, to
avoid outliers and mistakes that could affect the results.
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It is important to consider as well that the sample size of
this study was relatively small, and composed mainly of young
and healthy subjects, that do not represent the population as a
whole. Finally, a note should be made on the the short segments
of signals used for the analyses performed in this study, which
might affect the results, especially those obtained from frequency-
domain parameters. These short recordings were selected in
order to be able to compare the three stages, and to observe
the differences along time. Although longer recordings are
recommended, several studies have shown that short recordings
of less than 10 min can be used reliably for the analysis of time-
domain and nonlinear indices from HRV and PRV (Shaffer and
Ginsberg, 2017).

5. CONCLUSION

From these results, it can be concluded that PRV and HRV
should not be regarded as equal under all circumstances, and that
hypothermia affects PRV in a different manner, not only when
compared to HRV but also when compared among different
body sites. PRV generally overestimates HRV indices, especially
under cold exposure. Moreover, there seems to be a tendency
to maintain the autonomic balance more properly in core
vasculature. Although further investigation is needed, the results
shown in this study serve as an indication of the effects of changes
in vessel characteristics that can be observed in PRV, but are not
reflected in HRV, and are promising for future research, which
may aim to understand the contribution of parasympathetic
and sympathetic activity in the measurement of these indices
from PRV. Nonetheless, further research that aims to clarify the
contribution of SNS and PNS on PRV, by using methodological
considerations such as using blockade studies, are needed to
better understand the results obtained in this study.
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Purpose: The temporal lobe, a critical hub for cognition, also plays a central role in
the regulation of autonomic cardiovascular functions. Lesions in this area are usually
associated with abnormalities in the regulation of heart rate (HR) and blood pressure
(BP). The analysis of the heart rate variability (HRV) is useful to evaluate the cardiac
parasympathetic nervous system activity. This study aims at comparing HRV changes
occurring in two groups of patients suffering from Temporal Lobe Epilepsy (TLE). To that
aim, we evaluated patients differentiated by the right or left location of the epileptic foci.

Materials and Methods: Fifty-two adult patients with a diagnosis of TLE were enrolled.
Each patient underwent a 20-min EEG + EKG recording in resting state. According to the
localization of epileptic focus, patients were divided into two subgroups: right TLE (R-TLE)
and left TLE (L-TLE). HRV parameters were calculated with a short-lasting analysis
of EKG recordings. Time-domain and frequency domain-related, as well as non-linear
analysis, parameters, were compared between the two groups.

Results: Compared to the R-TLE group, L-TLE subjects showed a significant decrease
in low frequency (LF) (p < 0.01) and low frequency/high-frequency ratio (LF/HF) (p
< 0.001) as well as increased HF values (o < 0.01), a parameter indicative of the presence
of an increased cardiac vagal tone. These results were also confirmed in the subgroup
analysis that took into account the seizure types, responses to antiepileptic drugs, seizure
frequencies, and etiology.
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Lateralization of Cardio Autonomic Control in TLE

Conclusions:

The main finding of the study is that, compared to R-TLE, L-TLE is

associated with increased cardiac vagal tone. These results indicate that patients with
TLE exhibit a lateralized cardiac autonomic control. L-TLE patients may have a lower risk
of developing cardiac dysfunctions and less susceptible to develop Sudden Death for

Epilepsy (SUDEP).

Keywords: temporal lobe epilepsy, interictal epileptic discharges, heart rate variability, autonomic nervous system,

cardiovascular risk

INTRODUCTION

Temporal lobe epilepsy (TLE) is the most common form of focal
epilepsy in adults and accounts for 60% of all epilepsy forms (1).
TLE is associated with a large variety of clinical manifestations.
A less studied phenomenon associated with TLE and other
forms of epilepsy is the simultaneous presence of autonomic
imbalance (2-7). However, experimental data indicate that ictal
and interictal epileptogenic activity can spread from the temporal
lobe and interfere with autonomic functions. Moreover, the
temporal lobe plays a central role in the activity of the “Central
Autonomic Network” (CAN), a complex system that includes
cortical, midbrain, and brainstem regions that are in control of
the autonomic cardiovascular functions (8, 9).

Additional areas like the central nucleus of the amygdala
(CeA) and some hypothalamic regions are also involved in the
CAN (10-16). The activation of these structures contributes
to the dysregulation of cardiovascular activity as well as the
production of arrhythmic and blood pressure changes that are
often observed in TLE patients. The two regions are strongly
connected to other cortical regions, like the insular cortex (I.C.),

the prefrontal cortex (PFC), and the anterior cingulate cortex
(ACC), that are also part of the CAN [(8, 9); Figure 1].

Although the mechanisms leading to the development of
epilepsy-related autonomic changes are not entirely understood,
a current hypothesis postulates that these phenomena result
from the progressive alterations, occurring in autonomic centers,
that are triggered by repetitive seizure discharges (22). In line
with this hypothesis, experimental data indicate that autonomic
alterations depend on the pharmacological modulations exerted
by specific anti-seizure (ASD) treatments [like carbamazepine (3,
23) and phenytoin (24)] or by the length of the patient epileptic
history (25). Furthermore, in drug naive patients, the autonomic
imbalance has been found to be less present in the early stages
of the disease but becomes more prominent with the progression
of the epileptic process (25). Moreover, chronic TLE can induce
structural lesions characterized by the presence of significant
neuronal loss and sclerosis in two regions that are involved in
the CAN, like the amygdala and the hippocampus (26-28). These
structural alterations play a role in the pathophysiology and
development of the Sudden Death for Epilepsy (SUDEP) (27-31).

S
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FIGURE 1 | Central Autonomic Network (CAN). Autonomic cardiovascular functions (ACF) are regulated by a complex system called “Central Autonomic Network”
that encompasses cortical, midbrain, and brainstem areas. Several portions of the temporal lobe, along with the central nucleus of the amygdala (CeA) and the
hypothalamic nuclei, are involved in the ACF regulation. The insular and medial prefrontal cortex, as well as the amygdala, are involved in high-order processing of
viscerosensory information and the initiation of integrated autonomic responses. These areas are intimately interconnected with each other as well as with the
hypothalamus (periventricular and lateral zone), the anterior cingulate cortex, and brainstem regions. Seizures that arise from the amygdala-hippocampal, cingulate,
opercular, anterior frontopolar, and orbitofrontal regions can produce autonomic manifestations that include cardiac arrhythmias, viscerosensory phenomena, vomiting,
genitourinary symptoms, and sexual arousal (17-21). Zoom rectangle: Functional organization of the hippocampus in the periventricular, medial, and lateral zones.
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Several studies have suggested the presence of hemispheric
lateralization of the autonomic control of the cardiovascular
functions. Bradycardic effects have been associated with the
stimulation of the left temporal lobe, while tachycardic responses
are linked with the right stimulation (32, 33). However, it is still
unclear whether transient modifications of the brain activity—
like the ones occurring upon interictal epileptic discharges
(IED)—influence cardiac functioning in a hemispheric-specific
fashion (34). Previous studies have demonstrated that IED affect
the occurrence of Heart Rate Variability (HRV) modifications
that are observed in focal epilepsy (35). However, little is known
about the specific autonomic changes associated with TLE.

The analysis of HRV is a useful tool to evaluate the impairment
of cardiac autonomic control (36). The HRV represents the
change in the time interval between successive heartbeats
(37, 38). HRV provides an index of the parasympathetic
nervous system activity (36, 39), whereas possible inferences on
sympathetic components have been revised and rejected (20, 36,
40). Some authors (21, 41) have indicated that HRV cannot be
employed to infer activities of the sympathetic nervous system as
some HRV parameters mostly relate to baroreflex functions. The
relationship between HRV and parasympathetic activity has been
extensively described (41).

The analysis of HRV has been extensively employed to
study changes of the sympathovagal balance that occurs upon
physiological responses of healthy subjects as well as in patients
affected by cardiac or neurological diseases. It is now well-
established that the HRV is reduced in individuals who have
epilepsy. The phenomenon is present in newly diagnosed and
drug naive patients (42) and a relevant marker of cardiovascular
risks like, for instance, the predisposition to generate ventricular
arrhythmias (43-46).

The present study aimed at comparing the interictal changes
of HRV that occur in TLE patients differentiated by the right
or left location of the epileptic foci. In these two groups,
the relationship between interictal epileptiform discharges and
modifications of the autonomic cardiac control assessed.

METHODS

Patient Demographics and Clinical

Features

Fifty-two adult patients (24 men and 28 women, mean age 42.9
=+ 16.4 years, age range = 20-73 years) affected by TLE with
a clear EEG interictal discharges lateralization (right or left)
were retrospectively selected from the database of patients who
underwent a 21-channel video-electroencephalogram (video-
EEG) recording at the Epilepsy Center of the University “G.
D’Annunzio” of Chieti-Pescara and the Epilepsy Center of
the Catholic University of the Sacred Heart of Rome. Video-
EEGs were recorded using a sampling frequency of 256 Hz.
During the recording sessions, patients were supine and relaxed.
Two neurologists subspecialized in epilepsy made a qualitative
evaluation of EEG recordings, highlighted IED, and their
specific localization. All the investigated patients exhibited

clear lateralization of EEG interictal discharges. Patients with
bilateral IED were excluded from the analysis. No ictal events
were recorded.

All patients received a diagnosis of TLE based on clinical
(43), neurophysiological, and interictal video-EEG, as well as by
brain magnetic resonance (MRI) scans performed to determine
the epilepsy etiology. The mean disease duration time was
149 £+ 15.2 (duration range 1-61 years). All patients
were right-handed.

The group was equally divided into a subset of 26 patients
presenting with left temporal IED and 26 patients exhibiting right
temporal IED. Patients did not exhibit psychiatric comorbidity
as assessed by the Symptom checklist-90 (SCL-90) (47). None
of the patients were treated with drugs that interfere with the
functioning of the Autonomic Nervous System (ANS), including
oral contraceptives. None of the investigated patients had a
history of heart diseases, endocrine disorders, metabolic deficits,
uremia, or any other known disease that could have affected
autonomic functions, including sleep-related apnea. Selected
patients were no-smoker and had no history of alcohol or
drug abuse. No coffee, tea or other energizing drinks, as well
as meals, were ingested in the 2h before EEG recordings. No
intense physical activity was reported in the day before EEG. All
patients reported regular sleep routines in the 7 days before the
recording. Patient responses to pharmacotherapy were analyzed
according to the ILAE diagnostic criteria for pharmaco-resistant
epilepsy (48). Patients treated with carbamazepine or phenytoin
were excluded from the analysis. The clinical and demographic
features of the study cohort are summarized in Table 1.

EKG Samples and Heart Rate Variability
(HRV) Analysis

Bipolar electrocardiogram (EKG) recordings from lead I of a 12-
lead EKG were carried out utilizing the EKG channel of the EBN-
Neuro EEGNet System (EBN Neuro-Florence Italy). According
to guidelines for HRV measurement in epileptic patients (34), we
took in consideration EKGs only in patients who were recorded
(1) at least 8 h after the last tonic-clonic seizure, (2) at least 1 h
after the last known clinical, subclinical electroencephalographic
seizure, and (3) at least 1 h before the next seizure. We excluded
from the analysis patients who presented a respiration rate above
12 cycles/min (0.2 Hz) during the EKG registration to rule out
biases due to individual differences in respiration. EKG data were
sampled at a frequency of 256 Hz and exported from the EBN
system (EEGNET, Florence, Italy) in the European Data Format
(EDF). All data were subsequently processed using dedicated
software for HRV analysis (Kubios, HRV software version 2.1,
University of Eastern Finland, Kuopio, Finland). The software
identified QRS complexes and R peaks using a multiscale wave-
let-based peak detection algorithm. Before proceeding with the
HRYV analysis, all the RRI samples were visually inspected by two
trained neurologists to remove any artifacts, extrasystoles, and
erroneously detected R waves or insertions of missed R beats. The
rate of artifacts that were detected and removed was 5% of all RRI
in the EKG recordings.
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TABLE 1 | Demographics and clinical data.

Right TLE Left TLE
(n =26) (n = 26)
Age (years) 40.32 £ 14.32 45.35+18.13 p =0.301
Disease duration (years) 16.6 £ 16.072 1291 +£14.32 p=0.399
Seizure types p = 0.095
Focal 9 (35%) 15 (56%)
- Focal cognitive seizures 5 11
- Focal automatism seizures 4 5
- Focal sensory seizures 0 1
Focal to bilateral 17 (65%) 11 (44%)
Seizure control p = 0.569
Seizure-free 15 (64%) 17 (65%)
No seizure-free 11 (44%) 9 (35%)
Response to ASD p =0.792
Pharmacoresistance 5 (20%) 6 (23%)
Non-pharmacoresistance 18 (79%) 18 (69%)
Undefined 3(11%) 2 (8%)
Etiology p =0.780
Unknown etiology 11 (44%) 12 (46%)
Known etiology 15 (60%) 14 (54%)
Brain tumor 3
Cortical malformation 7 6
- Post-traumatic 1 3
- Ischemic Stroke 2 0
- Vascular malformation 1 1
- Multiple Sclerosis 1 0
- Infectious encephalitis 0 1

Demographics, clinical data, and statistical comparisons performed in the right and left
TLE patients.
TLE, temporal lobe epilepsy; ASD, anti-seizure drugs.

A short-term recording analysis (49) (time-series length =
5 min) was performed to assess heart rate variations in time and
frequency domains as well as non-linear analysis.

The time-domain methods are derived from the beat-to-beat
R.R. interval values in the time domain. HRV parameters that
measure the variability within the RR. time intervals in the
time-domain assessed in terms of (1) mean R.R. (the mean
heart rate in a precise R.R. sequence); (2) SDNN (standard
deviation of all R.R. intervals); (3) RMSSD (root mean square
of the difference of adjacent R.R. intervals); (4) pNN50 (the
percentage of successive R.R. intervals differing more than
50 ms); (5) HRV triangular index (integral of the density of the
R.R. interval histogram divided by its height), and (6) TINN
(baseline width of the R.R. interval histogram). According to
the current literature (50), short-term analysis of SDNN and
RMSSD is the most reliable HRV time-domain parameters.
SDNN assesses sympathetic and parasympathetically-mediated
HRYV variations. It should be pointed out that SDNN appears to
be more accurate when calculated over 24 h compared to shorter
periods, thereby representing the “gold standard” for the medical
stratification of cardiac risk. The RMSSD is the primary time-
domain measure used to estimate the vagus-mediated changes of

HRV (51). Lower RMSSD values correlate with higher scores on
a risk inventory for SUDEP (52).

Frequency-domain measurements estimate the distribution
of absolute or relative power into four frequency bands. The
power spectral density (PSD) of the R.R. series was calculated
using parametric methods (based on self-regressive models, AR).
PSD was analyzed by calculating the frequency of waves for the
different frequency bands. According to the Task Force of the
European Society of Cardiology and the North American Society
of Pacing and Electrophysiology (1996) (36), H.R. oscillations
should be analyzed taking in consideration selected frequencies:
Very Low Frequency (VLE 0-0.04Hz), Low Frequency (LF
0.04-0.15 Hz), and High Frequency (HF, 0.15-0.4 Hz). The most
common frequency domain parameters include the powers of the
bands VLE, LE HF expressed in absolute (VLF [ms?], LF [ms?],
and HF [ms?]) and relative values (VLF%, LF%, and HF%),
the normalized power of the LF and HF bands (LF n.u. = LF
[ms?]/(total power [ms?] - VLF [ms?]; HF n.u. = HF [ms?]/(total
power [ms?] - VLF [ms?]), and the LE/HF ratio.

Spectral analysis allows the discrete analysis of different
autonomic components. HF band reports the parasympathetic
components, whereas the interpretation of the LF band is
controversial (21, 53-59). VLE LE and HF bands can be
expressed in absolute (ms?) or relative (expressed in % or n.u.)
units, but absolute values are preferred (59). A recent study
(60) investigated the general pattern and timeframe of cardiac
autonomic changes that occur upon aging. The study showed that
HF as well as LF expressed in absolute units, are decreased by 30-
35% with aging. On the contrary, normalized values were affected
less (0.8-1.2%).

In line with recent recommendations (17) we present and
discuss results of spectral analysis expressed in absolute and
normalized units. As recommended by the European Society of
Cardiology (ESC) guidelines (36), VLF assessment in a short-
term EKG analysis is of dubious value, and its interpretation
should be avoided. The LF/HF ratio has been considered
as an index of sympathovagal balance. However, this view
has been criticized (50). The consensus is now that the
precise physiological underpinning of LF/HF is unclear, thereby
questioning its predictive value to assess autonomic balance.
However, several studies have reported that the index has
prognostic value as far as the mortality risk due to cardiovascular
or non-cardiovascular causes (61-65).

The non-linear analysis is another alternative way to
characterize the variability of heart rate by measuring complex
fluctuations of cardiac rhythms. This method allows the
definition of the unpredictability of time series resulting from the
complexity of the mechanisms that regulate HRV. SD1 and SD2
non-linear parameters can be extrapolated from the Poincaré
plot (obtained by plotting every R-R interval against the prior
interval and thereby creating a scatter plot). SD1 assesses short-
term HRYV, correlates with the HF power, and is directly related
to RMSSD (66), whereas SD2 investigated short- and long-term
HRV and correlates with the LF power. Another useful non-
linear parameter is approximate entropy (ApEn), which has been
developed to measure the complexity of relatively short time-
series. Applied to HRV data, large ApEn values indicate low
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FIGURE 2 | HRV-related parameter comparison in patients with R-TLE and L-TLE. Right (yellow) and left (light blue) graph boxplots depict statistically significant
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SD2 (p < 0.05) in the two study groups. Mann-Whitney test was employed for statistical analysis. p < 0.05 was considered statistically significant. *o < 0.05; **p <
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predictability of fluctuations in successive R.R. intervals (67),
whereas small ApEn values indicate signals that are regular and
predictable (68). A modified version of ApEn is sample entropy
(SampEn), used to assess the complexity of physiological time-
series signals (69). SampEn values are interpreted and used like
ApEn and can be calculated from shorter time-series (<5 min).
Other non-linear parameters like detrended fluctuation analysis
(DFA) are designed to analyze time series that span over several
hours of data; therefore, their significance in short term analysis
is not relevant.

Statistics
Before comparing the two groups (left vs. right TLE), the
normality of distribution of all metric data was tested with the
Shapiro-Wilk test. Significance was set at p < 0.05. The analysis
revealed a non-normal distribution of the data. Metric variables
(age, disease duration, MeanRR, SDNN, RMSSD, pNN50, R.R.
triangular index, TINN, SD1, SD2, ApEN, SampEN, HE and
LF absolute power, HF and LF normalized unit, HF and
LF percentage, LF/HF ratio) were compared employing the
one-way analysis of variance with the Mann-Whitney U-test.
Nominal variables (seizure type, seizure control, response to
ASD, etiology) were analyzed and compared between left and
right TLE with 2 x 2 contingency tables using the chi-square
or Fisher’s exact test. Correlations between disease duration and
HRV frequency parameters were performed using the Sperman
correlation test.

The level of significance was set at p < 0.05. Statistical analyses
were performed using SYSTAT 12 software (SYSTAT® Software
Inc., 2007).

RESULTS

L-TLE and R-TLE groups did not show any significant difference
as far as age (p = 0.301), disease duration (p = 0.399), seizure
control (p = 0.569), etiology (p = 0.780), and seizure types (p
= 0.095). The two groups also showed no differences in time-
domain parameters (MeanRR, SDNN, RMSSD, pNN50, R.R.
triangular index, and TINN). The HRV spectral component
analysis indicated a significantly decreased LF/HF ratio in the
L-TLE patients when compared to the R-TLE individuals (p
< 0.0001). Compared to the R-TLE group, L-TLE showed
significantly increased HF n.u. (p < 0.0001) and HF% (p <
0.0001) with decreased LF [ms?] (p < 0.05), LF nu. (p <
0.001), and LF% (p < 0.001). The non-linear analysis showed
significantly increased SD1 (p < 0.01) and decreased SD2 (p
< 0.01) in the L-TLE group. No significant differences were
observed when comparing ApEN (p = 0.133) and SampEN
(p = 0.570) between the two groups. Time-domain, frequency
domain, and non-linear analysis features are summarized in
Figure 2. No correlations between disease duration and LF, HE,
or LF/HF ratio values were observed.

Subgroups Analysis

We analyzed and compared HRV parameters in the R-TLE
and L-TLE groups taking into account (1) the seizure types
(focal seizures vs. focal-to-bilateral tonic-clonic seizures); (2) the
response to ASDs (pharmacoresistant vs. no pharmacoresistant);
(3) seizure frequency (seizure-free vs. non-seizure-free patients),
and (4) the etiology (unknown etiology vs. epilepsy of
known etiology).
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FIGURE 3 | HRV-related parameter comparison in patients with focal or focal-to-bilateral seizures. (A) Right (yellow) and left (light blue) graph boxplots depict
statistically significant differences in LF n.u. (o < 0.0001), HF n.u. (o < 0.0001), LF% (p < 0.01), HF% (o < 0.001), and LF/HF ratio (o < 0.0001) of the two study
groups of patients suffering from focal seizures. (B) Right (yellow) and left (light blue) graph boxplots depict statistically significant differences in LF n.u. (o < 0.001), HF
n.u. (p < 0.001), LF% (p < 0.01), and LF/HF ratio (p < 0.001) of the two study groups of patients suffering from focal-to-bilateral seizures. Mann-Whitney test was
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employed for statistical analysis. p < 0.05 was considered statistically significant. *p < 0.05; *p < 0.001; and ***p < 0.0001.

Seizure Type (Focal Seizures vs. Focal-to-bilateral
Tonic-Clonic Seizures)

Patients with focal seizures in the L-TLE group showed
significantly increased HF n.u. (p < 0.0001) and HF% (p < 0.01)
as well as decreased LF n.u. (p < 0.0001), LF% (p < 0.01), and
LF/HF ratio (p < 0.001) when compared to homologous R-TLE
patients. Patients with focal-to-bilateral tonic-clonic seizures in
the L-TLE group showed significantly increased HF n.u. (p <
0.001), decreased LF n.u. (p < 0.001), LF % (p < 0.01), and LF/HF
ratio (p < 0.001) compared to homologous R-TLE patients.
No statistically significant differences were observed between
the two groups as far as time-domain parameters (MeanRR,
SDNN, RMSSD, pNN50, R.R. triangular index, and TINN) and
non-linear analysis (SD1, SD2, ApEn, and SampEn). Time-
domain, frequency domain, and non-linear analysis features of
the subgroups are summarized in Figure 3.

Response to ASDs (Pharmacoresistant vs.
Non-pharmacoresistant)

Patients with pharmacoresistant epilepsy in the L-TLE group
showed significantly increased HF n.u. (p < 0.001), HF% (p <
0.01) as well as decreased LF n.u. (p < 0.001), and LF/HF ratio

(p < 0.001) compared to homologous R-TLE patients. Patients
with non-pharmacoresistant epilepsy in the L-TLE group showed
significantly increased HF n.u. (p < 0.0001), HF% (p < 0.01),
decreased LF n.u. (p < 0.0001), LF% (p < 0.01), and LF/HF
ratio (p < 0.0001) when compared to matched R-TLE patients.
No statistically significant differences were observed between
the two subgroups as far as time-domain parameters (MeanRR,
SDNN, RMSSD, pNN50, R.R. triangular index, and TINN) and
non-linear analysis (SD1, SD2, ApEn, and SampEn). Time-
domain, frequency domain, and non-linear analysis features are
summarized in Figure 4.

Seizure Frequency (Seizure-Free vs. No Seizure-Free
Patients)

Seizure-free patients in the L-TLE group showed significantly
increased HF n.u. (p < 0.0001), decreased LF n.u. (p < 0.0001),
LF% (p < 0.01), and LF/HF ratio (p < 0.0001) compared to
homologous R-TLE patients. No seizure-free patients in the L-
TLE group showed significantly increased HF n.u. (p < 0.001),
HF% (p < 0.001), decreased LF n.u. (p < 0.001), and LF/HF
ratio (p < 0.001) when compared to homologous R-TLE patients.
No statistically significant differences were observed between
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FIGURE 4 | HRV-related parameter comparison in seizure-free or no seizure-free patients. (A) Right (yellow) and left (light blue) graph boxplots depict statistically
significant differences in LF n.u. (p < 0.0001), HF n.u. (o < 0.0001), and LF/HF ratio (p < 0.0001) of seizure-free TLE patients. (B) Right (yellow) and left (light blue)
graph boxplots depict statistically significant differences in LF n.u. (o < 0.001), HF n.u. (o < 0.001), HF% (p < 0.001), and LF/HF ratio (p < 0.001) of no seizure-free
TLE patients. Mann-Whitney test was employed for statistical analysis. p < 0.05 was considered statistically significant. “o < 0.05; *p < 0.001; and ***p < 0.0001.

the two subgroups as far as time-domain parameters (MeanRR,  domain, and non-linear analysis features are summarized in
SDNN, RMSSD, pNN50, R.R. triangular index, and TINN) and  Figure 6.

non-linear analysis (SD1, SD2, ApEn, and SampEn). Time-

domain, frequency domain, and non-linear analysis features are

summarized in Figure 5. DISCUSSION

The present study aimed at comparing the interictal changes
of HRV in TLE patients who were differentiated by the right
or left location of the epileptic foci. R-TLE and L-TLE subjects
were investigated to assess the relationship between interictal
epileptiform discharges and modifications of the autonomic
cardiac control. Our data show that R-TLE patients exhibit a

Etiology (Unknown Etiology vs. Known Etiology)

Patients with epilepsy with unknown etiology in the L-TLE
group showed significantly increased HF. n.u. (p < 0.001),
decreased LF n.u. (p < 0.001), LF% (p < 0.01), and LF/HF

ratio (p < 0.001) when compared to matched R-TLE patients.  reduced parasympathetic tone, as indicated by the presence of HF
Patients with epilepsy with known etiology in the L-TLE  reductions. These patients also exhibit a higher risk of mortality
group showed significantly increased HF n.u. (p < 0.0001) as assessed by the LF/HF parameter.

and HF% (p < 0.01), decreased LF n.u. (p < 0.0001), LF% Autonomic dysregulation and HRV variations are important
(p < 0.01), and LF/HF ratio (p < 0.0001) when compared cardiovascular risk factors as these alterations underlie a
to homologous R-TLE patients. No statistically significant  potentially harmful decrease of the parasympathetic tone.
differences were observed in the two subgroups as far as The reduced parasympathetic tone may predispose to a “pro-
time-domain parameters (MeanRR, SDNN, RMSSD, pNN50,  arrhythmic” condition (44, 46, 70), which, in turn, may lead
RR. triangular index, and TINN) and non-linear analysis to an increased risk of SUDEP. The quantification of HRV is
(SD1, SD2, ApEn, and SampEn). Time-domain, frequency  an established method to assess the parasympathetic activity of
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patients. (B) Right (yellow) and left (light blue) graph boxplots depict statistically significant differences in LF n.u. (o < 0.0001), HF n.u. (o < 0.0001), LF [ms?] (o <
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p < 0.05 was considered statistically significant. *p < 0.05; **p < 0.001; and ***p < 0.0001.

the ANS. The standard recording period of <5min (short-term
analysis) is now recommended by the Taskforce of the European
Society of Cardiology as a valid procedure for the assessment of
HRV components (36).

Clinical data concerning the possibility of a lateralized control
of autonomic functions in epileptic patients are controversial.
Although HRV features associated with ictal events have been
extensively described (70-72), little is known about the role of
IED changes in the cardiac autonomic regulation of patients
with epilepsy. By definition, interictal epileptic discharges are
brief spikes or sharp waves that are not associated with clinical
symptoms. Despite their brief nature, IED play an essential
role in the development of some epilepsy-related comorbidities,
including cognitive decline (73, 74) and hormonal changes
(75). However, the role of IED in the development of cardiac
alterations is not well-understood. Compared to healthy controls,
patients with epilepsy exhibit a higher incidence of subtle
abnormalities in HRV as well as abnormalities in the cardiac
response to physiological stimuli (3, 4, 6, 76).

In patients affected by generalized seizures, the presence of
HRYV alterations that are related to IED were initially described
by Faustmann and Ganz (76). These authors have indicated that

patients with normal interictal EEG exhibit HRV that are similar
to healthy controls. HRV modifications may be driven by ASD.
Carbamazepine (3, 23) and phenytoin (24), in particular, have
been shown to promote HRV modifications even though the role
of carbamazepine is controversial (77). Other studies, especially
those investigating drug-free, naive, patients (42), reported that
the role of ASD in the modification of HRV is marginal, thereby
stressing the importance of the central control exerted by the
cortex on the activity of the ANS.

Our results are in line with data indicating the presence of an
asymmetrical autonomic innervation of the heart as well as the
lateralization of the cardiac autonomic output in the brainstem.
These data are thereby suggesting a different contribution of the
two hemispheres in the control of the heart rate. In that context,
preclinical and clinical data have demonstrated that lesions of the
right hemisphere produce an increased sympathetic tone (33, 78).
Furthermore, the stimulation of the left insula has been shown to
induce a bradycardic response, whereas tachycardia and pressor
responses are more elicited from the stimulation of the right
insula (32). Studies based on the pharmacological inactivation
of both hemispheres, obtained through the intracarotid injection
of amobarbital, have produced conflicting results (79-81). One
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FIGURE 6 | HRV-related parameter comparison in patients with epilepsy with unknown or known etiology. (A) Right (yellow) and left (light blue) graph boxplots depict
statistically significant differences in LF n.u. (o < 0.001), HF n.u. (o < 0.001), LF% (p < 0.05), and LF/HF ratio (p < 0.001) of unknown etiology TLE patients. (B) Right
(vellow) and left (light blue) graph boxplots depict statistically significant differences in LF n.u. (p < 0.001), HF n.u. (p < 0.0001), LF% (p < 0.05), HF% (p < 0.05), and

LF/HF ratio (o < 0.0001) of known etiology TLE patients. Mann-Whitney test was employed for statistical analysis. p < 0.05 was considered statistically significant.
*p < 0.05; *p < 0.001; and **p < 0.0001.

study (79), albeit robust in terms of the size of the enrolled
patients, suffers from methodological issues related to the length
of the HRV evaluation (i.e., ultra-short lasting analysis) and the
presence of anticonvulsant treatment as 65 of the 73 enrolled
patients have been treated with carbamazepine or phenytoin.

Additional evidence supporting the notion of lateralization
of the control of the cardio-autonomic functions comes
from studies employing functional Magnetic Resonance
Imaging (fMRI). fMRI data related to the cortical control of
spontaneous and arousal-induced fluctuations in the amplitude
of skin conductance responses (SCR) support the presence
of a sympathetic activity that is mainly controlled by the
right hemisphere (82). These findings are also confirmed by
electrophysiological studies performed on patients with side-
specific hemispheric lesions that indicated a decreased galvanic
skin response in patients with right-hemisphere lesions. In
contrast, increased responses were found in subjects with lesions
of the left hemisphere (83, 84).

Studies employing positron emission tomography to
investigate hemispheric-specific increases of blood flow showed
increased perfusion in the right insula of healthy patients
undergoing physical activity or exposure to mental stress. In

contrast, increased blood flow occurred in the left insula of
subjects performing non-strenuous tasks (85).

CONCLUSIONS

Our data provide experimental evidence to support the
notion of lateralized cortical control of the cardiac autonomic
functions in TLE patients. In particular, our findings suggest
that epileptic patients with an L-TLE focus exhibit a lower
risk of developing cardiac dysfunctions independently of the
disease duration. Given the well-known correlations between
the presence of HRV modifications and the occurrence of
SUDEBP, it can be inferred that patients with L-TLE may be less
susceptible to develop SUDEP. A recent study (86) attempted
to define the incidence of clinically relevant arrhythmias in
refractory focal epilepsy and assessed the predicting value
of postictal arrhythmias as risk markers for SUDEP. The
study investigated people with refractory epilepsy (both TLE
and non-TLE) who were implanted with a loop recorder
and followed for 2 years. The study found no clinically
relevant arrhythmias during the follow-up. It is conceivable
that the inclusion of non-TLE patients in the study could
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have blurred the results, thereby open the possibility that
findings may be different when taking into consideration
only TLE patients and when employing HRV alterations as
selection criteria.

We acknowledge some limitations of our study. Given the
small number of patients in the subgroup analysis, we were
not able to investigate the impact of every specific ASDs in the
modification of HRV features. However, although the role of
the most recent ASDs in the modulation of HRV remains to be
defined, our data indicate that, independently of specific ASDs,
R-TLE patients exhibit a reduced vagal tone. Further studies will
be needed to understand the impact that specific ASDs may have
on HRV modifications as well as to assess the role of pharmaco-
resistance in producing worse cardioautonomic balance. Finally,
our results indicate that it would be important to investigate,
with long-term EKG monitoring, whether R-TLE patients show a
higher risk of developing arrhythmias.
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Not All Competitions Come to Harm!
Competitive Biofeedback to Increase
Respiratory Sinus Arrhythmia in
Managers

Elisabetta Patron', Marianna Munafo?, Simone Messerotti Benvenuti'2,
Luciano Stegagno’ and Daniela Palomba’?

" Department of General Psychology, University of Padua, Padua, ltaly, ? Padova Neuroscience Center, University of Padua,
Padua, Italy

Despite the positive impact on achievement, competition has been associated
with elevated psychophysiological activation, potentially leading to a greater risk of
cardiovascular diseases. Competitive biofeedback (BF) can be used to highlight the
effects of competition on the same physiological responses that are going to be
controlled through BF. However, it is still unknown whether competition could enhance
the effects of respiratory sinus arrhythmia (RSA)-BF training in improving cardiac vagal
control. The present study explored whether competitive RSA-BF could be more
effective than non-competitive RSA-BF in increasing RSA in executive managers, who
are at higher cardiovascular risk of being commonly exposed to highly competitive
conditions. Thirty managers leading outstanding private or public companies were
randomly assigned to either a Competition (n = 14) or a Control (n = 16) RSA-BF training
lasting five weekly sessions. Managers in the Competition group underwent the RSA-
BF in couples and each participant was requested to produce a better performance
(i.e., higher RSA) than the paired challenger. After the training, results showed that
managers in the Competition group succeeded in increasing cardiac vagal control,
as supported by the specific increase in RSA (p < 0.001), the standard deviation
of R-R wave intervals (SDNN; p < 0.001), and root mean square of the successive
differences between adjacent heartbeats (rtMSSD; p < 0.001). A significant increase
in the percentage of successive normal sinus beat to beat intervals more than 50 ms
(PNN50; p = 0.023; nzp = 0.17), low frequency (p < 0.001; nzp = 0.44), and high
frequency power (p = 0.005; ngp = 0.25) emerged independently from the competitive
condition. Intriguingly, managers who compete showed the same reduction in resting
heart rate (HR; p = 0.003, n2p = 0.28), systolic blood pressure (SBP; p = 0.013,
n?p = 0.20), respiration rate (p < 0.001; n?, = 0.46), and skin conductance level
(SCL; p = 0.001, nzp = 0.32) as non-competitive participants. Also, the same reduction
in social anxiety (o = 0.005; 1%, = 0.25), state (o = 0.038, 1%, = 0.14) and trait
anxiety (o = 0.001, 02, = 0.31), and depressive symptoms (p = 0.023, %, = 0.17)
emerged in the two groups. The present results showed that managers competing for
increasing RSA showed a greater improvement in their parasympathetic modulation
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than non-competing managers. Most importantly, competition did not lead to the
classic pattern of increased psychophysiological activation under competitive RSA-BF.
Therefore, competition could facilitate the use of self-regulation strategies, especially in
highly competitive individuals, to promote adaptive responses to psychological stress.

Keywords: competition, biofeedback, managers, respiratory sinus arrhythmia, autonomic nervous system

INTRODUCTION

Competition has been consistently referred to as a type
of social motivation, and, it has been addressed in many
fields, including sports, job-related productivity, and academic
achievement. Indeed, under challenging conditions, competition
can motivate individual behavior more than cooperation.
Certainly, competition contributes strongly to achievement-
oriented behavior (Lam et al., 2004) by enhancing both
competitors intrinsic motivation (Tauer and Harackiewicz,
2004), creativity (Baer et al., 2010), and by fostering the mastery
of a skill (Cooke et al., 2011). In modern work environments,
especially among high-level managers and leaders, competition
is embraced to reach a high work pace and top efficiency
(Zhu and Zhou, 2014).

On the other side of the coin, competition represents
a considerable source of social pressure, leading to
aversive emotional states (Baumeister and Showers, 1986;
Cerin et al, 2000; Martinent et al, 2012) and promoting
psychophysiological activation. Under competitive conditions,
increased psychophysiological activation, supported by large
sympathetic nervous system responses, especially involving the
cardiovascular system, have been commonly reported (Harrison
et al., 2001; van Zanten et al., 2002). Faster heart rate (HR) and
a shortening of the pre-ejection period (an index of increased
myocardial contractility), both markers of beta-adrenergic
activation and reduced parasympathetic cardiac modulation (as
measured by the root mean square of the successive differences
between adjacent heartbeats; rMSSD), have been reported
during competitive conditions independently of individuals
competitiveness trait (van Zanten et al., 2002). Nonetheless,
individuals with high competitive traits were found to show
higher blood pressure (BP) reactions and greater shortening of
the pre-ejection period during a competitive condition compared
to non-competitive individuals (Harrison et al., 2001). More
recently, Cooke et al. (2011) reported that competition elicited
cardiac beta-adrenergic activation (as measured by a shortening
of the R-wave to pulse interval), alpha-adrenergic activation of
the vasculature (as measured by decreased pulse amplitude),
and decreased total heart rate variability (HRV) as measured by
the standard deviation of R-R intervals (SDNN). Intriguingly,
the authors reported that a decrease in SDNN mediated the
improvement in endurance performance during competition
(Cooke et al., 2011). Altogether, these results suggest that
competitive conditions induce a psychophysiological activation
that seems to be supported by a cardiac parasympathetic
withdrawal co-occurring along with sympathetic activation (van
Zanten et al., 2002; Cooke et al., 2011).

Such an important psychophysiological activation during
competition, while being a powerful factor in achievement
motivation, is also a strong stimulus condition for enhancing
sympathetic arousal and triggering cardiovascular responses.
Importantly, excessive cardiovascular response (i.e., high HR
and BP increase) are related to a heightened risk of developing
cardiovascular diseases, and high competitiveness trait might be
a mechanism enhancing this relation (Glass et al., 1980; Sherwood
et al.,, 1989; Shahidi et al., 1991; Harrison et al., 2001; Ricarte
et al, 2001; Matsumura et al,, 2011). Indeed, competitiveness is
a core feature of the “Type A behavior” pattern (also called “Type
A coronary-prone behavior”), a set of behavioral dispositions
characterized by time urgency, impatience, restlessness, hostility,
hyperalertness, and job involvement (Friedman and Rosenman,
1974) that has been associated with increased risk for
coronary heart disease (Haynes and Feinleib, 1982; Orth-
Gomer and Unden, 1990). Under competitive conditions,
individuals classified as Type A have been reported to display
larger cardiovascular responses (i.e., elevated HR and BP
reactions) to laboratory and environmental challenges (Van
Egeren et al., 1978; Dembroski et al., 1979; Glass et al,
1980; Chida and Hamer, 2008). In the majority of the
studies focusing on the relation between competitiveness and
increased cardiovascular risk, competition has been manipulated
using psychosocial tasks, the most common being playing
a game while competing against another person to win a
prize (e.g., money). During such tasks, the participants are
induced to compete against each other (or with a stooge
opponent), while cardiovascular responses are monitored
(Adam et al., 2015).

Intriguingly, competition during biofeedback (BF) can be
used to highlight the effects of competition on the same
physiological response that is going to be changed (Stegagno
and Vaitl, 1979). BF is a well-known autoregulation procedure
that allows the individual to control, through feedback,
his/her own physiological functions, including the cardiovascular
functions (Obrist et al., 1975; Williamson and Blanchard,
1979; Schwartz and Andrasik, 2017). BF can be used as a
procedure to exploit competition as a motivational factor for
challenging individuals to change their physiological activity
(Stegagno and Vaitl, 1979; Stern and Elder, 1982; Shahidi
and Salmon, 1992; Palomba and Stegagno, 1993). In an
early study, a competitive BF procedure directly aimed at
controlling HR was developed: participants were required to
increase their HR to a greater extent than the challenger (in
fact an experimental manipulation). Each participant received
information on his/her HR, plus visual feedback (a red light)
indicating when and for how long his/her own HR was higher
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compared to the challenger’s HR. The competitive situation
resulted in a higher HR increase compared to the non-
competitive one. Also, the respiration rate, muscle tension, and
systolic blood pressure (SBP) increased significantly during the
competition, reflecting general physiological arousal. It could
be argued that the positive results were sustained by the
synergism between the task requests (i.e., increase HR) and the
motivational disposition induced by the competitive condition
(Stegagno and Vaitl, 1979).

Competitive BF has also been applied to obtain a
decrease in HR. Specifically, participants were rewarded
for producing a physiological directional change (i.e., HR
reduction) incompatible with the general psychophysiological
activation induced by competition. Results showed that
participants could reduce their HR under competition,
although this reduction was smaller compared to the non-
competitive one. Remarkably, respiration rate, muscle tension,
and SBP showed no modifications during the competitive
HR-BE, suggesting the idea that BF could counteract the
psychophysiological activation usually elicited by competition
(Palomba and Stegagno, 1993).

Competing to achieve deep relaxation was also tested.
Participants received an HR-BF and were told that they would
earn a monetary reward based on their ability to relax. Individuals
with high competitive traits were able to reduce their HR even
more in the competitive condition compared to not competitive
ones. When striving to excel, individuals high in competitiveness
could be more motivated to produce the expected performance,
even when the performance implies a reduction in physiological
activation, a response presumably incompatible with the
effects of competition (Shahidi and Salmon, 1992). This is
intriguing given that competitive situations are usually associated
with a greater psychophysiological activation, which, in turn,
has been consistently implicated in the risk to develop
cardiovascular diseases, such as hypertension, coronary heart
disease, heart failure, and myocardial infarction (Treiber et al.,
2003; Kupper et al., 2015).

In health settings, BF is generally employed as an intervention
to decrease psychophysiological activation, for example, through
reducing HR (Hauri, 1975; Sharpley, 1989; Huang and Luk,
2015; Brown and Bray, 2019). In the early 80s, BF to improve
respiratory sinus arrhythmia (RSA-BF), also called HRV-BE, was
developed to target specifically the parasympathetic nervous
system (Lehrer, 2013). During RSA-BE individuals learn to
synchronize the respiratory rate with variations in HR, in
order to maximize RSA and the cardiac vagal control (Lehrer
et al., 2000; Schwartz and Andrasik, 2017). The beneficial
effects of RSA-BF have been hypothesized to be underlain
different mechanisms. First, RSA-BF is linked to an increase
in parasympathetic autonomic modulation (Lehrer and Gevirtz,
2014). It has been proposed that the mechanical effects of
slow breathing stimulate the vagal nerve both phasically and
tonically (Gerritsen and Band, 2018). Also, the synchronized
oscillation in respiratory rate and HR stimulates the baroreflex
(Vaschillo et al., 2006, 2011). Furthermore, positive effects have
been sown on the respiratory system, and specifically an increase
in gas exchange efficiency (Grossman and Taylor, 2007). More

recently, some indirect anti-inflammatory effects of RSA-BF
have been suggested (Gevirtz, 2013; Noble and Hochman, 2019;
Lehrer et al., 2020).

RSA-BF is of particular relevance given that reduced cardiac
vagal control (measured as low HRV or RSA) has been linked to
several medical (Patron et al., 2012; Zhou et al., 2016; Benichou
et al., 2018; Carvalho et al., 2018) and psychopathological
conditions (Clamor et al., 2016; Cheng et al., 2019; Koch et al,,
2019). Indeed, RSA-BF has been shown to effectively improve
cardiac vagal control and, in turn, lower anxious and depressive
symptoms (Karavidas et al., 2007; Gevirtz, 2013; Patron et al.,
2013; Goessl et al., 2017; Caldwell and Steffen, 2018) and improve
athletic performance, sleep, and quality of life (Zaccaro et al.,
2018; Lehrer et al., 2020). Furthermore, RSA-BF was found to be
effective in increasing cardiac vagal control and reducing SBP in
a group of high-status-position managers (Munafo et al., 2016).

In addition to the mechanisms previously cited, the positive
effects of RSA-BF on psychophysiological flexibility and emotions
could involve improved functional connectivity between cortical
brain areas. According to the neurovisceral integration model
(Thayer and Lane, 2000, 2009), the heart is bidirectionally
linked to areas in the prefrontal cortex through the vagus
nerve and subcortical areas included in the central autonomic
network (Benarroch, 1993, 1997). Mather and Thayer (2018)
proposed that increasing RSA through RSA-BF could promote
functional connectivity between brain regions involved in
emotion regulation, such as the medial prefrontal cortex and
the amygdala. Supporting this hypothesis, higher HRV has
been reported to correlate with higher prefrontal cortex activity
(Thayer etal., 2012; Chang et al., 2013; Patron et al., 2019), greater
functional connectivity between the medial prefrontal cortex
and the amygdala (Jennings et al, 2016) and with improved
emotional regulation and psychological health (Hansen et al.,
2003; O’Connor et al., 2007; Lane et al., 2013; Gillie et al., 2014).

Despite the positive effects of RSA-BF on cardiac vagal
control, no study, to date, has applied competition to RSA-BF
to examine whether competing to increase RSA could boost the
motivation, leading to a greater reduction in psychophysiological
activation. It could be argued that BF aiming at competing to
increase RSA could improve parasympathetic modulation on
the heart to a greater extent than non-competitive RSA-BF.
This, in turn, could counteract the psychophysiological activation
usually linked to competition. In the present study, managers
in highly competitive job contexts and characterized by high
competitiveness traits were randomly assigned to five sessions
of competitive or non-competitive RSA-BF training. Participants
in the competition group underwent BF in couples and were
requested to achieve a better RSA than their competitors, while
participants in the non-competition group were asked to enhance
their RSA as much as they could. First, it was hypothesized that
participants in the competition group would be able to enhance
their RSA (i.e., increase cardiac vagal control) to a greater extent
than participants in the non-competition (control) condition.
Second, it was hypothesized that competing to improve RSA
would counteract the psychophysiological activation usually
linked to competition, leading to a reduction of HR, SBP, and skin
conductance level (SCL).
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MATERIALS AND METHODS

Participants

The present study enrolled 30 managers from private (banking
group, manufacturing industries, and media) and public (health
service, education system, local government, and military)
companies in the northeastern region of Italy. A power
analysis was conducted to determine the sample size for
repeated measure of analysis of variance (ANOVA) with
an effect size F = 0.30, a correlation among repeated
measures of r = 0.62 and a power = 0.95. Participants were
recruited through advertisements in the newsletter of the
association of the General Confederation of Italian Industry
(Confindustria) and voluntarily participated in this study.
Participants were in charge either of the whole company
(manager) or departments in organization managing (middle
manager), subject to a highly competitive work environment.
Part of the sample from a previously published report
(Munafo et al, 2016) was included in the present study.
All participants were males, aged 35-67 years (mean + SD
age = 49.30 + 8.15), with a high-level education (mean £ SD
education years = 17.60 £ 2.50), and they were all actively
employed, with no precedent heart problems or other chronic
mental or neurological diseases. None of the participants
were taking medications influencing HR (e.g., beta-blockers),
tranquilizers, or antidepressants.

Participants were instructed about the study procedure and
gave written informed consent. After the assessment evaluation,
they were randomly assigned to the Competition (n = 14) or
Non-Competition (Control; n = 16) group. The study was carried
out in accordance with the Declaration of Helsinki, and the
study protocol was approved by the Ethical Committee of the
Psychology section of the University of Padova (prot. No. 1159).

Measurements and Apparatus

A semi-structured interview was conducted to collect
sociodemographic (age and education) and health behavior
data, including weight, height, physical activity, sleep, family
history of hypertension, and cardiovascular diseases as well as
medication intake (including medications influencing cardiac
activity and psychotropic drugs).

The Jenkins Activity Survey (JAS; Jenkins et al., 1979) was
administered to assess competitiveness traits. The JAS is a self-
report measure containing 54 items investigating the way of
responding to situations that should elicit Type A behavior in the
susceptible individual (e.g., having to wait in long lines or to work
with a slow partner). The JAS has four major components: Type
A scale, factor S (speed impatience), factor J (job involvement),
and factor H (hard-driving and competitive).

The Social Interaction Anxiety Scale (SIAS; Mattick and
Clarke, 1998) was administered to assess the fear of general
social interaction. The SIAS is a self-report questionnaire that
includes 20 items describing the typical cognitive, affective, or
behavioral reaction to different situations requiring interaction
with other persons (one or more). Each item is rated on a scale
from 0 to 4, which indicates to what extent the statements reflect

the respondent characteristics. Total scores range from 0 to 80,
higher scores reflect higher levels of social interactional anxiety.

The State and Trait Anxiety Inventory (STAI Y1 and STAI
Y2) (Spielberger et al., 1983; Pedrabissi and Santinello, 1989)
was administered to assess self-reported state (Y1) and trait (Y2)
anxiety symptoms. The scores range between 20 and 80; higher
scores represent higher long-lasting and persistent anxiety.

The Center for Epidemiological Study of Depression scale
(CES-D) (Radloff, 1977; Fava, 1982) is a 20-item self-report
questionnaire designed to measure the presence of common
symptoms of depression over the previous week. Each item is
rated on a four-point Likert scale and scores range from 0 to 60,
higher scores indicating greater depressive symptoms.

Physiological Measures

Blood volume pulse (BVP) was recorded by a
photoplethysmographic ~ detection sensor (BVP-Flex/Pro)
attached to the right ring finger. Photoplethysmography (PPG)
is a more convenient and less invasive alternative to the gold
standard electrocardiogram. Several studies have reported that
HRV indexes calculated from PPG signal and gold standard
electrocardiographic recording are highly correlated (Lu et al.,
2008, 2009; Gil et al., 20105 Jeyhani et al., 2015; Pinheiro et al,,
2016; Menghini et al., 2019). PPG recordings have satisfactory
accuracy in healthy individuals (Pinheiro et al., 2016) during
resting conditions in the absence of motion (Schifer and Vagedes,
2013; Menghini et al., 2019).

After recording the raw BVP, the signal was visually inspected
and corrected for movement artifacts, and ectopic beats were
detected and eliminated. Then to obtain the interbeat intervals
(IBIs) series, heartbeats were automatically identified by an
algorithm based on the detection of the point of maximum
deviation in the BVP signal. Then IBIs series were exported in the
Kubios-HRV 2.0 (Kuopio, Finland) software where an additional
artifacts correction was run applying a piecewise cubic spline
interpolation method that generates missing or corrupted values
into the IBIs series.

Respiration rate was recorded employing a respiration belt
with strain gauges/tube filled with conduction fluid (Respiration-
Flex/Pro sensor) worn around the participants abdomen. The
software calculated the respiration rate from differences in
the abdomen expansion in the raw signal waveform. The
specific respiration range for each participant was calculated
(i.e., maximum respiration rate minus minimum respiration
rate, expressed in cycles/min), and converted in Hz (i.e., from
cycles/min to cycles/s).

RSA was calculated through HRV analysis. Specifically, HRV
is the physiological variation in the intervals between heartbeats,
and most importantly, some indexes of HRV [e.g., rMSSD and
the power in the high-frequency (HF) band)] have been shown
to be reliable measures of the modulation of the parasympathetic
branch of the autonomic nervous system on the heart in response
to both internal and external challenges. In line with current
recommendations (Laborde et al., 2017), the most common
time- and frequency-domain HRV indexes were calculated and
analyzed. Specifically, SDNN was calculated, which displays the
cyclic components responsible for the total HRV. rMSSD was
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also computed, which is highly sensitive to the fluctuation of
high-frequency HRV and is considered an index of vagal control
on the heart. Moreover, rMSSD has been shown as relatively
independent of respiration rate influences (Hill et al., 2009).
The percentage of successive normal sinus beat to beat intervals
more than 50 ms (pNN50) was computed, as it indicates cardiac
vagal control (Berntson et al., 1993; Malik et al, 1996; Hill
et al,, 2009; Laborde et al., 2017). In the frequency domain,
the power spectrum in the very low-frequency (VLF; from 0 to
0.04 Hz), in the low-frequency (LF; from 0.04 to 0.15 Hz), and
in the high-frequency band (HF; 0.15-0.40 Hz) were obtained
and logarithmically transformed to normalize their distribution
(Malik et al., 1996).

Since BF training was specifically focused on slow breathing
and RSA, which is a cardiorespiratory phenomenon characterized
by inter-beat intervals fluctuations occurring in phase with
respiration (Grossman and Taylor, 2007), RSA was also
computed. RSA is specifically considered to display the rhythmic
increase and decrease of cardiac vagal efferent effects upon
the sinoatrial node that are linked to respiratory frequency
(Eckberg, 2003; Yasuma and Hayano, 2004; Laborde et al,
2018). Since RSA is modulated by physiological mechanisms
that comprehend the interaction between cardiac and respiratory
responses (Grossman, 1983), respiration can confound the
relation between cardiac vagal control and RSA (Gevirtz and
Lehrer, 2003; Grossman and Taylor, 2007). Therefore, to acquire a
more reliable measure of cardiac vagal control, RSA was obtained,
controlling for the respiration rate of each participant. RSA was
calculated as the power spectrum of the IBIs series occurring
within the specific respiration rate range for each participant.
Specifically, a Fast Fourier Transformation was applied to the
variation of IBIs occurring within the specific respiration rate
range for each participant (Aysin and Aysin, 2006; Grossman and
Taylor, 2007). RSA values were expressed in ms?.

SBP and diastolic blood pressure (DBP) were recorded on the
left arm. Three readings were taken at rest after adaptation to the
laboratory at intervals of 1 min, and averaged, according to the
recommendations for BP measurement of the American Heart
Association (Pickering et al., 2005).

SCL was recorded employing two Ag/AgCl surface electrodes
applied on the first and middle fingers of the right hand (Skin
conductance-Flex/Pro sensor) (Fowles et al., 1981). The probe
signal was constant voltage (0.5 V), and no conductive paste
was applied on the skin. SCL, which is a measure of tonic
electrodermal activity, has been widely used as an index of
sympathetic nervous system activation that also reflects the
level of psychophysiological activation (Boucsein, 2012; Boucsein
et al,, 2012). Specifically, the SCL signal recorded was visually
examined for the occurrence of artifacts and non-specific skin
conductance responses and manually corrected. Then, SCL was
computed as the mean of SCL measurements across the non-
artifactual recording.

BVP, respiration, and SCL were continuously recorded using a
FlexComp Infiniti™ encoder, which is a computerized recording
system approved by the US Food and Drug Administration
and visualized through the BioGraph Infiniti software (Thought
Technology Ltd., Montreal, QC, Canada). Data were processed

via a 14-bit analog-to-digital converter with a sampling rate of
256 Hz (bandwidth DC - 64Hz) and stored for analysis in a
personal computer (DELL VOSTRO notebook, Intel Core™ 2).
SBP and DBP were recorded by a validated automatic wrist device
(NAIS EW272, Matsushita Electrics Works Italia S.r.1.).

Assessment

All managers underwent the same assessment protocol before
the first RSA-BF session (i.e., pre-training) and approximately
2 weeks after the end of the fifth RSA-BF session (i.e., post-
training), in a laboratory purposely set up at participants
worksite. Before each session, participants were asked to
abstain from alcohol, caffeinated beverages, and smoking for
the 3 h preceding psychophysiological recordings. Self-report
questionnaires (SIAS, STAI Y1, STAI Y2, and CES-D) were
administered individually by a trained psychologist blind to
the participants group assignment (Competition or Control
group). Then, participants were invited to sit on a comfortable
armchair, in a quiet, dimly lit room at a constant temperature
(about 21°C). No support for the legs was employed to
avoid the possible confounding effect of body position on
cardiac activity. Before starting the physiological assessment,
all the participants were informed of the sensors attached
and the respective physiological measures being monitored
(i.e., BVP, respiration rate, SCL, and BP). BVP signal was
then analyzed to calculate HRV and RSA indexes. After the
sensors placement and adaptation to the laboratory (10 min),
SBP and DBP were measured. Then the recording of BVP,
respiration, and SCL was carried on over 4 min at rest,
and SBP and DBP were measured again at the end of the
physiological recording. To note, all the physiological measures
analyzed and included in the study were recorded in resting
conditions during the pre-training assessment (before the
first RSA-BF session) and the post-training assessment (about
2 weeks after the fifth RSA-BF session). Participants were
asked to breathe normally. After the pre-training assessment,
participants were randomly assigned to either the Competition
or the Control group.

Training

The training consisted of five weekly sessions, each lasting about
40 min, performed in the same laboratory of assessment. All
participants were asked to abstain from alcohol, caffeinated
beverages, and smoking for the 3 h preceding each BF session.
RSA-BF was aimed at increasing RSA and, therefore, at opposing
autonomic dysregulation, especially vagal inhibition associated
with stress (Lehrer et al., 2000). Before starting the first RSA-
BF session, all the managers were informed about the feedback
system, and they were told that augmenting the amplitude of
HR changes in phase with breathing would increase RSA. Then,
instructions similar to those proposed in Lehrer’s et al. protocol
(2000) were given to all participants. Specifically, they were
told to try to breathe in phase with their HR, such that when
the HR accelerate, they had to start inhaling, and when the
HR decelerate, they had to exhale. Also, they were instructed
to breathe so that their abdomen expanded during inhalation
and contracted during exhalation and, more importantly, to
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breathe out slower than they breathed in. Finally, they were
asked to breathe in through their nose and breathe out through
pursed lips. After the sensors’ placement, the BF session started
with a resting period of 3 min followed by two 6 min BF
trials, spaced out by 1 min at rest. The BF session ended with
3 min at rest. Feedback was provided to all participants using
the same instruments used for psychophysiological assessment,
on a 15-inch PC display positioned in front of them at a
distance of 50 cm. RSA feedback consisted of an HR beat-
to-beat tachogram (ie., beats/min) superimposed over the
abdominal respiration signal on the same axis. Participants were
required to synchronize HR and abdominal respiration until
the two signals covaried in phase, thus leading to the maximal
amplitude of RSA. The online moving feedback display (the
graph representing the tachogram and abdominal respiration
curves) was updated at successive 30 s periods. During each RSA-
BF session, participants were reminded not to breathe too deeply
to avoid hyperventilation. No pacing stimulus was provided
during the training sessions.

Participants in the Competition group underwent the RSA-
BF training in couples [paired for age, body mass index (BMI),
and physical activity level) and were requested to have a better
performance compared to the paired challenger (i.e., increase
RSA more than the competitor). Participants in the Competition
group were presented two stepped bars increasing from left to
right: one bar represented their own performance and the other
reflected the competitor’s one (see Figure 1). Each step increase
on the bar corresponded to 10 s RSA above the mean level
of RSA as recorded during the baseline (i.e., during the first
3 min at rest). Participants competing to increase RSA were
asked to increase the number of steps displayed on the bar more
than the competitor.

Participants in the Control group were also trained in
couples, but they had no competitive feedback: one stepped bar
increasing from left to right was displayed on the screen to
represent feedback for participant’s performance. Participants in
the Control group were asked to increase the stepped bar as
much as they could.

Data Reduction and Analysis

Data reduction and analyses were performed on questionnaire
scores (SIAS, STAI Y1, STAI Y2, and CES-D) and physiological
signals (i.e., RSA, HR, SDNN, rMSSD, pNN50, VLE, LE, HF, SBP,
and DBP, respiration rate, and SCL) recorded over a 4 min period
at rest during pre- (i.e., before the first RSA-BF session) and
post-training (about 2 weeks after the end of the fifth RSA-BF
session) sessions.

Whether a variable resulted not normally distributed from
the Shapiro-Wilk test, a log transformation was applied for
data normalization. For this reason, pre- and post-training
RSA and SCL were log-transformed. The mean respiration
rate was calculated over 4 min at rest during pre- and post-
training assessment sessions. SBP and DPB were separately
averaged across the three recordings during pre- and post-
training sessions.

Student’s ¢-tests for independent groups were performed to
compare age, education, BMI, sleep time, and scores on JAS

FIGURE 1 | (A) Schematic representation of one session of competition
biofeedback. On the screens (duration 30 s) are representations of abdominal
breathing (black line) and heart rate tachogram (gray line). Also, two bars were
included on the screen to represent feedback for the subject’s (“YOU”) and
competitor’s (‘COMPETITOR”) performance. The participant was asked to
synchronize heart rate with abdominal breathing better than his/her
competitor. (B) Schematic representation of one session of Control
Biofeedback. On the screen (duration 30 s) are representations of abdominal
breathing (black line) and heart rate tachogram (gray line). Also, one bar was
included on the screen to represent feedback for the subject’s performance.
The participant was asked to synchronize heart rate with abdominal breathing
as much as he/she could.

scales in the two groups (Competition and Control). x2s were
calculated to test differences between groups in sleep disorders,
smoking, physical activity, family history of hypertension, and
cardiovascular disease.

A series of repeated measure ANOVA, with Group
(Competition and Control) as a between-subjects factor,
and Time (pre- and post-training), as a within-subjects
factor were performed on questionnaires scores (SIAS, STAI
Y1, STAI Y2, and CES-D) and all physiological measures
(RSA, HR, SDNN, rMSSD, pNN50, VLE, LE HE SBP, DBP,
respiration rate, and SCL). Moreover, to evaluate whether
the modification in RSA after RSA-BF training was clinically
relevant, percent improvement index was calculated with the
following formula [(log(RSA)post-training - log(RSA)pre-
training)/log(RSA) pre-training *100] (Blanchard and Andrasik,
1987). Then a Mann-Whitney U-test was run to compare
the RSA percent improvement index in the two groups
(Competition and Control). Partial eta-squared (npz) was
reported as a measure of the effect size. Significant interactions
(p < 0.05) were followed by Tukey post hoc comparisons to
identify specific differences. All analyses were performed using
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Jamovi version 0.9 (Sahin and Aybek, 2019). A p < 0.05 was
considered statistically significant.

RESULTS

Sociodemographic and Health Behavior
Data

Student’s ¢-tests for independent groups and chi-square analyses
revealed no group differences for age, education, BMI, family
history of hypertension, cardiovascular disease, physical activity,
reported sleep time, sleep disorders, and competitiveness traits
(JAS scores; all p’s > 0.296; see Table 1).

Questionnaires Scores

Repeated measures ANOVAs on questionnaires scores revealed a
significant reduction in fear of social interaction, state and trait
anxiety, and depressive symptoms from pre- to post-training in
both groups, as shown by the significant Time main effects [SIAS:
F(1, 28) = 9:13; p = 0.005; 1%, = 0.25; STAI Y1: F(, 25) = 4.73;
p = 0.038; n?, = 0.14; STAI Y2: F(1, 28) = 12.41; p = 0.001;
n? = 0.31; CES-D: Fi, 25) = 5.82; p = 0.023; n?, = 0.17; see
Tables 2, 3]. No significant main Group effect nor Group x Time
interaction emerged for these measures (all p’s > 0.136).

Physiological Data

The ANOVA on RSA at rest showed a Group x Time interaction
(F(1, 27) = 8.78; p = 0.006; n?, = 0.24; see Tables 2, 3 and
Figure 2A). Post hoc comparisons yielded a significant RSA
increase from pre- to post-training in the Competition group
(p < 0.001), whereas in the Control group pre- to post-training
comparison did not reach significance (p = 0.066). Post-training
comparison between the Competition and Control group was
not significant (p = 0.479). A significant main effect of Time
emerged [F(1, 27) = 42.47; p < 0.001,; nzp = 0.60], revealing

TABLE 1 | Sociodemographic characteristics, health behaviors, and JAS scores
of participants assigned to Competition and Control groups.

Participants’ characteristics Competition Control P
(n=14) (n=16)
Age (year) 48.86 (7.12) 49.69 (9.17) 0.786
Education (years) 17.50 (2.59) 17.69 (2.50) 0.842
BMI (Kg/m?) 26.26 (2.88) 26.73 (3.72) 0.706
Physical activity 3 (21)/7 (50)/4 (29) 5 (31)/4 (25)/7 0.366
(none/occasional/regular) (44)
Sleep time (hours) 6.82 (0.54) 6.78 (0.98) 0.893
Sleep disorders (N, %) 7 (50) 11 (69) 0.296
Family history of hypertension (N, %) 6 (43) 7 (44) 0.961
Family history of cardiovascular 7 (50) 9 (56) 0.732
disease (N, %)
JAS - Speed Impatience 216.86 (80.12)  243.63 (60.54) 0.307
JAS - Job Involvement 260.79 (29.97)  252.06 (29.24) 0.427
JAS - Hard-driving and Competitive 128.21 (32.68)  127.44 (35.83) 0.951

Data are M (SD) of continuous and N of categorical variables. BMI, Body Mass
Index; JAS, Jenkins Activity Survey.

TABLE 2 | Psychophysiological and psychological indexes from pre- to
post-training in participants who underwent competition RSA-BF and controls.

Variable Pre-training Post-training
SIAS

Competition 19.07 (8.69) 16.00 (7.75)
Control 14.06 (8.39) 12.38 (7.11)
STAI Y1

Competition 36.07 (6.57) 33.07 (7.21)
Control 33.00 (4.89) 30.25 (8.38)
STAI Y2

Competition 34.93 (5.64) 32.64 (4.63)
Control 37.56 (8.02) 34.50 (7.56)
CES-D

Competition 9.14 (3.74) 7.14(2.32)
Control 11.19 (5.14) 8.69 (5.59)
RSA (log[ms?])

Competition 1.90 (0.63) 2.87 (0.75)
Control 2.15(0.70) 2.51(0.58)
HR (bpm)

Competition 71.09 (10.20) 65.84 (8.61)
Control 73.22 (11.74) 67.07 (8.26)
SDNN (ms)

Competition 30.06 (17.21) 55.98 (25.73)
Control 28.55 (20.46) 39.18 (25.46)
rMSSD (ms)

Competition 25.29 (16.46) 49.31(23.12)
Control 24.38 (20.25) 31.94 (21.59)
pNN50

Competition 6.89 (9.23) 18.07 (12.00)
Control 5.45(12.62) 7.15 (12.69)
VLF (log[ms?])

Competition 3.48 (0.93) 4.31(0.97)
Control 3.16 (1.25) 3.54 (1.77)
LF (log[ms?])

Competition 5.95 (0.95) 7.20 (1.30)
Control 5.63 (1.40) 6.22 (1.60)
HF (log[ms?2])

Competition 4.92 (1.20) 5.97 (1.29)
Control 4.99 (1.29) 5.28 (1.24)
SBP (mmHg)

Competition 125.18 (11.21) 123.14 (14.93)
Control 130.66 (14.06) 121.44 (9.07)
DBP (mmHg)

Competition 79.32 (8.37) 79.54 (9.02)
Control 82.75 (9.11) 80.59 (7.83)
Respiration rate (breath/min)

Competition 15.60 (2.99) 11.28 (4.15)
Control 13.93 (2.64) 12.01 (3.64)
SCL (log[iMho])

Competition 0.41 (0.24) 0.36 (0.18)
Control 0.43(0.17) 0.27 (0.13)

Data are M (SD). SIAS, Social Interaction Anxiety Scale; STAI Y1, State and Trait
Anxiety Inventory form Y1; STAI Y2, State and Trait Anxiety Inventory form Y2;
CES-D, Center for Epidemiological Study of Depression scale; RSA, respiratory
sinus arrhythmia; HR, heart rate; SDNN, standard deviation of normal sinus beat
to beat intervals; rMSSD, root mean square of the successive differences between
adjacent heartbeats; pNN50, percentage of successive normal sinus beat to beat
intervals more than 50 ms; VLF, power in the very low frequency; LF, power in the
low frequency; HF, power in the high frequency; SBF, systolic blood pressure; DBF,
diastolic blood pressure; SCL, skin conductance level.
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TABLE 3 | Results of ANOVAs on questionnaires scores and physiological data from pre- to post-training in participants in the competition and control groups.

Time main effects

Group main effects Time x Group interactions

Variable F1, 27 P w2p F(1, 27 p 2p F1,27) p w2p

SIAS 9.13 0.005 0.25 2.35 0.136 0.08 0.77 0.387 0.03
STAYA 4.73 0.038 0.14 1.89 0.180 0.06 0.01 0.925 0.001
STAI'Y2 12.41 0.001 0.31 0.93 0.344 0.03 0.26 0.613 0.01

CES-D 5.82 0.023 017 1.79 0.192 0.06 0.07 0.791 0.001
RSA (log[ms?]) 42.47 < 0.001 0.60 0.05 0.822 0.001 8.78 0.006 0.24
HR (opm) 10.91 0.003 0.28 0.28 0.599 0.01 0.07 0.796 0.002
SDNN (ms) 37.82 < 0.001 0.19 1.42 0.244 0.05 6.62 0.016 0.19
rMSSD (ms) 28.23 < 0.001 0.50 1.76 0.196 0.06 7.67 0.010 0.22

pPNN50 5.75 0.023 017 0.85 0.365 0.03 1.86 0.184 0.06
VLF (Iog[msz]) 3.92 0.058 0.12 2.28 0.142 0.08 0.51 0.481 0.02
LF (log[ms?]) 22.31 < 0.001 0.44 2.07 0.161 0.07 2.85 0.103 0.09
HF (log[ms?)) 9.50 0.005 0.25 0.60 0.444 0.02 3.05 0.092 0.10
SBP (mmHg) 7.08 0.013 0.20 0.22 0.645 0.01 2.88 0.101 0.09
DBP (mmHg) 0.27 0.605 0.01 0.78 0.384 0.03 0.41 0.528 0.01

Respiration rate(breath/min) 24.38 < 0.001 0.47 0.19 0.664 0.01 3.62 0.067 0.11

SCL (log[itMho)) 13.24 0.001 0.32 0.39 0.540 0.01 3.16 0.086 0.10

SIAS, Social Interaction Anxiety Scale; STAI Y2, State and Trait Anxiety Inventory form Y2; CES-D, Center for Epidemiological Study of Depression scale; RSA, respiratory
sinus arrhythmia; HR, heart rate; SDNN, standard deviation of normal sinus beat to beat intervals;, rIMSSD, root mean square of the successive differences between
adjacent heartbeats; pNN50, percentage of successive normal sinus beat to beat intervals more than 50 ms; VLF, power in the very low frequency; LF, power in the low
frequency; HF, power in the high frequency; SBR, systolic blood pressure; DBR, diastolic blood pressure; SCL, skin conductance level.

higher resting RSA during post-training assessment compared
to pre-training. No significant main effect of Group emerged
(p=0.822)".

The Mann-Whitney U test on percent improvement index
revealed that managers in the Competition group after RSA-BF
had a greater percent improvement index (57%), than the Control
group (27%) (Mann-Whitney U = 51.00; p = 0.010).

The ANOVA on SDNN revealed a significant Group x Time
interaction [F(1, 27) = 6.62; p = 0.016; Y]Zp =0.19; see Tables 2, 3
and Figure 2B). Tukey post hoc comparisons displayed a
significant SDNN increase from pre- to post-training in the
Competition group (p < 0.001), whereas the comparison between
pre- and post-training in the Control group did not reach
statistical significance (p = 0.064). Post-training comparison
between the Competition and Control group was not significant
(p = 0.194). Main Time effect yielded a significant increase in
SDNN from pre- to post-training [F(i, 28y = 37.82; p < 0.001;
n?, = 0.19]. No significant main effect of Group emerged
(p = 0.244).

The ANOVA on rMSSD showed a significant Group x Time
interaction [F(y, 27) = 7.67; p = 0.010; nzp = 0.22; see Tables 2, 3
and Figure 2C]. Post hoc comparisons yielded a significant

LA repeated measure analysis of covariance (ANCOVA) on RSA controlling for
change from pre- to post-training in respiration rate as a covariate was computed.
Results showed a significant Group x Time interaction [F(1, 27) = 4.46; p = 0.044;
nzp = 0.14]. Post hoc comparisons yielded a significant RSA increase from pre-
to post-training in both the Competition group (p < 0.001) and the Control group
(p=0.003). Post-training comparison between the Competition and Control group
was not significant (p = 0.958). A significant main effect of Time emerged [F(j,
27) = 10.42; p = 0.003; 1%, = 0.28], revealing higher resting RSA during post-
training assessment compared to pre-training. No significant main effect of Group
emerged (p = 0.776).

rMSSD increase from pre- to post-training in the Competition
group (p < 0.001), whereas the comparison between pre- and
post-training in the Control group was not significant (p = 0.267).
Post-training comparison between the Competition and Control
group was not significant (p = 0.113). Main Time effect yielded
a significant increase in rMSSD from pre- to post-training [F(1,
28) = 28.23; p < 0.001; nzp = 0.50]. No significant main effect of
Group emerged (p = 0.196).

Also, a significant Time main effect emerged showing an
increase in pNN50, LF and HF [pNN50: F(1, 28) = 5.75; p = 0.023;
n?, = 0.17; see Figure 2D; LF: F(1, »5) = 22.31; p = 0.001;
n?p = 0.44; see Figure 2E; HF: F(1, 23) = 9.50; p = 0.005; 1%, = 0.25;
see Tables 2, 3 and Figure 2F).

A significant reduction in HR, SBP, respiration rate, and SCL
occurred from pre- to post-training for both groups, as shown by
the significant Time main effects [HR: F(1, 28y = 10.91; p = 0.003;

nzp = 0.28; see Figure 2G; SBP: F(1, 28) = 7.08; p = 0.013;
nzp = 0.20; see Figure 2H; respiration rate: F(1, 28) = 24.38;
p < 0.001; 1%, = 0.47;, see Figure 2I; SCL: F(y, 25) = 13.24;

p =0.001; nzp = 0.32;, see Tables 2, 3 and Figure 2J]. No other
significant effects emerged (all p’s > 0.058; see Figures 2K,L).

DISCUSSION

The present study examined whether managers characterized
by high competitiveness traits who were asked to compete to
enhance their own cardiac vagal control through BF would
achieve a greater improvement in RSA in comparison to
managers undergoing a traditional (non-competitive) RSA-
BE. Moreover, competing to improve RSA was expected to

Frontiers in Neuroscience | www.frontiersin.org

81

August 2020 | Volume 14 | Article 855


https://www.frontiersin.org/journals/neuroscience
https://www.frontiersin.org/
https://www.frontiersin.org/journals/neuroscience#articles

Patron et al. Competitive RSA-Biofeedback in Managers
A *okk B C ,#‘
dokk
| — |
60 50
o } 7 7
ns. 5
E I Group E ' s Group an n.s. Group
g" 24 Competition % Competition a Competition
< < Control 8¢ < Control 1] Cofitrol
3 | 2 £
& 20 l 30
20
Pre-training  Post-training Pre-training  Post-training Pre-training  Post-training
D , — E o *kk F —_—
575
10 =6 f=
S ) NE 5 T’E‘ 550
% 8 E P52 _
2 (=73 E
e o o 500
4 < 55 4.75 L
Pre-training  Post-training Pre-training  Post-training Pre-training  Post-training
G *x H —_— | -__‘E_'
T 130.0 15
725
~ En 1275 g »E\u -
s 1 8
70.0 £ £ E
é £ 1250 5 EB
Nt -
™ a Es
T 675 @ 2 2. £
wy 1225 3 e‘z
-3
65.0 120.0 "
Pre-training Post-training Pre-training Post-training Pre-training Post-training
.S,
J *ok K 1 L n.s.
045 —
~_ ~— 39
) & W 2
o= 0.40 © =
= E £
= 80 36 g @
) ) -
S 035 - [
[ e 0 5
d ; 33 a
w
0.30 79
Pre-training Post-training Pre-training Post-training Pre-training Post-training
FIGURE 2 | (A) RSA in the Competition and Control group from pre-to post-training. (B) SDNN in the Competition and Control group from pre-to post-training. (C)
rMSSD in the Competition and Control group from pre-to post-training. (D) pNN50 from pre- to post-training. (E) LF from pre- to post-training. (F) HF from pre- to
post-training. (G) HR from pre- to post-training. (H) SBP from pre- to post-training. (I) Respiration rate from pre- to post-training. (J) SCL from pre- to post-training.
(K) VLF from preto post-training. (L) DBP from pre- to post-training. Error bars represent the standard error of the mean. *p < 0.05; **p < 0.01; **p < 0.001. RSA,
respiratory sinus arrhythmia; SDNN, standard deviation of normal sinus beat to beat intervals; rIMSSD, root mean square successive difference of normal sinus beat
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frequency; HR, heart rate; SBP, systolic blood pressure; SCL, skin conductance level; VLF, power in the very low frequency; DBP, diastolic blood pressure.

counteract the psychophysiological activation commonly linked
to competition, leading to a reduction in HR, SBP, and SCL.

One major result of the present study was that managers
in the Competition group significantly increased RSA from
pre- to post-training. Importantly, managers in the Competition
group specifically showed a consistent increase in indexes
reflecting total HRV (i.e., SDNN) and greater cardiac vagal
control (i.e., RSA and rMSSD). Additionally, to evaluate whether
the modification in RSA after RSA-BF training was clinically
relevant, percent improvement index was calculated. According
to Blanchard and Andrasik (1987), a percent improvement index
is clinically relevant when higher than 50%. In the present study,
RSA percent improvement was clinically relevant only in the

Competition group (57%), whereas the Control group showed
a significantly lower RSA percent improvement (27%). Taken
together these results support the idea that competitive BF was
effective in improving cardiac vagal control to a greater extent
than traditional non-competitive RSA-BF. This supports the idea
that competition could have increased participants’ motivation
for success. Specifically, the feedback may become more relevant
for the participants when they can use it in a competitive situation
to achieve better results.

Intriguingly, the literature commonly reports the link
between competition and excessive sympathetic activation (i.e.,
increased pre-ejection period) and general psychophysiological
activation (i.e., increased HR and BP) (Harrison et al., 2001;
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van Zanten et al., 2002). In contrast, the present results suggest a
different perspective, showing that competition can be associated
with an increase in parasympathetic cardiac modulation
(i.e., higher RSA and rMSSD). In line with the idea that
managers competing to improve cardiac vagal control were
able to counteract the psychophysiological activation commonly
associated with competition, managers in the competition
group showed, after the training, a reduction in resting HR,
SBP, and SCL comparable to that found in managers who
did not compete. A previous study showed that competition
was effective in improving performance during autoregulation,
especially when the physiological modification requested by BF
was compatible with the competition condition (i.e., accelerating
HR) (Stegagno and Vaitl, 1979). In that case, a synergy
between the physiological modification (i.e., to increase HR)
and competition emerged together with a generalization of
the effect to other cardiovascular responses possibly linked to
increased psychophysiological activation (i.e., increased BP). On
the contrary, when the direction of the physiological modification
requested is incompatible with competition activation (e.g.,
compete to reduce the physiological activation), a mutual
inhibition is expected between competition and autocontrol.
However, results from previous studies suggest that it is
possible for individuals to control an activating situation (i.e.,
competition) that is incompatible with the task requested by the
feedback (i.e., physiological deactivation) (Shahidi and Salmon,
1992; Palomba and Stegagno, 1993).

The present results suggest that both competitive and non-
competitive conditions were associated with increased HRV
indexes (i.e., higher pNN50, LE and HF from pre- to post-
training) and lower psychophysiological activation (i.e., lower
HR, SBP, and SCL from pre- to post-training). These findings
are consistent with a previous study reporting the positive
effects of RSA-BF in enhancing cardiac vagal control in highly
competitive managers (Munafo et al, 2016). Also, the present
results are in line with previous studies reporting reduced overall
physiological arousal after RSA-BF training (Gevirtz and Lehrer,
2003; Wheat and Larkin, 2010). These results also suggest the
possible contribution of RSA-BF to reducing the harmful effects
of cardiovascular activation (Lehrer et al., 1997; Sherlin et al.,
2009). This is noteworthy given that epidemiological studies in
the general population have consistently shown that elevated
levels of resting HR and SBP (even if not clinically relevant)
are associated with increased risk for cardiovascular mortality
(Kannel, 1996; Palatini et al., 2006; Reil and B6hm, 2007; Gu et al.,
2008; Palatini, 2009).

Managers in a highly competitive job context and
characterized by high competitiveness due to the elevated
levels of involvement, competition, and responsibility have
been shown to have a higher risk of cardiovascular disease
(Kivimaki et al., 2002; Belkic et al., 2004; Backé et al., 2012). To
decrease cardiovascular risk by reducing physiological arousal,
occupational stress, and job strain, a wide variety of interventions
including stress-management, relaxation, meditation techniques,
and diaphragmatic deep breathing have been suggested (Lazarus
and Folkman, 1984; Ivancevich et al., 1990; Giga et al., 2003).
Whereas outcome evaluation of these interventions relied mainly

on self-reporting measures (Kushnir et al, 1998) - with no
objective measurement of the effectiveness in the reduction
of psychophysiological activation - in the present study,
physiological measures have been specifically targeted. From the
present results, it could be argued that competing to increase
RSA allowed participants to enhance their cardiac vagal control
(i.e., RSA and rMSSD) to a greater extent than participants in the
non-competition group. This, in turn, might have contributed in
counteracting the psychophysiological cardiovascular activation
usually found during competition, which have been proposed as
one of the factors increasing cardiovascular risk.

An improvement in RSA has been linked to greater
physiological flexibility and adaptive regulation to environmental
challenges, as well as to psychological well-being, including
anxiety and depressive symptoms reduction (Karavidas et al.,
2007; Patron et al., 2013; Goessl et al., 2017; Caldwell and Steffen,
2018). The present study showed that managers competing to
increase RSA reported a reduction in social anxiety, state and
trait anxiety, and depressive symptoms corresponding to the
reduction showed by managers undergoing traditional RSA-BF.
This is in line with previous studies showing the effectiveness
of RSA-BF in reducing anxiety symptoms and improving mood
and psychological health (Karavidas et al., 2007; Gevirtz, 2013;
Patron et al., 2013; Goessl et al., 2017; Caldwell and Steften, 2018;
Zaccaro et al,, 2018; Lehrer et al.,, 2020). Recently it has been
suggested that increasing RSA through RSA-BF could promote
functional connectivity between certain brain regions involved
in emotion regulation (Mather and Thayer, 2018). Future studies
are warranted to verify whether the positive effects on mood and
emotion regulation after RSA-BF are associated with greater brain
functional connectivity.

It should be considered that in the present study participants
were specifically recruited for their exposition to a competitive
environment and their high competitiveness traits. The
literature reports that individual high in trait competitiveness
is characterized by more pronounced physiological activation
to challenges (Harrison et al., 2001). Since highly competitive
individuals strive to excel (e.g., Stern and Elder, 1982; Shahidi
and Salmon, 1992), competitiveness could be manipulated
as a motivational factor to enhance the performance, even
when a reduction in physiological activation is demanded.
Moreover, it has been reported that stronger motivation and
better performances are observed only under appropriate
competition conditions (Stanne et al, 1999). Indeed, the
competition must be appropriately balanced (e.g., avoiding an
excessive emphasis on winning, unequal participants matching),
and participants should be able to estimate their progress relative
to their opponent. In the present study, great attention was
directed on setting an appropriate competition condition: the
BF protocol created a fair challenging competition, providing
each participant with a realistic and equal chance of winning;
competitors were paired based on their age, BMI, and physical
activity levels; the rules were clear and straightforward. Finally,
participants could constantly assess their progress, relative to
their opponent, through the feedback. It could be argued that
individuals characterized by high competitiveness traits might
take the most advantage from competition to motivate better
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self-regulation. Future studies are warranted to investigate
whether competitiveness traits modulate the effectiveness of
competitive BF in increasing cardiac vagal control.

The current findings should be interpreted considering some
possible methodological limitations. First, this study used a
relatively small sample size; therefore, the results need to be
replicated to fully understand the effects of competition BF
in the acquisition of autonomic regulation in individuals with
high levels of competitiveness. Nonetheless, the sample was
determined through a power analysis based on previous studies
on RSA-BF using the same protocol (Patron et al., 2013; Munafo
et al., 2016). Second, although the current study showed that
RSA is modifiable through competitive BF in a short time
frame, the long-term effects of competitive RSA-BF were not
assessed. Future research is warranted to replicate and extend
the present findings by conducting long-term follow-up studies
to demonstrate first the longevity of the improvements in RSA
and whether the positive effects of RSA-BF could be linked to
reduced cardiovascular risk. Third, although the present study
focused on the effects of RSA-BF on cardiac vagal control,
and secondly on the effects of RSA-BF on psychophysiological
activation as measured by HR, SBP, and SCL, no specific
index of the sympathetic nervous system influence on the heart
was included. Future studies including measures of cardiac
sympathetic nervous system influence and specific measures of
cardiac output are warranted to directly compare the possible
effects of RSA-BF on both the parasympathetic and sympathetic
cardiac influence.

To summarize, managers competing to improve their cardiac
vagal control showed a greater increase in RSA and rMSSD
than managers in the non-competitive condition. Despite
competition have been consistently associated with increased
psychophysiological activation, the present results yield that
managers competing for improving their cardiac vagal control
(by increasing RSA) were able to reduce psychophysiological
activation (i.e., lower HR, SBP, and SCL) and decrease anxiety
and depressive symptoms to the same extent as managers in
a non-competitive condition. In conclusion, the present study
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Centenarians are the paradigm of human extreme longevity and healthy aging, because
they have postponed, if not avoided, mayor age-related diseases. The purpose of this
study was to investigate potential differences in resting heart rate variability (HRV) between
young adults, octogenarians, and centenarians and assess whether HRV variables are
predictors of all-cause mortality in centenarians. To this end, three groups of participants:
young adults (N = 20; 20.6 + 2.3 years), octogenarians (N = 18; 84.1 + 2.6 years), and
centenarians (N =17; 101.9 + 1.9 years) were monitored for 15 min at rest (seated, without
moving or talking) to measure RR intervals, from which HRV was evaluated. Our results
showed a clear decrease with age in the main parasympathetic HRV variables, as well
as in the standard deviation (SD) of the RR series [SD of normal-to-normal interval (SDNN)]
and in low frequency (LF) heart rate (HR) oscillations, although differences between
octogenarians and centenarians did not reach statistical significance. In 14 centenarians
followed until death, only SDNN showed significant correlation (p = 0.536; p = 0.048) with
survival prognosis. Additionally, SDNN <19 ms was associated with early mortality (<1 year)
in centenarians (Hazard Ratio = 5.72). In conclusion, HRV indices reflecting parasympathetic
outflow as well as SDNN and LF all present an age-related reduction, which could
be representative of a natural exhaustion of allostatic systems related to age. Moreover,
low SDNN values (<19 ms) could be associated with early mortality in centenarians. HRV
seems to play a role in exceptional longevity, which could be accounted for by centenarians’
exposome.

Keywords: electrocardiography, autonomic nervous system, parasympathetic nervous system, heart rate,
heart rate variability, mortality, centenarians, aging
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INTRODUCTION

Heart rate variability (HRV) is defined as “the oscillation in
the interval between consecutive heart beats” (Malik et al., 1996).
HRV is the result of the interaction of multiple regulatory
mechanisms that operate at different time scales, including
long-term mechanisms like circadian rhythms, core body
temperature, or metabolism and short-term mechanisms involving
the autonomic, cardiovascular, and respiratory systems (Shaffer
and Venner, 2013). Short-term spectral analysis of HRV usually
reveals at least two frequency components, a low frequency
(LF) component (0.04-0.15 Hz) and a high frequency (HF)
component (>0.15 Hz; Malik et al., 1996). These components
have been widely used to measure sympathetic and
parasympathetic nervous systems, although their underlying
physiological mechanisms are still unclear and a matter of
debate (Billman, 2013).

In the last decades, several studies have reported that HRV
decreases with age, suggesting an age-dependent decline in
autonomic nervous system (ANS) activity in geriatric patients
(Craft and Schwartz, 1995; Piccirillo et al,, 1995). The majority
of these studies have been mainly performed in older adults up
to 80-85 years old, whereas older adults over age 85 have not
received much attention. Centenarians represent the survival tail
of the population (with a lifespan at least 15-20 years longer
than the average westerner) and a model of healthy aging
(Christensen et al., 2008). Indeed, centenarians escaped the diseases
of the pre-antibiotic era and have postponed/avoided aging-related
diseases as well as their fatal consequences (Salvioli et al., 2008).

The study of centenarians constitutes a fascinating research
into the characteristics that allow individuals to attain an
exceptionally long lifespan. Few works have studied HRV in
centenarians. Piccirillo et al. (1998) and Paolisso et al. (1999)
found that centenarians present higher power in HF heart
rate (HR) oscillations and lower power in LF than old adults
(75-100 years old in Paolisso et al. and 81-100 years old in
Piccirillo et al), suggesting age-related increase in
parasympathetic activity and reduction in sympathetic activity.
These results are in line with those obtained by Zulfiqar (2010)
who enrolled subjects up to 99 years old and demonstrated
that parasympathetic time-domain HRV measures decrease with
age, reaching a nadir in the 7th-8th decade. From the 8th
decade, these HRV measures are shown to rise, with the authors
proposing this reversal of the decrease in parasympathetic
function as a key determinant of longevity. In contrast, another
study conducted in centenarians linked HRV with mortality
during 4-year follow-up, showing that among all frequency-
domain variables only higher LF/HF ratio was associated with
survival (Shimizu et al., 2002).

Eight out of 10 centenarians are women (Teixeira et al., 2017).
In 2016, Koenig and Thayer (2016) published a meta-analysis
with 63,612 participants (31,970 females), revealing that: although
adult women showed greater mean HR (MHR) than adult
male, the female heart is characterized by a dominance of
vagal activity (greater HF) and lower standard deviation (SD)
of normal-to-normal intervals (SDNN). However, these sex
differences may disappear in older adults (Voss et al., 2015;

Koenig and Thayer, 2016), as a consequence of a variety of
age-related changes such as: endocrine, brain structure, brain
perfusion, or behavioral differences.

Due to the lack of current evidence and the discrepancies
in the reported outcomes, the present study aimed at investigating
potential differences in women’s HRV between young adults,
octogenarians, and centenarians and assess whether HRV
variables can predict all-cause mortality in centenarians followed
up until the time of death.

MATERIALS AND METHODS

Participants

Women aged 18-26 years in the group of young adults,
80-90 years in the group of octogenarians, and >100 years
in the case of centenarians were included in the study. Due
to the low number of centenarians, four men were additionally
included in this group. In total, the young adults, octogenarians,
and centenarians groups contained 20, 18, and 17 subjects,
respectively. Exclusion criteria included the following: subjects
going through an acute disease, suffering from heart diseases
(e.g., heart failure or atrial fibrillation), or being on cardiac
medication. Subjects who had a stroke or were suffering from
chronic diseases such as diabetes, hypertension, chronic
obstructive pulmonary disease, osteoarthritis, dementia,
Parkinson’s, or thyroid diseases were included in the study
because of their high prevalence in the last decades of life.
The study was approved by the Clinical Research Ethics
Committee of the University Hospital of Alcorcén (ID of the
approval: 16/50) and was conducted adhering to the Declaration
of Helsinki. After a clear explanation of the potential risks of
the study, all volunteers (or their legally responsible for older
adults with cognitive problems) provided written informed
consent to participate in the study.

Experimental Design

All the subjects completed one test session. Prior to the test
session, subjects were asked to adhere to the following
instructions: (1) avoid exercise or strenuous physical activity
the day before the test; (2) drink plenty of fluids over the
24 h period preceding the test; (3) get an adequate amount
of sleep (6-8 h) the night before the test; (4) avoid substances
such as tobacco, alcohol, or stimulants (caffeine, theine, taurine,
etc.) in the 8 h before the test; (5) avoid food for 3 h prior
to taking the test; and (6) wear comfortable, loose-fitting
clothing. All the subjects were tested in an environmentally
controlled room (22-23°C) between 9:00 and 13:00 h. They
were monitored for 15 min at rest (seated, without any movement
or talking) to measure RR intervals. RR intervals were recorded
on a beat-to-beat basis by using an HR monitor (RS800, Polar
Electro Oy, Kempele, Finland) with a sampling frequency of
1,000 Hz, thus providing an accuracy of 1 ms for each RR
period. This device has been recently validated, showing to
provide comparable performance with respect to the
electrocardiogram when analyzing HRV at rest (de Rezende
Barbosa et al.,, 2016; Hernando et al., 2016).
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HRV Variables

HRV variables have commonly used to assess sympathetic and
parasympathetic nervous systems. The LF component of HRV
is assumed to provide information on cardiac sympathetic and
parasympathetic neural activity, together with other regulatory
mechanisms and baroreflex (Eckberg, 1997). The HF component,
on the other hand, is assumed to be vagally mediated and driven
by respiration, measuring the so-called respiratory sinus arrhythmia
(RSA; Berntson et al, 1993). Based on these assumptions, the
ratio of LF to HF (LF/HF) has been proposed to quantify the
relationship between sympathetic and parasympathetic activities
(i.e., the sympatho-vagal balance; Malik et al., 1996).

However, although these spectral indices are well-standardized,
their physiological interpretation has been criticized. This especially
applies to the relationship between LF power and cardiac sympathetic
regulation (Eckberg, 1997; Billman, 2013; Reyes del Paso et al., 2013),
with LF power decreasing during situations expected to increase
sympathetic activity, such as exercise or myocardial ischemia, and
lack of correlation between direct recording of sympathetic nerve
activity and LF power in either healthy subjects or patients with
heart failure. The interpretation of HF power has been also
challenged, especially when the respiratory rate does not fall within
the HF band (0.15-0.4 Hz; Laborde et al, 2017). Different
approaches have been proposed to overcome this limitation by
redefining the HF band (Bailon et al., 2007; Varon et al., 2018).
It has also been suggested that sympathetic neural activity may
modulate the HF component (Billman, 2013). Therefore, the
physiological interpretation of the LF/HF ratio is unclear and
likely underestimates the complex interactions between the
sympathetic and parasympathetic regulation of HR (Billman, 2013).

Normalized LF power (LFn) represents the proportional
contribution of sympathetic modulation (Malik et al, 1996), in
the same way and with the same limitations as LF/HF ratio
represents sympatho-vagal balance. A mathematical relationship
exists between LFn and LF/HF ratio: LFn = (1 + (LF/HF) — 1) — 1,
so individual LFn values contain no more information than individual
LF/HF ratio values (Heathers, 2014). However, statistical results
on them might differ due to the volatility of the LF/HF ratio
when HF power approaches zero (Billman, 2013; Heathers, 2014).

Regarding time-domain variables, SDNN reflects all the
cyclic components responsible for HRV (Laborde et al., 2017).
Lastly, the root mean square of successive differences (RMSSD),
the percentage of RR intervals which exceed 50 ms from
the previous one (pNN50), and the SD of successive differences
(SDSD) are correlated with the HF band, so vagal activity
is considered to be in the physiological origin of these
three variables. Of these, RMSSD is normally preferred since
it is less influenced by respiration (Laborde et al.,, 2017).
Despite the former caveats in their interpretation, the study
of HRV indices is an area of great interest as they provide
a low-cost and non-invasive window into ANS regulation
of the heart.

Data Acquisition and Processing

HRV analysis was performed on 3-min running windows taken
every 30 s. In each window, outlier RR intervals were identified
by imposing a limit on the derivative of the instantaneous

HR, which cannot exceed a time-varying threshold based on
the median of its previous values (Mateo and Laguna, 2003).
Only those windows with less than 10 outliers (always below
5% in this study) were considered for further analysis. Two
different HRV representations were used for time and frequency
domain HRV indices estimation.

For time domain indices, the RR series was used, after
correction of identified outlier RR values using the interpolation
proposed in Mateo and Laguna (2003). The following indices
were computed: MHR, RMSSD, pNN50, SDSD, and SDNN
(Malik et al., 1996).

For frequency domain indices, the HRV representation used
is the modulating signal, based on the heart timing signal,
since it was shown to outperform other HRV representations
for frequency domain indices estimation (Mateo and
Laguna, 2000). The modulating signal, assumed to carry
information from the ANS, was estimated from the beat occurrence
time series, derived from the recorded RR intervals, based on
the time-varying integral pulse frequency modulation model
(Bailon et al., 2011). First, the instantaneous HR signal was
estimated, sampled at a sampling frequency Fs = 4 Hz, and
denoted by dyx(n). Subsequently, the time-varying MHR signal,
dyir(n), was estimated by low-pass filtering dyp(n) with a cutoff
frequency of 0.03 Hz. The modulating signal, m(n), was estimated
by normalizing the HRV signal, dipy(n) = dur(n) — dyur(n),
by the time-varying MHR, ie., m(n) = dygy(n)/dyur(n). Note
that the modulating signal m(n) is adimensional. The purpose
of this normalization is to alleviate the effect that changes in
MHR have on HRV (Bailon et al, 2011). Then, the power
spectral density (PSD) of the modulating signal m(n) was
estimated using Welch periodogram with internal window of
2 min and 50% overlap. The power in the following bands
was estimated: (i) LE from 0.04 to 0.15 Hz; (ii) HE from 0.15
to 0.40 Hz; (iii) extended HF (HFext), from 0.15 to half the
MHR, to avoid misestimation of the HF component when
respiratory rate is above 0.4 Hz (24 breaths per minute; Bailon
et al, 2007). The LFn power was computed by dividing LF
power by the sum of LF and HF powers (LFn), and the extended
LFn was determined by dividing LF by the sum of LF and
HFext (LFn_ext). Finally, the ratio between the LF and HF
powers (LF/HF) and the ratio between LF and HFext powers
(LF/HFext) were calculated.

As HRV analysis was performed on running 3-min windows
taken every 30 s, the mean of each HRV variable in all running
windows with less than 10 outlier RR values was computed
to characterize each subject.

Statistical Analysis

Descriptive values are presented as mean + SD and HRV
values are reported as median and (1st quartile-3rd quartile).
The normality of data was checked with the Shapiro-Wilk
test. Since the data distribution violated the assumption of
normality required by parametric tests and could not
be corrected by common transformations, a non-parametric
analysis was used. To assess differences between the three age
groups, Kruskal-Wallis test (non-parametric equivalent of
one-way ANOVA) with Bonferroni correction was performed.
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The Dunn-Bonferroni post hoc method was used for pairwise
comparisons. A multiple linear regression was performed to
control for potential confounding effects like the body mass index
(BMI). To evaluate the magnitude of the difference, effect size
(ES) was calculated as: ES = chi*/(k — 1), where k = total number
of subjects. The difference was considered as small when ES < 0.2,
small to medium when ES = 0.2-0.5, medium to large when
ES = 0.5-0.8, and large when ES > 0.8 (Cohen, 1992).

A sub-analysis was carried out by following centenarians
until their death and calculating Spearman’s correlation
coefficient (p) between HRV variables and “time to death”
For the HRV variables showing significant correlation to
“time to death,” centenarians were divided into two groups
by setting a cut point that defined a high risk group
containing one third of the centenarian population and a
low risk group containing the remaining two thirds. The
Mann-Whitney U test was used to compare differences
between the statistical distributions of the two groups.
Kaplan-Meier survival analysis was performed and the
log-rank test was used to test survival differences between
the two groups. Additionally, the value of HRV variables
in predicting survival was determined by Cox proportional
hazards analyses. Statistical analyses were performed using
IBM SPSS (version 25; Chicago, IL, United States). The
significance level was set at p < 0.05.

RESULTS

Table 1 shows the descriptive characteristics of the groups.

An illustrative example of the RR interval series for each
group is shown in Figure 1. Results obtained for the HRV
variables in each age group are shown in Table 2. Differences
between groups were only observed when analyzing the
parasympathetic variables: RMSSD, pNN50, HF, HFext, and
SDSD as well as LF and SDNN. All these variables decreased
significantly with age (main effect: p < 0.05) but no statistically
significant differences were found between octogenarians
and centenarians.

We were able to follow up 14 centenarians until death. The
three subjects with incomplete data were females but no
significant differences with the 14 subjects included in the
sub-analysis were found either in the descriptive variables or
in the HRV variables. The only HRV variable that presented
significant correlation with survival prognosis in centenarians
(Table 3) was SDNN (p = 0.536, p = 0.048).

The 14 centenarians were divided according to the SDNN
variable into two groups based on a cut point of 19 ms:
Group 1 presenting low SDNN values (N = 4; 15 + 4 ms,
range: 10-18) and Group 2 presenting high SDNN values
(N = 10; 49 + 25 ms, range: 27-110). The difference between
the statistical distributions of the two groups was statistically
significant. Group 2 was associated with greater survival
(1.6 = 0.9 years, range: 0.3-3.5) than Group 1 (0.6 + 0.3 years,
range: 0.3-1.0) in Kaplan-Meier analysis (Log-rank test = 0.010,
Figure 2). Mortality risk in Group 1 was five times higher
(p = 0.028; Hazard Ratio = 5.72) than in Group 2.

TABLE 1 | Descriptive characteristics of the groups.

Variable Young adults  Octogenarians Centenarians
(N =20) (N =18) (N=17)
Age (years) 20.6 £+2.3 84.1+26 101.9+1.9
(18-26) (80-88) (100-105)
Women (%) 100 100 76.5
BMI (kg/m?) 20.7+1.9 27.0+2.8 23.1+3.4
(17-24) (22-31) (17-28)
Chronic diseases (%) Osteoarthritis 50 59
CVD 44 53
Dementia 11 47
Diabetes 33 18
AHT 61 53
COPD 6 6
Others 61 65
Total number 3.3+1.7(0-5 3.3+1.0(2-6)

“All young adults were healthy.

Scale values are mean + standard deviation (SD) and min-max; BMI, body mass index;
CVD, cardiovascular disease; AHT, arterial hypertension; COPD, chronic obstructive
pulmonary disease.

Young adults
1000 :
£ 900
é 800
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0 0.5 1 1.5 2 2.5 3
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1000 T T T T T
@
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é 800 1
700 . . . . .
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Time (min)
FIGURE 1 | Example of the RR interval series for one subject from each age
group.

No relation was found between subjects’ age at RR recording
time and time to death (p = 0.477).

DISCUSSION

The present study shows that parasympathetic time-domain
HRV measures as well as SDNN and LF all decrease with
age; moreover, other variables such as LFn or LF/HF ratio
do not indicate differences between age groups. In relation
to survival prognosis, SDNN was the only HRV measure
showing moderate correlation (p = 0.5-0.7) with time to
death in centenarians, with SDNN values below 19 ms being
associated with early mortality (<1 year) in centenarians
(Hazard Ratio = 5.72).
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TABLE 2 | Differences between groups using Kruskal-Wallis non parametric test.

Variable Young adults Octogenarians Centenarians Main effect
(N = 20) (N =18) (N=17)
Median (Q-Q;) Median (Q;-Q;) Median (Q,-Q;) P ES

LF 0.0015 (0.0012-0.0031)™* 0.0004 (0.0001-0.0017) 0.0002 (0.0001-0.0004) <0.001" 0.441
LFn 0.5708 (0.5204-0.6266) 0.6131 (0.4608-0.7031) 0.5366 (0.3867-0.6456) 0.504 0.025
LFn_ext 0.5517 (0.4969-0.5997) 0.5701 (0.4286-0.6202) 0.4426 (0.2840-0.5887) 0.168 0.066
HF 0.0016 (0.0007-0.0032)"* 0.0002 (0.0000-0.0009) 0.0001 (0.0001-0.0003) <0.001" 0.414
HFext 0.0018 (0.0008-0.0035)* 0.0002 (0.0001-0.0010) 0.0002 (0.0001-0.0005) <0.001" 0.367
RMSSD 57.97 (41.83-109.35)™* 24.37 (10.14-67.29) 36.37 (18.71-50.55) 0.005" 0.194
pNN50 24.31 (12.61-41.24)" 2.62 (0.26-22.00) 6.88 (0.85-9.29) <0.001" 0.283
SDSD 58.02 (41.91-109.59)" 24.41 (10.16-67.44) 36.44 (18.74-50.57) 0.005" 0.194
SDNN 68.13 (52.55-130.75) 41.38 (17.41-82.03) 36.77 (21.25-45.90) 0.001" 0.276
LF/HF 1.44 (1.12-1.91) 1.78 (0.91-2.39) 1.36 (0.68-2.19) 0.650 0.016
LF/HFext 1.32 (1.03-1.61) 1.41 (0.80-1.75) 0.85 (0.43-1.60) 0.303 0.044
MHR 72.49 (65.87-79.05) 70.50 (64.44-76.62) 72.61 (62.23-85.50) 0.687 0.014
'p <0.05.

'Different to octogenarian.
*Different to centenarian.

Values are expressed as median and (1st quartile-3rd quartile). LF, low frequency; LFn, normalized LF; LFn_ext, extended LFn; HF, high frequency; HFext, extended HF; RMSSD,
root mean square of successive differences; pNN50, percentage of RR intervals which exceed 50 ms from the previous one; SDSD, SD of successive differences; SDNN, SD of the
RR series; LF/HF, ratio between LF and HF; LF/HFext, ratio between LF and HFext; MHR, mean heart rate; p, p-value for Kruskal-Wallis test; ES, effect size.

TABLE 3 | Survival prognosis in centenarians (N = 14).

LF LFn LFn_ext HF HFext RMSSD pPNN50 SDSD SDNN LF/HF LF/HFext MHR
P 0.423 0.172 0.295 0.190 0.232 0.304 0.247 0.304 0.536 0.214 0.251 -0.082
p 0.131 0.557 0.305 0.516 0.426 0.290 0.395 0.290 0.048" 0.463 0.386 0.782

b < 0.05. LF, low frequency; LFn, normalized LF; LFn_ext, extended LFn; HF, high frequency; HFext, extended HF; RMSSD, root mean square of successive differences; pNN50,
percentage of RR intervals which exceed 50 ms from the previous one; SDSD, SD of successive differences; SDNN, SD of the RR series; LF/HF, ratio between LF and HF; LF/HFext,
ratio between LF and HFext; MHR, mean heart rate; p, Spearman’s correlation coefficient with “time to death”; p, p-value for Pearson’s correlation coefficient.

HRV Measures

When analyzing the main parasympathetic HRV variables
(RMSSD, pNN50, HF, and SDSD; Malik et al.,, 1996; Laborde
et al, 2017), a clear decrease with age is observed in all of
them, with very remarkable differences between young adults
and older adults but without significant differences between
octogenarians and centenarians. This age-related decrease can
be appreciated in the illustrative examples of Figure 1 and
has already been reported by other authors (Umetani et al,
1998; Bonnemeier et al.,, 2003; Abhishekh et al., 2013). Also,
to the best of our knowledge, this is the first time that it has
been described in centenarians. It should be emphasized that
our results differ from those of Paolisso et al., Zulfiqar et al,
and Almeida-Santos et al. since they establish a parasympathetic
nadir at 75-80, 70-79, and 60-69 years, respectively, and our
study indicates that parasympathetic HRV variables continue
to decrease in centenarians (Piccirillo et al., 1998; Zulfiqar
et al., 2010; Almeida-Santos et al., 2016). There are several
possible explanations for our sample of centenarians not showing
a reversal of the decrease in parasympathetic function. First,
erratic rhythms may have a confounding effect on age-related
changes in parasympathetic HRV indices (Nicolini et al., 2012),
which is why our study only analyzes RR segments free of

erratic patterns, allowing the presence of no more than 10
outlier values in each 3-min window of analysis. Second,
although the BMI of the octogenarian sample was significantly
higher, BMI had no effect as a confounding variable (p > 0.05 in
the multiple linear regression). Some studies have found reduced
HRV in underweight and overweight adult women (Triggiani
et al., 2017; Gerardo et al., 2019), but studies in the literature
investigating the oldest old are scarce. The lower BMI in the
centenarian sample could be an indicator of healthy body
composition but also a simple consequence of age-associated
sarcopenia or osteoporosis. On the other hand, previous studies
in centenarians have been very restrictive in the selection of
subjects, including only very healthy and independent subjects
(Piccirillo et al., 1998; Paolisso et al., 1999; Zulfiqar et al,
2010), which may involve a selection bias (Tan et al, 2019).
The parasympathetic decrease in centenarians found in our
study could, thus, be more representative of a natural exhaustion
of allostatic systems related to age.

As already mentioned, the interpretation of the standard
HF band (0.15-0.4 Hz) is compromised when respiratory rate
does not fall within this band (9-24 bpm). Since breathing
was not monitored, power in the extended HF band (0.15-half
MHR) was computed to account for respiratory rates that
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FIGURE 2 | Kaplan-Meier curves depicting association between survival in
centenarians (N = 14) and SDNN groups based on a cut point of 19 ms.

might exceed 24 bpm, as suggested in Bailon et al., 2007. As
it can be seen in Table 2, results of the standard HF band
were parallel to those of the extended HF band, suggesting
that in this database, respiratory rates were in the standard
HF band (0.15-0.40 Hz). Therefore, HF could be considered
as a measure of the vagal tone (Laborde et al., 2017).

SDNN can be considered as an indicator of global autonomic
regulation, although it has been claimed that in short-term
recordings, the primary source of its variations is
parasympathetically-mediated RSA (Shaffer and Ginsberg, 2017).
In agreement with previous studies (Zulfigar et al, 2010;
Almeida-Santos et al., 2016; Sammito and Bockelmann, 2016),
SDNN values decline with age, further reflecting an
age-dependent decline in ANS activity. LF results were in the
same line as the parasympathetic HRV variables and SDNN,
probably because the recording was made while sitting upright
during resting and under these conditions the primary
contributors to HRV have been suggested to be related to
parasympathetic and baroreflex activity rather than to sympathetic
activity (Shaffer and Ginsberg, 2017).

Other HRV variables, LFn and LF/HFE, whose physiological
interpretation is usually controversial, have been additionally
investigated in our study, neither of them showing statistically
significant differences between groups.

HRV and Survival Prognosis in
Centenarians

In recent decades, HRV has been confirmed as a strong,
independent predictor of morbidity and all-cause mortality
(Billman, 2011; Kemp et al., 2017). To investigate HRV variables

that may be associated with survival prognosis in centenarians,
we followed up subjects until death. Only SDNN showed
significant correlation (p = 0.536, p = 0.048) with survival
prognosis in centenarians. The group of centenarians with low
SDNN values presented five times greater mortality risk than
centenarians with high SDNN values. In the framework of
the research topic “Horizon 2030: Innovative Applications of
Heart Rate Variability,” we discuss about HRV and exceptional
longevity. However these results should be read with perspective,
as the sample of centenarians followed wuntil death is
heterogeneous in gender, including 4 men and 10 women.

Since Kleiger et al. set the basis for the use of HRV in
post-acute myocardial infarction risk stratification in 1987,
SDNN is considered as a “gold standard” when recorded over
a 24-h period. SDNN values below 50 ms are classified as
unhealthy, 50-100 ms as compromised health, and above 100 ms
as healthy (Kleiger et al., 1987). According to Bilchick et al. (2002),
each 10-ms increase in SDNN confers a 20% decrease in risk
of mortality. SDNN is the only variable presenting significant
correlation with time to death in our cohort of centenarians.
In particular, SDNN <19 ms turns out to be indicative of
early mortality (<1 year). Of note, one subject presented a
value of SDNN of 110 ms and was the one who lived the
longest time (3.5 years) calculated from the time point when
RR was recorded.

It should be noted that there are other RR-derived variables
that have been related to increased mortality risk in the literature.
The fact that they have not been found to be associated with
time to death in our study could be due to the small sample
of our cohort or to the particular characteristics of the studied
centenarians. A classic example is high resting HR (Zhang
et al,, 2015). Additionally, a recent meta-analysis has established
LF/HF ratio and SDNN as two of the variables with greater
potential as predictors of mortality (Sen and McGill, 2018).
Shimizu et al. (2002) have also observed the relevance of LF/
HF ratio in a cohort of 27 centenarians. Finally, LF is one of
the most controversial HRV indices in the literature. Some
studies, such as the Framingham Heart Study, have associated
a 1-SD decrement in LF with 1.70 times greater hazard for
all-cause mortality (Tsuji et al., 1994). On the other hand,
cross-sectional studies in healthy centenarians have reported
that high LF values are associated with increased mortality
risk (Piccirillo et al., 1998; Paolisso et al., 1999).

Centenarians and the “Neurovisceral
Integration Across a Continuum of Time”
Framework

Centenarians are considered to be a model of healthy and
successful aging. It is well known that exceptional longevity
is a partially inheritable phenotype that could be explained
in 20-35% by the genetic load (Rea et al., 2016). Consequently,
it could be that the ANS of the centenarians had a greater
and innate adaptation level, and therefore they will take 20 years
more than the general population to reach a level of depletion
of the allostatic systems related to mortality. On the other
hand, another feasible explanation would be that centenarians
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have healthy behaviors that allow them to experience a less
marked decrease in the function of the ANS. Non-genetic
factors, including diet, physical activity, health habits, and
psychosocial factors contribute approximately 50% of the
variability in human lifespan (Rea et al., 2016).

Recently, Kemp et al. (2017) published a theoretical
framework called “Neurovisceral Integration Across a
Continuum of Time (NIACT)” where they propose that the
function of the vagus nerve, indexed by resting-state HRYV,
plays a regulatory role on a variety of allostatic systems,
therefore contributing to an increase or decrease in the risk
of future morbidity and mortality. NIACT proposes that while
age decreases vagal function, there are many interventions
that may be applied to contend such decreases including
health behavior, meditation, and positive psychological
interventions (Kemp et al., 2017). Health behaviors related
to improvements in HRV are similar to those that characterize
the lifestyle of centenarians in different populations: regular
physical activity, dietary habits, no drinking, and no smoking
(Ozaki et al., 2007; Kim et al., 2012; Wu et al., 2017). But
psychological moments are also a key element in the NIACT
framework, and in the same way, active engagement in
community activities, high levels of self-perceived well-being,
and satisfaction with life are defining elements of the centenarian
population (Ozaki et al., 2007; Kim et al., 2012; Wu et al,
2017; Hitchcott et al., 2018; Yorgason et al., 2018). Therefore,
the characteristic lifestyle of centenarians would imply a greater
resilience, indexed by greater variability of the HR and, as
described above, higher SDNN values would mean better
survival prognosis in centenarians.

Strengths and Limitations

The main strength of the present study is the exceptionality
of the sample, considering than being centenarian is a rare
phenotype (17.3 centenarians per 100.000 inhabitants; Teixeira
et al., 2017). Secondly, centenarians were followed up to death
and our study proposes SDNN <19 ms as a cutoff point to
define a marker of early mortality (<1 year), which is obtained
from short-term measurements, thus more suitable for ambulatory
care and patient monitoring. Given its ease of recording, short-
term variability allow measurements under homogeneous
conditions, enabling the control of confounding factors and
the reproducibility of the study (Li et al, 2019). Moreover,
RR measurements were acquired using a validated device and
processed with methods that allow better identification of the
erratic patterns.

On the other hand, one of the main limitations was gender
heterogeneity in the centenarian group, with 76.5% of our
centenarians being women. A meta-analysis has highlighted
that women show greater vagal activity compared to men,
noting the following possible etiological factors: estrogen,
oxytocin, and neural control (Koenig and Thayer, 2016). Our
sample, however, is very similar to the overall centenarian
population in Europe (83.5% women; Teixeira et al., 2017),
and sex differences have been reported to disappear in the
last age decades, especially in short-term HRYV, presumably by
the hormonal restructuring especially caused by the menopause

in women (Bonnemeier et al., 2003; Voss et al., 2015; Koenig
and Thayer, 2016). Indeed, when the statistical analysis of our
study was performed by excluding men (N = 4) from the
sample of centenarians, results were similar to those reported
in Table 2. Finally, recording conditions should be taken into
account before generalizing the results. For example, paced
breathing was not considered in our work. Under resting
conditions, the respiratory rate (9-24 bpm) is expected to be in
the 0.15-0.40 Hz band (Shaffer and Ginsberg, 2017), but
processing should account for the possibility that the respiratory
rate goes outside this frequency band, as performed in the
present work. A within-subject repeated measure design would
have contributed to assess the reproducibility of our evaluations.
In future research, more representative samples of centenarians
would allow to confirm the results obtained by this study.

In conclusion, HRV indices reflecting parasympathetic outflow
(RMSSD, pNN50, HE, and SDSD) as well as SDNN and LF
all present an age-related reduction, which could be representative
of a natural exhaustion of allostatic systems related to age.
Moreover, low SDNN values (<19 ms) are indicative of early
mortality (<1 year) in centenarians. HRV seems to play a role
in exceptional longevity, which could be accounted for by
centenarians’ exposome.
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Neonatal intensive care units (NICUs) greatly expand the use of technology. There is
a need to accurately diagnose discomfort, pain, and complications, such as sepsis,
mainly before they occur. While specific treatments are possible, they are often time-
consuming, invasive, or painful, with detrimental effects for the development of the
infant. In the last 40 years, heart rate variability (HRV) has emerged as a non-
invasive measurement to monitor newborns and infants, but it still is underused.
Hence, the present paper aims to review the utility of HRV in neonatology and
the instruments available to assess it, showing how HRV could be an innovative
tool in the years to come. When continuously monitored, HRV could help assess
the baby’s overall wellbeing and neurological development to detect stress-/pain-
related behaviors or pathological conditions, such as respiratory distress syndrome
and hyperbilirubinemia, to address when to perform procedures to reduce the baby’s
stress/pain and interventions, such as therapeutic hypothermia, and to avoid severe
complications, such as sepsis and necrotizing enterocolitis, thus reducing mortality.
Based on literature and previous experiences, the first step to efficiently introduce HRV in
the NICUs could consist in a monitoring system that uses photoplethysmography, which
is low-cost and non-invasive, and displays one or a few metrics with good clinical utility.
However, to fully harness HRV clinical potential and to greatly improve neonatal care,
the monitoring systems will have to rely on modern bioinformatics (machine learning and
artificial intelligence algorithms), which could easily integrate infant’s HRV metrics, vital
signs, and especially past history, thus elaborating models capable to efficiently monitor
and predict the infant’s clinical conditions. For this reason, hospitals and institutions
will have to establish tight collaborations between the obstetric, neonatal, and pediatric
departments: this way, healthcare would truly improve in every stage of the perinatal
period (from conception to the first years of life), since information about patients’ health
would flow freely among different professionals, and high-quality research could be
performed integrating the data recorded in those departments.

Keywords: autonomic nervous newborns, infants, NICU,

photoplethysmography, HRV

system, vagus, preterm neonatology,
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INTRODUCTION

The neonatology field is growing in complexity (Biban,
2010). In essence, newborns can show many comorbidities
associated with prematurity (WHO, 2016), labor complications
(Tribe et al., 2018), and maternal and perinatal stress
(Frasch et al, 2007; Babenko et al, 2015; Lobmaier
et al, 2020), whereas the neonatal intensive care units
(NICUs) are increasing the use of technology to better
take care of fetuses, newborns, and infants (Biban, 2010;
Chock et al., 2015).

However, many obstacles need to be overcome to efficiently
assess and manage infants’ conditions: distress, pain, and sepsis
need valid and reliable gauges to detect them before they
happen (Cremillieux et al,, 2018; Rashwan et al,, 2019), but
several procedures may be time-consuming (Jeng et al., 2000; Als
et al., 2005; Cremillieux et al., 2018), invasive, and painful with
short- and long-term negative consequences (Holsti et al., 20065
Pillai Riddell et al., 2015).

In the last 40 years, heart rate variability (HRV) has emerged as
areliable and non-invasive measure to monitor preterm and term
newborns (Task Force of the European Society of Cardiology
the North American Society of Pacing Electrophysiology, 1996).
HRYV evaluates the heart rate (HR) fluctuation—the variability of
the time intervals between successive heartbeats—, and during
the years, more and more techniques have appeared to improve
its analysis, from which several metrics can be extracted (Table 1;
Bravi et al., 2011; Thiriez et al., 2015; Javorka et al., 2017; Oliveira
et al., 2019b; Patural et al., 2019).

Several studies showed that HRV correlates with the
newborn’s stress and stress-related behaviors (Gardner et al.,
2018; Hashiguchi et al., 2020), and that it could predict the
baby’s overall wellbeing and future neurological development.
HRV could also accurately identify short- and long-term
complications, such as the risk of sepsis (Javorka et al., 2017;
Oliveira et al., 2019b; Kumar et al., 2020). HRV was also able to
reveal the impact of prenatal stress on fetal brain development
(Frasch et al., 2007; Lobmaier et al., 2020).

Despite these results, HRV is still underused in NICUs.
Although in the 1960s, one of the first evidences published was
about the alteration of HRV metrics preceding fetal distress
(Task Force of the European Society of Cardiology the North

Abbreviations: Al, artificial intelligence; AMP, amplitude fluctuations; ANS,
autonomic nervous system; AS, active sleep; BSG, ballistography; CAN, central
autonomic network; CAP, cholinergic anti-inflammatory pathway; CIMVA,
continuous individual multiorgan variability analysis; CNS, central nervous
system; COMP, complexity; CPAP, continuous positive airway pressure; CTG,
cardiotocography; ECG, electrocardiogram; fABAS, fetal autonomic brain age
scale; fECG, fetal electrocardiogram; fHRYV, fetal heart rate variability; fMCG, fetal
magnetocardiography; FSE, fetal scalp electrode; GA, gestational age; HeRO, Heart
Rate Observation system; HIE, hypoxic-ischemic encephalopathy; HR, heart rate;
HRC, heart rate characteristics; HRV, heart rate variability; IUGR, intrauterine
growth restriction; ML, machine learning; NEC, necrotizing enterocolitis; NIPE,
newborn infant parasympathetic evaluation; PNS, parasympathetic nervous
system; PPG, photoplethysmography; QS, quiet sleep; PNS, parasympathetic
nervous system; PRSA, phase rectified signal averaging; PRV, pulse rate variability;
RSA, respiratory sinus arrhythmia; SIDS, sudden infant death syndrome; SNS,
sympathetic nervous system; SpO,, partial oxygen saturation; vPPG, non-contact
video-photoplethysmography.

American Society of Pacing Electrophysiology, 1996); to date,
some authors argued that there is a lack of understanding of the
meaning of HRV metrics in infants: in fact, HRV has been studied
especially in adults, and the autonomic nervous system (ANS)
behaves differently in newborns, especially in preterm infants
(Joshi et al., 2019b). Notwithstanding these contradictions, the
only successful example of integration of HRV in NICUs is the
Heart Rate Observation (HeRO) monitor developed by J. Randall
Moorman’s team. The HeRO analyzes bedside electrocardiogram
(ECG) in real-time and integrates various HRV metrics to
calculate the “HRC index,” which can predict the risk of sepsis
within 24 h in both preterms and very low birth weight infants
(Andersen et al., 2019; Kumar et al., 2020).

However, based on the available literature and on the potential
research to be developed, there is a need to further explore the use
of HRV in neonatology.

HRV may provide such useful insights since it correlates
with the ANS development and functioning. The ANS regulates
organic development and connects with the organism’s ability
to cope with stressors, as well as with cognitive and emotional
development (Thayer et al., 2012; Jennings et al., 2015; Schneider
et al., 2018; Oliveira et al., 2019b).

To be an innovative tool useful for neonatologists, HRV
measurement should rely on a technology that gives reliable
metrics with a clear clinical meaning. Harnessing the positive
experiences, such as the use of the HeRO monitor, it is paramount
to create a system that continuously records HRV and expresses
scores that could correlate with the baby’s clinical condition and
help monitor its evolution (Zhao et al., 2016; Hayano and Yuda,
2019; Pernice et al., 2019b; Kumar et al., 2020).

For this purpose, modern machine learning (ML) and artificial
intelligence (AI) algorithms could play a crucial role: through
their computational power, they could define models capable of
managing the complex physiological interactions between HRV,
ANS, and the whole organism, thus boosting our ability to predict
the infant’s prognosis. Indeed, we already have experiences about
the clinical usefulness of ML in both neonatology (Semenova
et al,, 2018; Ostojic et al., 2020) and HRV analysis (Chiew et al.,
2019; Lin et al., 2020).

ML/AT algorithms could also integrate clinical data of different
hospital departments, i.e., obstetric, neonatal, and pediatric.
Indeed, free clinical data and medical devices sharing among the
departments involved in the perinatal care (from conception to
the first years of life) would allow clinicians to better understand
the prenatal and developmental factors underlying adverse
neonatal outcomes (e.g., brain injury) and to better treat them.

Therefore, the present paper aims to address the HRV
usefulness in neonatology to prospect it as an innovative tool
in the years to come. This focused review is divided into three
sections: (1) the first section describes briefly the HRV metrics
and examines the relationship between ANS and HRV in fetuses
and newborns; (2) the second section examines the technology
available in the NICU, how to monitor HRV efliciently, and the
usefulness of real-time HRV; and (3) the third and final section
will summarize the main findings and outline future perspectives
for the clinical use of real-time HRV in the neonatal field, with a
brief subsection about its usefulness in low-income countries.
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TABLE 1 | The most common HRV metrics (Hoyer et al., 2013, 2019; Uhrikova et al., 2015; Pichot et al., 2016; Massaro et al., 2017; Shaffer and Ginsberg, 2017; Herry
et al., 2019; Oliveira et al., 2019b; Patural et al., 2019; Frasch et al., 2020).

Metric Unit Definition

HR bpm HR (number of heart beats per minute)

Time-domain

SDNN ms Standard deviation of NN intervals

SDRR ms Standard deviation of RR intervals

SDANN ms Standard deviation of the average NN intervals for each 5 min segment of a 24 h HRV recording

SDNN Index ms Mean of the standard deviations of all the NN intervals for each 5 min segment of a 24 h HRV recording

NNx Number of adjacent NN intervals that differ from each other by more than x ms (e.g., 5, 20, 25, and 50 ms)

PNNXx % Percentage of successive NN intervals that differ by more than x ms (e.g., 5, 20, 25, and 50 ms)

RMSSD ms Root mean square of consecutive RR interval differences

SDSD ms Standard deviation of consecutive RR differences

Frequency-domain

ULF Power ms? Absolute power of the ultra-low-frequency band (<0.003 Hz)

VLF Power ms? Absolute power of the very-low-frequency band (0.0033-0.04 Hz)

LF Peak Hz Peak frequency of the low-frequency band (0.04-0.2 Hz for newborns and 0.04-0.15 Hz for infants)

LF Power ms? Absolute power of the low-frequency band (0.04-0.2 Hz for newborns and 0.04-0.15 Hz for infants)
Nu Relative power of the low-frequency band (0.04-0.2 Hz for newborns and 0.04-0.15 Hz for infants) in normal units
% Relative power of the low-frequency band (0.04-0.2 Hz for newborns and 0.04-0.15 Hz for infants)

HF Peak Hz Peak frequency of the high-frequency band (0.20-2.00 Hz for newborns and 0.20-1.40 Hz for infants)

HF Power ms? Absolute power of the high-frequency band (0.20-2.00 Hz for newborns and 0.20-1.40 Hz for infants)
Nu Relative power of the high-frequency band (0.20-2.00 Hz for newborns and 0.20-1.40 Hz for infants) in normal units
% Relative power of the high-frequency band (0.20-2.00 Hz for newborns and 0.20-1.40 Hz for infants)

LF/HF % Ratio of LF-to-HF power

VLF/LF % Ratio between very-low (0.02-0.08 Hz) and low (0.08-0.2 Hz) frequency band power

LFn Normalized power in the low-frequency band of the ECG spectrogram (0.04-0.2 Hz for newborns and 0.04-0.15 Hz for

infants), i.e., low-frequency power in relation to total power
HFn Normalized power in the high-frequency band of the ECG spectrogram (0.20-2.00 Hz for newborns and 0.04-0.15 Hz for
infants), i.e., high-frequency power in relation to total power

Total power (TP) ms? Total power of the ECG spectrogram

Non-linear

S ms Area of the ellipse that represents total HRV

SD1 ms Poincaré plot standard deviation perpendicular the line of identity

SD2 ms Poincaré plot standard deviation along the line of identity

(o] % Cardiac Sympathetic Index—SD1/SD2

CVI Cardiac Vagal Index—log (SD1*SD2)

SVT Short-term variability of consecutive beat-to-beat data obtained through Poincaré analysis

LTv Long-term variation of consecutive beat-to-beat data obtained through Poincaré analysis

HRV Triangular Index Integral of the density of the RR interval histogram divided by its height

HRV Index Number of all RR intervals divided by the number of RR intervals at the highest point of the RR histogram

TINN ms Triangular Interpolation of the NN Interval Histogram—the length of the basis of the minimum square difference of the triangular

Parseval Index

interpolation for the highest value of the RR histogram or the normalized width of the base of the RR histogram
Ratio between the square root of the sum of LF and HF powers and the value of SDNN

%DET Percentage of determinism of a time series from recurrence quantification analysis (RQA): it detects the predictability of
dynamical systems
ShanEn Shannon Entropy—uncertainty of a random variable
ApEn Approximate entropy, which measures the regularity and complexity of a time series
SampEn Sample entropy, which measures the regularity and complexity of a time series
MSEx Multiscale entropy at coarse graining level x
gMSE(x) bithorm Generalized multiscale entropy at coarse graining level x of NN interval series
QSE Quadratic Sample Entropy
KLPE Kullback-Leibler permutation entropy
AC Acceleration capacity (detection of sequences of two successive RR beats that decrease) obtained through PRSA
DC Deceleration capacity (detection of sequences of two successive RR beats that increase) obtained through PRSA
(Continued)
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TABLE 1 | Continued

Metric Unit Definition

ACstx Acceleration capacity, slope, and step value at coarse graining level x

DFA at Detrended fluctuation analysis, which describes short-term fluctuations

DFA a2 Detrended fluctuation analysis, which describes long-term fluctuations

DFA ag Detrended fluctuation analysis, which describes short-term fluctuations

DFA o Detrended fluctuation analysis, which describes long-term fluctuations

RMSg Root mean square from detrended fluctuation analysis, which describes short-term fluctuations

RMS| Root mean square from detrended fluctuation analysis, which describes long-term fluctuations

SDLE a Scale-dependent Lyapunov exponent slope

Skewness a.u. Skewness of NN interval series

Asyml Multiscale time irreversibility asymmetry index: it is the degree of temporal asymmetry and lack of invariance of the statistical
properties of a signal

Do Correlation dimension, which estimates the minimum number of variables required to construct a model of system dynamics

THE ANS PHYSIOLOGY UNDERLYING
HRV AND ITS USE IN THE NEONATAL
FIELD

A Brief Introduction on HRV Metrics

From the work of the Task Force for HRV analysis in 1996, which
constitutes the foundation for the majority of the papers on HRV,
many metrics are developed to describe HRV, and they can be
classified into three categories: time-domain, frequency-domain,
and non-linear metrics (Table 1). These metrics can be obtained
from short-term (less than 10 min) or long-term ECG recording
(24 h) (Task Force of the European Society of Cardiology the
North American Society of Pacing Electrophysiology, 1996).

The time-domain metrics are considered to be the simplest
methods to extract, since they are directly based on the normal-
to-normal (NN) intervals or on the instantaneous HR extracted
from the ECG. The time-domain metrics are then calculated
through statistical or geometric methods. The statistical methods
consist in applying operations, such as mean, standard deviation,
or square root, on: the direct NN interval measurements, thus
obtaining metrics, such as standard deviation of RR (SDRR),
standard deviation of NN (SDNN), standard deviation of the
average NN (SDANN), and standard deviation of NN (SDNN)
Index, and the difference between NN intervals, thus obtaining
metrics, such as root mean square of consecutive RR interval
differences (RMSSD), NN50, pNN50, and pNN20 (Task Force
of the European Society of Cardiology the North American
Society of Pacing Electrophysiology, 1996; Oliveira et al., 2019b;
Patural et al., 2019).

The geometric methods consist in transforming the NN
interval measurements into a geometric pattern, such as
the sample density distribution of the NN intervals (or
their difference), from which metrics, such as the triangular
interpolation of the NN (TINN), the HRV Triangular Index, and
the HRV Index, can be obtained. A Poincaré plot can also be used
to plot each NN interval in relation to the previous NN interval
and to calculate the standard deviation of the main cluster of
data-points, either crosswise (SD1) or lengthwise (SD2) (Task
Force of the European Society of Cardiology the North American

Society of Pacing Electrophysiology, 1996; Oliveira et al., 2019b;
Patural et al., 2019). From the SD1 and SD2 metrics, other
metrics, such as Cardiac Sympathetic Index (CSI) and Cardiac
Vagal Index (CVI), could be obtained (Oliveira et al., 2019b).

The frequency-domain metrics derive from the analysis of the
ECG power spectrum. The power of several frequency bands, in
particular ultra-low-frequency (ULF), very-low-frequency (VLF),
low-frequency (LF), and high-frequency (HF), are then extracted,
as well as other metrics, such as LF and HF normalized indices
(LFn and HFn) and the LF/HF ratio. Another frequency index
used is the total power (TP), which represents the global
variability (Task Force of the European Society of Cardiology
the North American Society of Pacing Electrophysiology, 1996;
Patural et al., 2019).

Time- and frequency-domain metrics are, however, limited:
they could fail in discriminating among different signals that
display similar characteristics, such as the same mean or standard
deviation. Moreover, ECG recording can manifest several
irregularities in the RR series or complex oscillatory phenomena
that linear metrics cannot properly describe. Therefore, non-
linear analyses were developed to better grasp the complexity
behind the brain and ANS influences on HRV (Task Force of
the European Society of Cardiology the North American Society
of Pacing Electrophysiology, 1996; Bravi et al., 2011). Actually,
the geometric methods can be considered a kind of non-linear
analysis (Task Force of the European Society of Cardiology
the North American Society of Pacing Electrophysiology, 1996;
Javorka et al., 2017; Patural et al., 2019).

Several studies showed the usefulness of non-linear metrics
over linear ones in evaluating the autonomic development
(Uhrikova et al., 2015; de Souza Filho et al., 2019; Oliveira
et al., 2019b), the interactions between ANS, brain, and stress
axis (Thayer and Lane, 2000), and the infant’s adaptation
capacity (Gongalves et al., 2017; Shaffer and Ginsberg, 2017;
Urfer-Maurer et al., 2018).

Many non-linear metrics can be calculated, and every non-
linear analysis can be performed at different levels of complexity.
Examples are: detrended fluctuation analysis (DFA), sample
entropy (SampEn), approximate entropy (ApEn), multiscale
entropy (MSE), symbolics dynamics, coarse graining spectral
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analysis, fractal analysis, and deceleration and acceleration
analyses (Task Force of the European Society of Cardiology
the North American Society of Pacing Electrophysiology, 1996;
Javorka et al., 2017; Patural et al., 2019).

While linear metrics seem more useful when the HR follows
periodic oscillations, non-linear metrics, such as SampEn,
ApEn, MSE, DFA, and symbolic dynamics metrics, seem
more robust to cardiac recording artifacts (Javorka et al,
2017; Stapelberg et al., 2017). Linear and non-linear metrics
can, however, detect complementary physiological behaviors
(Task Force of the European Society of Cardiology the
North American Society of Pacing Electrophysiology, 1996;
Bravi et al, 2011): the HRC index, which contains both,
represents the best available evidence of their usefulness
(Fairchild and O’Shea, 2010).

Actually, many more different techniques of variability
analysis are available. To encompass all of them and to refine
the original Task Force classification, further classifications have
been proposed. Bravi and colleagues, for example, regrouped
the various techniques into five domains based on the
information they extrapolate: statistical, geometric, energetic,
informational, and invariant (Bravi et al., 2011). The present
paper, however, will follow the Task Force classification since it
still represents the most used.

Although several HRV metrics have been proved useful, few
metrics have a precise physiological and clinical interpretation
(Table 2). However, we have to consider two crucial limitations:
(1) too often HRV is viewed as influenced by only the ANS,
with the tendency of reducing a metric to as simply sympathetic
or parasympathetic, and (2) although many studies investigate
several metrics, the attention is focused mainly on univariate
approaches that try to reduce the variables considered at a
minimum. This approach could substantially limit the usefulness
of the models applied and, thus, the understanding of HRV
physiological nature and clinical usefulness (Bravi et al., 2011;
Frasch, 2018).

To overcome these limitations, multivariate analyses were
introduced—e.g., continuous individual multiorgan variability
analysis (CIMVA) (Seely et al., 2011; Frasch et al., 2014)—, and
many researchers started to rely on ML and AI algorithms
(Semenova et al., 2018; Vassar et al.,, 2020). As a consequence,
research begun to integrate various metrics—as shown by the
HeRO monitor, whose HRC index derives from a logistic
regression applied on the standard deviation of the RR
intervals, sample asymmetry, and SampEn and aims to detect
pathological heart decelerations to predict the risk of sepsis
within 24 h (Fairchild and O’Shea, 2010)—, to combine
measurements from different organs for predicting clinical
conditions (Kumar et al., 2020), and to define models able
to describe HRV as a phenomenon influenced by the whole
organism (Frasch, 2020).

The HRV as a Window on the ANS

The ANS plays a central role in homeostasis maintenance
and allostatic adaptation, allowing the organism to change its
behavior based on the circumstances and stressors, whether
internal or external (Thayer and Lane, 2000).

The two ANS branches, the sympathetic (SNS) and
parasympathetic system (PNS), continuously modify their
balance to finely regulate the organic systems, including
the cardiovascular, respiratory, gastroenteric, metabolic, and
immune-inflammatory ones (Rees, 2014; Mulkey and du Plessis,
2019). The two ANS branches connect with several brain
circuits known as the central autonomic network (CAN), which
influences both the ANS and the higher cortical functions,
such as cognition control, emotional regulation, and behavior
(Benarroch, 1993; Thayer and Lane, 2000).

To cope with the environmental stimuli, the CAN regulates
the complex non-linear interaction between SNS and PNS.
In the sinoatrial node, this interaction modulates the HRV
(Billman, 2011; Shaffer and Ginsberg, 2017). Tools, such
as ECG or photoplethysmography (PPG), which monitor
cardiovascular activity, can thus evaluate autonomic brain-heart
interactions and give information regarding the ANS through
HRYV metrics (Table 2).

These metrics are usually viewed as revealing different facets
of the SNS and PNS activities, with some metrics more related to
one of the two branches and the other reflecting more complex
ANS, cardiocirculatory, and respiratory activities (Shaffer and
Ginsberg, 2017; Oliveira et al, 2019b). However, HRV may
reflect much more than the autonomic regulation of cardiac
activity. On the one hand, it has been recently discovered,
in ovine models, that the fetal heart has already an intrinsic
sinoatrial node activity that can affect HRV and that can be
affected by adverse conditions (e.g., chronic hypoxia) in the last
trimester of pregnancy (Frasch et al., 2020). On the other hand,
HRV seems to be greatly influenced by information coming
from the whole organism (e.g., the gut or the immune system)
through systemic afferent pathways, such as the vagus nerve
(Frasch, 2020).

Moreover, HRV may represent an index of the adaptive
regulation processes performed by the CAN (Thayer
et al, 2009, 2012). Indeed, HRV correlates with CAN
activity measured by functional magnetic resonance
imaging (Thayer et al, 2012) and several measures of
cognitive, emotional, and behavioral regulation (Holzman
and Bridgett, 2017; Forte and Casagrande, 2019). Since
various HRV metrics showed to be correlated with stress
and inflammation, HRV analysis has the potential to give
information about the subject’s health (Kim et al, 2018;
Williams et al., 2019).

During fetal and neonatal life, the ANS undergoes a
prolonged process of development and maturation, during
which it remains vulnerable to developmental disruption from a
variety of stressful physiological and environmental stimuli. Such
stimuli—which can occur during pregnancy (e.g., congenital
disease, fetal growth restriction, maternal stress/nutritional
deficiency), labor (e.g., premature, complicated, or prolonged
birth), and even in the NICU environment (e.g., invasive
procedures, loud noise, and bright light)—can significantly
influence the developmental trajectory of both the ANS and
the CAN. They can reduce the newborn’s capacity to efficiently
adapt to a continually changing and challenging environment
(Mulkey and du Plessis, 2019).
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TABLE 2 | Interpretations and/or usefulness of some HRV metrics (Task Force of the European Society of Cardiology the North American Society of Pacing
Electrophysiology, 1996; Shaffer et al., 2014; Shaffer and Ginsberg, 2017; Oliveira et al., 2019b).

Metric Interpretation

Most common metrics

RMSSD Main time-domain measure to assess the HRV modulation due to vagal activity

SDNN Standard metric of overall HRV, influenced by both SNS and PNS. Gold standard for medical stratification of cardiac risk in adults when
recorded over a 24 h period

ULF No consensus regarding the mechanisms underlying ULF power. Very slow-acting biological processes, such as circadian rhythms, are
implicated

VLF Related to the heart’s intrinsic nervous system, which generates VLF rhythm when afferent sensory cardiac neurons are stimulated. SNS
activity due to physical and stress responses influences its oscillations amplitude and frequency

LF Non-specific index that reflects baroreceptor activity, it contains contributions of both the sympathetic and parasympathetic influences

HF Expression of parasympathetic activity, it corresponds to the HR variations related to the respiratory cycle known as RSA. It changes
according to vagal modulation but does not reflect vagal tone

LF/HF Used to estimate SNS and PNS balance, although LF does not purely represent SNS, and PNS and SNS interact in a complex non-linear

manner

Complex metrics or groups of metrics

fABAS Scale used for evaluating fetal ANS maturation. It derives from the integration of Hoyer et al. (2013):
e amplitude (ACTAMP20), evaluating the fluctuation range of heart beat intervals above an approximated baseline increasing complexity;
e skewness, evaluating the complexity of heart rate patterns essentially modulated by complex sympatho-vagal rhythms;
e gMSE(3), evaluating the asymmetry, contribution of vagal and sympathetic activity with their different time constants, decline of
decelerations, and formation of acceleration patterns;
e PNN5, evaluating the formation of vagal rhythms;
e VLF/LF, evaluating the baseline fluctuation in relation to sympatho-vagal modulations.

DFA a1 — Asyml — Used for assessing vagal modulation in fetuses (Herry et al., 2019)

KLPE - SDLE «

HRC index

Displayed by the HeRO monitor to estimate the risk of sepsis within 24 h. It derives from a logistic regression calculated on standard

deviation of the RR intervals, sample asymmetry, and SampEn to detect irregularities and transient decelerations in HR. HRC index is higher
in preterm infants than in full term ones (they show less variability), and it decreases as postmenstrual age increases. HRC index can also

rise due to acute inflammation, respiratory deterioration, intraventricular hemorrhage, brain injury, NEC, surgery, ventilation, and drugs, such
as anticholinergics, anesthetics, and dexamethasone (in this last case, HRC decreases) (Fairchild and O’Shea, 2010; Fairchild, 2013; Kumar

et al., 2020)

RMSg - RMS, - DFA
ag - LF — HF

Used to estimate outcomes in case of HIE, especially during hypothermia treatment. Low values of RMSg, RMS|, DFA ag, and LF and a
high value of HF may predict an adverse outcome and the need of adjuvant neuroprotective therapies. These metrics could discriminate

among different types of brain injury. All these metrics decreased also proportionally to NEC severity (Metzler et al., 2017; Al-Shargabi et al.,

2018; Campbell et al., 2018)

It is thus essential to know how ANS develops during
pregnancy and after birth, and how HRV changes as a result, in
order to make efficient use of HRV as an assessment tool.

The ANS Development and Its
Relationship With HRV

Fetal cardiac activity is usually measured through
cardiotocography (CTG), which can monitor fetal HR via
ultrasound waves (Ayres-de-Campos and Bernardes, 2010).
Although able to detect HR accelerations and decelerations, this
tool poorly discriminates QRS complexes and is unsuitable to
measure fetal HRV (fHRV), especially short-term HRV (Van
Leeuwen et al., 2014). Therefore, in the last 20 years, researchers
have relied on fetal magnetocardiography (fMCG) and ECG
(fECG) to monitor fHRV and assess its correlation with ANS
development (Hoyer et al., 2013, 2015).

fECG and fMCG use electrophysiological mechanisms to
monitor cardiac activity and better discriminate QRS complexes
(Hoyer et al., 2017). fMCG, which is obtained through the
spatiotemporal measurement of the heart-related magnetic field,
allows a stable and precise HRV assessment during the second

and third pregnancy trimesters. However, fMCG is available
in a few centers worldwide due to its high cost (Hoyer et al,
2017). fECG can be obtained through electrodes placed on
the mother’s abdomen (Hoyer et al, 2017) or directly on
the fetal cranium during labor (Warmerdam et al, 2016).
fECG performs less accurate measurement and, between 28
and 32 weeks gestational age (GA), is less reliable since
the fetus is almost entirely covered by the vernix caseosa,
which isolates the fetus hindering the recording (Hoyer
et al,, 2017). Besides, fECG shows a considerable signal loss
(30 + 24%) with 3.6 = 1.7 gaps/min, which limits short-
term and entropy-related HRV metrics measurements. As a
result, fECG shows higher values for these metrics than fMCG
(Van Leeuwen et al., 2014).

Using fMCG, Hoyer and colleagues defined the fetal
autonomic brain age score (fABAS) (Table 2), which derives
from a multivariate analysis of five different metrics—amplitude,
gMSE(3), skewness, pNN5, and VLF/LF—and managed to assess
ANS development from the 22nd week GA (Hoyer et al,
2013, 2015). Other authors have then proposed to add other
metrics to fABAS to define more complete and precise models
(Schmidt et al., 2018).
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Applying regression models on metrics grouped in short-
term and long-term amplitude fluctuations (AMP), complexity
(COMP) and pattern categories, Hoyer et al. found that
ACstl, STV, MSE4, and skewness were the metrics that
best correlated with fetal maturation (Hoyer et al, 2019).
During the third trimester, AMP, COMP, and pattern metrics
increase, although with different timing (Hoyer et al., 2019),
together with sympathetic and parasympathetic modulations.
The baseline HR also becomes more regular and with a more
stable rhythm (Schneider et al., 2018). As GA increases, even
linear metrics—RMSSD, SDNN, LE and HF—rise as well.
These changes indicate the ANS development and better fetal
regulatory capacities (Hoyer et al.,, 2009; Cardoso et al., 2017;
Aye et al,, 2018).

To achieve an optimal maturation, the ANS, in particular the
PNS, needs 37 weeks GA (Patural et al., 2019): indeed, preterm
newborns show a sympathetic predominance (Yiallourou
et al, 2012). The PNS begins to develop during the first
trimester, when the lateral hypothalamus differentiates and
the vagus nerve myelination increases (Koutcherov et al,
2003; Cheng et al., 2004). From the 32nd week GA, the
vagus nerve regulatory activity increases with the appearance
of the baroreflex mechanisms and the respiratory sinus
arrhythmia (RSA)—the capacity of HR regulation based on
respiratory rate. Meanwhile, fetal movements and HR increase
indicate a rise in the SNS activity (DiPietro et al., 1996). The
ANS regulatory function, especially the parasympathetic,
develops until birth when the ANS has to react to the new
environmental conditions by adapting the cardiovascular
and respiratory systems during the fetal-neonatal transition
(Mulkey and du Plessis, 2018).

At birth, the ANS shows a slight sympathetic predominance—
high LF and low HF—, but in the first 24 h after birth,
several metrics (e.g., HR, SDNN, CSI, HFn, LFn, TP, SD2, HRV
Index, and Parseval Index) change significantly (Oliveira et al,,
2019b). In particular, during the first 12 h, the PNS gradually
begins to take over, as shown by the LF/HF ratio reduction
(Patural et al., 2019).

During the first days and weeks of life, both preterm and term
newborns show an increase in RMSSD, SDNN, and HF, although
preterm newborns show lower HRV than term ones at the same
postmenstrual age: they display lower values of RMSSD, LE, and
HF and a higher LF/HF ratio, which likely reflect an ANS that
needs more time to mature (Lucchini et al., 2016; Cardoso et al.,
2017; Aye et al., 2018).

The ANS, in particular the PNS, continues to develop
during the first 2 years of life considerably: indeed, every time,
frequency, geometric, and non-linear metric tend to increase
(Patural et al., 2019).

Since many HRV metrics change during the ANS
development, several authors investigated if specific
correlations could be established between those changes
and the fetal health status.

According to Hoyer et al. (2019), some AMP and COMP
metrics correlate with maternal lifestyle (smoking and physical
activity), intrauterine growth restriction (IUGR), and gestational
diabetes. Despite the maternal and fetal circulation being

distinct systems, HRV fluctuations could represent a coupling
mechanism between the two: indeed, maternal HR, TP, and
HF correlate with some fHRV metrics, especially during active
sleep and when GA > 32 weeks. In particular, maternal
HR correlates positively with fHR and negatively with fHRV
(Zollkau et al., 2019).

A different approach based on coupling maternal and
fetal HR through phase rectified signal averaging (PRSA)
analysis found a correlation between the two HRs, but only
for stressed mothers (Lobmaier et al., 2020). A correlation
between some fHRV metrics and maternal TP and RMSSD was
also found in normotensive mothers, whereas in preeclamptic
pregnancies, there was no correlation despite substantial
reduction in both maternal HRV (SDNN, RMSSD, pNN50,
TP, VLE LE HF) and fHRV metrics (SDNN, RMSSD,
pNN50, TP, VLE LE HE STV, LTV, N° of accelerations)
(Lakhno, 2017).

During labor, although uterine contractions may alter fHRV
recording, fetal scalp electrode (FSE) can measure fHRV with
adequate precision and give more accurate information about
fetal distress than traditional CTG, thus better discriminating
between healthy fetuses and those with acidosis (Gongalves
et al, 2006; van Laar et al., 2010, 2011; Spilka et al., 2012;
Abry et al, 2013; Georgieva et al,, 2013). pH levels during
labor were correlated with both linear (Gongalves et al,
2006; van Laar et al., 2010) and non-linear fHRV metrics (Li
et al., 2005; Ferrario et al.,, 2006; Abry et al., 2013; Chudacek
et al, 2014; Signorini et al, 2014), and the combination of
linear and non-linear metrics seemed to detect acidosis more
precisely than the two types of metrics alone (Spilka et al,
2012; Warmerdam et al., 2018). In addition to FSE, trans-
abdominal fECG with a sampling frequency of 900 Hz—
way higher than the frequency of 4 Hz used for CTG—may
efficiently measure fHRV during labor and predict neonatal
pH level and acid-base balance, especially through CIMVA
(Frasch et al., 2014; Li et al., 2015). These results are of great
significance since acid-base imbalance can be correlated to brain
neuroinflammation and, therefore, to the risk of developing brain
injury (Xu et al., 2014).

Together with continuous fHRV assessment, the selective
measurement and comparison among the fHRV metrics
obtained during labor contractions and the ones obtained
between successive contractions managed to better detect fetal
distress (Warmerdam et al, 2018). Several fHRV metrics
increased during contractions and decreased during rest periods
(Romano et al, 2006; Cesarelli et al., 2010; Warmerdam
et al, 2016), and this variability was lower in fetuses
with acidosis than in healthy ones, pointing at a lower
cardiovascular adaptation capacity (Warmerdam et al., 2016).
Entropy metrics, such as SampEn and ApEn, could also detect
fetal distress from the 30th week GA (Ferrario et al., 2006).
These two metrics, together with time-domain, complexity
(e.g., Lempel Ziv complexity), and PRSA-derived ones, could
also distinguish between fetuses with and without TUGR
(Signorini et al., 2014).

Non-linear metrics could explain why male fetuses show
higher HRV than female but are at higher risk of comorbidity
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(DiPietro and Voegtline, 2017): while linear metrics are higher
in male newborns, non-linear metrics that evaluate entropy are
higher in female newborns (Gongalves et al., 2017; Spyridou
etal., 2018). Moreover, non-linear metrics, such as ApEn or MSE,
could describe better than linear metrics the ANS development
that happens around the last weeks of gestation, when the fetus
prepares for birth (Spyridou et al., 2018).

Interesting results came also from animal models of fetal
inflammation. Studies on models of hypoxic-ischemic events
in ovine fetuses showed that many fHRV metrics changed in
the hours after the event: VLF decreased, whereas SampEn, HF,
and RMSSD increased (Frasch et al., 2016; Kasai et al., 2019).
Besides, the rise in RMSSD correlated positively with interleukin
(IL)-1B levels (Frasch et al., 2016), whereas lipopolysaccharides
administration showed that multidimensional fHRV metrics (i.e.,
both linear and non-linear) could predict the fetal inflammatory
response (Durosier et al., 2015; Herry et al., 2016).

In an ovine model of repetitive umbilical cord occlusions,
PRSA applied to fHRV detected hypoxic events and distinguished
between mild, moderate, and severe hypoxia—acidemia (Rivolta
et al., 2014). This result was deepened in another study where
an ML algorithm based on RMSSD time series sampled
at 1,000 Hz was developed: after 2 h of training with the
individual fHRV during labor, the algorithm predicted fetal
cardiovascular decompensation with 92% sensitivity, 86%
accuracy, and 92% precision. When using 4 Hz CTG, the
algorithm showed a 67% sensitivity, 14% accuracy, and
18% precision—that is, sample frequency really matters
(Gold et al., 2019).

fHRV assessment could thus give precious information
both on the physiological fetal maturation and on the
occurrence of pathologies that, whenever left unresolved,
are able to induce lifelong complications (Hoyer et al,
2017; Frasch, 2018). Assessing HRV in newborns and
infants could, thus, greatly improve neonatal care (Kumar
et al., 2020). Therefore, a discussion is required about the
technology used to measure HRV in newborns and infants
and about the physiological or environmental factors that
could influence HRV.

A TECHNOLOGICAL ANALYSIS TO
EFFICIENTLY MONITOR AND USE HRV

The Current NICU Monitoring

Instruments

The NICU incubators are closed devices equipped with advanced
devices to monitor the newborn’s conditions. In essence, they
guarantee a clean and controlled environment concerning
temperature, humidity, and even mechanical noise and light.
They monitor vital signs through sensors and electrodes placed
on the babies (Rajalakshmi et al., 2019).

The foremost vital signs—temperature, blood pressure, pulse
frequency, HR, and SpOj—are measured through monitors
for the control of pressure, cardiorespiratory system, skin
temperature, and carbon dioxide and oxygen concentrations;

pulse oximetry; and mechanical ventilator. In the case of
anomalies, an alarm alerts the NICU staff to intervene promptly
(Rajalakshmi et al., 2019).

ECG represents the gold standard to monitor HR calculated
through the RR interval (Phillipos et al.,, 2016; Alonzo et al,
2018). Pulse oximetry can instead measure HR through the
pulse rate, but its usefulness is debated: evaluating pulse rate is
difficult when peripheral tissue perfusion is reduced (Mizumoto
etal., 2012), and the measurement is sensitive to motion artifacts
(Sahni et al., 2003).

Pulse oximetry performs a simple, non-invasive, and accurate
SpO, measurement to evaluate the risk of hypoxia and/or
hyperoxemia, the appropriateness of the oxygen administered to
the newborn, and the presence of ductal dependent congenital
cardiac diseases (Stenson, 2016; Kumar et al., 2020). Pulse
oximetry, however, struggles to detect hyperoxemia when
SpO3 > 94% (Hay, 1987).

Blood pressure (influenced by cardiac output and peripheral
vascular resistance) can be measured through an external
cuff, which, however, can underestimate it in hypotensive or
pathological preterm newborns (Cunningham et al, 1999).
A peripheral arterial catheter can continuously monitor
blood pressure, although it can induce severe cardiovascular
complications (Werther et al., 2018).

The respiratory rate is calculated through two electrodes
placed on the thorax and the abdomen that measure the thoracic
impedance changes. Plethysmography gives a more reliable
measure but requires a higher number of thoracic electrodes
(Weese-Mayer et al., 2000).

Temperature is continuously monitored because preterm
newborns struggle to regulate it and can suffer from hypothermia.
Incubators can assess the newborn’s temperature through skin
sensors and probes or infrared thermography, which has the
advantage of being contactless and non-invasive, and may
adapt the environmental temperature to the newborn’s skin
temperature (Verklan and Walden, 2014). Due to the sensitive
skin of newborns, cutaneous sensors could create stress and even
damage the skin (Topalidou et al., 2019).

Despite continuous monitoring to assure high care standards,
much of this collected information remains unused. This
situation is worth noting since integrating these vital signs could
improve the predictive power of the NICU monitors and better
help reduce infants’ mortality (Sullivan et al., 2018; Joshi et al.,
2020; Kumar et al., 2020).

Besides monitoring the infant’s clinical condition,
incorporating the infant’s history would also be of the utmost
importance. Information about the baby’s fetal health, labor,
and past adverse events (e.g., brain injuries) could augment the
interpretation of the aforementioned vital signs. In fact, different
pathologies in different babies could induce similar alterations in
vital signs, and the knowledge of the infant’s history could help
recognize what is happening (Kumar et al., 2020).

In this difficult task, NICU monitors based on ML algorithms
could be useful for clinicians: integrating the infant’s past
and present data, they could discriminate among the several
pathologies that could affect the infant, thus pointing at the
best preventive and therapeutic strategy. ML algorithms have
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already helped in predicting the risk of various conditions (e.g.,
cerebral hemorrhage and hyperbilirubinemia) and in reducing
false alarms, thus improving neonatal care (Daunhawer et al.,
2019; Malacova et al., 2020; Ostojic et al., 2020; Turova et al., 2020;
Vassar et al., 2020).

The Current State of HRV Assessment

and Limitations

The gold standard to evaluate HRV consists of specific
calculations on the electrocardiographic HR registrations (time
elapsed between two adjacent R peaks) in term and preterm
newborns (Kevat et al., 2017).

However, ECG does not seem to be always used properly,
and as a consequence, HRV measurement may suffer from
methodological issues: for instance, the NICU tools used to
monitor HR may have a low sampling frequency (<200 Hz),
making the HRV analysis unreliable under several circumstances
(e.g., patients with low RR variability due to heart failure), in
particular for frequency and non-linear metrics. Some authors
indeed advised to use a sampling frequency of at least 500 Hz
(Laborde et al., 2017; Shaffer and Ginsberg, 2017). Moreover,
in the research field, there is the tendency to use proprietary
software without specifying the exact algorithms used to extract
the HRV parameters and, thus, limiting the usefulness of the
results (Heathers, 2012; Pagani et al., 2012).

Particularly interesting is the case of the frequency-domain
metrics, LF and HF. Despite being widely used, the frequency
threshold of 0.15 Hz is used to discriminate between them in
adults derived from animals, and it seems that it has never been
validated in humans (Hayano and Yuda, 2019). Therefore, the
frequency-domain metrics could be biased from the beginning:
this could be a reason why LF and HF do not reflect a specific
physiologic function, but the interaction between PNS, SNS, and
respiratory activity (Hayano and Yuda, 2019). Moreover, not all
studies on newborns use the same thresholds for discriminating
between LF and HF (Andersen et al., 2019).

Among the several HRV metrics (Table 1), few of them have
been validated (Table 2; Shaffer and Ginsberg, 2017; Hayano and
Yuda, 2019), especially in newborns and infants (Cardoso et al.,
2017; Oliveira et al., 2019b). For several metrics, their significance
can also change according to the measurement duration: short
(about 5 min) or long term (until 24 h) (Pernice et al., 2019b).

Therefore, standardizing how researchers and clinicians
should monitor HRV and calculate their metrics is essential.
A uniform methodology could also help in defining normative
HRYV values for infants (stratified for their age and other fetal
development characteristics)—during the years, several studies
attempted to fill this gap (Clairambault et al., 1992; Eiselt et al.,
1993; Spassov et al., 1994; Cardoso et al., 2017; Schneider et al.,
2018; Oliveira et al., 2019b; Patural et al., 2019; Shuffrey et al,,
2019)—to promptly recognize even deadly complications, but
results are still controversial.

As with the integration of the baby’s vital signs and history,
clinicians could rely on ML and AI to overcome this difficulty.
ML could both define normative HRV values for single or
complex metrics and even create models able to predict how

the newborn’s condition will evolve based on big-data analysis
(Fairchild and Aschner, 2012; Kumar et al., 2020). Indeed, in
several research fields including neonatology, neurology, and
cardiology, advanced ML is being successfully used to detect
specific pathophysiological characteristics (Fraser, 2017; Pinaya
etal., 2019; Tu et al., 2020; Turova et al., 2020; Vassar et al., 2020).

The Use of PPG to Measure HRV as an

Alternative to ECG

In the last years, a new methodology that uses PPG has been
applied to measure the peripheral pulse rate variability (PRV)
through sensors placed on the fingers (Blackford et al., 2016; Choi
and Shin, 2017). The growing interest toward PPG rests on its
simplicity, low-cost, safety, and minimal invasiveness and on its
capacity to assess signs, such as oxygen saturation, and to extract
cardiorespiratory parameters (Pernice et al., 2018, 2019a; Singh
etal., 2018).

PPG is an optical measurement technology used to detect
blood volume changes in peripheral capillaries. It needs a light
source and a photodetector that can measure the light intensity
variations related to the capillary perfusion changes. PPG is used
in physiological and clinical research to measure blood pressure
variability (McDuft et al., 2018; Pernice et al., 2018, 2019b).

The absence of electrodes helps reduce the newborn’s stress
and pain. It may also decrease the risk of limb ischemia and
skin lesions due to electrode-related irritation and, thus, the
risk of skin infections with subsequent use of antibiotics and
disinfectants, which can alter the cerebral pressure and perfusion
when inhaled (Blanik et al., 2016; Zhao et al., 2016; Cobos-Torres
et al., 2018). ECG alternatives to monitor HRV are paramount
since, due to altered evaporation of body water, electrodes on
large skin areas may influence the balance between heat and
water in preterm newborns who weigh less than 1,000 g (Blanik
etal., 2016). Avoiding electrodes would also reduce the workload
of NICU professionals since they might avoid controlling the
correct positioning of patches (Cobos-Torres et al., 2018).

From a PPG signal, a PRV time series can be registered
and analyzed similarly to HRV (Pernice et al., 2018). However,
HRV and PRV are different: HRV is calculated from the
cardiac electrical activity, whereas PRV from the mechanics of
pulsatile blood. PPG and ECG also show different waveforms:
they are differently influenced by the sampling frequency
(Choi and Shin, 2017).

PPG recording is affected by physiological factors related
to the pulse wave transmission along the vascular bed and by
measurement errors, such as artifacts due to movements. In the
last years, several authors have attempted to reduce or eliminate
these errors that can make PRV and HRV disagree (Pernice et al.,
2019b). The PRV analysis should also use a correct sampling
frequency to obtain measurements concordant with ECG (Choi
and Shin, 2017; Hejjel, 2017).

Some authors found that, for several metrics (SDNN, SDSD,
RMSSD, NN50, pNN50, TP, HE, LF/HF, LFn, and HFn), a
frequency as low as 25 Hz could give comparable results to
those obtained with a 10 kHz-sampled ECG in healthy subjects
(Choi and Shin, 2017). However, very low sample frequency
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could not correctly detect the effect of vagal modulation on
HRV/PRV (as it is associated with high frequency), making
frequency and non-linear metrics unreliable—time-domain
metrics appear instead to be more robust (Choi and Shin,
2017; Béres et al., 2019). Notwithstanding this, other studies
used a sample frequency of 200 Hz obtaining reliable results
(Sun et al, 2012; Elgendi et al., 2016). Thus it can be argued
that the above-mentioned recommendations for ECG could also
be valid for PPG.

Most studies consider PRV and HRV to be exchangeable
(Blackford et al., 2016; Pernice et al., 2018; Singh et al., 2018),
although sometimes different measurements were detected when
people (mostly adults) were under postural (45° head-up tilt test)
or mental (arithmetic test) stress, especially for RMSSD, LE, HE,
and LF/HF (Pernice et al., 2019b).

In the context of NICU, PPG provides accurate data in
addition to the ease of use. A recent study showed that,
through specific algorithms, PPG could detect the movement
artifacts, remove them from the recordings, and use them to
evaluate the onset and duration of the newborn’s movements:
this measurement could help assess the motor development and
even the cognitive growth related to motor control (Zuzarte
et al., 2019). These elements could favor the use of PPG over
other devices. However, some studies showed lack of sufficient
data sampling to perform adequate statistical analysis, calling,
therefore, for more robust data collection (Kevat et al., 2017;
Henry et al., 2020).

In the last years, non-contact video-photoplethysmography
(VPPG) has been introduced: a non-invasive optical technology
able to remotely detect the blood volume changes, using natural
light. A digital camera measures the little cutaneous light
intensity changes, which derive from the cardiovascular rhythm
of the skin blood perfusion (Blanik et al., 2016; Valenza et al.,
2018). vPPG could accurately monitor the newborn’s movements
(Cobos-Torres et al., 2018) and even help prevent sudden infant
death syndrome (SIDS) (Zhao et al., 2016).

Since HR tends to significantly decrease over minutes or hours
before SIDS occurrence, a technology that could continuously
monitor HR, in particular, during night-time or with low
ambient light—SIDS happens especially in these conditions—
could efficiently prevent SIDS. Using specific algorithms, vPPG
seems to make accurate HR measurements during night-time;
besides, since VPPG does not rely on skin sensors, it could
avoid fatal errors linked to their detachment due to the baby’s
movements (Zhao et al., 2016).

From the available evidence on newborns and adults, vPPG
and ECG would seem to agree in the detection of HR and
several HRV metrics (e.g., LE, HE, SDNN, SampEn, and Lyapunov
exponent): the statistical analyses (e.g., Bland—Altman tests and
Pearson’s r) showed high correlations, and the measurement
errors between the two technologies were similar to those
between ECG and other technologies, such as pulse oximeter
(Blanik et al., 2014; Villarroel et al., 2014; Blackford et al., 2016;
Valenza et al., 2018). Other studies found vPPG and PPG to
give similar measurements in the assessment of HR, LE and
HEF: since PPG is usually considered as reliable as ECG, the
authors inferred that vPPG could also agree with ECG (Sun et al.,

2012; Aarts et al., 2013; McDuff et al., 2014; Paul et al., 2020).
However, more studies on newborns are needed to improve vPPG
and to better evaluate its usefulness (Cobos-Torres et al., 2018;
Valenza et al., 2018).

Before proceeding further, we briefly mention ballistography
(BSG), another contactless and unobtrusive technology that
could help HRV assessment. BSG can detect the mechanical
forces exerted by the body, including body movements,
breathing motion, and heartbeat, through sensors placed in the
bedding or mattress under the infants body or even in the
incubator rack. From the mechanical signals recorded by the
sensors (e.g., including electromechanical film sensors, load-
cells, and accelerometers), BSG successfully extrapolated reliable
respiratory waveforms and HR recordings in preterm newborns
(Nukaya et al., 2014; Lee et al., 2016; Joshi et al., 2018, 2019a).
While in neonatology, BSG represents a new technology that
should be improved to optimally and precisely detect the
weak forces of the baby’s body; in adults, BSG gave reliable
HRV measurements as compared with ECG (Shin et al,, 2011;
Wang et al., 2015).

Factors That Can Alter HRV Assessment

To optimally use HRV, NICU professionals must be aware there
are factors that can influence HRV recording, including the sleep
stage, the infant’s position, and the NICU/incubator environment
(De Jonckheere and Storme, 2019; Weber and Harrison, 2019).

HRV in newborns is often measured during sleep, which
shows two main stages: the quiet sleep (QS), characterized by
the absence of movements and slow rhythmic breathing, and the
active sleep (AS), characterized by myoclonic twitching, facial,
eye, and head movements, and irregular heart and breath rates
(Walusinski, 2006; Dereymaeker et al., 2017).

AS and QS show, respectively, a sympathetic and a
parasympathetic predominance (Frasch et al., 2007; Yiallourou
et al., 2012), with HRV metrics, such as SDNN, LF/HE LE and
TP higher in AS than in QS. Sometimes, parasympathetic-related
metrics were found to be higher during AS than QS (although by
a lower degree than the sympathetic-related metrics), maybe to
balance the sympathetic activity (Yiallourou et al., 2012; Stéphan-
Blanchard et al., 2013; Fyfe et al, 2015; Thiriez et al., 2015;
Schneider et al., 2018).

If this were the case, altered parasympathetic-related metrics
during AS could reveal that the vagal system and the ANS still
have to fully develop (Yiallourou et al., 2012). An immature
PNS may, thus, fail to balance the SNS and the hypothalamic-
pituitary-adrenal axis activity under stressful conditions, thus
increasing the risk of sepsis, necrotizing enterocolitis (NEC), or
even SIDS (Yiallourou et al., 2012; Stone et al., 2013; Sullivan
etal., 2014; Mulkey et al., 2018).

Indeed, healthy newborns show an increase in several metrics
during a head-up tilt test, thus recruiting both ANS branches
to counter the hypotensive stressor (Yiallourou et al., 2012).
Besides, newborns who later displayed abnormalities, such as
altered neurological development (i.e., cerebral palsy, language
or mental retardation, vision or hearing disability, or attention
disorders) showed altered HRV (lower total and non-harmonic
power) just during AS (Thiriez et al., 2015).
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Although the studies do not perfectly agree (Fyfe et al., 2015),
the prone position correlates with lower SDRR and RMSSD
(Galland et al., 2006; Lucchini et al., 2016) and also lower
sympathetic tone measured through LF and TP (Jean-Louis et al.,
2004): these results could indicate an altered ANS response,
possibly clarifying the higher risk of SIDS during prone sleep
(Elhaik, 2016). The side position seems to stabilize HR and
prevent oxygen desaturation during feeding in newborns with
GA < 34 weeks (Thoyre et al., 2012), although a recent study
failed to find the same results (Raczynska and Gulczynska, 2019).

Concerning the NICU environment, temperature, light,
and noise could be a significant source of stress that
can affect infants HRV (De Jonckheere and Storme, 2019;
Weber and Harrison, 2019).

Warm incubators correlated with higher HR, lower
parasympathetic activity, HE and shorter RR intervals (Franco
etal., 2000). When the incubator temperature was 2°C lower than
the newborn’s skin temperature, the parasympathetic-related
metric RMSSD increased in all sleep stages, together with SDNN
and HE whereas the sympathetic-related metric CSI decreased;
the opposite findings were obtained when the incubator was
2°C warmer (Stéphan-Blanchard et al., 2013). Therapeutic
hypothermia in case of hypoxic-ischemic encephalopathy
(HIE) could induce an increase in LF, root mean square
from detrended fluctuation analysis, which describes short-
term fluctuations (RMSg), root mean square from detrended
fluctuation analysis, which describes long-term fluctuations
(RMSy), and DFA ag (Massaro et al., 2017). Extreme variations
of environmental or core temperature in both directions can,
lastly, destabilize the ANS (as revealed by HRV alteration)
and induce possible complications (Fox and Matthews, 1989;
Mowery et al., 2011).

Light and sound can alter the newborn’s cardiorespiratory
functions, increase stress level (Williams et al., 2009; Ozawa et al.,
2010; Weber and Harrison, 2019), and modify HRV. Reducing
light exposure through eye-mask and covering incubators/cribs
can induce a QS with a stable respiratory rate (Shiroiwa
et al., 1986; Venkataraman et al., 2018). For sound regulation,
positive stimuli, such as human voice, rather than forcefully
excluding stressful events, may represent a better option (Weber
and Harrison, 2019). The use of tools, such as earmuffs,
showed ambiguous results: some studies revealed higher oxygen
saturation and quieter sleep, whereas other studies proved higher
stress and lower HF (Zahr and de Traversay, 1995; Aita et al.,
2013; Almadhoob and Ohlsson, 2020).

The incubator can influence newborns’ HRV also through the
emission of electromagnetic fields, which indeed correlate with
adverse health consequences in infancy (Li et al., 2012). When
the incubator power is turned on, LF/HF increases, whereas HF
decreases (Bellieni et al., 2008). Positioning the newborn as far
away as possible from the incubator power can limit and reverse
these effects (Bellieni et al., 2008; Passi et al., 2017).

From the HeRO experience, we also know that some
drugs (i.e, dexamethasone, paralytics, anesthetics, and
anticholinergics), surgery, and initiation of mechanical
ventilation can significantly alter various HRV metrics (Fairchild
and O’Shea, 2010; Fairchild, 2013).

If all these factors can impact HRV, thereby biasing its
measurement, a real-time monitor could overcome these biases
by recording how HRV changes before, during, and after
the occurrence of these factors. Again, ML algorithms could
help cope with these confounding factors: by weighting and
integrating their effects, such technology could help reduce false
alarms, exactly as those algorithms that can detect artifacts due to
baby’s movements (Ostojic et al., 2020).

The Clinical Usefulness of Real-Time

HRV to Monitor Newborns
As with HR and SpO,, HRV could be monitored in real-time to
provide information about the infants current conditions.

Real-time HRV helped identify stress-related behaviors, which
are difficult to visually recognize: for example, LF increased
during stress behaviors, whereas HF increased with self-consoling
behaviors (Gardner et al., 2018). Moreover, real-time HRV
monitoring—as revealed by changes in short- and long-term
metrics, such as RMSSD, LF/HF, SampEn, and DFA al (but
also SDNN, LE HE SD1, SD2, ApEn, and DFA «2) or in the
newborn infant parasympathetic evaluation (NIPE)—correlated
with nociceptive events, such as heel stick (Weissman et al., 2012;
Butruille et al., 2015).

Derived from short-term HRV metrics related to PNS and
reflecting HFn variations, the NIPE aims to assess in real-
time the level of the newborn’s comfort and nociception
(Butruille et al., 2015). Although it failed to correlate with
pain scales measuring acute neonatal pain (Cremillieux et al,
2018) and with hemodynamic change following endotracheal
intubation in children aged 1-24 months (Zhang et al., 2019),
the NIPE succeeded in evaluating prolonged neonatal pain
(Buyuktiryaki et al., 2018) and the balance between nociception
and antinociception (Weber et al., 2019; Zhang et al., 2019).

Studies that continuously recorded HRV for more than 24 h,
or that reviewed those recordings if available, led to discovering
that HRV alteration can precede adverse outcomes even by 24 h
(Griffin and Moorman, 2001; Stone et al., 2013; Kumar et al,,
2020). Many of the studies about the predictive power of real-
time HRV, in particular, in case of infections, relied on the HeRO
monitor (Andersen et al., 2019; Kumar et al., 2020). The NIPE
technology represents another attempt of introducing real-time
HRV monitoring in NICUs, but it needs further evidence (Weber
et al,, 2019; Zhang et al., 2019).

It was revealed that HRV measured with the HRC index
decreased 6 h before medical NEC and even 16 h before surgical
NEGC, thus also indicating the severity of the newborn’s condition
(Stone et al., 2013). Abnormal heart rate characteristics (HRC)
correlated with a several-fold increase in the risk of sepsis, urinary
tract infections, and death in the day and week next to alteration
(Grifhin et al., 2005), and it could also precede the occurrence of
SIDS (Zhao et al., 2016). In infants aged 28-35 weeks, low HF
(less than 4.68 ms?) was found to correlate with the incidence of
NEC stage 24 (Doheny et al., 2014).

In a recent study, HRV combined with respiratory variability
analysis changed significantly during the 24 h before the diagnosis
of late-onset sepsis, especially in the last 6 h where real-time
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monitoring showed signals of cardiorespiratory instability. The
reduction in RMSSD, accompanied by a decrease in average
acceleration response (AAR, a robust index evaluating the heart
capacity to increase its rhythm) and an increase in respiratory
variability-related ApEn, predicted late-onset sepsis the most
(Joshi et al., 2020).

The HeRO monitor, allowing NICU professionals to
continuously observe the HR characteristics variation, reduced
relative mortality due to sepsis even more than 20% (Fairchild,
2013; Kumar et al., 2020), especially when birth weight was lower
than 1,000 g (Moorman et al., 2011).

A system that assesses real-time HRV can thus have significant
clinical implications. Such a system could display both short-
and long-term HRV metrics, thus augmenting HRV predictive
usefulness (Voss et al., 2013) and overcoming the limits of short-
time metrics, which are highly sensitive to artifacts (Stapelberg
et al., 2017). Due to being non-invasive, real-time HRV would
also be preferable to other assessment procedures that can
cause discomfort to newborns and take time to be performed
(De Jonckheere and Storme, 2019).

However, what could be the best way to make HRV an
innovative tool that could augment the newborn’s management?

THE FUTURE PERSPECTIVES FOR THE
CLINICAL USE OF HRV IN THE NICU

Technological Innovation to Monitor HRV
in Real-Time

HRV monitoring is more accessible and less
than other diagnostic and predicting methods, such as

invasive

blood sampling for measuring inflammatory cytokines
and predicting sepsis (Fairchild, 2013). Real-time HRV
monitoring could, thus, represent a significant step

forward to improve baby care, especially when clinical
decision-making is based on the sole experience of NICU
professionals (Mowery et al., 2011; Oliveira et al, 2019a;
Weber and Harrison, 2019).

Relying upon the instruments already present in NICUs is
paramount (Rajalakshmi et al., 2019); in particular, due to the
advantages over ECG, PPG could be the instrument to choose,
although PPG-based computation can suffer from precision
issues compared with ECG-based computation (Kevat et al.,
2017; Pernice et al., 2019b; Henry et al., 2020).

For the sake of simplicity and for attracting clinicians to the
use of HRV (King, 2020), the first step could be introducing in
NICUs a PRV/HRV monitor that shows a single metric able to
correlate with the infants’ clinical conditions or development.
Although the literature shows that the combination of more
metrics can perform better than the use of single metrics (as
detailed in previous sections), the literature also shows that
single metrics can display good performance (more details in
the next sections).

In infants, RMSSD correlated with several outcomes in
both the short and the long term: ANS stage of development
in the case of prematurity (Hoyer et al.,, 2009; Lucchini et al.,

2016; Aye et al, 2018; Schneider et al, 2018), late-onset
sepsis (Joshi et al, 2020), extubation success (Latremouille
et al, 2018), recovering after admission in intensive care
units (Marsillio et al, 2019), pain behavior (Weissman
et al, 2012), short-term neurological development when
measured during low blood pressure episodes (Semenova
et al, 2018), and later neurological development at 2 years
(Dimitrijevi¢ et al., 2016). RMSSD showed also to change
according to the incubator temperature, thus revealing how
infants HRV changes due to environmental temperature
(Stéphan-Blanchard et al., 2013).

RMSSD seems a reliable index of HRV modulation by vagal
activity (Shaffer and Ginsberg, 2017) and has good statistical
properties (Task Force of the European Society of Cardiology
the North American Society of Pacing Electrophysiology, 1996),
and in adult studies, it was associated with adult health more
than immune, inflammatory, and metabolic blood markers
(Jarczok et al., 2015).

The good relationship with vagal activity makes RMSSD
particularly interesting for neonatologists, for three main reasons:
(a) the PNS develops during the last weeks of gestation—when
preterm birth can occur—and after birth (Schneider et al., 2018;
Patural et al., 2019), (b) the PNS activity correlates with the
infants conditions and development (Mulkey and du Plessis,
2019), and (c) since vagal activity correlates positively with
inflammation regulation (Fairchild and O’Shea, 2010), RMSSD
could help detect newborn’s inflammation (as shown in animal
fetuses, Frasch et al, 2016). The relation of RMSSD with
vagal-related HRV modulation could help clinician in easily
interpreting RMSSD changes: the lower the RMSSD, the lower
the modulation by the vagal activity, and thus, the worse the
infant’s conditions.

As a time-domain metric, RMSSD has the advantage over
frequency-domain metrics of being a more “direct” measure:
RMSSD is obtained by merely calculating the root mean square
value of successive time differences between heartbeats (Shaffer
and Ginsberg, 2017). Hence, it does not suffer from the
conceptual biases that could arise with frequency-domain metrics
due to choosing a frequency threshold not validated in humans
(Hayano and Yuda, 2019).

Therefore, the NICU real-time monitor could report RMSSD
tracking in the previous 24 h, 4-5 min, and also 10-30 s—
ultra-short RMSSD recordings are as reliable as short ones
(Munoz et al., 2015). The monitor could be equipped with
an alarm that activates when the actual RMSSD value changes
over a threshold from the newborn’s past mean value. The
alarm could activate when RMSSD decreases—lower modulation
by vagal activity and, thus, risk of worse outcomes—but
also when it rises significantly. For instance, an increase
in RMSSD could represent pathological conditions, such as
severe unconjugated hyperbilirubinemia (in association with low
minimum HR) (Ozdemir et al.,, 2018), or the occurrence of an
antenatal/intrapartum hypoxia—ischemia that could lead to brain
injury (Frasch, 2018; Yamaguchi et al., 2018).

To make HRV a gold standard, however, there is the need to
deepen the knowledge about RMSSD or any other metric: more
robust studies on larger samples are needed (Stéphan-Blanchard

Frontiers in Neuroscience | www.frontiersin.org

September 2020 | Volume 14 | Article 561186


https://www.frontiersin.org/journals/neuroscience
https://www.frontiersin.org/
https://www.frontiersin.org/journals/neuroscience#articles

Chiera et al.

HRV and Neonatology: A Review

etal., 2013; De Jonckheere and Storme, 2019) as studies still show
contradictory findings that merit careful analysis (Wang et al.,
2016; Joshi et al., 2020).

A further crucial step is to integrate HRV signals with other
vital signs, such as SpO, and blood pressure, to improve its
predictive power and reduce mortality (Sullivan et al., 2018;
Kumar et al., 2020). Even further is the integration of information
about the infant’s gestation, labor, and perinatal period is
essential: since NICU professionals have to deal with complex
pathologies, including SIDS (Siren, 2017), technological tools
that can elaborate all these types of information could become
paramount to improve clinical care (Hemphill et al., 2011).

Therefore, in parallel with introducing a real-time HRV
monitoring system, there might be the possibility to start using
the tools already present in NICUs to collect a large amount of
data about all the babies’ vital signs (Kumar et al., 2020). This
data could then be analyzed by ML algorithms, whose results
the bedside monitors would display as one or more metrics,
graphs, or models (Bravi et al,, 2011; Hemphill et al, 2011;
Seely et al,, 2011).

Indeed, several fields in medicine share this need of collecting
and using a large amount of data to improve patient care. An
example is the neurocritical care where, as any other intensive
care unit, “extreme complexity reigns”: continuous multimodal
monitoring is vital to guide an efficient decision-making process
with the purpose of preventing complications and warranting
survival, especially in case of emergency (Hemphill et al., 2011;
Lara and Piittgen, 2018).

However, this means revolutionizing the NICU itself. First,
the data must be stored and automatically controlled for
artifacts. Then, all the medical devices have to communicate
and to be synchronized with each other to assure the collected
data are coherent; they could also connect to a central
computer/hub that autonomously synchronizes the data process.
Synchronization is essential: otherwise, data interpretation would
become flawed. Lastly, clinicians could add laboratory values,
imaging results, and medical documentation to the patient’s
record (Hemphill et al., 2011).

Advanced bioinformatics could then follow with the use of the
many available techniques of data mining coming from statistics,
ML, and Al For example, ML or Deep Learning approaches can
be used, including the ones based on decision trees and neural
networks, especially dynamic Bayesian neural networks, which
capture well non-linear phenomena with complex multimodal
relationships. Based on the big-data of other patients, such
approaches could elaborate the past and present information
of the actual patient to predict the evolution of the clinical
conditions. Moreover, they could visualize this prediction in
more useful ways (e.g., from numerical probability to specific
types of graphs) than raw data or simple statistical metrics
(Hemphill et al., 2011).

Multimodal monitoring and the efficient application of
data mining algorithms in medicine have yet to grow. In
fact, many obstacles (e.g., the availability of resources) may
hinder such development, but the complexity of intensive care
units makes a strong call to action, and the stakeholders in
the healthcare systems must be aware of the opportunities

informatics could give to clinical care (Hemphill et al.,, 2011;
Lara and Piittgen, 2018).

The stakeholders must also know that it is paramount to
establish tight collaborations between the obstetric, neonatal, and
pediatric departments: sharing data about patients’ health and
medical devices among these departments would elicit high-
quality research that would help clinicians to correlate neonatal
outcomes to their fetal development and past history, thus truly
improving neonatal care—otherwise, how would it be possible to
treat neonatal pathologies ignoring their fetal origin?

In the next sections, it is argued as HRV analysis could indeed
represent a useful tool to help both in decision-making and in
monitoring the infants condition.

HRV as an Innovative Tool in Neonatal

Decision-Making Intervention

Because various metrics, such as RMSSD, relate to HRV
modulation by vagal tone, which plays a significant role in infant’s
condition, HRV monitoring could give reliable information about
the infant’s level of stress (Mulkey and du Plessis, 2019).

Indeed, since LF and HF inversely correlated with salivary
cortisol levels in both healthy and NICU admitted newborns
(Hashiguchi et al., 2020), real-time HRV monitoring could
assess the actual stress level of newborns. Moreover, since
stress- and pain-related behaviors in newborns are difficult to
discriminate, real-time HRV could represent a valuable tool to
assess both neonatal stress and pain (Cremillieux et al., 2018;
Zhang et al., 2019).

As neonatal stress and pain can adversely influence
neurodevelopment and brain maturation, as well as future
health and longevity (Holsti et al., 2006; Reynolds, 2013; Pillai
Riddell et al., 2015; Simeoni et al., 2018), every procedure that
can improve the newborn’s condition is paramount, especially
in case of prematurity or pathological conditions. Knowing
when and how to apply such procedures is even more essential:
a real-time HRV monitor that gives information about the
actual newborn’s level of stress could elicit NICU professionals
to promptly adjust the NICU environment to improve the
newborn’s wellbeing and comfort.

Real-time HRV would help nurses to adopt correct
behaviors for reducing visual and auditory overstimulation:
in a complex environment, such as the NICU, it is indeed
difficult to know exactly when to perform these procedures
(Aita and Goulet, 2003).

Based on the value of the index shown by the HRV monitor,
NICU staff could increase or decrease the temperature of
the incubator, change the illumination intensity or type, and
introduce positive stimuli: for instance, human voice or songs,
even recorded, cloths with parent-scent, eye contact, and gentle
touch (Ozawa et al., 2010; Stéphan-Blanchard et al., 2013; Weber
and Harrison, 2019).

Real-time HRV could also help choose between “positive”
procedures, such as facilitated tucking—manually supporting
the baby by holding the upper and lower extremities in
flexion—plus human voice or skin-to-skin contact between
the mother and the newborn: these procedures, if well
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performed, should increase the level of newborn’s comfort,
and a HRV monitor could be able to show their actual
benefit (Alexandre et al., 2013; Butruille et al, 2017;
Marvin et al., 2019).

As shown in sections “The ANS Development and Its
Relationship With HRV” and “ Factors That Can Alter
HRV Assessment”, HRV metrics could change according to
environmental factors. However, this knowledge must be
deepened, and the faster way to achieve this result could be
introducing HRV monitoring in as many NICUs as possible and
by collecting a large amount of data, from which ML applications
could extrapolate models or metrics suitable and clinically-sound
for the above-mentioned conditions.

A real-time HRV monitor could help understand when
newborns need analgesic medications to withstand better
invasive and noxious procedures (Weber et al, 2019)
or adjuvant neuroprotective therapies in case of HIE—
infants who subsequently died due to HIE showed lower
LF and higher HF—(Massaro et al, 2014), and it could
also help choose better how to administer surfactant in
case of respiratory distress syndrome—the NIPE index
showed different values according to the technique used
(Okur et al., 2019).

In the same way, HRV could guide the choice among
various respiratory supports post-extubation, besides predicting
the outcome of extubation. Indeed, RMSSD, SDNN, pNN50,
TP, and VLF were higher during non-synchronized non-
invasive ventilation than during nasal continuous positive
airway pressure (CPAP) in extreme preterms who were
reintubated a few hours later (Latremouille et al., 2018). Such
difference was not found in infants who showed successful
extubation, even though every HRV metric analyzed was
higher (but not significantly) during ventilation than nasal
CPAP. Therefore, the authors speculated that those variations
could correlate with the failure in extubation, and that non-
invasive ventilation could better modulate the ANS of less
stable infants than nasal CPAP (Latremouille et al., 2018).
HRV measured as SDRR was also found to increase during
high flow nasal cannula, but not during nasal CPAP in
extremely preterm infants who succeeded in being extubated
(Latremouille et al., 2019).

HRYV as an Index to Monitor Clinical

Improvement

To be an all-round innovative tool, real-time HRV should
not only predict future outcomes with good accuracy but
should also provide useful information to monitor the current
condition of the newborn.

The question is: could HRV help understand whether the
baby’s condition is deteriorating or improving?

A real-time HRV monitoring system could give a clear answer.
Besides, this is another field in which more data and the use of
ML software could dramatically increase the clinical usefulness
of HRV, and thus another reason to introduce HRV monitors
in NICU and to integrate their recordings with the infant’s
development over time.

HRV—measured through several metrics including HRC
index, DFA ag, RMSs, RMSy,, LE and HF—could change greatly
in case of pathological conditions, such as congenital heart
disease, cardiac failure in persistent ductus arteriosus, respiratory
deterioration with apnea, respiratory distress syndrome,
inflammation, hyperbilirubinemia, respiratory syncytial virus,
and sepsis. Indeed, inflammatory cytokines (e.g., IL-6, IL-8, and
IL-13), bacterial toxins, and free bilirubin could pass through the
immature brain-blood barrier and exert neurotoxic activity, thus
negatively influencing the nervous system. The same negative
effect can be induced by the cardiorespiratory pathologies (van
Ravenswaaij-Arts et al., 1991; Prietsch et al., 1992; Stock et al,,
2010; Raynor et al., 2012; Sullivan et al., 2014; Uhrikova et al,,
2015; Al-Shargabi et al., 2017; Mulkey et al., 2020).

Since HRV modifications correlated with inflammatory
cytokine levels (Al-Shargabi et al., 2017), real-time HRV
could be a useful marker of clinical acuity: indeed, HRV
alterations—a decrease in RMSs, RMS;, DFA as, LE HE
and TP or an increase in HRC index—correlated with the
pathology severity (Sullivan et al., 2014; Al-Shargabi et al,
2018). Variations in LE HE and LF/HF correlated with
HIE severity, although more studies are needed to resolve
conflicting results between studies (Andersen et al, 2019).
In a recent paper on a pediatric population, compared
with the time of admission in the intensive care units,
RMSSD, SDNN, and pNN50 continuously rose as the time
of discharge approached, that is, as the infants recovered
(Marsillio et al., 2019).

The correlation between HRV alterations, inflammation,
and inflammation-related pathologies can be better understood
through the cholinergic anti-inflammatory pathway (CAP).
Briefly, the CAP begins with the afferent vagus nerve that
detects inflammatory cytokines or bacterial toxins and
transmits these signals to several brain nuclei, which then
induce an anti-inflammatory response through the release of
acetylcholine. This response involves complex interactions
between both ANS branches and plays a paramount role
in finely tuning the immune response and avoiding tissue
damages in case of inflammation (Garzoni et al, 2013;
Bonaz et al., 2017).

The CAP can fail to properly function in case of ANS
dysfunction, but also due to pathogens and inflammation:
pathogens can rapidly activate but desensitize the CAP (i.e., alter
cholinergic receptors) (Fairchild et al., 2011), whereas prolonged
inflammation can induce apoptosis in the brainstem vagal nuclei
(Fritze et al., 2014). As a result, HRV decreases, and adverse
outcomes can occur: indeed, low vagal activity and reduced
CAP efficiency correlate with increased inflammation, morbidity,
and mortality, in both infants and adults (Garzoni et al., 2013;
Bonaz et al., 2017).

In fetuses, the CAP, although at the early stage of maturation,
might also modulate local and systemic inflammation (Garzoni
et al., 2013). Indeed, animal studies suggested that in ovine
fetuses, CIMVA applied to fHRV found several metrics
that uniquely predicted, 1.5 days in advance, M1 and M2
macrophages activation and occludin expression (i.e., increased
leakiness) in the terminal ileum (Liu et al., 2016). Therefore,
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if cytokines and toxins can alter HRV through the CAP, it
might be intuitive why HRV analysis can inform about the
global health of the infant and predict future inflammation-
related development.

HRV modifications could also reflect the effect of treatments,
such as ventilation, antibiotics, and phototherapy. To date, a clear
correlation is still lacking, and better research is needed, although
initial evidence is available (Sullivan et al., 2014; Uhrikova et al.,
2015; Al-Shargabi et al., 2017; Latremouille et al., 2018). For
instance, as RMSg, RMS;, DFA ag, LE, HE and TP decreased
around 48 h before NEC occurred, the same metrics recovered
to their baseline values during the first 60 h after NEC diagnosis
(Al-Shargabi et al., 2018). Monitoring HRV in the 60 min prior
to extubation could help predict which babies will have an
adverse outcome, since they could show much lower TP, LE, HF,
LF/HE and VLF than babies who will succeed in being extubated
(Kaczmarek et al., 2013).

Other indications about the clinical usefulness of HRV, and
real-time monitoring, come from the studies on HIE severity
and ANS in infants. During therapeutic hypothermia for HIE,
lower RMSs, RMSy,, DFA ag, and LF and higher HF indicated a
higher risk of secondary energy failure, brain injury, and death,
thus helping in identifying the infants who failed to respond
to hypothermia and needed adjuvant neuroprotective therapies
(Govindan et al., 2014; Massaro et al., 2014; Metzler et al., 2017).
The analysis of DFA ag, RMSg, and RMS;, could also prove useful
to discriminate among different types of brain injury, such as
white matter injury, watershed stroke, basal ganglia injury, or
global injury (Metzler et al., 2017). As shown with fHRV analysis,
HRV monitoring, especially during labor, could also predict
which newborns are at risk of developing neuroinflammation
and, thus, brain injury—neuroinflammation is correlated to
severe acidemia, and fHRV monitoring could detect it with 1 h
of advance. Since therapeutic hypothermia is poorly applied,
either because often the brain injury has already developed
or because neonatologists lack tools to properly recognize
which newborns require hypothermia, HRV monitoring could
overcome this predicament (Frasch et al., 2014; Xu et al., 2014;
Gold et al., 2019).

Real-time HRV is shown to be useful for monitoring
how infants react to routine-care procedures, such as diaper
changes or pupil examination, and for revealing neurological
abnormalities. Indeed, infants with HIE and impaired ANS—
defined as at least one alteration in LE, HE, DFA ag, RMSg, or
RMSp—showed HR, blood pressure, and cerebral blood flow
alteration during those procedures. Moreover, the more the
number of altered HRV metrics, the worse the outcome, i.e.,
moderate severe brain injury or death (Campbell et al., 2018).

Real-time HRV could also help mothers and fathers to
monitor the interaction with the baby: using a feedback and
feedforward process, parents could see how their actions affect
their baby (Van Puyvelde et al., 2019a,b; these studies, however,
examined how touch influenced RSA and RR intervals, not
specific HRV metrics).

Furthermore, real-time HRV could help control how the
infant’s condition progresses in different positions (supine, prone,
or side-lying). This monitoring would be useful, for example, to

balance the need for proper oxygenation and avoiding adverse
outcomes, such as SIDS. Infants who succumbed to SIDS showed
lower RSA during all sleep stages (Kluge et al,, 1988) and
altered Poincaré plots compared with controls (Schechtman
et al., 1992). Those infants showed also higher basal HR during
QS (Kelly et al., 1986), lower HF, and higher LF before pre-
apneic sighs than those infants who did not die from SIDS
(Franco et al., 2003).

Newborns who develop SIDS seem to show an autonomic
instability that impedes them from facing a life-threatening event
(Elhaik, 2016; Zhao et al., 2016). Real-time HRV could help
prevent this adverse scenario. Besides, due to the uncertainty
still surrounding SIDS—for instance, infants who succumb to
SIDS could even show the same RSA and HR, but higher LF
than controls (Gordon et al., 1984)—, continuous monitoring
data analyzed by AI algorithms could help shed more light
on SIDS occurrence by giving useful information about the
newborn’s ANS condition.

Speaking of which, an ML algorithm based on boosted
decision trees increased the predictive power of HRV during
episodes of low mean blood pressure in preterm infants
with a GA between 23 and 31 weeks. Although good
results were obtained even with single metrics—among time,
frequency, and non-linear ones, RMSSD gave the best area
under the curve (0.87)—combining all the metrics through the
mentioned algorithm gave an area under the curve of 0.97
for predicting short-term neurological outcomes (i.e., grade
II/IV intraventricular hemorrhage or cystic periventricular
leukomalacia, NEC, bronchopulmonary dysplasia, infection, and
retinopathy) (Semenova et al., 2018).

Lastly, real-time HRV monitoring could give information
about the neurological development. Indeed, newborn’s HRV
predicted the occurrence of neurological abnormalities—cerebral
palsy, language or mental retardation, vision or hearing
disability, or attention disorders—at 2 years (Thiriez et al., 2015;
Dimitrijevi¢ et al., 2016). Twenty-four hour RMSSD, SDANN,
and SDNN were particularly good predictors, respectively, 88.9,
83.3, and 83.3% specificity and 100% sensibility using the
threshold values of 17, 38, and 47 ms—and also improved
the prognostic value of general movements assessment: among
newborns with poor repertoire general movements, those with
higher RMSSD, SDANN, and SDNN showed better neurological
development (Dimitrijevi¢ et al., 2016).

HRYV Potential Usefulness in Middle- and

Low-Income Realities
HRV could be a useful non-invasive tool to assess infant’s
conditions and to reduce the risk of adverse outcomes and, as
the HeRO monitor showed, mortality from sepsis. This last result
is worth noting since neonatal sepsis remains one of the major
causes of neonatal mortality, together with prematurity and
birth-related complications, and this holds especially in middle-
and low-income countries (WHO, 2016).

Indeed, only 15 in 48 Asian and African countries reported
having an indicator about sepsis management in their Health
Management Information Systems (WHO, 2017). In countries,
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such as South Africa and India, about 1 infant in 35 dies before
the first birthday, even more than ten times compared with
developed countries, such as Japan, Sweden, or Italy (about 1
in 350-500) (OECD, 2020). Closing this large gap by reducing
worldwide neonatal mortality to less than 1 infant in 100 was
deemed by the WHO as one of the top priorities in 2015 (WHO,
2016). Of notice, the first 28 days after birth shows the highest
mortality risk (United Nations Inter-agency Group for Child
Mortality Estimation (UN IGME), 2019).

The studies that investigated the reasons behind the difference
in mortality highlighted that the barriers to efficient care were
twofold. On the one hand, people tend to delay seeking care
due to lack of knowledge about neonatal health, sociocultural
behaviors (e.g., relying on traditional practices), and several
concerns about the cost of healthcare, the attitude of NICU staff,
and the lack of appropriate medical equipment (Watson et al.,
2020). On the other hand, obstetrics and neonatal evidence-
based practices fail to be introduced due to lack of financial
resources, workforce capacity, and specific training in case of
emergency. The effect is a low-quality screening for pathological
conditions, such as IUGR or sepsis, which can lead to severe
neonatal health problems and even death (Hoyer et al., 2017;
Otieno et al., 2018).

To date, real-time HRV monitoring cannot solve all these
complex problems, but it could surely address financial- and
efficiency-related obstacles. Indeed, HRV monitors based on
PPG, contactless vPPG, or even BSG could be low-cost and easy-
to-use devices (Sun et al., 2012; Sun and Thakor, 2016; Joshi et al.,
2018) that allow midwifery and NICU staft to efficiently monitor
the newborn’s development, screen for pathological conditions,
and choose the best treatment (Hoyer et al., 2017). A recent paper
showed that the HeRO monitor could also help reduce, even
if a modest effect was shown, the use of antibiotics and blood
culture tests for suspicion of sepsis in the first 120 days of life
(King, 2020).

Moreover, if relying on big-data and the Internet, the HRV
monitors could even be simple systems that monitor the babies,
send information to a central hub (e.g., through the Cloud),
and receive the corresponding elaboration, thus having the
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