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In the 19th century, ground-breaking observations on aphasia by Broca and Wernicke 
suggested that language function depends on the activity of the cerebral cortex. At the same 
time, Wernicke and Lichtheim also elaborated the first large-scale network model of language 
which incorporated long-range and short-range (transcortical connections) white matter 
pathways in language processing. The arcuate fasciculus (dorsal stream) was traditionally 
viewed as the major language pathway for repetition, but scientists also envisioned that 
white matter tracts travelling through the insular cortex (ventral stream) and transcortical 
connections may take part in language processing. Modern cognitive neuroscience has 
provided tools, including neuroimaging, which allow the in vivo examination of short- and 
long-distance white matter pathways binding cortical areas essential for verbal repetition. 
However, this state of the art on the neural correlates of language repetition has revealed 
contradictory findings, with some researchers defending the role of the dorsal and ventral 
streams, whereas others argue that only cortical hubs (Sylvian parieto-temporal cortex [Spt]) 
are crucially relevant.

An integrative approach would conceive that the interaction between these structures is 
essential for verbal repetition. For instance, different sectors of the cerebral cortex (e.g., Spt, 
inferior frontal gyrus/anterior insula) act as hubs dedicated to short-term storage of verbal 
information or articulatory planning and these areas in turn interact through forward 
and backward white matter projections. Importantly, white matter pathways should not 
be considered mere cable-like connections as changes in their microstructural properties 
correlate with focal cortical activity during language processing tasks.

Despite considerable progress, many outstanding questions await response. The articles in 
this Research Topic tackle many different and critical new questions, including: (1) how 
white matter pathways instantiate dialogues between different cortical language areas; (2) 
what are the specific roles of different white matter pathways in language functions in normal 
and pathological conditions; (3) what are the language consequences of discrete damage to 
branches of the dorsal and ventral streams; 4) what are the consequences (e.g., release from 
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inhibition) of damage to the left white matter pathways in contralateral ones and viceversa; 
(5) how these pathways are reorganised after brain injury; (5) can the involvement/sparing of 
white matter pathways be used in outcome prediction and treatment response; and (5) can the 
microstructure of white matter pathways be remodelled with intensive rehabilitation training 
or biological approaches.

This Research Topic includes original studies, and opinion and review articles which describe 
new data as well as provocative and insightful interpretations of the recent literature on the 
role of white matter pathways in verbal repetition in normal and pathological conditions. A 
brief highlight summary of each is provided below. 
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In the nineteenth century, ground-breaking observations on
aphasia by Broca (1865) and Wernicke (1906) suggested that lan-
guage function depends on the activity of the cerebral cortex.
At the same time, Wernicke (1906) and Lichtheim (1885) also
elaborated the first large-scale network model of language which
incorporated long-range and short-range (transcortical connec-
tions) white matter pathways in language processing. The arcuate
fasciculus (dorsal stream) was traditionally viewed as the major
language pathway for repetition, but scientists also envisioned
that white matter tracts traveling through the insular cortex (ven-
tral stream) and transcortical connections may take part in lan-
guage processing. Modern cognitive neuroscience has provided
tools, including neuroimaging, which allow the in vivo examina-
tion of short- and long-distance white matter pathways binding
cortical areas essential for verbal repetition. However, this state of
the art on the neural correlates of language repetition has revealed
contradictory findings, with some researchers defending the role
of the dorsal and ventral streams, whereas others argue that only
cortical hubs (Sylvian parieto-temporal cortex [Spt]) are crucially
relevant.

An integrative approach would conceive that the interaction
between these structures is essential for verbal repetition. For
instance, different sectors of the cerebral cortex (e.g., Spt, inferior
frontal gyrus/anterior insula) act as hubs dedicated to short-term
storage of verbal information or articulatory planning and these
areas in turn interact through forward and backward white mat-
ter projections. Importantly, white matter pathways should not
be considered mere cable-like connections as changes in their
microstructural properties correlate with focal cortical activity
during language processing tasks.

Despite considerable progress, many outstanding questions
await response. The articles in this Research Topic tackle many
different and critical new questions, including: (1) how white
matter pathways instantiate dialogues between different cortical
language areas; (2) what are the specific roles of different white
matter pathways in language functions in normal and patho-
logical conditions; (3) what are the language consequences of
discrete damage to branches of the dorsal and ventral streams;
(4) what are the consequences (e.g., release from inhibition)
of damage to the left white matter pathways in contralateral
ones and viceversa; (5) how these pathways are reorganized after
brain injury; (5) can the involvement/sparing of white matter
pathways be used in outcome prediction and treatment response;

and (5) can the microstructure of white matter pathways be
remodeled with intensive rehabilitation training or biological
approaches.

This Research Topic includes original studies, and opinion and
review articles which describe new data as well as provocative and
insightful interpretations of the recent literature on the role of
white matter pathways in verbal repetition in normal and patho-
logical conditions. A brief highlight summary of each is provided
below.

ARTICLES
Opinion Article, Published on 29 Jul 2013
The anatomo-functional connectivity of word repetition:
insights provided by awake brain tumor surgery
Sylvie Moritz-Gasser and Hugues Duffau

In this opinion article, Moritz-Gasser and Duffau (2013) provide
important insights on the role of the strong interaction of dorsal
and ventral streams in word repetition. The authors discuss their
pioneering results obtained through direct electrical stimulation
of white matter pathways in awake patients during brain tumor
surgery.

Review Article, Published on 12 Jul 2013
Language repetition and short-term memory: an integrative
framework
Steve Majerus

Short-term maintenance of verbal information is crucially
important for efficient language repetition of complex informa-
tion. In a comprehensive review, Majerus (2013) presents an
integrative framework aimed at bridging research in the language
processing and short-term memory fields.

Hypothesis and Theory Article, Published on 02 Oct 2013
Mapping a lateralization gradient within the ventral stream for
auditory speech perception
Karsten Specht

Specht (2013) analyses the results from several complementary
functional neuroimaging studies with the aim to trace the hierar-
chical processing network for speech comprehension within the
left and right hemisphere. The author pays particular attention
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to role of the temporal lobe and the ventral stream in auditory
speech perception.

Original Research Article, Published on 05 Sep 2013
Articulation-based sound perception in verbal repetition: a
functional NIRS study
Sejin Yoo and Kyoung-Min Lee

Using functional near-infrared spectroscopy, Yoo and Lee (2013)
examine healthy subjects while repeating pseudowords and
words. This study reveals that passive listening without repeti-
tion to various sounds (natural environmental sounds, animal
vocalizations, and human non-speech sounds) as well as articu-
lation activate neural circuits that include both inferior frontal
regions.

Original Research Article, Published on 26 Aug 2013
The roles of the “ventral” semantic and “dorsal” pathways in
conduite d’approche: a neuroanatomically-constrained com-
putational modeling investigation
Taiji Ueno and Matthew A. Lambon Ralph

In a computational modeling investigation of the dual dorsal-
ventral pathway implicated in verbal repetition, Ueno and
Lambon Ralph (2013) demonstrate that the successful phonetic
approximations to target words (conduite d’approche), typically
observed in patients with conduction aphasia and damage to the
dorsal pathway (arcuate fasciculus), relies on the complementary
activity of the ventral semantic stream.

Original Research Article, Published on 18 Oct 2013
Repeating with the right hemisphere: reduced interactions
between phonological and lexical-semantic systems in crossed
aphasia?
Irene De-Torres, Guadalupe Dávila, Marcelo L. Berthier, Seán
Froudist Walsh, Ignacio Moreno-Torres and Rafael Ruiz-Cruces

In this study, De-Torres et al. (2013) show that repetition after
subcortical lesions involving the dorsal and ventral streams
in patients who are right-hemisphere dominant for language
is not heavily influenced by lexical-semantic variables as
is regularly reported in similar cases with left hemisphere
damage.

Original Research Article, Published on 10 Dec 2013
Predicting speech fluency and naming abilities in aphasic
patients
Jasmine Wang, Sarah Marchina, Andrea C. Norton, Catherine Y.
Wan and Gottfried Schlaug

The identification of reliable biomarkers that predict the degree
of chronic speech fluency/language impairment and potential for
improvement after stroke is paramount. In this study, Wang et al.
(2013) demonstrate that lesion load in the arcuate fasciculus (dor-
sal stream) is the best anatomical marker at stratifying patients
into different outcome groups with high accuracy for speech
fluency and naming.

Original Research Article, Published on 31 Jan 2014
Sensory-to-motor integration during auditory repetition: a
combined fMRI and lesion study
‘Ōiwi Parker Jones, Susan Prejawa, Tom Hope, Marion
Oberhuber, Mohamed L. Seghier, Alex P. Leff, David W.
Green and Cathy J. Price

On examining sensory-to-motor integration during auditory
repetition in healthy subjects and aphasic patients, Parker
Jones et al. (2014) find that normal and abnormal repetition of
pseudowords correlate with activity of the arcuate fasciculus, but
is unrelated to the activity of different cortical areas.

Original Research Article, Published on 19 Dec 2013
Dissociated repetition deficits in aphasia can reflect flexi-
ble interactions between left dorsal and ventral streams and
gender-dimorphic architecture of the right dorsal stream
Marcelo L. Berthier, Seán Froudist Walsh, Guadalupe Dávila,
Alejandro Nabrozidis, Rocio Juarez y Ruiz de Mier, Antonio
Gutiérrez, Irene De Torres, Francisco Alfaro, Natalia García-
Casares and Rafael Ruiz-Cruces

Using multimodal neuroimaging, Berthier et al. (2013) evaluate
the neural correlates of repetition performance in two aphasic
patients matched for lesion volume (a female patient with pre-
served repetition and a male patient with impaired repetition).
Dissociated repetition deficits in these cases are probably reliant
on flexible interactions between left dorsal stream and left ventral
stream and on gender-dimorphic architecture of the right dorsal
stream.

Original Research Article
Dissecting the functional anatomy of auditory word repetition
Thomas Matthew Hadley Hope, Susan Prejawa, ‘Ôiwi Parker
Jones, Marion Oberhuber, Mohamed L. Seghier, David W. Green
and Cathy J. Price

Hope et al. (2013) use a single, multi-factorial, within-subjects
fMRI design to identify those regions, and to functionally distin-
guish the multiple linguistic and non-linguistic processing areas,
that are all involved in repeating back heard words. They find that
repetition activates components of regions not hitherto impli-
cated in word repetition. Thus, these novel findings challenge
some of the commonly held opinions on the functional anatomy
of language.
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Short-term maintenance of verbal information is a core factor of language repetition,
especially when reproducing multiple or unfamiliar stimuli. Many models of language
processing locate the verbal short-term maintenance function in the left posterior superior
temporo-parietal area and its connections with the inferior frontal gyrus. However,
research in the field of short-term memory has implicated bilateral fronto-parietal
networks, involved in attention and serial order processing, as being critical for the
maintenance and reproduction of verbal sequences. We present here an integrative
framework aimed at bridging research in the language processing and short-term memory
fields. This framework considers verbal short-term maintenance as an emergent function
resulting from synchronized and integrated activation in dorsal and ventral language
processing networks as well as fronto-parietal attention and serial order processing
networks. To-be-maintained item representations are temporarily activated in the dorsal
and ventral language processing networks, novel phoneme and word serial order
information is proposed to be maintained via a right fronto-parietal serial order processing
network, and activation in these different networks is proposed to be coordinated
and maintained via a left fronto-parietal attention processing network. This framework
provides new perspectives for our understanding of information maintenance at the
non-word-, word- and sentence-level as well as of verbal maintenance deficits in case
of brain injury.

Keywords: language, repetition, short-term memory, working memory, serial order, attention

Short-term maintenance processes are a core ingredient of
language repetition due to the inevitable temporal separation
of input and output processes, implicating a delay period dur-
ing which the input has to be temporarily maintained, even if
often for a very brief time period such as during repetition of
short, single word stimuli. However, the relationship between
language repetition and maintenance processes remains poorly
understood, partly due to the parallel and independent evolu-
tion of research in language processing and verbal short-term
memory (STM) domains: many cognitive and neural models of
language processing remain vague about the nature and neural
underpinnings of maintenance processes, and most models of
verbal STM, although acknowledging links with the language sys-
tem, do not consider these links with much detail. In her recent
review, Friederici (2012) highlighted the need for language pro-
cessing architectures to consider and integrate interactions with
STM. We here provide a review of studies that have investigated
the cognitive and neural networks of maintenance processes and
their interaction with language repetition/reproduction processes
from various theoretical and methodological perspectives. We
will attempt at bridging the gap between language processing and
STM architectures, by proposing an integrative framework of ver-
bal maintenance and language processing in which maintenance
of verbal information is an emergent process, resulting from
the temporary activation of both dorsal and ventral language

processing pathways and their interaction with attentional control
and sequence representation systems.

THE ROLE OF DORSAL AND VENTRAL PATHWAYS IN STM
MAINTENANCE
Recent models of language repetition (Jacquemot and Scott,
2006; Hickok and Poeppel, 2007; Friederici, 2012; Hickok, 2012)
assume that the posterior superior temporal gyrus (pSTG) plays
a central function during language repetition, by providing, via
the dorsal stream of speech processing, a sensorimotor interface
linking acoustic codes in the superior temporal gyrus to articu-
latory codes in the posterior inferior frontal gyrus. This function
has been considered to interface input and output phonological
representations and to buffer verbal information via the tem-
porary activation of these representations in language repetition
tasks (Jacquemot and Scott, 2006; Hickok and Poeppel, 2007).
The most compelling evidence supporting the pSTG region as
a buffer function comes from patients presenting lesions in the
pSTG area and whose language repetition deficit is most parsi-
moniously explained by difficulties in maintaining verbal infor-
mation during repetition, such as in different cases of conduction
aphasia or of the logopenic variant of primary progressive apha-
sia (Buchsbaum and D’Esposito, 2008; Gorno-Tempini et al.,
2008; Buchsbaum et al., 2011). This is most clearly illustrated
by patients with deep dysphasia, a rare but highly compelling

Frontiers in Human Neuroscience www.frontiersin.org July 2013 | Volume 7 | Article 357 |

HUMAN NEUROSCIENCE

8

http://www.frontiersin.org/Human_Neuroscience/editorialboard
http://www.frontiersin.org/Human_Neuroscience/editorialboard
http://www.frontiersin.org/Human_Neuroscience/editorialboard
http://www.frontiersin.org/Human_Neuroscience/about
http://www.frontiersin.org/Human_Neuroscience
http://www.frontiersin.org/Human_Neuroscience/10.3389/fnhum.2013.00357/abstract
http://www.frontiersin.org/Community/WhosWhoActivity.aspx?sname=SteveMajerus&UID=32114
mailto:smajerus@ulg.ac.be
http://www.frontiersin.org/Human_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Human_Neuroscience/archive


Majerus Maintenance in language repetition

form of conduction aphasia. These patients have severe difficul-
ties in repeating single words, with marked lexicality and word
imageability effects: repetition of familiar, concrete words is much
less impaired than repetition of non-words or low imageabil-
ity words (Michel and Andreewsky, 1983; Duhamel and Poncet,
1986; Howard and Franklin, 1988; Martin and Saffran, 1992;
Trojano et al., 1992; Croot et al., 1999; Majerus et al., 2001; Tree
et al., 2001; Wilshire and Fisher, 2004). A further hallmark char-
acteristic is the production of semantic paraphasias during single
word repetition. The most parsimonious account that has been
proposed to explain this symptom constellation is a phonological
decay impairment: activated phonological representations decay
at an abnormally accelerated rate, with only some residual seman-
tic activation left at the moment of production, explaining the
strong influence of lexical and semantic variables on repetition
performance (Martin and Saffran, 1992; Martin et al., 1994a).
If abnormally increased decay of phonological representations is
the defining feature of this syndrome, then the duration of the
delay between input and output stages during language repetition
should be a critical variable. This is supported by a case study
with a deep dysphasic patient who has partially recovered from
his language impairment, but who shows again semantic effects
during repetition as soon as the delay between language input
and output is increased (Martin et al., 1996). This interpreta-
tion has also been supported by connectionist implementations
of the decay hypothesis within an interactive spreading acti-
vation model (Martin et al., 1996; Foygel and Dell, 2000). In
sum, these patients, provide compelling evidence for a STM-
based repetition impairment, and given their lesion overlap in
the left posterior temporo/parietal area, can be considered to
show impairment to the pSTG hub region of the dorsal language
repetition stream.

A further argument often invoked for localizing phonologi-
cal maintenance processes in the pSTG/inferior parietal area is
the documentation of patients with specific phonological STM
deficits: these patients typically show relatively spared single word
repetition, but a severe reduction of multi-word repetition abili-
ties, in association with lesions in the posterior superior temporal
area extending to the supramarginal gyrus and the arcuate fasci-
culus, i.e., the dorsal repetition pathway (e.g., Warrington et al.,
1971; Vallar et al., 1990; Basso et al., 1982; Majerus et al., 2004a;
Takayama et al., 2004). This was also supported by early neu-
roimaging studies of verbal short-term maintenance, locating
the verbal short-term storage function to the same posterior
temporo-parietal neural substrate (Paulesu et al., 1993; Salmon
et al., 1996; see Becker et al., 1999; Chein and Fiez, 2001 for an
exhaustive review of these studies). These data suggest a close
association between STM deficits in the phonological domain and
lesions in the posterior part of the dorsal repetition pathway.

A different type of patients has been described with difficulties
in maintaining semantic information during language repetition
and comprehension tasks (e.g., Martin and Romani, 1994; Martin
et al., 1994b, 1999; Freedman and Martin, 2001; Martin and
He, 2004; Hoffman et al., 2009; Barde et al., 2010). The lesion
involved here is located in the more anterior part of the left
inferior prefrontal cortex and/or middle and inferior temporal
cortex, which is part of the ventral stream of language processing

(Hickok and Poeppel, 2007; Friederici, 2012), suggesting that the
ventral pathway is also related to maintenance aspects during
language reproduction, and this more specifically for seman-
tic information [R. (Martin et al., 1994b, 1999); however, see
Barde et al. (2010) for further involvement of the left angular
gyrus area in some patients]. More specifically, these patients are
generally poor in maintaining semantic information during sen-
tence repetition/comprehension and show diminished lexicality
and semantic effects during language repetition, as well as an
increased rate of intrusion errors (Martin et al., 1994b, 1999).
Although initially attributed to a semantic buffer deficit, their
semantic maintenance difficulties have subsequently been linked
to difficulties in inhibiting previously activated items, and have
recently been related to a more general semantic control deficit1

(Hamilton and Martin, 2005, 2007; Jefferies et al., 2007; Hoffman
et al., 2009). A second type of intervention of the ventral lan-
guage pathway in maintaining semantic information in STM is
illustrated by patients showing loss of semantic information, as
is the case in patients with semantic dementia (Hodges et al.,
1992). These patients present a progressive loss of semantic rep-
resentations, with lesions typically involving the ventral speech
stream, gray matter loss starting in inferior, anterior and medial
regions of the temporal lobe and involving also the anterior infe-
rior prefrontal and orbito-frontal cortex (Mummery et al., 2000;
Good et al., 2002; Desgranges et al., 2007). During language repe-
tition, in both single and multiple word/nonword repetition tasks,
patients with semantic dementia present a marked reduction of
lexicality effects, with word spans being severely impaired but
non-word spans often remaining in the normal range (Patterson
et al., 1994; Knott et al., 1997; Majerus et al., 2007a). The data
from patients with semantic dementia show that temporary acti-
vation of long-term memory lexico-semantic representations is
a further critical determinant of language repetition and main-
tenance. In sum, the data from patients with selective semantic
STM or semantic knowledge impairment suggest that the ventral
repetition pathway is involved in language maintenance processes
by providing the necessary substrate for activation and repre-
sentation the semantic information to be maintained, and by
supporting semantic control processes which protect semantic
memoranda against semantic intrusions.

A straightforward conclusion of these results, and which is a
more or less implicit assumption of recent language processing
models and language-based STM models (Martin and Saffran,
1992; Hickok and Poeppel, 2007; Acheson and MacDonald, 2009;
Friederici, 2012; Hickok, 2012), is that temporary maintenance
of phonological information during language repetition depends
upon the dorsal pathway, and that temporary maintenance of
semantic information during language repetition depends on the
ventral pathway. In other words, the language processing net-
works could be considered to be sufficient for supporting short-
term maintenance in language repetition tasks, via temporary

1Note that for the patient described by Hamilton and Martin (2007), the
patient’s interference control deficits were not limited to semantic informa-
tion, but also involved phonological information. See page 22 for a discussion
of the role of the inferior prefrontal cortex for interference resolution at the
semantic versus phonological level.
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activation of phonological, sensori-motor interface and seman-
tic representations, and this from the encoding stage until the
response is produced. Verbal information is considered here to
be maintained via continuous activation all over the maintenance
phase of underlying language representations initially activated
during encoding (Martin and Saffran, 1992). This conclusion,
although parsimonious, however, does not take into account the
results of studies that have more directly explored the neural sub-
strates of verbal short-term maintenance. In the STM research
field, load effects are considered to be a core characteristic of
maintenance processes: the higher the number of stimuli to be
maintained, the higher the maintenance load, and the greater the
solicitation of maintenance processes. This implies that regions
involved in temporary maintenance of verbal information should
be sensitive to maintenance load (Postle, 2006). Neural substrates
supporting load effects have indeed been identified, but these
typically involve areas outside dorsal and ventral repetition path-
ways: the superior parietal and intraparietal cortex as well as
the dorsolateral prefrontal cortex have been shown to be sen-
sitive to STM load (Awh et al., 1999; Rypma and D’Esposito,
1999; Leung et al., 2002, 2004; Rypma et al., 2002; Ranganath
et al., 2004; Ravizza et al., 2004; Narayanan et al., 2005; Majerus
et al., 2012). Similarly, Martin et al. (2003) investigated phono-
logical and semantic maintenance processes by exploring load
effects in phonological (rhyme judgment) and semantic (cat-
egory judgment) STM tasks: for both tasks, load effects were
observed outside the ventral and dorsal language processing path-
ways, and involved the superior parietal cortex, the intraparietal
sulcus and the dorsolateral prefrontal cortex in the left hemi-
sphere; activations in the language network were observed, with
specific recruitment of regions of the dorsal language pathway
(left supramarginal cortex) for the rhyme judgment task but
these activations did not respond in a load-dependent man-
ner. These results suggest that while dorsal and ventral language
pathways are specialized in representing phonological and seman-
tic information, respectively, they do not reflect maintenance
processes per se if we consider these to be defined by load
effects.

These data should, however, not be taken as a conclusive
argument against a role of temporary activation of language rep-
resentations during STM maintenance. Studies will need to assess
load-effects in dorsal and ventral pathways using more sensitive
neuroimaging methods such as multivariate voxel pattern analy-
ses; these techniques have recently allowed to show load effects
in occipital visual processing areas during visual maintenance
tasks where univariate analyses failed to reveal any such effects
(Emrich et al., 2013). Maintenance of six vs. two verbal items
may not necessarily be associated with differential activation lev-
els in language processing areas, as measured with traditional
univariate analyses, but could rely on more subtle differences in
activation patterns. Enhanced activation levels in fronto-parietal
cortex areas may on the other hand reflect increasing attentional
demands for distinguishing increasingly overlapping activation
patterns in the language processing areas when maintaining six
vs. two items. Also, most patients with apparent selective phono-
logical STM impairment are likely to have difficulties at the level
of processing and maintaining language representations. These

patients typically present lesions in the dorsal language network
(posterior superior temporal and temporo-parieral cortex) rather
than the load-dependent fronto-parietal networks (Warrington
et al., 1971; Basso et al., 1982; Vallar et al., 1990; Majerus et al.,
2004a; Takayama et al., 2004). The vast majority of these patients
show a history of aphasia, with residual phonological processing
deficits in most cases (see Majerus, 2009). In their meta-analysis,
Majerus (2009) showed a strong positive correlation between the
severity of the phonological STM impairment and residual lan-
guage processing impairment, suggesting that residual difficulties
in representing and processing phonological information may at
least partially explain phonological STM deficits in these patients
(see also Buchsbaum and D’Esposito, 2008 and Postle, 2006).

Overall, the results from the language processing and STM
research fields appear to be conflicting. On the one hand, the
neuropsychological data reviewed here suggest that impairment
at the dorsal and ventral language pathways is clearly associated
with difficulties in tasks involving the maintenance of phonolog-
ical and semantic information, respectively. On the other hand,
studies from the STM research field highlight bilateral fronto-
parietal networks as being related to core STM processes such
as load effects. In order to understand this apparent paradox,
we need to examine more deeply the nature of representations
and processes involved in the maintenance of verbal information.
In order to achieve this, a three-component framework is pro-
posed here. In this architecture, a first component is related to
temporary activation of language representations in the dorsal
and ventral language processing networks: to-be-repeated lan-
guage stimuli have to be represented at the item level that is, their
phonological and lexico-semantic features need to be encoded,
represented and maintained, and this will be achieved via contin-
uous activation in the language pathways. Second, the serial order
of the stimuli needs to be represented: this is more particularly
the case when sequence information of the words or phonemes
within the string of memoranda is unfamiliar. Third, although
language repetition is a simple, straightforward task and will not
require demanding executive control processes, at least in healthy,
language non-impaired individuals, attentional focalization on
the target stimulus/stimuli will be required ad minima, and these
requirements will increase with increasing number and decreas-
ing familiarity of the verbal stimuli to be repeated. The latter two
components are proposed to be supported by the load-dependent,
fronto-parietal networks typically associated with STM tasks.
In the following sections, we will discuss empirical support for
this three-component architecture of temporary maintenance for
verbal stimuli.

LANGUAGE REPETITION PATHWAYS AND MAINTENANCE
OF ITEM INFORMATION
Dorsal and ventral language processing networks are proposed
here to have one specific function during verbal maintenance:
they provide the representational basis for the encoding of phono-
logical and semantic features of the items to be maintained
and repeated. In other words, via its temporary activation, the
language network ensures the encoding and representation of
phonological and semantic item information during temporary
maintenance of verbal information. Critically, this excludes the
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representation of novel serial order information, such as the arbi-
trary ordering of the words within a list of words to be repeated,
such as a phone number. This distinction between the repre-
sentation of item information and serial order information is in
short-term maintenance tasks defines most of recent verbal STM
models and is supported by empirical evidence that will be pre-
sented in this and the next section. These STM models consider
that during maintenance of verbal information, verbal item infor-
mation is directly represented within the language system, rather
than by a copy in a dedicated STM buffer, while the represen-
tation of novel serial order will be processed via a specific serial
order processing system to which the language system is con-
nected (Burgess and Hitch, 1999, 2006; Martin et al., 1999; Brown
et al., 2000; Gupta, 2003). Verbal item information is considered
to be maintained via sustained activation of the phonological rep-
resentations and semantic representations along the dorsal and
ventral repetition pathways and which have also served to process
the target item during perception and encoding.

The assumption that language processing networks mainly
serve to represent phonological and semantic item information is
supported by a number of behavioral and neuroimaging studies.
At the behavioral level, it is well-established that linguistic vari-
ables, such as word frequency, word imageability and semantic
valence and richness will determine the amount of item infor-
mation that is correctly recalled in a word list immediate serial
recall task (i.e., the number of items independently of their serial
position), but not recall of serial order information (i.e., the
number of items within correct serial position) (Hulme et al.,
1991; Poirier and Saint-Aubin, 1996; Nairne and Kelley, 2004;
Majerus and D’Argembeau, 2011). This shows that access to
linguistic levels of representation affects maintenance of verbal
item information, but not within-list serial position information.
Second, neuroimaging studies have shown that, when maintain-
ing items and their phonological characteristics, phonological
processing areas in the pSTG area and adjacent inferior parietal
cortex are activated at least during the initial stages of mainte-
nance (Collette et al., 2001; Martin et al., 2003; Majerus et al.,
2006a, 2010; Pa et al., 2008; Gettigan et al., 2011). Furthermore,
in a recent MEG study, Herman et al. (2013) showed that process-
ing of long non-word sequences, involving a delay below stimulus
input and repetition, were associated with increased reverberat-
ing activity between posterior (temporo-parietal) and anterior
(inferior frontal) sites of the dorsal pathway, suggesting sustained
and synchronized activation of input and output phonological
representations during maintenance of verbal stimuli. Similarly,
when maintaining semantic item information, semantic process-
ing areas in the inferior temporal lobe have been shown to present
sustained activation over the maintenance interval (Fiebach et al.,
2006, 2007). These data suggest that ventral and dorsal language
pathways are involved in maintenance during language reproduc-
tion tasks, by providing the representational substrates necessary
for encoding and representing the items, i.e., the phonological
and semantic characteristics of the information to be maintained
and repeated.

This is further supported by patients with semantic processing
deficits. These patients typically present difficulties in repeat-
ing semantic item information, but not serial order information,

with serial order recall being perfectly preserved (Majerus et al.,
2007a; Papagno et al., 2013). These patients produce very spe-
cific item error patterns in repetition tasks, the so-called blending
errors where phonological forms of different words are recom-
bined to form nonsense phonological forms. Although these
errors could be considered to reflect syllable or phoneme ordering
errors, they are in fact a direct consequence of the loss of seman-
tic information: lexico-semantic knowledge normally binds the
phonological segments defining a word form to its semantic ref-
erent allowing for robust phonological item representations; if
this knowledge is degraded, lexical phonological representations
for a given word degrade, the word being processed like a non-
word and leading to the phonological recombination errors which
are typically observed when healthy participants repeat sequences
of non-words (Treiman and Danis, 1988; Patterson et al., 1994;
Jefferies et al., 2005; Acheson and MacDonald, 2009). In sup-
port of this interpretation, Jefferies et al. (2006) have shown that
healthy adults conduct the same type of phonological recombina-
tion errors in word list immediate serial recall tasks when word
stimuli are not recognized as lexical items anymore, for example
when presented together with non-words in mixed and unpre-
dictable word-nonword list repetition designs. More generally,
these data also show that in the absence of long-term language
knowledge, serial order information of phoneme order is difficult
to maintain and serial ordering errors appear during repetition
performance.

Finally, syntactic information will also support maintenance
and recall of information, by binding item information and item
order via long-term syntactic structures. This will again be the
case for familiar information such as coherent sentences with
canonical sentence structure. A number of studies have shown
that verbal STM span can be significantly increased when present-
ing word lists organized as sentences; in this case word span will
increase to about 16 words (Brener, 1940; Baddeley et al., 1984,
2009). Although this finding has been attributed to increased
opportunities for the use of chunking processes, a straightfor-
ward interpretation of these results is the intervention of syntactic
and conceptual long-term memory structures which will deter-
mine the syntactic and conceptual relations between the items,
and therefore also their position in a sentence structure (Garrett,
1980). For example, the pronoun “the” will always precede its cor-
responding noun, and the sentence subject will precede the verb
while the object will follow the verb for canonical sentence struc-
tures. At the conceptual level, the agent will generally precede the
action and the beneficiary. This knowledge, embedded in the ven-
tral pathway for the conceptual aspects and in the dorsal pathway
for the syntactic aspects, will support both item and order recall
in a sentence context (Friederici, 2012). However, if incoherent
sentences are presented with words in scrambled order, sentence
span will decrease and especially serial order errors will appear
(Hoffman et al., 2012). In other words, the representations of the
language system are able to support familiar item and order infor-
mation, but not unfamiliar order information, as has already been
shown for non-word repetition.

In sum, these data provide support for language represen-
tations in the dorsal and ventral speech streams as providing
the representational basis for temporary maintenance of item
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information. Language processing models, such as those devel-
oped by Hickok and Poeppel (2007), Jacquemot and Scott (2006)
and Friederici (2012), and recent STM models mentioned in this
section show strong theoretical convergence here, both consid-
ering that temporary activation of long-term representations in
the language network is a critical step of verbal maintenance.
However, temporary activation of representations in the dorsal
and ventral language bases are not the only processes that inter-
vene during short-term maintenance of verbal information, and
it is at this point that language processing and STM models start
to diverge.

THE ROLE OF FRONTO-PARIETAL NETWORKS IN VERBAL
MAINTENANCE: SERIAL ORDER PROCESSING
A hallmark characteristic of many recent verbal STM models is
the consideration of mechanisms that allow for the temporary
maintenance and reproduction of arbitrary sequence information
that is, the ability to recall verbal items/phonemes as a function
of their serial position during list/stimulus presentation (Henson,
1998; Burgess and Hitch, 1999, 2006; Brown et al., 2000; Gupta,
2003; Botvinick and Watanabe, 2007). Language processing mod-
els rarely consider this ability but assume that serial order infor-
mation is an inherent part of linguistic structure and is supported
by linguistic structure during language reproduction (Acheson
and MacDonald, 2009; see also Postle, 2006). This assumption is
valid when linguistic structure knowledge is available. The order-
ing of phonemes for familiar word forms will be determined by
phoneme- and syllable-cooccurrence and transition probabilities
encoded in phonological representations; the same will also be
true for non-words, where sublexical phonotactic knowledge and
syllable structure knowledge will determine output in non-word
recall tasks (Treiman and Danis, 1988; Vitevitch and Luce, 1999;
Dell et al., 2000; Majerus et al., 2004b; Acheson and MacDonald,
2009; Gupta and Tisdale, 2009). Likewise, during sentence repeti-
tion, syntactic and conceptual knowledge will constrain the order
of the words during output (Dell, 1986). However, when this
knowledge is not available serial order errors will occur during
repetition. This is illustrated by non-word recall where sublexi-
cal phonotactic knowledge is not sufficient to accurately encode
and reproduce the serial ordering of the phonemes, especially if
the underlying phonological pattern of the non-word is highly
unfamiliar; in that case, errors during non-word repetition will
start to appear and these errors will be mainly phoneme order
errors (Treiman and Danis, 1988; Gupta et al., 2005; Jefferies
et al., 2006). This is also the case when the order of an arbi-
trary list of words needs to be maintained and repeated, such as
when repeating a phone number, a list of unrelated words, a novel
sequence of task instructions or a novel sequence of orally given
directions.

While in the STM domain, many detailed models of the pro-
cesses supporting the maintenance and reproduction of novel
sequence information have been developed (e.g., Henson, 1998;
Burgess and Hitch, 1999, 2006; Brown et al., 2000; Gupta, 2003;
Botvinick and Plaut, 2006), the neural pathways associated with
these processes have only been recently uncovered. Studies explor-
ing the neural substrates associated with serial order maintenance
and reproduction have observed a critical role of the inferior

parietal cortex, and more specifically the intraparietal sulcus area.
Marshuetz et al. (2000) observed higher activation in bilateral
intraparietal sulci when maintaining the serial order of arbitrary
letter sequences as opposed to maintaining letter identity (see also
Marshuetz et al., 2006). When comparing serial order and item
STM conditions with a stricter control of task difficulty, Majerus
et al. (2006a, 2010) observed that maintenance and retrieval of
serial order information for word lists as well as non-word lists is
restricted to activation in the right intraparietal sulcus, in addi-
tion to activation in the bilateral superior frontal cortex and the
right superior cerebellum; the superior frontal cortex contribu-
tion to serial order processing has also been observed by Henson
et al. (2000) and has been associated with serial regrouping. On
the other hand, activation is stronger in the dorsal and ventral
language networks when maintaining item identity information
such as in conditions where participants have to focus on and later
recognize the phonological, orthographic or semantic character-
istics of the memoranda (Majerus et al., 2006a). Furthermore, the
fronto-parietal network supporting encoding and maintenance of
serial order information appears to be domain general, the same
network having been shown to be also involved in the short-term
maintenance of serial order information for visual sequences such
as sequences of unfamiliar faces (Majerus et al., 2007b, 2010).

The separation between language -based item maintenance
processes, and serial order maintenance processes is also con-
firmed by patients presenting verbal STM deficits. Case studies
with double dissociations between item-based and order-based
maintenance deficits have been documented. Attout et al. (2012)
described two patients, MB and CG, with poor performance in
verbal repetition and reproduction tasks and poor digit spans.
An exhaustive exploration of MB’s performance profile for STM
tasks maximizing either the retention of verbal item information
or serial order information showed that patient MB had diffi-
culties mainly in recognizing and reproducing item information;
word and non-word list repetition was characterized by a sig-
nificantly increased rate of omissions errors and phonological
paraphasias but his serial recall was perfect: all words correctly
recalled were reproduced in correct serial position. His item-
based STM impairment was furthermore associated with a mild
residual phonological processing impairment, in the context of
a left posterior peri-sylvian cerebro-vascular accident. On the
other hand, CG, a patient with traumatic brain injury 2, showed
the reverse profile: he showed an abnormally high rate of serial
ordering errors in verbal repetition tasks, while showing perfect
item reproduction abilities; he recalled as many items as controls,
but had substantial difficulties in outputting the items in correct
serial position. The existence of a double dissociation between
item and order verbal maintenance deficits is also an impor-
tant argument against unitary models of verbal STM such as the
model by Botvinick and Plaut (2006) considering that item and
order information are bound in a single representation during

2CG’s specific brain lesion could not be clearly determined; a CT scan showed
damage to the left anterior lobe; however other white matter lesions could
not be excluded due to traumatic brain injury which leads to diffuse axonal
injuries which often are not visible via standard CT or MRI scanning protocols
(Arfanakis et al., 2002).
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maintenance and reproduction of verbal sequential information.
These dissociations are also contradicting language-based serial
order coding accounts, where the maintenance of serial order
is supposed to be achieved mainly via repeated cycling of the
input sequence through the language production system (Page
and Norris, 1998; Postle, 2006; Page et al., 2007; Acheson and
MacDonald, 2009). As already noted, phonological, semantic
and syntactic linguistic structures will support serial recall if the
sequence information can be mapped onto existing long-term
memory sequence structures (such as syllable frames, phonotactic
constraints, lexical word form representations, scripts), however,
this will not be possible when the sequence information is novel,
arbitrary and highly unfamiliar (Treiman and Danis, 1988; Gupta
et al., 2005; Jefferies et al., 2006). The evidence presented here
is in favor of separate cognitive and neural substrates support-
ing item vs. order representation in language maintenance and
reproduction tasks.

Importantly, the distinction between item and order mainte-
nance capacities has further functional implications for language
processing. The serial order maintenance capacities supporting
novel sequence reproduction may be critical for language repe-
tition and learning. A number of behavioral studies have shown
that repetition and learning of novel phonological sequences is
most strongly associated with serial order maintenance capac-
ities, as opposed to item maintenance capacities: children and
adults showing high serial order maintenance capacities as mea-
sured by serial order reproduction and reconstruction tasks have
larger vocabulary knowledge bases and learn faster novel vocabu-
lary; item STM tasks involving item recall independently of serial
order position information are more weakly associated with per-
formance in novel word repetition and learning tasks (Majerus
et al., 2006b,c, 2008a; Mosse and Jarrold, 2008; Leclercq and
Majerus, 2010). A theoretical interpretation of these findings is
that the ability to temporarily maintain sequence information
via a dedicated short-term storage system for order information
allows the unfamiliar phoneme sequences which define a novel
word to be maintained and replayed in correct order during the
repetition and learning process, thereby increasing the strength
of the new lexical phonological representation being created in
the language knowledge base; this entails that the language path-
ways (where item representations—phonemes/syllables/complete
word forms—are stored, temporarily activated and learnt) and
the order maintenance system are interconnected and in close
interaction (Gupta and MacWhinney, 1997; Burgess and Hitch,
1999, 2006; Gupta, 2003).

In the light of these data, we should expect that, at the neural
level, single novel word repetition and learning is also associ-
ated with the fronto-parietal serial order processing network. In
support of this hypothesis, Majerus et al. (2008b) observed a cor-
relation between novel word learning capacities in healthy adults
and the recruitment of the frontal part of the fronto-parietal
serial order processing network. In the same vein, a MEG study
exploring the time course of brain activity associated with the
repetition of non-word syllable sequences, observed, in paral-
lel to reverberating activity in the dorsal language pathway, an
involvement of the right intraparietal sulcus area; the non-word
syllable repetition task used in that study had strong serial order

processing requirements, since the different non-word sequences
were sampled each time from the same set of three syllables
(ba, da, or pa) with syllable serial order being the distinguish-
ing feature between the different non-word sequences (Herman
et al., 2013); furthermore, the right IPS involvement was not
just coincidental, but it was associated with behavioral success
during the syllable repetition task. On the other hand, other
studies investigating the neural substrates of novel word repeti-
tion or maintenance have observed activation restricted mainly
to the dorsal language pathway (e.g., Strand et al., 2008; Papoutsi
et al., 2009; Gettigan et al., 2011). These studies, however, most
often control for task-general factors by including baseline con-
ditions which factor out neural activation related to serial order
processing, such as via the use of tone sequence processing con-
ditions (Strand et al., 2008; Gettigan et al., 2011). As we have
noted, the fronto-parietal network supporting serial order pro-
cessing for verbal tasks also supports ordinal processing in other
modalities (Majerus et al., 2007b, 2010; Dormal et al., 2012). By
using these control conditions, the intervention of fronto-parietal
serial processing mechanisms may have been masked. Similarly,
other studies contrasted non-word conditions that varied accord-
ing to a number of linguistic dimensions (such as articulatory
constraints) and where the reference non-word condition already
included serial order processing, which may again have masked
the potential intervention of fronto- parietal serial order processes
(Papoutsi et al., 2009). In sum, the intervention of fronto-parietal
serial order processing mechanisms has been established for the
maintenance and reproduction of order information in word,
non-word and letter sequences; the conditions under which these
processes also intervene in single non-word processing have to be
further investigated.

THE ROLE OF FRONTOPARIETAL NETWORKS IN VERBAL
MAINTENANCE: ATTENTIONAL FOCALIZATION
A second hallmark feature of recent verbal STM models, and
which is considered even less by language architectures than serial
order processing, is attentional processing. Many recent models
of STM consider that maintenance of verbal information does
not only require temporary activation of language representa-
tions, but the maintenance of this activation over time until task
completion is further under the control of attentional focaliza-
tion processes (Cowan, 1995; Oberauer, 2002; Barrouillet et al.,
2004; Engle and Kane, 2004). Although the role of attention has
been acknowledged by early STM models, such as the work-
ing memory model by Baddeley and Hitch (1974), recent data
show that attentional focalization intervenes not only in com-
plex storage and processing tasks, but also in simple verbal tasks
requiring only maintenance and output of a set of stimuli as is
the case of language repetition tasks (Cowan et al., 2005; Majerus
et al., 2009; Ötzekin et al., 2010). In other words, temporarily
activated representations are considered to remain activated as
long as required by being put in the focus of attention and by
being re-activated each time they are the target of the focus of
attention (Cowan, 1988, 1995). Direct neuroimaging evidence for
this mechanism has been observed in the area of face processing,
where Gratton et al. (2013) recently showed that items hold in the
focus of attention are characterized by enhanced neural response
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in temporo-occipital face processing areas relative to items out-
side the focus of attention. This control of activation maintenance
via attentional processes will further allow to ensure that activated
input and output representations match, possibly via additional
efference copies sent to the inferior parietal cortex, allowing that
input information is correctly reproduced at output (Rauschecker
and Scott, 2009). Attentional capacity is currently considered by
many authors to be the core limiting factor of performance in
verbal maintenance tasks, and the defining factor of maintenance
capacity (Cowan, 1995; Oberauer, 2002; Barrouillet et al., 2004;
Engle and Kane, 2004).

At the neuroimaging level, part of the fronto-parietal network
that typically defines the neural substrates of verbal maintenance
tasks has been associated with this attentional focalization func-
tion, and this more precisely at the level of the left intraparietal
sulcus and the dorso-lateral prefrontal cortex (Salmon et al., 1996;
Nystrom et al., 2000; Ravizza et al., 2004; Cowan et al., 2011;
Majerus et al., 2012). Although bilateral fronto-parietal activity is
typically observed in verbal maintenance tasks, only the left intra-
parietal sulcus and dorsolateral prefrontal cortex appears to be
activated irrespective of the type of information to be maintained,
and is considered to have a domain-general attentional control
and focalization function in STM tasks (Majerus et al., 2010;
Cowan et al., 2011). The right intraparietal sulcus area appears
to have a more specific function and is activated more strongly
when maintaining serial order information as we have seen in the
previous section. This fronto-parietal network is also considered
to support attentional focalization processes rather than a verbal
buffer function since this network is sensitive to load-effects not
only in the verbal domain, but also when temporarily maintain-
ing other types of information such as faces, geometric stimuli,
tactile stimuli or even social stimuli (e.g., Nystrom et al., 2000;
Rämä et al., 2001; Hautzel et al., 2002; Todd and Marois, 2004;
Brahmbhatt et al., 2008; Lycke et al., 2008; Meyer et al., 2012;
Kaas et al., 2013). This has led to the currently dominant view in
the STM research field that an important function of the fronto-
parietal network is the control of task-related attention during
the maintenance of verbal information, allowing attention to be
directed and maintained on the target stimuli to be processed
and maintained (Todd and Marois, 2004; Postle, 2006; Nee and
Jonides, 2011, 2013). More specifically, this STM load-dependent
fronto-parietal network has been shown to involve a well-known
network in the attention research field, the dorsal attention net-
work which allows attention to be oriented on target stimuli as a
function of ongoing task requirements, in both verbal and visual
domains (Todd and Marois, 2004; Majerus et al., 2012). This
network has been shown to increase its activity with increasing
STM load, while competing with a second attentional network
during verbal maintenance tasks, the ventral attention network
involved in detecting novel, task-irrelevant stimuli; the ventral
network, involving the temporo-parietal junction and the orbito-
frontal cortex, is deactivated as a function of the amount of verbal
stimuli to be maintained, and this deactivation is associated with
attentional blindness for distractor stimuli presented while the
verbal stimuli are being maintained (Todd et al., 2005; Fougnie
and Marois, 2007; Majerus et al., 2012). These data demonstrate
the central role of task-related attentional processes as defining

left-hemisphere fronto-parietal activity during maintenance of
verbal stimuli.

In the light of these data, any model representing language rep-
etition and maintenance processes should consider interactions
with these domain-general attention networks, since they have
been shown to be one of the main function of the left-centered
fronto-parietal network recruited during temporary maintenance
of verbal information. Furthermore, repetition of multiple word
or non-word sequences will particularly require attentional con-
trol processes in order to ensure that input and output match
(Rauschecker and Scott, 2009). While this network is consis-
tently observed to be involved in tasks involving the maintenance
and reproduction of multiple word or non-word stimuli (Ravizza
et al., 2004; Majerus et al., 2006a, 2010; Ötzekin et al., 2010;
Cowan et al., 2011), this is less consistently the case for single word
and non-word repetition. On the one hand, single word repeti-
tion will probably require attentional focalization processes only
to a minimal amount, since a single target has to be processed
and the maintenance delay is very short due to a quasi-immediate
succession of input and output processes. This is also in line
with neuroimaging studies of verbal maintenance showing no
or minimal recruitment of left fronto-parietal networks in low-
load conditions (e.g., when a single or two letters have to be
maintained; Majerus et al., 2012). However, this may be differ-
ent for single non-word repetition, especially if the phonological
structure of the non-word is highly unfamiliar and multisyllabic
and will be difficult to map onto existing sublexical phonolog-
ical representations along the dorsal language pathway. In that
case, fronto-parietal maintenance mechanisms are likely to be
challenged to a higher extent. Studies having investigated the neu-
ral substrates of single non-word repetition do not systematically
observe activation of the left-centered fronto-parietal network (Pa
et al., 2008; Strand et al., 2008; Papoutsi et al., 2009; Gettigan
et al., 2011). This could, however, be related to the control
conditions used in these studies, factoring out domain-general
processes such as attentional focalization. As already noted in the
previous section, most of these studies aim at exploring neural
activations specifically associated with linguistic processing and
maintenance, and therefore use baseline conditions which remove
more general cognitive variables, for example by presenting tone
or gesture sequences to be processed and maintained as a refer-
ence condition (e.g., Pa et al., 2008; Gettigan et al., 2011). On
the other hand, when considering activations shared with pro-
cessing of the control conditions, activation in intraparietal areas
can be observed, as was for example the case in the study by Pa
et al. (2008) comparing speech and gesture maintenance. Also, in
their recent MEG study exploring the time course of neural acti-
vation during language repetition, Herman et al. (2013) observed
activation in the left fronto-parietal network during non-word
repetition. Interestingly, this network reacted in a load-dependent
manner, with higher recruitment for repetition of 4-syllable non-
words as compared to two-syllable non-words. Furthermore, it is
important to note here that the involvement of the left fronto-
parietal network occurred at a relatively late time point after
encoding, between 500 and 700 ms post-stimulus onset, while
activation in the dorsal language network was present about 40 ms
post-stimulus onset. This later involvement of the fronto-parietal
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network is in line with its top-down attentional control function
during language processing: language representations of to-be-
repeated stimuli are first activated in the language processing
networks, and their activation is then maintained and moni-
tored via top-down task-related attentional control. Finally, in a
recent neuroimaging study exploring functional connectivity pat-
terns during a sentence processing task, Makuuchi and Friederici
(2013) found further evidence for the involvement of fronto-
parietal networks in language processing tasks. Using dynamic
causal modeling, they observed functional connectivity between
the left-hemisphere fronto-parietal network and core language
processing areas during sentence processing, and the strength of
this association increased as a function of the linguistic complex-
ity of the verbal material and, by extension, of the amount of
attentional focalization/control needed. These data show that the
fronto-parietal network is not only co-activated during language
processing tasks, but is an integral and integrated part of language
processing networks.

TOWARD AN INTEGRATIVE FRAMEWORK FOR
MAINTENANCE PROCESSES DURING LANGUAGE
REPETITION
In this review, aiming at elucidating the cognitive processes and
neural networks involved in the maintenance of verbal informa-
tion during language repetition, we have shown that research
in the language and STM dosmains converge on one important
factor: the importance of language knowledge supported by the
dorsal and ventral pathways and its temporary activation during

maintenance of verbal information. On the other hand, research
in the STM domain points to two additional processes: those
involved in maintaining novel sequence information, and those
involved in maintenance control via attentional focalization pro-
cesses. Although language processing models have given no or
very little consideration to the latter two processes, the stud-
ies reviewed here show that temporary maintenance of verbal
information can depend on all three factors identified here, espe-
cially when multiple word stimuli or long non-word stimuli need
to be processed. Similarly, cognitive architectures of STM con-
sider interactions between either language processing and serial
order processing (e.g., Brown et al., 2000; Gupta, 2003; Burgess
and Hitch, 2006), or language processing and attentional process-
ing (e.g., Cowan, 1995; Oberauer, 2002; Barrouillet et al., 2004),
but no STM model currently considers the three components of
verbal maintenance identified here at the same time.

The integrative framework of verbal maintenance processes
during language repetition proposed here considers language,
serial order and attention components within a single model. An
overview of this functional architecture and underlying neural
networks is presented in Figure 1, for single word and non-word
repetition, and in Figure 2, for word and non-word sequence
repetition including sentence repetition. The basis of this archi-
tecture are the dorsal and ventral language pathways, where
long-term phonological and semantic representations are acti-
vated upon presentation of a word (see Figure 1). More precisely,
in the dorsal network, sublexical phonological representations in
the posterior superior temporal area and the superior temporal

FIGURE 1 | Outline of the networks and processes proposed to

support maintenance processes during single word and short

non-word repetition. Maintenance during short non-word repetition is
mainly supported by the dorsal language pathway, linking the superior
and posterior temporal cortex to the posterior inferior frontal cortex,
and, at the cognitive level, reflects temporary activation and interfacing
of input and output phonological item representations. Maintenance of
single word repetition is also supported by the dorsal language

pathway, but with additional intervention of the ventral language
pathway, linking the middle and anterior temporal cortex to a more
anterior site of the inferior frontal cortex, and reflects temporary
activation of semantic item representations. The frontal endpoints of
each pathway are further involved in protecting to-be-maintained
information against phonological and semantic interference, respectively.
The numbers indicate the main Brodman areas characterizing each
functional region identified here.
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FIGURE 2 | Outline of the networks and processes proposed to

support maintenance during multiple non-word and word sequence

repetition, including sentence repetition. Bilateral fronto-parietal
networks, supporting domain-general attentional and serial order
processing, intervene in addition to the dorsal and ventral language
pathways involved in the maintenance of phonological and semantic item
information. In the left hemisphere, the fronto-parietal network associating
the left intraparietal sulcus to the left superior and middle prefrontal cortex
is proposed to support the maintenance of multiple verbal stimuli by

focusing attentional resources on the representations temporarily activated
in the dorsal and ventral language pathways. In the right hemisphere, the
fronto-parietal network associating the right intraparietal sulcus to the right
superior and middle prefrontal cortex is proposed to support maintenance
of the novel and unfamiliar serial order information that characterizes the
order of occurrence of words within a list and of phonemes/syllables
within a novel word, via connectivity with the left fronto-parietal network
and the language pathways. The numbers indicate the main Brodman
areas characterizing each functional region identified here.

sulcus will be activated and temporarily maintained (Binder et al.,
2000; Scott et al., 2000); two different types of representation
may be distinguished here: the posterior superior temporal area
(planum temporale) has been proposed to support sensori-motor
interface representations, which, in direct connection with the
inferior frontal cortex, will allow target representations to get
continuously reactivated and refreshed via subvocal articulatory
rehearsal processes (the “doing” pathway; Hickok and Poeppel,
2007; Rauschecker and Scott, 2009); the more anterior superior
temporal areas and superior temporal sulcus have been pro-
posed to keep track of the initial perceptual properties of the
target information (Buchsbaum et al., 2005). In the ventral net-
work, activations in the anterior, middle and inferior temporal
areas will represent the lexical and semantic properties of the
target information (Scott et al., 2000; Binder et al., 2000, 2009;
Friederici, 2012). Importantly, at this stage only item representa-
tions will be activated and maintained, allowing individual words
to be maintained and repeated on the basis of their underly-
ing phonological, lexical and semantic representations. However,
as we have seen, these representations will not be sufficient to
maintain sequence information, i.e., to maintain the (arbitrary)
serial order in which the different words have been presented.
Activation in the language pathways therefore needs to be syn-
chronized with an additional system which allows for the coding
of arbitrary sequence information (see Figure 2): this function
is proposed to be supported by a fronto-parietal network cen-
tered on the right intraparietal sulcus, which will associate each
activated item in the language network with a serial position

marker ensuring that each item will be output in correct serial
position at recall, as proposed by a number of computational
models of serial order STM (Gupta and MacWhinney, 1997;
Burgess and Hitch, 1999, 2006; Brown et al., 2000). Finally,
attentional control will be needed to maintain the item and
serial order representations activated over time and in the focus
of attention, as a function of current task requirements. This
function is proposed here to be supported by a fronto-parietal
network centered around the left intra-parietal sulcus (Figure 2),
in line with an increasing number of studies associating the
fronto-parietal activations during verbal and non-verbal main-
tenance with the dorsal attention network (Todd and Marois,
2004; Cowan et al., 2011; Majerus et al., 2012). This network will
interact with the other two networks in order to ensure synchro-
nized activation and processing, which will lead to successful task
performance and accurate reproduction of both item and order
information.

This architecture of verbal maintenance is considered to be
task-dependent: when repeating single words or short non-words
with a familiar sublexical phonological structure in an immedi-
ate repetition task, processing is likely to be limited to the ventral
and dorsal repetition pathways, respectively, since there will be
no novel serial position information to be processed; require-
ments for extended maintenance via attentional focalization will
also be minimal since the perceptual input will be processed by
the language repetition pathways in a quasi instantaneous man-
ner and the target item activation does not need to be protected
against competitor stimuli. In accordance, patients with a severe
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single word repetition impairment often have lesions restricted
to these pathways, and more precisely, the posterior part of the
dorsal pathway (Buchsbaum et al., 2011). Furthermore, recent
studies exploring the role of attentional processes on mainte-
nance processes have shown that at output, not all information
will be in the focus of attention, and some information can be
directly retrieved from activated long-term memory (Nee and
Jonides, 2008, 2011, 2013; Lewis-Peacock et al., 2012). Similarly,
when repeating multiple word sequences, the serial order process-
ing network may not be extensively recruited if output in correct
serial position is not required. Previous studies have shown that
healthy subjects can recruit the serial order processing network
centered around the right intraparietal sulcus as a function of
task demands: when processing of sequential aspects is stressed
by task instructions, stronger recruitment of the right intrapari-
etal sulcus is observed; but when task instructions focus on the
maintenance of phonological and orthographic characteristics of
the items, dorsal and ventral language processing streams are acti-
vated more strongly (Majerus et al., 2006a, 2010). The flexible
recruitment of these different networks is supposed to be under
the control of the fronto-parietal network centered around the
left intraparietal sulcus involved in top-down attentional pro-
cessing. For tasks with varying item and serial order processing
demands, the left intraparietal sulcus has indeed been shown to
be activated for both types of information but with differen-
tial functional connectivity patterns, connectivity being enhanced
between the left intraparietal sulcus and language processing net-
works when item processing demands are high, and connectivity
being enhanced between the left and right intraparietal sulci
when serial processing demands are high (Majerus et al., 2006a,
2008b). These data suggest that attentional control by the left
fronto-parietal network can be flexibly allocated to language pro-
cessing and/or serial order processing networks, as a function of
task demands.

A number of predictions are to be derived from the frame-
work proposed here. First, a strong prediction of this frame-
work is the greater involvement of the serial order processing
and attentional processing components during non-word repe-
tition, especially when the non-word sequence is long, complex
and cannot be easily mapped to existing lexical and sublexical
phonological structures, i.e., non-words with very low lexical
neighborhood values and phonotactic probability values. In that
case, the sequence of phonemes cannot be represented via existing
sublexical phonological structures, and the novel sequence infor-
mation needs to be maintained via strong connections between
the phonological item representations supported by the dorsal
repetition pathway, the novel sequence representations supported
by the fronto-parietal network centered around the right intra-
parietal sulcus, and attentional resources supported by the fronto-
parietal network centered around the left intraparietal sulcus (see
Figure 2). As already mentioned, previous studies exploring the
neural substrates of non-word repetition typically focused on the
linguistic networks and/or used control conditions factoring out
any possible contribution of the serial order and attention pro-
cessing components identified here (e.g., Gettigan et al., 2011).
In support of this, studies looking directly at the time course of
activation patterns during non-word repetition, without using

any baseline condition, observed in addition to involvement of
the dorsal language pathway activation in left and right inferior
parietal areas which was stronger for longer non-word sequences.
Moreover, if output is delayed, there will be additional require-
ments for short-term maintenance, and in that case, the inter-
vention of attention networks may be necessary for maintaining
active the corresponding phonological representations even for
short non-words. Future studies will need to determine in a sys-
tematic manner the conditions in which serial order and attention
processing networks intervene during single non-word repeti-
tion. In order to answer these questions, studies will need to
use experimental designs that allow for the detection of domain-
general attention and serial order processing networks instead of
factoring them out.

A second prediction is related to sentence repetition. Repeating
long sentences with delayed semantic integration, as is for exam-
ple the case for sentences involving multiple adjectives or subor-
dinate clauses, should put relatively high demands on temporary
maintenance processes, and hence should rely on attentional sup-
port processes. Martin et al. (2003) showed that sentences where
semantic integration is delayed put higher demands on seman-
tic short-term retention abilities. Likewise, verbatim sentence
repetition has been shown to be determined by phonological
short-term retention abilities (Martin et al., 1999). Therefore,
sentence repetition should involve the language repetition path-
ways as well as the fronto-parietal attention networks involved
in short-term maintenance. With respect to the involvement
of serial order representation mechanisms, syntactic structure
knowledge will on the one hand constrain and determine word
order allowing word order to be represented via activation of
existing word co-occurrence and syntactic structures in the lan-
guage network. On the other hand, when this knowledge is
not sufficient, as is the case for example for reversible sen-
tence constructions with the two possible interpretations being
semantically plausible (e.g., John is being pushed by Eaton vs.
Eaton is being pushed by John), the specific coding of word
order will be important, potentially needing the recruitment
of the serial order representational system supported by the
right intraparietal sulcus. In support of this, studies explor-
ing the neural substrates of sentence repetition or generation
have shown involvement of both left and right intraparietal sul-
cus areas (Haller et al., 2005; Tremblay and Small, 2011). In
both of these studies, this involvement was even stronger dur-
ing sentence production than sentence listening/reading: espe-
cially sentence production will require detailed attention to both
word identity and word order in order to allow for accurate
reproduction, while sentence comprehension can be achieved
via conceptual level processes for which the retention of spe-
cific word order is less determinant, except for the semantically
plausible reversible sentence constructions mentioned above.
Importantly, Segaert et al. (2013) explored brain activity associ-
ated with sentence repetition and observed specific involvement
of the right intraparietal sulcus when varying syntactic struc-
ture, but not when varying verbs, pointing more directly to a
specific role of the right intraparietal sulcus area in support-
ing processing of syntactic order information; in the same study,
the left intraparietal sulcus was involved in the processing of
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both syntactic structure and verbs, in line with its more general
attention processing role.

The role of inhibitory and interference control processes dur-
ing maintenance of verbal information also has to be briefly
discussed. As noted in the first section of this review, the frontal
part of the ventral language pathway, i.e., the ventrolateral pre-
frontal cortex, has been associated with resistance to seman-
tic interference during maintenance of semantic information
(Thompson-Schill et al., 2002; Martin et al., 2003; Hamilton
and Martin, 2007). A similar mechanism has been proposed for
the dorsal language pathway, with the posterior inferior pre-
frontal cortex associated with phonological interference control
processes (Postle, 2005; Schnur et al., 2009; Barde et al., 2010).
These studies raise the question of the networks that link these
prefrontal phonological and semantic interference control pro-
cessing areas with the fronto-parietal attention control networks,
and this especially in the context of multi-word and sentence
processing where there is strong susceptibility for semantic and
phonological interference to occur. The results of the dynamic
causal modeling study by Makuuchi and Friederici (2013) are
informative here since they show that the left inferior parietal
cortex is increasingly connected with the inferior frontal cortex
(pars opercularis) as a function of the complexity of the sentences
to be processed, indicating that the parietal regions involved in
attentional control potentially interact with frontal areas sup-
porting inhibitory/interference control processes during sentence
processing. Future studies will need to determine the precise task
and linguistic conditions in which these interactions between
attentional control and interference control networks occur.
Furthermore, these processes may also be important to support
serial order recall. Hoffman et al. (2012) as well as Jefferies et al.
(2008) observed that patients with inhibitory/interference con-
trol deficits produced large number of order errors in sentence
recall and word list recall. This is also in line with the neu-
roimaging studies discussed earlier and showing that the network
activated when processing serial order information is not lim-
ited to the right intraparietal sulcus, but also includes superior
frontal and prefrontal areas, including the left inferior prefrontal
cortex associated with control of interference/inhibition (Majerus
et al., 2006a, 2010). Resolution of interference between items
competing for the same serial position is likely to be a further
important determining factor of serial order maintenance and
recall, especially if word order in a STM lists conflicts with exist-
ing word order knowledge structure, as is for example the case
when recalling incoherent sentences with words in unexpected
sentence positions (Hoffman et al., 2012). This type of process
is also often used to model serial order recall in computational
models, via competitive cueing and winner-take-all mechanisms
(e.g., Burgess and Hitch, 1999).

A further central question relates to the nature of the
serial order processing system proposed here and the repre-
sentations used to represent sequence information. As already
noted, this system is supposed to support representation of
novel and arbitrary serial order information, with linguistic
sequence knowledge as encoded in sublexical, lexical and seman-
tic representations supporting processing of familiar or partially
familiar sequences. For the representation of novel, arbitrary

order information a number of mechanisms have been proposed,
computational models considering that serial order is represented
either via episodic context, time-based representations or posi-
tional vectors (Gupta and MacWhinney, 1997; Henson, 1998;
Brown et al., 2000; Burgess and Hitch, 2006). All these models
are able to reproduce the main characteristics of serial posi-
tion coding such as serial position effects (primacy and recency
effects) and transposition gradients during serial recall (items
from adjacent positions tend to be exchanged more frequently
than items from distant positions). A few models also consider
that serial position information may be coded within item repre-
sentations themselves, by considering that items are represented
with different activation levels as a function of serial position or
contain rank order information (Page and Norris, 1998; Farrell
and Lewandowsky, 2002; Botvinick and Plaut, 2006; Botvinick
and Watanabe, 2007). As we have seen, the dissociations observed
between item and order processing, at both neuropsychological
and neuroimaging levels, are difficult to reconcile with these lat-
ter accounts. However, this still leaves the question of the nature
of serial order codes open. A possible hypothesis is that the right
intraparietal sulcus area involved in serial order coding is involved
in the creation of temporary domain-general ordinal represen-
tations, allowing the encoding of relational information about
items within a sequence, and this in a domain-general manner.
This is supported by data showing that this region responds to
ordinal information also in other domains such as number pro-
cessing and alphabetic order processing (Pinel et al., 2001; Fias
et al., 2007; Kaufmann et al., 2009; Dormal et al., 2012). The
general principle of ordinal coding that is, the assumption that
serial order representations vary along a dimension that is orga-
nized in some ordinal manner (e.g., ordinal ranks, time-based
ordinal information, large-to-small primacy gradient principle)
is also at the heart of many of the computational serial order STM
models discussed here (Gupta and MacWhinney, 1997; Henson,
1998; Page and Norris, 1998; Brown et al., 2000; Farrell and
Lewandowsky, 2002; Botvinick and Plaut, 2006)).

We also cannot exclude the possibility that the right intrapari-
etal sulcus area identified here reflects an ancillary attentional
function during the processing of serial order information, given
the bilateral intraparietal sulci have been shown to be linked to
task-related attention (Todd and Marois, 2004; Duncan, 2010;
Majerus et al., 2012). In the studies linking the right intraparietal
sulcus to processing and maintenance of serial order information,
much care had been taken to equate the item and order STM
conditions with respect to task difficulty, which was reflected by
equal levels of task performance. However, this does not necessar-
ily guarantee that attentional demands were exactly the same in
the two conditions. It may even be the case that a specific form
of attentional processes directly supports representation of serial
order information. Van Dijck et al. (2013) showed that serial posi-
tion coding in STM and spatial attention actually interact: they
showed a rightward spatial attention bias in a dot detection task
which linearly increased as a function of the serial position of the
items being retrieved in a concurrent STM task, the bias being
largest when items from the end of the STM list were retrieved,
and the bias being non-existent when items from the start of
the STM list were retrieved. These results give rise to a further
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hypothesis of serial order coding in STM, namely the involve-
ment of spatial attention and spatial frames (i.e., left-to-right
reference frame) as supporting the coding of serial position in
STM; this hypothesis is in line with greater involvement of the
right vs. left intraparietal sulcus, since the right inferior pari-
etal cortex is known to support this type of attention processes
(Bricolo et al., 2002). Finally, as already discussed, executive pro-
cesses such as control of interference and inhibition supported
by ventro-lateral prefrontal cortex are also an important fac-
tor associated with serial order maintenance and recall, and in
some patients, deficits at this level may explain their serial order
deficits (Jefferies et al., 2008; Hoffman et al., 2012). In sum,
given the current co-existence of many alternative and not nec-
essarily mutually exclusive hypotheses about the processing of
novel, arbitrary serial order information, future studies will be
needed to achieve a better understanding of the specific neu-
ral and cognitive codes and processes involved in serial order
maintenance.

CONCLUSIONS
The account presented here considers that short-term mainte-
nance of verbal information during repetition is not subtended
by specific and dedicated storage buffers, contrary to a num-
ber of theoretical models of verbal maintenance (Martin et al.,
1994b; Baddeley et al., 1998; Baddeley and Logie, 1999; Vallar
and Papagno, 2002). Rather, short-term storage results from syn-
chronized and flexible recruitment of language, attentional and
serial order processing systems. In this sense, short-term mainte-
nance is an emergent function which depends on neural networks

shared with other cognitive functions, including language pro-
cessing networks (Cowan, 1995; Postle, 2006; Buchsbaum and
D’Esposito, 2008). This account is similar to proposals by Postle
(2006) and Cowan (1995) who also consider STM as an emer-
gent function, resulting from temporary activation of long-term
memory knowledge bases in the language processing networks,
and attentional selection and control processes via fronto-parietal
networks. Like language processing architectures, these proposals
do not specifically consider the role of serial order processing and
maintenance. On the other hand, serial order processing has been
the focus of very detailed computational frameworks of verbal
STM, with some additional consideration for interactions with
linguistic representational systems, but no consideration of atten-
tional processes. The present work is an attempt at providing a
bridge between three core component processes of verbal short-
term maintenance, taking the form of an integrative cognitive and
neural framework of the language, attention and serial order pro-
cesses supporting maintenance during language repetition. This
framework provides new perspectives for the understanding of
language repetition and maintenance deficits, by allowing for a
nuanced and integrative assessment of the multiple components
that can lead to breakdown of maintenance of verbal information,
including the consideration of the non-linguistic domain-general
mechanisms involved in language repetition.
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Word repetition (WR) is the language pro-
cess which consists of immediately say-
ing a word after hearing it. This skill
plays a crucial role in language develop-
ment by enabling the learning of new
words. Clinically, repetition skill partici-
pates in the classification of aphasic syn-
dromes, and can inform about prognosis
(Hosomi et al., 2009) and guide reha-
bilitation (Schlaug et al., 2009). In addi-
tion, uncontrolled pathological repetition
termed echolalia is observed in neurologi-
cal disorders such as autism.

Despite improving knowledge of corti-
cal networks underlying WR, its subcorti-
cal connectivity has received less attention.
Here, we investigate the white matter path-
ways involved in WR.

NEUROPSYCHOLOGICAL
CONSIDERATIONS
WR involves several levels of linguistic
processing. The conversion of phonolog-
ical information into articulatory-based
representations requires multiple steps:
(1) phonological decoding and tempo-
rary storage within the verbal work-
ing memory system utilizing subvocal
rehearsal (Baddeley, 1996); (2) seman-
tic recognition as word versus pseudo
word; (3) phonological encoding and (4)
planning for execution by the motor
articulatory programs. These parallel and
distributed levels of processing are super-
vised by initiation and inhibitory cognitive
mechanisms.

The debate about the respective
contributions of phonological and lexical-
semantic representations in auditory WR
remains open. WR impairment may be
explained by a “dual-route” model in
which non-lexical and lexical-semantic

pathways are distinct with some degree
of interaction (Hanley et al., 2002). An
alternative explanation is the “single-
route” model based on a “globality
assumption,” in which phonological and
lexical-semantic representations interact
in all aspects of repetition (Dell et al.,
1997). In clinical practice, phonologi-
cal errors during immediate repetition
are regularly observed in patients har-
boring lesions involving the semantic
system while to a lesser extent semantic
errors may be observed during imme-
diate repetition in patients with damage
to the phonological system. Even though
these observations support that semantic
and phonological representations interact
within a large-scale network, WR neural
foundations remain poorly understood.

NEURAL BASES OF WORD REPETITION:
THE CLASSICAL DORSAL STREAM
Wernicke (1874) described a region within
the left posterior temporal lobe devoted
to auditory word processing and postu-
lated the existence of a connection between
this area and the inferior frontal gyrus
(IFG). He suggested that a lesion of this
connection induced, in addition to phone-
mic paraphasias with associated correc-
tion strategies, the inability to repeat. The
white matter pathway underlying this con-
nection has been referred as the arcuate
fasciculus (AF), and language disorders
elicited by damage to the AF were termed
“conduction aphasia” (Goodglass, 1992).
Geschwind (1965) argued that this dis-
connection syndrome may be caused by
a lesion to either the AF or to the left
inferior parietal lobe (IPL). Advances in
neuroimaging combined with lesion stud-
ies have confirmed the involvement of

the supramarginalis gyrus (SMG) within
the IPL in WR (Fridriksson et al., 2010),
in addition to the IFG and cortical
areas surrounding the posterior portion
of the Sylvian fissure (Damasio and
Damasio, 1980; Price et al., 1996; Baldo
and Dronkers, 2006; Buchsbaum et al.,
2011). In particular, a small temporal-
parietal area (“area Spt” for Sylvian-
parietal-temporal), inferior to the SMG,
is thought to be crucial in phonological
working memory and WR (Baldo et al.,
2011). According to the dual stream model
of language processing, the area Spt might
represent an “interface” for the integration
of sensorimotor representations of verbal
sounds. Thus, lesions to Spt may result in
inefficient transfer of auditory represen-
tations into articulatory representations
stored in the IFG and ventral premotor
cortex. The described temporal-parietal-
frontal network would constitute a dorsal
language stream dedicated to phonologi-
cal processing, i.e., the ability to link sound
to articulation—while a ventral stream
would be dedicated to semantic process-
ing (linking sound to meaning) (Hickok
and Poeppel, 2004). It is worth noting that
Wernicke himself assumed the existence of
a ventral stream in addition to the dor-
sal one, running behind the insula and
connecting temporal and frontal regions.
However, this very modern view fell into
oblivion up to the recent highlighting of
such a dual stream organization of lan-
guage (Weiller et al., 2011).

Recent studies combining functional
MRI and diffusion tensor imaging show
that this dorsal stream is subserved by
the superior longitudinal fasciculus (SLF)
(Catani et al., 2005; Saur et al., 2008). The
SLF is comprised of three components:
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a medial direct pathway corresponding to
the AF and two indirect pathways run-
ning laterally: an anterior part connect-
ing the ventral premotor cortex with the
inferior parietal cortex and a posterior
part connecting the inferior parietal cor-
tex with posterior temporal areas (Catani
et al., 2005). In this dual stream model,
the major role of a left dorsal network
in WR, connecting via the AF/SLF com-
plex, posterior temporal, inferior parietal,
and inferior frontal areas, is now admitted
(Fridriksson et al., 2010).

The question remains as to whether
the dorsal stream is sufficient for WR or
whether the ventral pathway can impact
WR, as was recently suggested (Berthier
et al., 2012). Intraoperative language map-
ping performed during awake brain tumor
surgery, combined with perioperative lan-
guage evaluations, may provide significant
insights into this question.

INTRAOPERATIVE MAPPING AND
PERIOPERATIVE EXAMINATIONS:
DOES THE VENTRAL STREAM PLAY A
ROLE IN WORD REPETITION?
INTRAOPERATIVE LANGUAGE MAPPING
Awake surgery for tumor patients allows
maximizing the extent of resection while
preserving brain functions (Duffau,

2005). Direct electrical stimulation (DES)
is applied over the brain, which tem-
porarily inactivates restricted structures
both at cortical and subcortical levels.
Sensorimotor and language functions are
continuously assessed throughout the
resection. If a disorder is reproducibly
observed during DES of a given area, that
area is regarded as critical to the func-
tional network being evaluated and is thus
preserved. Based on an experience with
hundreds of procedures, awake surgery
enables mapping of eloquent pathways
in humans with a spatiotemporal reso-
lution unmatched by other techniques
(Duffau et al., 2008). In practice, lan-
guage is evaluated using a picture naming
test: the patient is asked to name black
and white pictures of common objects
that are presented on a computer screen.
When transient language disorders (such
as phonological paraphasias, semantic
paraphasias or anomias) are generated
by DES, WR is assessed by simply asking
the patient to repeat the correct word.

Here we report a summary of the
more frequent disorders observed dur-
ing intraoperative DES in 200 patients
undergoing awake surgical procedures for
brain tumors between 2009 and 2012.
Reproducible disturbances were observed

in approximately 80% of cases, demon-
strating a reliable methodology despite
interindividual variability and brain
reorganization induced by the glioma
(Table 1).

At the cortical level, DES of the infe-
rior part of the SMG induced anomias or
phonological disorders during the picture
naming test. During WR tasks, phonolog-
ical paraphasias were observed. DES of the
ventral premotor cortex induced always
a speech arrest, during both naming and
WR. DES of the posterior part of the supe-
rior and middle temporal gyri induced
anomias, with preservation of WR.

At the subcortical level, DES of the AF
reliably induced phonological disorders
during both naming and WR. Moreover,
DES of the anterior part of the lateral
SLF induced articulatory disorders dur-
ing naming and WR. Finally, DES of the
inferior fronto-occipital fasciculus (IFOF)
produced semantic paraphasias related to
the target word (i.e., belonging to the same
category than the target word, or having
an associative link with it) during naming,
whereas during WR, the patient repeated
normally or perseverated on the previous
semantic paraphasia.

Our observations support the dual
stream model of language processing for

Table 1 | Neural bases of word repetition.

Brain areas of interest

Cortical level Subcortical level

vPMC inf SMG pSTG/pMTG sup pAF lat vSLF IFOF

DES Naming sp. arrest Anomia + Pho P Anomia Pho P Artic disord. Sem P

Word repet sp. arrest Pho P OK Pho P Artic disord. OK or Perse

Naming Phonological network Semantic network

OK Anomia Pho P Artic disord. OK Anomia Sem P Sem P

↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓

Real word
repet

OK OK/Pho P OK/Pho P Artic disord. OK OK/Pho P/Sem P OK/perse/Pho P OK/Pho P

Pseudo
word repet

OK/Pho P Pho P/Ø Pho P/Ø Artic disord./Ø OK/Pho P/regul OK/Pho P/regul OK/regul/Pho P/Ø Pho P/Ø

Upper: Language disorders induced by intraoperative DES of brain areas of interest during picture naming, and then followed by word repetition. Lower:

Performances on the immediate postoperative language evaluation, likely reflecting edema-induced disruption of functional networks (phonological/semantic) adja-

cent to the surgical cavity. Abbreviations: DES, direct electric stimulation; word repet, word repetition; sp. arrest, speech arrest; Pho P, phonological paraphasia;

artic disord., articulatory disorder; Sem P, semantic paraphasia; Perse, perseveration; vPMC, ventral premotor cortex; inf SMG, inferior supramarginalis gyrus; pSTG,

posterior superior temporal gyrus; pMTG, posterior middle temporal gyrus; sup pAF, postero-superior arcuate fasciculus; lat vSLF, lateral ventral part of the superior

longitudinal fasciculus; IFOF, inferior fronto occipital fasciculus; Ø, absence of response; regul, regularization (transformation of a pseudo word into a real word).
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both naming and WR. First, the dorsal
phonological stream is supported by two
components of the SLF: the longer, more
medial AF which is crucial for decod-
ing and encoding phonological represen-
tations (i.e., the phonological buffer), and
the antero-lateral SLF III (Makris et al.,
2005), which is essential in linking phono-
logical information to articulatory-based
representations i.e. the articulatory loop
of verbal working memory (Duffau et al.,
2003; Maldonado et al., 2011). In a recent
study that utilized fiber dissection and
tractography to isolate the subcomponents
of the SLF and to identify their corti-
cal terminations, it was demonstrated that
(1) the AF connects the middle and infe-
rior temporal gyri with the precentral
and inferior frontal gyri, (2) the ante-
rior segment of the SLF (SLF III) con-
nects the SMG and superior temporal
gyrus with the precentral gyrus (Martino
et al., 2013). AF/SLF III connects differ-
ent frontal, temporal and parietal areas
that were previously shown to be criti-
cally involved in WR. Thus, the critical
role of the dorsal stream in WR was val-
idated by intraoperative DES. Concerning
the ventral semantic stream, we have pre-
viously demonstrated the underlying role
of the IFOF, where stimulation of this
fascicle systematically induced semantic
disorders during naming (Duffau et al.,
2005; Duffau, 2008). Interestingly, WR can
be unaffected or impaired (perseveration)
during IFOF stimulation.

In summary, these intraoperative
stimulation data indicate that when
the AF/SLFIII is transiently inhibited
by DES, inducing a disruption in the
connectivity of the dorsal phonologi-
cal network, WR is inefficient. When
the ventral semantic network is inhib-
ited via IFOF stimulation, WR can be
either completely unaffected or disrupted,
resulting in perseveration. Therefore, it
seems that although the dorsal phonolog-
ical network is crucial for WR, the ventral
semantic network may play a role in con-
trol mechanisms of semantic activations
during WR.

PERIOPERATIVE LANGUAGE ASSESSMENTS
Per our standard protocol, every patient
undergoing awake surgery for glioma
resection has preoperative (day prior to
surgery) and postoperative (5 days and

3 months following operation) language
evaluations. These evaluations include:

• The same naming task as intraopera-
tively (Metz-Lutz et al., 1991),

• A verbal fluency task (phonological and
semantic) (Cardebat et al., 1990),

• A non-verbal semantic association task
(Howard and Patterson, 1992),

• A reading task (words and pseudo-
words) (personal material).

Preoperative examination allows assess-
ment of the impact of the tumor on lan-
guage functions. Immediate postoperative
evaluation is particularly informative,
because the postsurgical edema sur-
rounding the surgical cavity may induce
transient functional disorders (a few day)
thereby illustrating the functional role
of brain regions near the surgical cav-
ity. Finally, the language examination 3
months after resection enables assessing
the efficiency of functional reorganization
following speech rehabilitation.

Preoperative evaluations showed no
significant deficit.

POSTOPERATIVE EVALUATIONS
During the immediate postoperative eval-
uation of picture naming, as during
surgery, when a disorder was observed,
the patient was asked to repeat the cor-
rect word. Furthermore, at the end of
the assessment, all patients were asked to
repeat, with only auditory input, a series
of simple real words and pseudo-words
(Table 1).

Patients in whom the phonological
network was primarily involved by post-
operative edema (parietal operculum,
parietal-posterior temporal lesions) pre-
sented more often with WR disorders than
patients in whom the semantic network
is mostly involved (frontal-temporal, infe-
rior temporal lesions). Typically, real word
and pseudo-WR gave rise to phonolog-
ical or articulatory disorders, suggesting
that when the connectivity underlying
the phonological system is transiently
damaged, the semantic network alone
is generally not able to compensate for
the phonological stream. Nonetheless, in
some cases, repetition of real words was
possible even in the presence of nam-
ing disorders. Therefore, we suggest some
degree of participation of the semantic
system in real WR.

Patients in whom the semantic net-
work was primarily involved by postop-
erative edema (frontal-temporal, inferior
temporal lesions) rarely experienced rep-
etition disorders. In these rare cases, the
most frequent disorder was phonologi-
cal paraphasia, indicating that when the
connectivity underlying the semantic sys-
tem is transiently damaged, the phonolog-
ical network may sometimes not be able
to link sound to articulation for accu-
rate WR. Another disorder observed was
the regularization of pseudo-words, i.e. the
production of a real word with phonolog-
ical similarities, suggesting that the ineffi-
ciency of lexical judgment due to semantic
disorganization is not compensated by the
phonological processing.

Three months after surgery, following
intensive speech-therapy, most patients
recovered normal WR performance. The
few patients who presented with persistent
WR disorders were those with cavity or
residual tumor involving the phonological
network—but not the semantic network.

In summary, despite the crucial role
of the phonological stream in repetition
of real words or pseudo words, these
observations underline strong interactions
between the phonological and semantic
systems. This is in agreement with previ-
ous studies highlighting on the one hand
a "division of labour" between the two
pathways (this division being not mutually
exclusive, especially in the context of post-
stroke recovery), and on the other hand
the "interactive contributions of the two
pathways" in single-word comprehension
and production, including WR (Nozari
et al., 2010; Ueno et al., 2011).

CONCLUSION
The dorsal phonological pathway, sup-
ported by the left AF/SLF complex
subcortically, is crucial to accurate WR.
It enables the conversion of auditory
input, processed in verbal working
memory system, into phonological
and articulatory-based representations.
Although this contribution is essential,
the ventral semantic pathway, connected
by the left IFOF, also contributes to WR
of real words or pseudo-words. Indeed,
perioperative and intraoperative language
evaluations of gliomas patients undergo-
ing awake surgery highlight the strong
interaction of both pathways in WR in
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order to convert auditory input into
articulatory output efficiently.

Further studies are needed to validate
this dual stream model of WR, and to
bring insights into the possible role of the
right hemisphere.
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Ever since the 19th century, the standard model for spoken language processing
has assumed two pathways for repetition—a phonological pathway and a semantic
pathway—and this idea has gained further support in the last decade. First, recent in vivo
tractography studies have demonstrated both the “dorsal” (via arcuate fasciculus) and
“ventral” (via extreme capsule and uncinate fasciculus) pathways connecting from the
primary auditory area to the speech-motor area, the latter of which passes through
a brain area associated with semantic processing (anterior temporal lobe). Secondly,
neuropsychological evidence for the role of semantics in repetition is conduite d’approche,
a successive phonological improvement (sometimes non-improvement) in aphasic
patients’ response by repeating several times in succession. Crucially, conduite d’approche
is observed in patients with neurological damage in/around the arcuate fasciculus.
Successful conduite d’approche is especially clear for semantically-intact patients and it
occurs for real words rather than for non-words. These features have led researchers
to hypothesize that the patients’ disrupted phonological output is “cleaned-up” by intact
lexical-semantic information before the next repetition. We tested this hypothesis using
the neuroanatomically-constrained dual dorsal-ventral pathway computational model. The
results showed that (a) damage to the dorsal pathway impaired repetition; (b) in the context
of recovery, the model learned to compute a correct repetition response following the
model’s own noisy speech output (i.e., successful conduite d’approche); (c) this behavior
was more evident for real words than non-words; and (d) activation from the ventral
pathway contributed to the increased rate of successful conduite d’approche for real
words. These results suggest that lexical-semantic “clean-up” is key to this self-correcting
mechanism, supporting the classic proposal of two pathways for repetition.

Keywords: repetition, dual dorsal-ventral pathway, conduite d’approche, semantics, computational modeling

INTRODUCTION
Classic 19th century neurologists explained various kinds of
language impairment (aphasia) by associating a specific lan-
guage function to different neural substrates, via accumulated
human post mortem data, and construction of neuroanatomi-
cal models of language processing (see, Weiller et al., 2011, for
direct translation). During this era, Wernicke (Eggert, 1977) and
Lichtheim (1885) proposed two pathways from “auditory word
images” to “motor word images” for repetition: a phonologi-
cal pathway and a semantic pathway. According to Wernicke,
an inability to repeat despite preserved speech comprehen-
sion/production was termed conduction aphasia and argued that
this reflected a failure in the direct, phonological (non-semantic)
pathway. Based on his dual-pathway model, Wernicke predicted
a possible patient profile, comprised of an inability to repeat
pseudowords accompanied by semantically-related errors in real
word repetition, which would be a signature of the impact
of semantics in repetition (Eggert, 1977). In recent times, of
course, this type of patient has been reported in many studies

(Michel and Andreewsky, 1983; McCarthy and Warrington, 1984;
Butterworth and Warrington, 1995), and termed deep dysphasia
by Michel and Andreewsky (1983). Another piece of evidence
for the role of semantics in repetition is conduite d’approche,
a progressive phonological improvement in conduction apha-
sic patients’ responses by repeating several times in succession
(Shallice and Warrington, 1977; Joanette et al., 1980; Kohn, 1984;
Köhler et al., 1998; Saffran, 2000; Nadeau, 2001; Jacqueline and
Marta Sarolta, 2008; Berthier et al., 2012), a behavior that is
observed most often in the post-recovery phase (Köhler et al.,
1998; Franklin et al., 2002; Jacqueline and Marta Sarolta, 2008).
Nadeau (2001), amongst others, suggested that this behav-
ior reflects a “clean-up” self-correcting mechanism under-
pinned by intact lexical-semantic information. Consistent with
this hypothesis, successful conduite d’approche sequences are
observed for semantically-intact patients (Köhler et al., 1998;
Franklin et al., 2002), but not for semantically-impaired jar-
gon aphasia (Butterworth, 1979; Nadeau, 2001). Moreover,
this behavior is more common for real words rather than
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non-words (Kohn, 1984; Köhler et al., 1998; Nadeau, 2001;
Franklin et al., 2002). Nadeau (2001) further elaborated
Wernicke’s dual pathways model and called for an imple-
mented computational model with as much neuroanatomical
constraints as possible (O’Reilly, 1998) in order to understand
how both intact and aphasic behaviors emerge from a neu-
roanatomical brain model. The current study delivers Nadeau’s
request by simulating conduite d’approche using a model
under the constraints from contemporary neuroanatomical data
(Ueno et al., 2011).

Recent developments in neuroimaging have contributed to
more precise neuroanatomical models of language function than
those from the 19th century. Historically, the neural corre-
lates of auditory language processing have been dominated by
deliberation of the posterior superior temporal lobe (Wernicke’s
area), the inferior frontal lobe (Broca’s area) and their connec-
tion via the direct dorsal pathway along the arcuate fascicu-
lus, which subserves sound-motor mapping (Lichtheim, 1885;
Geschwind, 1970; Eggert, 1977, but see, Weiller et al., 2011
for the direct translation of Wernicke’s work). In the con-
temporary literature, there is an increasing number of stud-
ies that also implicate a ventral pathway connecting auditory
regions, the anterior part of temporal lobe and prefrontal areas
via the extreme capsule complex and/or the uncinate fascicu-
lus (Hickok and Poeppel, 2004, 2007; Parker et al., 2005; Saur
et al., 2008; Rauschecker and Scott, 2009; Binney et al., 2012).
In contrast to the sound-motor mapping of the dorsal path-
way, this ventral pathway has been associated with realization of
a sound-meaning-motor mapping (Parker et al., 2005; Hickok
and Poeppel, 2007; Saur et al., 2008; Rauschecker and Scott,
2009). These dual dorsal-ventral pathways models have indi-
cated that both pathways work together to support language
activities with a functional division of labor. Previously, we
constructed a computational model by carefully mirroring this
dual pathway neuroanatomy (Ueno et al., 2011) as well as
assimilating important knowledge from the past computational

models of cognitive/language processing (McClelland et al., 1989;
Seidenberg and McClelland, 1989; Plaut et al., 1996; Dell et al.,
1997; Joanisse and Seidenberg, 1999; Plaut and Kello, 1999; Harm
and Seidenberg, 2004; Rogers et al., 2004; Botvinick and Plaut,
2006; Woollams et al., 2007; Dilkina et al., 2008, 2010; Sibley
et al., 2008; Nozari et al., 2010; Welbourne et al., 2011; Yang
et al., 2013). The resultant dorsal-ventral dual pathway neuro-
computational model (see Figure 1) successfully simulated both
normal and impaired language behaviors within a single neu-
rocomputational framework (Ueno et al., 2011). In line with
the original Wernicke-Lichtheim ideas, the dorsal pathway of
this model developed to be more crucial for phonological pro-
cessing whereas the ventral pathways was relatively dedicated
to semantically-related processing (speech comprehension and
speech production from meaning).

If this model is a successful one, then it should be able
to simulate additional neuropsychological evidence regarding
the claim for two repetition pathways. For this purpose, the
current model was tested on its ability to simulate conduite
d’approche. Given the division of labor across pathways in
the model (Ueno et al., 2011) and the neuropsychological evi-
dence noted above (Butterworth, 1979; Kohn, 1984; Köhler
et al., 1998; Franklin et al., 2002; Jacqueline and Marta Sarolta,
2008), the following specific predictions can be made: (a)
damage to the dorsal pathway of the model should result in
conduction aphasia; (b) following recovery, the model should
show more successful conduite d’approche sequences, indexed
by the ratio of successfully repeated items in the second trial
to the incorrectly repeated items in the first trial; (c) this
should be more frequent for real words than for non-words;
and finally, (d) successful conduite d’approche should be sup-
ported partly by intact lexical-semantic information from the
ventral pathway. As such, a diagnostic lesioning analysis to
the ventral pathway of the model should reduce the fre-
quency of successful conduite d’approche, particularly for real
words.

FIGURE 1 | Implemented neuroanatomically-constrained dual-pathway language model (left), and its exact architecture and activation flow in a

simple-recurrent Elman network model (right). Note. See Ueno et al. (2011) for the full implementation details.
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MATERIALS AND METHODS
MODEL ARCHITECTURE AND ACTIVATION FLOW
The left half of Figure 1 summarizes the architecture of the
neuroanatomically-constrained model, whilst the right panel
shows the exact computational architecture of the parallel-
distributed processing (PDP) model for Japanese spoken lan-
guage processing (Ueno et al., 2011). This is a simple-recurrent
Elman network model, in which upward arrows represent feed-
forward connections and downward ones denote the recurrent
connections (Elman et al., 1996; Plaut and Kello, 1999; Sibley
et al., 2008). We used the Light Efficient Neural Simulator (LENS
software) to implement the model (Rohde, 1999).

TRAINING (DEVELOPMENT), TASKS, AND PARAMETERS
The simulation was divided into two phases. The first stage was
the developmental phase, where the network was trained on three
language tasks (see the upper half of Table 1) until its perfor-
mance matched that of human adults. The implementation in this
phase (e.g., items, parameters, materials) was exactly the same as
that employed in Ueno et al. (2011), and readers are referred to
the previous paper for further details (for both the procedure and
the results). The focus of the current study was the post-recovery
conduite d’approche data (see next section).

One detail of the previous simulations is worth rehearsing
here (the time course of the trained tasks during development),
in order that a new implementation method reported below
(for simulating post damage recovery) is easier to follow. As
listed in the upper half of Table 1, the temporal dynamics of
the trained tasks were divided into three or six discrete time
events. First, in repetition, an auditory word input (3-mora1

sequence) was presented sequentially, one mora per event (in
the 1st–3rd time events). After this, the network was required
to reproduce this time-varying auditory sequence in the same
order, one mora per event (in the 4th–6th time events). In

1The mora is a subsyllabic spoken unit in Japanese. Morae include all of the
following types of elements: a vocalic nucleus (V), a nucleus with onset (CV or
CCV), a nasal consonant (N) in syllabic coda position, a geminate consonant
or a long vowel.

auditory comprehension, an auditory word input was presented
in the same sequential manner (1st–3rd time events), during
which the network was pressured to compute the correct seman-
tic pattern as quickly as possible. In other words, the network
was trained to compute the target semantic pattern at every
time event. Finally, in speaking/naming, a semantic pattern was
presented for three time events (1st–3rd time events), during
which the network generated the correct 3-mora sequence (the
phonological form for that meaning) in the correct order, one
mora per time event. The development phase consisted of 200
epochs of training. During every epoch, each word appeared
once for repetition, three times for comprehension and two times
for speaking/naming, in random order. The final performance
after training was exactly the same as reported in Ueno et al.
(2011).

SIMULATED LESIONING, RECOVERY, AND CONDUITE D’APPROCHE
The second simulation phase targeted lesioning (damage) and the
recovery process. Following the neuropsychological literature on
conduction aphasia with conduite d’approche behavior, the sim-
ulated lesioning was applied to the dorsal pathway of the model.
Given that conduite d’approche behavior can be observed with-
out subcortical (arcuate fasciculus) damage (Berthier et al., 2012),
simulated damage was applied not only to the connectivity in the
model (analogous to the underlying white matter damage) but
also to the unit outputs (reflecting the effects of cortical damage).
Thus, 20% of the incoming links from the iSMG (supramarginal
gyrus) layer to the speech-motor layer were randomly selected
and removed, and Gaussian noise was added to the unit outputs
of the iSMG layer (SD = 0.2). The resultant model became con-
duction aphasic, replicating the previous results of Ueno et al.
(2011, Figure 3, p. 388).

After lesioning to the dorsal pathway, the recovery phase sim-
ulation was commenced. The conduction aphasic model was
trained on the three language tasks as before with one addition,
in order to simulate conduite d’approche behavior. Specifically,
training consisted of the following four tasks (see lower half of
Table 1 for the temporal dynamics). One task was (standard) rep-
etition which was trained in the same way as during development

Table 1 | Time course of the trained tasks in the development phase (upper half) and in the recovery phase (lower half).

Tasks Input pattern Target pattern

(1) DEVELOPMENT PHASE

Standard repetition 3-mora sound vector pattern (1st–3rd time event) 3-mora sound vector pattern (4th–6th time event)

Comprehension 3-mora sound vector pattern (1st–3rd time event) Semantic vector pattern (1st–3rd time event)

Speaking/Naming Semantic vector pattern (1st–3rd time event) 3-mora sound vector pattern (1st–3rd time event)

(2) RECOVERY PHASE

Standard repetition 3-mora sound vector pattern (1st–3rd time event) 3-mora sound vector pattern (4th–6th time event)

Conduite d’approche 3-mora sound vector pattern (1st–3rd time event) 3-mora sound vector pattern (7th–9th time event)*

Comprehension 3-mora sound vector pattern (1st–3rd time event) Semantic vector pattern (1st–9th time event)

Speaking/Naming Semantic vector pattern (1st–3rd time event) 3-mora sound vector pattern (1st–3rd time event)

*Since the network was also trained on standard repetition, the network automatically produced the auditory output during the 4th–6th time events as well. This

means the network was trained to repeat twice. If the second repetition was correct whilst the first one was incorrect, this was counted as successful conduite

d’approche behavior. See main text for details.
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(i.e., “listening” in the 1st–3rd time events → “reproducing” in
the 4th–6th time events). In addition, the model was sometimes
trained to reproduce the “heard” auditory sequence once again
during the 7th–9th time events. In this conduite d’approche trial,
the target output pattern was only applied during the 7th–9th
time events. Since the model was trained for standard repetition
as well (i.e., where the target was applied during 4th–6th time
events), the model actually learned to produce the phonologi-
cal output twice. The focus of the investigation here was whether
or not the model was able to produce the correct output in the
second trial after the first repetition had been incorrect (i.e., suc-
cessful conduite d’approche sequence). We should note here that
at least some patients, if permitted, will often continue to pro-
duce approximations of the target word, potentially ad infinitum.
Under everyday circumstances, there are many potential sources
of information to help with error monitoring including kines-
thetic/articulatory feedback, auditory feedback, and non-verbal
feedback from a person’s conversation partner. These impor-
tant observations go beyond the scope of this simulation which,
instead, was focused on the basis for the changes between succes-
sive approximations of the target word or non-word.

Next, a slight change was added to comprehension trials as
well. Given a conduite d’approche trial extended over nine time
“ticks,” the network was also trained to maintain the meaning of
the “heard” auditory sequence for the same duration. Thus, in
this recovery phase, the auditory input for comprehension was
presented from the 1st to 3rd time events, but the target seman-
tic pattern was applied from the 1st to the 9th time point. A key
issue for this study was whether or not the network recovered to
use this semantic information for successful conduite d’approche
as an emergent property (i.e., the model was not “forced” by the
modeler to use this maintained semantic information neither for
the first nor the second repetition). The speaking/naming trial
was the same as the development phase.

The duration of this recovery phase was 20 epochs (one-tenth
of the development phase). In each epoch, each word appeared
once for standard repetition, once for conduite d’approche, three
times for comprehension, and two times for speaking. The net-
work performance was evaluated every five epochs (Figure 3).
Learning rate was set to 0.1, and weight decay rate was set
to 0.0000001. We should note here that all simulation param-
eters, including learning rate and weight decay are specific to
this model—indeed all computational investigations set model-
specific values depending on the nature of the training, represen-
tations, etc. The crucial thing to note here is that these parameters
are fixed for all the simulations generated in this model (both in
this paper and its sister publication: Ueno et al., 2011).

MATERIALS FOR TESTING CONDUITE D’APPROCHE, LEXICALITY, AND
SCORING METHOD
Throughout the Results section below, we focus on conduite
d’approche accuracy post recovery (see, Ueno et al., Figures 2–4,
for the performance before damage). A 51-word set and 108-
non-word set were created (matched for bimora frequency and
Japanese pitch accent types, Tanida et al., 2010) for probing the
network’s ability to repeat twice. These item sets were used in
Ueno et al. (2011, Figure 4, p. 389) to test the lexicality effect.

FIGURE 2 | Rate of successful conduite d’approche post recovery. Note.
Accuracy is expressed as the number of successfully repeated items at the
second time (7th–9th time event, see Table 1) divided by the number of
incorrectly repeated items at the first time (4th–6th time events). Thus, this
is a rate of successful self-correction in the conduite d’approche attempts.
Y -axis error bars indicate standard errors.

FIGURE 3 | Rate of successful conduite d’approche during recovery.

Note. Figure 2 for the explanation of accuracy.

The reported accuracy for conduite d’approche in the subsequent
Figures refers to the number of successfully repeated items in
the second trial (7th–9th time events, see Table 1) as a propor-
tion of the number of incorrectly repeated items in the first trial
(4th–6th time events). Note here that the network was trained to
repeat during the 4th–6th time events and during the 7th–9th
time events in equal frequency. Therefore, there was not an
implementation-specific reason to expect a correct repetition fol-
lowing an incorrect repetition, but rather this successful conduite
d’approche behavior was an emergent property.

ROLE OF SEMANTICS (DIAGNOSTIC LESIONING TO THE VENTRAL
PATHWAY)
The role of semantics in conduite d’approche was probed by
additional lesioning to the ventral pathway (Figure 4). The same
approach was used in Ueno et al. (2011, Figure 4, p. 389).
The study-specific parameters were as follows. The post-recovery
model was tested for repeating twice as a function of increas-
ing severity of diagnostic damage to the two layers in the ventral
pathway (the ventral anterior temporal lobe layer and the ante-
rior superior temporal gyrus/sulcus layer, see Figure 1). Twenty
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FIGURE 4 | The effect of subsequent diagnostic damage to the ventral

pathway. Note. See Figure 2 for the explanation of accuracy. The data in
the left edge show the performance immediately after recovery from
damage to the dorsal pathway (i.e., without the additional diagnostic
damage to the ventral pathway).

levels of damage severity were simulated by adding an increasing
amount of noise to the output of these two layers (ranging from
0.01 to 0.2 to vATL layer and from 0.005 to 0.1 to aSTG/STS layer,
in equal intervals) and by removing an increasing proportion of
the links incoming to these layers (from 0.5 to 10% to vATL layer
and from 0.25 to 5% to aSTG/STS layer).

STATISTICAL ANALYSIS
The procedure described above was conducted on 10 randomly
initialized (different initial weights) networks (as an analogy of
collecting 10 participants in human experiments), and data from
these 10 models were entered into a statistical analysis. Each dam-
aged model was probed with random noise five times and, as a
result, performance of the damaged model was measured 50 times
and averaged for a stable outcome.

RESULTS
CONDUITE D’APPROCHE POST RECOVERY
Figure 2 shows the conduite d’approche accuracy after 20 epochs
of recovery. Like real patients, successful conduite d’approche
was observed mainly for words, rather than non-words, F(1, 9) =
34.39, p < 0.01. The rate of successful conduite d’approche for
words (25%) was close to that of real patients (approximately 30%
accurate, Köhler et al., 1998).

THE EFFECT OF RECOVERY ON SUCCESSFUL CONDUITE D’APPROCHE
Figure 3 shows the conduite d’approche accuracy during recov-
ery. The accuracy increased steadily during recovery and reached
asymptote around 15th–20th epochs. There was a significant dif-
ference in accuracy between the early recovery phase (5th epoch)
and the later phase (20th epoch), F(1, 9) = 56.87, p < 0.01. Thus,
like real patients, there was a greater number of successful con-
duite d’approche attempts post recovery (Köhler et al., 1998;
Franklin et al., 2002; Jacqueline and Marta Sarolta, 2008).

THE ROLE OF THE “VENTRAL” SEMANTIC PATHWAY IN CONDUITE
D’APPROCHE
Figure 4 shows the effect of simulated diagnostic lesioning to
the ventral pathway to probe its contribution to the conduite
d’approche accuracy. The rationale behind this approach is that
if activation from the ventral pathway is crucial, then accuracy

should decrease as a function of increasing additional damage
to the ventral pathway. This analysis found that the conduite
d’approche accuracy for real words was particularly sensitive to
damage to the ventral pathway. There was a significant difference
in accuracy between the post-recovery model without additional
ventral damage (left edge of Figure 4) and that with severest addi-
tional damage (right edge of Figure 4) for real words, F(1, 9) =
16.03, p < 0.01, Cohen’s d = 2.1. In contrast, the effect of this
diagnostic lesioning for non-words was significant, but the effect
size was smaller F(1, 9) = 9.59, p = 0.012, Cohen’s d = 1.2. The
interaction between lexicality and with/without additional ven-
tral damage was significant F(1, 9) = 11.09, p < 0.01. Therefore,
the contribution from the ventral semantic pathway was more
crucial for real words than for non-words.

DISCUSSION
Since the work of Wernicke and Lichtheim, the neuroanatom-
ical model for spoken language processing has proposed two
pathways for repetition—a phonological pathway and a seman-
tic pathway (Lichtheim, 1885; Eggert, 1977). More recently, this
notion has been supported both by contemporary neuroanatom-
ical data (tractography) that have demonstrated a ventral white
matter pathway that passes through semantically-related brain
areas (Hickok and Poeppel, 2004, 2007; Parker et al., 2005; Saur
et al., 2008; Rauschecker and Scott, 2009; Binney et al., 2012)
and by neuropsychological data regarding conduite d’approche
in conduction aphasic patients (Shallice and Warrington, 1977;
Joanette et al., 1980; Kohn, 1984; Köhler et al., 1998; Saffran,
2000; Nadeau, 2001; Franklin et al., 2002; Jacqueline and Marta
Sarolta, 2008; Berthier et al., 2012) Nadeau (2001), amongst
others, hypothesized that this conduite d’approche behavior is
underpinned by a lexical-semantic mechanism which “cleans up”
noisy phonology activation, and called for computational mod-
eling to demonstrate this idea. The current study aimed to test
this hypothesis by using a neuroanatomically-constrained dual
dorsal-ventral pathways computational model (Ueno et al., 2011).

The current simulation closely mirrored data from conduction
aphasic patients with a conduite d’approche behavior. First, dam-
age to the dorsal pathway of the trained (adult) model gave rise
to conduction aphasia (Ueno et al., 2011). The model was then
re-exposed to the learning environment in order to simulate post
recovery data (Welbourne and Lambon Ralph, 2007). Following
this simulated partial recovery, the model acquired an ability to
correct its own first repetition (successful conduite d’approche).
As with real patients, successful conduite d’approche was mainly
observed for real words than for non-words, and accuracy was
equivalent to real patients (approximately 30% of successful con-
duite d’approche within the attempts made). Finally, diagnostic
lesion analysis demonstrated that activation from the ventral
semantic pathway contributed to successful conduite d’approche
particularly for real words.

As noted above, previous researchers have accumulated
detailed data regarding conduite d’approche and discussed this
self-correcting mechanism in terms of a proposed lexical-
semantic “clean-up” (Kohn, 1984; Köhler et al., 1998; Nadeau,
2001; Franklin et al., 2002). Our computationally-implemented
demonstration of the impact of ventral semantic pathway to
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conduite d’approche has advanced this theory more explicitly. In
repetition, once an auditory input is heard, the corresponding
semantic pattern is activated in the ventral semantic layer (i.e.,
is automatically comprehended). This activation in the semantic
system then gradually propagates to the other layers in the ven-
tral pathway, and eventually to the dorsal pathway as well. Given
that repetition primarily relies on the phonological system rather
than the semantic system (as is clear from our ability to repeat a
pseudoword), activation from the dorsal, phonological pathway
has a main (yet not modular) role in immediate repetition for
neurologically-intact people and model (Fridriksson et al., 2010;
Buchsbaum et al., 2011; Ueno et al., 2011). However, as repro-
duction of the auditory input is attempted twice (or more) in
conduite d’approche, activation from the ventral pathway has a
chance to interact further with the dorsal pathway and, as a result,
the errorful repetition output from the first trial can be moved
toward the correct target.

Our simulation can also explain why successful conduite
d’approche in conduction aphasic patients is more readily
observed in the post-recovery phase (Köhler et al., 1998;
Franklin et al., 2002; Jacqueline and Marta Sarolta, 2008). The
recent neuroimaging/neuropsychological/modeling literature has
demonstrated that an impaired function can be at least partially
re-acquired by reorganizing the function of the remaining brain
areas (Leff et al., 2002; Saur et al., 2006; Welbourne and Lambon
Ralph, 2007; Sharp et al., 2010). In terms of the dual dorsal-
ventral pathway framework, Ueno et al. (2011) found that this
recovery process could be supported, at least in part, by a changed
interaction between the two pathways (see also Welbourne et al.,
2011). Specifically, the intact model acquired a division of labor
between the two pathways as an emergent property, such that
the dorsal pathway was more crucial for phonological processing
and the ventral pathway for semantic processing. Consequently,
damage to the dorsal pathway impairs activities that heavily tap
phonological processing such as repetition, resulting in conduc-
tion aphasia. Then, as the model is allowed to reorganize the
remaining intact resources in the ventral pathway, some compu-
tational aspects of repetition can be shifted to the ventral pathway
(Ueno et al., 2011). This plasticity-related post-recovery shift in
division of labor (Welbourne and Lambon Ralph, 2007) might
be a crucial foundation for lexical-semantic information to serve
conduite d’approche.

Although not focused on rehabilitation per se, the current sim-
ulations provide some ideas for potential intervention strategies

that could be formally assessed. Specifically, the model improves
its repetition performance by (a) increasing the role of the
semantically-imbued ventral pathway; (b) involving word mean-
ing more in spoken production; which, (c) increases over time
(allowing semantically-driven activation to percolate through the
remaining language system). For behavioral interventions, this
would suggest that, when repeating, it might be beneficial (i) to
encourage processing of the target’s meaning as well as phonolog-
ical form in this type of aphasic patient and (ii) also to discourage
instantaneous, echolalic-like responding which may not allow
sufficient time for word meaning to influence the spoken pro-
duction. In addition, if transcranial stimulation techniques prove
to be an effective method to modulate the functioning of the
remaining language neural network, then it might be possible to
enhance the relative contribution of the ventral (semantic) path-
way, if still intact, and thus, improve the performance on real
word production. For both rehabilitation approaches, we should
note that the consequence of increased semantic contribution to
repetition and phonological processes more generally, is that it
will improve accuracy on real words but that the ability to gen-
eralize the acoustic-motor speech statistics and thus deal with
non-word items will diminish, leading to increasing lexicalization
errors (see Ueno et al., 2011 for a formal demonstration of this
effect during simulated recovery).

Whilst the current simulation successfully demonstrated con-
duite d’approche behavior within the dual dorsal-ventral path-
ways neurocomputational framework, there are other relevant
phenomena to be explained in future studies. For example, the
current simulation does not clarify why conduite d’approche
attempts sometimes deviate away from the target pattern in
patients and why patients do not always make such attempts
(Köhler et al., 1998; Saffran, 2000; Franklin et al., 2002). In addi-
tion, conduction aphasic patients show conduite d’approche in
spontaneous speaking as well, not just in repetition (Franklin
et al., 2002). Explaining these phenomena will be future
targets.
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Verbal repetition is a fundamental language capacity where listening and speaking are
inextricably coupled with each other. We have recently reported that the left inferior frontal
gyrus (IFG) harbors articulation-based codes, as evidenced by activation during repetition
of meaningless speech sounds, i.e., pseudowords. In this study, we aimed at confirming
this finding and further investigating the possibility that sound perception as well as
articulation is subserved by neural circuits in this region. Using functional near-infrared
spectroscopy (fNIRS), we monitored changes of hemoglobin (Hb) concentration at IFG
bilaterally, while subjects verbally repeated pseudowords and words. The results revealed
that the proportion of oxygenated hemoglobin (O2Hb) over total Hb was significantly
higher at the left IFG during repetition of pseudowords than that of words, replicating
the observation by functional MRI and indicating that the region processes articulatory
codes for verbal repetition. More importantly for this study, hemodynamic modulations
were observed at both IFG during passive listening without repetition to various sounds,
including natural environmental sounds, animal vocalizations, and human non-speech
sounds. Furthermore, the O2Hb concentration increased at the left IFG but decreased
at the right IFG for both speech and non-speech sounds. These findings suggest that both
speech and non-speech sounds may be processed and maintained by a neural mechanism
for sensorimotor integration using articulatory codes at the left IFG.

Keywords: verbal repetition, inferior frontal gyrus, articulation-based codes, sound perception, functional

near-infrared spectroscopy, hemoglobin concentration, sensorimotor integration

INTRODUCTION
Verbal repetition is a sort of vocal imitation frequently used for
learning languages. The imitation basically indicates sound mim-
icking without articulating sounds phonetically and phonologi-
cally. However, at a certain point of that learning, the imitation
is turned into a specific linguistic process, i.e., speech processing
that is dependent on limited sounds in a specific phonetic domain
(Kuhl, 2004). The language-specific sound learning happens in a
continuous manner, and thus it is in general not easy to spec-
ify how sounds become speech by learning. Furthermore, sounds
processing and speech processing have much in common in terms
of neural circuitries (Koelsch et al., 2009), which makes it more
difficult to study the difference between sounds and speech.

The categorical perception (Liberman et al., 1957) can provide
a helpful insight on solving the problem. Speech sounds are not
so different from other sounds such as animal vocalizations and
environmental sounds when acoustic sounds are processed along
central auditory pathways from outer ears to auditory cortex
(Malmierca and Hackett, 2010). However, the situation changes
when the incoming signals arrive at the auditory cortex and some
higher cortical regions, where the speech sound is perceived not
only by its physical properties, but also by various linguistic fea-
tures. In this sense, it is worthy to note how the brain extracts
and deals with the linguistic information embedded on speech

sounds. That is, it is important to know speech codes generated
and maintained by the brain.

The neuropsychological theories of speech perception sug-
gest at least two kinds of speech codes: acoustic and articulatory
codes. The former assumes that speech sounds may be encoded
with their acoustic characteristics (Stevens and Blumstein, 1981;
Massaro, 1987; Goldinger, 1997; Johnson, 1997; Coleman, 1998),
in which neural activities representing speech sounds are more
likely to be directly modulated by frequency and duration of
sound waves. However, the latter regards speech perception as
a process in an articulatory domain, not in an acoustic domain
(Liberman and Mattingly, 1985; Fowler, 1986). In this view, for
example, the neural circuits for speech sounds are tuned for vocal
tract gesture and hardly respond to the change of acoustic sound
itself. According to the second theoretical stance, listeners perceive
articulatory movements relatively invariant to acoustic changes,
instead of acoustic features. In short, it is likely that speaking
and listening are tightly coupled with each other and both are
regulated by the same structural constraints and grammar.

In the same context, we have already found that speech codes
can be differentially generated and maintained in distinct neu-
ral circuits, according to whether the incoming acoustic waves
are perceived as meaningful sounds or not (Yoo et al., 2012).
We introduced novel sounds with an ambiguous vowel sound.
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The sounds could be perceived as either a word or a pseu-
doword according to the interpretation of the vowel. In this
way, we could examine how higher linguistic factor modulates
speech codes while the acoustic features of speech sounds were
not changed. Interestingly, the perception of meaningless sounds
(pseudowords) was supported by articulatory codes separately
reserved in left inferior frontal gyrus (LIFG). It implies that before
learning, speech perception might be supported by articulatory
circuits for movement imitation (Iacoboni, 2005; Iacoboni and
Dapretto, 2006). Furthermore, if it were the case, articulation or
motoric movements are likely to have a certain role in perceiving
sounds other than speech.

In our previous study, neural activities were modeled as
vascular response observed by functional MRI, i.e., cerebral
blood oxygenation (Blood Oxygenation Level Dependent, BOLD)
followed by hemodynamic activities. The neuronal activation
causes metabolic changes, and as a result, the amount of deoxy-
hemoglobin (HHb) also changes. As HHb is paramagnetic, this
change is observed in T2 weighted MRI. However, the BOLD
contrast is known as a complex function of cerebral blood flow
(CBF), cerebral blood volume (CBV), cerebral metabolic rate
of oxygen (CMRO2), and so on. To describe neural activities
more exactly, therefore, we need to measure these parameters
independently and investigate how they interact with each other.

Currently, CBF can be measured by perfusion MRI, e.g., arte-
rial spin labeling (ASL) MRI. While BOLD signal reflects changes
in local HHb, CBF measured by perfusion MRI indicates the
rate of delivery of metabolic substrates. For this reason, regional
change of CBF (rCBF) is closer to neural activity than that of
BOLD. However, it is less sensitive than BOLD and has lower
temporal resolution same to fMRI. For CBV measurement, bolus
injection is usually introduced. If we measure both CBF and CBV
independently, we can estimate CMRO2, indicating that we can
specify neural activities in a comprehensive way. However, the
bolus injection is not practical to be used widely in that it is
invasive.

As an alternative to the above, we considered functional near-
infrared spectroscopy (fNIRS). The CBV is known to be in
proportion to total hemoglobin change (Takahashi et al., 1999),
and relative CMRO2 is positively correlated with CBF and oxygen
saturation (StO2) (Watzman et al., 2000). The StO2 is measured
by the proportional change of O2Hb over total Hb. This means
that fNIRS is a simple way to provide both CBV and StO2 by
measuring O2Hb and HHb with a high temporal resolution. It is
possible to observe CBF in fNIRS (Elwell et al., 2005), but it some-
times requires injection of tracer. Instead, we can estimate it from
the non-linear relationship (a constant power law) between CBF
and CBV (Brown et al., 2003). It is not yet clearly known how CBF
and CBV changes during neural activation, but it is reported that
greater increases in CBF than in CBV are observed during neural
activation (Ito et al., 2004).

In this study, based on these findings, we continued to
investigate speech (or sound) processing at LIFG by observing
O2Hb and HHb. Here, we designed more natural situation of
speech communication, i.e., freely listening to various sounds and
responding to speech sounds only. The experiment design is a bit
similar to infants’ word learning, in that they selectively mimic

human speech sounds out of various environmental sounds.
Contrasting time-varying regional difference of Hb concentration
successfully provided us with how speech could be distinguished
from other sounds, i.e., natural sounds, animal vocalizations,
and human non-speech sounds. In addition, verbal repetition of
words and pseudowords revealed how meaningful (words) and
meaningless (pseudowords) speech are distinguished from each
other in terms of Hb concentration changes.

MATERIALS AND METHODS
SUBJECTS
Fifteen native Korean adults (9 males and 6 females) aged 19–37
years old (mean 25.3 years) participated voluntarily in this study.
Informed consent was obtained from all participants before the
experiment. The experiment procedure was approved by the
Institutional Review Board of Seoul National University Hospital.
All participants had normal auditory ability and reported no
neurological deficits. The subjects completed a questionnaire to
assess their handedness, according to the Edinburgh Handedness
Inventory (Oldfield, 1971), and all were strongly right-handed
(scored 80 or higher).

STIMULI
The auditory stimuli were prepared in five different categories.
They were classified into five categories according to their lin-
guistic structures: (1) natural sounds, (2) animal vocalizations,
(3) human non-speech sounds, (4) pseudowords, and (5) words
(Table 1).

The natural sounds were selected from the Pittsburgh Natural
Sounds dataset recorded by Laboratory for Computational
Perception and Statistical Learning (CNBC Lab., Carnegie Mellon
University, USA). It consisted of ambient sounds (rain, wind,
streams) with acoustic transients (snapping twigs, breaking wood,
rock impacts) around the Pittsburgh region. Recording was
carried out using a M-Audio’s MobilePre-USB 16-bit/48 KS/s
USB-powered Microphone Pre-amp, with all recordings made at
44,100 Hz. Twenty sound files out of the dataset were selected and
then cut to be 2-s-length with normalized loudness as.wav files.

The animal vocalizations were collected from Avisoft
Bioacoustics, Germany. It covered various animal vocalizations
such as monkey, bird, sheep, horse, frog, etc. The recordings
were made using SENNHEISER microphones K3/ME80, ME88,
K6/ME62, 64, 66 or MKH60 connected to either a SONY DAT
recorder TCD-D3, Marantz PMD 671, TASCAM DR-1, HD-P2,
SONY PCM-M10, PCM-D50, or Fostex FR2-LE. We again

Table 1 | Classification of auditory stimuli.

Category Linguistic Linguistic Same Vocally Sound

meaning segment species produced

Natural sounds − − − − −
Animal vocalizations − − − + +
Human non-speech
sounds

− − + + +

Pseudowords − + + + +
Words + + + + +
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selected twenty sound files from the data set: monkey (4 ea),
sheep (1 ea), horse (1 ea), dog (4 ea), wolf (1 ea), mice (2 ea),
birds (3 ea), frog (2 ea), and bat (2 ea). All files were cut to be
2-s-length and normalized as.wav files.

The human non-speech sounds were collected from the vari-
ous web sites. We used twenty sound files, consisting of gasp (2
ea), giggle (2 ea), slurp (2 ea), burp (1 ea), cry (1 ea), yawn (2 ea),
kiss (2 ea), slurp (2 ea), snore (2 ea), breathe (1 ea), scream (1 ea),
and cough (2 ea). All were recorded as.wav files and normalized
with the same length (2 s) in duration.

The pseudowords were generated by randomly combining
several consonants and a vowel (/a/) in Korean, and thus
have no meaning in Yonsei Korean Corpus 1–9 (Yonsei Korean
Dictionary, 1998). The words were selected from the same
Corpus, with balanced word frequency. All pseudowords and
words were four syllable lengths. The pseudowords and words
spoken by a female Korean native speaker were recorded and
converted into computer files of.wav format (22,050 Hz, 16bit,
stereo). The loudness (average RMS level) of all stimuli was nor-
malized (−60 to 0 dB) by a sound software (SoundForge; Sony
Creative Software Inc.).

All stimuli were not significantly different in loudness and did
not exceed 2 s in total length. As shown in Table 1, the stimuli
were classified in terms of several linguistic features, i.e., whether
they have linguistic meaning, whether there is linguistic segment,
whether they are produced by same species (aka human), whether
they are vocally produced, and whether they are acoustic sounds.

EXPERIMENTAL PROCEDURES
Lying in a comfortable table, the subjects were asked to repeat
what they heard binaurally via an ear microphone in case of
pseudowords and words, and otherwise simply listen to the stim-
uli. The sound volume was relevantly adjusted for comfortable
and clear listening. In one category, twenty stimuli were used
and totally 100 different stimuli in five different categories were
presented to the subjects. The auditory stimuli in five differ-
ent categories were pooled and then randomly presented to the
subjects in four runs (twenty-five stimuli for each run).

One trial consisted of 2 s of perception, 2 s of production
(only for pseudowords and words), and 12 s of resting to avoid
interference from other trials (Figure 1). Therefore, the length
of one session was 416 s, including initial dummy 16 s (totally
6 min. 56 s.). Note that there was no production phase for natural
sounds, animal vocalizations, and human non-speech sounds.

DATA ACQUISITION
During the tasks, the hemodynamic changes at inferior frontal
gyrus (LIFG) were bilaterally monitored by functional near-
infrared spectroscopy (fNIRS). The LIFG was identified as the
locus of articulatory code recruited during verbal repetition (Yoo
et al., 2012), and its right homologue was selected as an exper-
imental control. We used Oxymon Mark III 8-channel system
with sampling rate of 250 Hz (Artinis, The Netherlands), which
was capable of measuring the oxygenated (O2Hb) and deoxy-
genated (HHb) hemoglobin concentration changes of the optical
paths (banana-shaped) in the brain between the nearest pairs of
transmitter and receiver.

The NIRS emits 2 wavelengths (763 and 860 nm) of continu-
ous near-infrared lasers. We introduced a 4 × 1 configuration for
measuring hemodynamic change (Figure 2), each of which was
modulated at different frequencies to detect O2Hb and HHb at
two different brain areas, i.e. left and right inferior frontal gyri
(BA47). The one of activated locus (LIFG, [−22 18 −22]) in Yoo
et al. (2012) and its right homologue were selected as translated
into a coordinate of the 10-20 system (10/20 [−1.9 0.87]) on the
scalp surface by Münster T2T-Converter (NRW Research Group
for Hemispheric Specialization, Münster University). As a part of
LIFG, the locus was selected to measure more stable NIRS signals
with relatively high SNR bilaterally. In addition, we obtained two
regionally-separated signals in left and right inferior frontal gyri
and compared the results. This could make it clearer to interpret
the experimental result.

FIGURE 1 | Experiment Design. For speech sounds, i.e., words and
pseudowords, the subjects were asked to repeat what they heard. For the
other stimuli, i.e., natural sounds, animal vocalizations, and human
non-speech sounds, they simply listened to the stimuli. One trial lasted 16 s
in length, and each run consisted of 25 trials. Each subject had four
separate runs.

FIGURE 2 | Locus for NIRS monitoring (only left side was shown here).

To detect Hb concentration changes at IFG, we positioned one receiver and
two transmitter optodes near IFG (BA47) bilaterally. The transmitter and
receiver were separated by 3.5cm from each other. The travelling pathways
of light are determined by the distance between transmitter and receiver,
source wavelengths, characteristics of medium (tissue), and so on. The
detecting depth was relevantly corrected to focus on the deep gray matter
in inferior frontal gyri.
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To detect the hemoglobin concentration changes at the loci,
we separated the distance between transmitter and receiver by
3.5 cm on the scalp surface (Figure 2), and used differential path
length factor (DPF) of 4, by which we could measure hemo-
dynamic changes in the gray matter on the inner brain (Fukui
et al., 2003). Using the modified Beer-Lambert law (Cope and
Delpy, 1988), we calculated the concentration changes of oxy- and
deoxygenated hemoglobin. In this study, it is difficult to calculate
exactly cerebral blood flow and blood volume from the oxy− and
deoxygenated hemoglobin concentration because we did not
have all required parameters to calculate them. However, we can
safely assume that the cerebral blood flow (CBF) is largely corre-
lated with the concentration change of oxygenated hemoglobin,
whereas the cerebral blood volume (CBV) are equally correlated
with oxy- and deoxygenated hemoglobin changes (Lammertsma
et al., 1984; Edwards et al., 1988). Based on this assumption, we
interpreted the experimental results.

DATA ANALYSIS
The acquired data were analyzed by the followings: at four
optode sites, the NIRS system provided oxygenated (O2Hb) and
deoxygenated (HHb) hemoglobin concentration calculated by the
modified Beer-Lambert law (Cope and Delpy, 1988). In one ses-
sion, the time-series signals at one optode consisted of twenty-five
trials randomly selected from five different conditions. For a sub-
ject, we collected one hundred trials (20 trials × 5 conditions)
across four different sessions. The collected time-varying signals
(2 signals × 4 optodes) were low-pass filtered with cutoff fre-
quency of 10 Hz (5th-order Butterworth filter) to remove high
frequency noises and motion artifacts. As we aimed to see the
difference of neural responses between left and right IFG, the sig-
nals (O2Hb and HHb) at two ipsilateral optodes were averaged
in the same hemisphere to obtain higher signal-to-noise ratio
(SNR). Accordingly, we obtained time-varying data consisting of
2 signals × 2 hemispheres for a subject.

Then, O2Hb and HHb signals at left and right IFG were
aligned at stimulus-onset-time to obtain event-locked response.
From this, we could calculate hemodynamic response function
(HRF) in this study. The HRF was simply estimated by averag-
ing all event-locked trials in five different conditions for O2Hb
and HHb signals, respectively. Considering peak timing differ-
ence between categories, there was a bit jittering. We discovered
that the time courses of our HRFs to auditory stimuli had peaks
between 5 and 6 s after the stimulus onset, which was compara-
ble to the canonical HRF specified in most fMRI studies (Friston
et al., 1995). It implies that the hemodynamic responses observed
in this study are reliable enough to be used as an indicator for
neural activities. Therefore, we assumed that the acquired data
was suitable for further analysis.

Next, we divided the O2Hb and HHb signals at left and right
hemispheres into five different categories. We averaged twenty,
event-locked word-trials at each hemisphere and made a single,
filtered time-point response for word repetition. The same aver-
aging process was applied to twenty, event-locked pseudoword-
trials. Similarly, we obtained the averaged neural responses for
natural sounds, animal vocalizations, and human non-speech
sounds at each optode, respectively. As there were two measures

(O2Hb and HHb) at left and right hemispheres, we have twenty
event-locked temporal responses by a subject (2 Hb measures ×
2 loci × 5 categories).

Before statistical analysis, we calculated the proportional
change of O2Hb over total Hb (sum of O2Hb and HHb), which
is thought to be correlated to the CBF change. As a statistical
analysis of these data, we first contrasted the proportional change
of O2Hb over total Hb within two speech sounds, i.e., words
and pseudowords across fifteen subjects. Considering the hemo-
dynamic delay of neural responses (5–6 s after stimulus onset),
we used time-binned signals including the peaks of HRFs, i.e.
from 4 to 7 s (bin size = 3 s). The difference between words and
pseudowords was confirmed by analysis-of-variance (Two-Way
ANOVA), in which two independent variables were categories
and measured optode sites. Within non-speech sounds, we con-
trasted the proportional change of O2Hb over total Hb in a similar
manner.

As an indicator of CBV, the total Hb change was calculated
from the averaged time-point responses of O2Hb and HHb for
each category. Since the amount of total Hb change was so vari-
able according to categories, we normalized it by subtracting the
average of the total Hb and then divided it by its variance. In this
way, the maximum value was adjusted to be less than two for all
categories and the dynamic range of total Hb change was equal
among all categories. With the normalized signals collected from
fifteen subjects, we again conducted statistical analysis (Two-Way
ANOVA) within speech sounds (2 categories × 2 loci). The same
statistical analysis was applied to the normalized signals within
non-speech sounds.

Lastly, we wanted to contrast the total Hb change of speech
with that of non-speech. To this end, we calculated the averaged
total Hb (HbT) change of words and pseudowords, and calculated
the HbT change of non-speech sounds (natural sounds, animal
vocalizations, and human non-speech). As explained in the above,
we normalized them before statistical analysis. Across fifteen sub-
jects, we conducted Two-Way ANOVA (2 categories × 2 loci). The
significance of statistical analysis was all confirmed at α = 0.05.

RESULTS
We first examined the hemodynamic responses by repeating
speech (pseudowords and words) and listening to non-speech
sounds (natural sounds, animal vocalizations, and human non-
speech sounds) at inferior frontal gyri (IFG, BA47) bilaterally
during the tasks. Apparently, the result shows that speech sounds
evoked higher hemodynamic responses at left inferior frontal
gyrus than at right homologue, in terms of the percent change
of O2Hb concentration over total Hb change (Figure 3B). In
contrast to speech, non-speech sounds showed relatively small
hemodynamic responses at the same locus (Figure 3A). At right
inferior frontal gyrus, however, we found little hemodynamic
responses for either speech or non-speech sounds. Among the
stimuli tested in the current study, it is likely that only speech
sounds can evoke a regional increase in cerebral blood flow at the
left inferior frontal gyrus.

To support the above observation, we statistically analyzed the
result and confirmed the difference between the types of stim-
uli and loci. In hemodynamic responses for speech sounds, it
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FIGURE 3 | (A) Compared with the value at stimulus onset, the
percent change of O2Hb over total Hb concentration by passive
listening of non-speech sounds, i.e., animal vocalizations, human
non-speech sounds, and natural sounds were shown. (B) The percent
change of O2Hb over total Hb concentration by verbal repetition of

speech sounds, i.e., words and pseudowords were shown. The black
regions surrounding the signals show standard deviation. LIFG, left
inferior frontal gyrus; RIFG, right inferior frontal gyrus; anm, animal
vocalizations; hmn, human non-speech sounds; ntl, natural sounds;
wrd, words; pwd, pseudowords.

is notable that the O2Hb concentration changes by pseudoword
repetition were higher than those by word repetition during the
time windows of 4–7 s (shaded areas) after the stimulus onset
(Figure 3B). It is reminiscent of the functional MRI study that
left inferior frontal gyrus is reserved for articulatory speech codes
of pseudowords (Yoo et al., 2012). The result was statistically sig-
nificant at α = 0.05 [F(1, 14) = 5.95, p = 0.0162; at 4–7 s time
windows]. Consistently, its shape is more similar to the canon-
ical HRF at the left inferior frontal gyrus (Friston et al., 1995),
indicating that repeating pseudowords might recruit more neural
circuits in this region. This result also indicates that there were
large blood supplies with O2Hb to compensate O2 consumption
by neural activities. In contrast, compared with the value at stim-
ulus onset, we found no such Hb concentration change at the
right inferior frontal gyrus for either words or pseudowords.

For non-speech sounds, compared with the value at stimu-
lus onset, the O2Hb change over total Hb concentration was not
found at either left or right inferior frontal gyrus (Figure 3A).
In comparison with time windows of 1–4 s (before the shaded
areas), the hemodynamic responses in shaded areas (time window
of 4–7 s after the stimulus onset) were not significantly differ-
ent at α = 0.05 [F(2, 14) = 2.13, p = 0.1501 for left hemisphere;
F(2, 14) = 0.19, p = 0.6627 for left hemisphere]. In addition, for
non-speech sounds, no main effects by either sound types or
optode positions, and no interaction between them were found at
α = 0.05 for the same time windows of 4–7 s (shaded areas) after
the stimulus onset [F(2, 14) = 1.13, p = 0.2901 for sound types;
F(2, 14) = 0.6, p = 0.5508 for optodes; F(2, 14) = 0.6, p = 0.5494
for interaction].

Interestingly, non-speech sounds could increase total Hb con-
centration at left inferior frontal gyrus while speech sounds could
not change total Hb concentration (Figure 4). At right inferior

FIGURE 4 | Total hemoglobin changes at bilateral inferior frontal gyri

(normalized as the scale of canonical hemodynamic response function

with a range from 0 to 1). The black regions surrounding the signals show
standard deviation. LIFG, left inferior frontal gyrus; RIFG, right inferior
frontal gyrus.

frontal gyrus, both speech and non-speech significantly decreased
total Hb concentration. The difference between speech and non-
speech at left inferior frontal gyrus was significant during the
time windows of 2–6 s (shaded areas) after the stimulus onset
[F(1, 14) = 6.58, p = 0.012 for sound types; F(1, 14) = 4.12, p =
0.0447 for optodes; F(1, 14) = 0.57, p = 0.4536 for interaction].
The time-to-peak (TTP) of hemodynamic response function is
variable, i.e., about 5∼6 s. In this study, we found the TTP of
non-speech sounds was slightly less than that of speech sounds.
For this reason, we shifted the time window of non-speech sounds
for statistical analysis to make sure that the peak point is located
in the middle of the comparison window.

Note that listening to non-speech sounds increased total Hb
concentration at LIFG, whereas the same task could not change
the O2Hb change over total Hb concentration at the same
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locus. For speech sounds, it was observed in opposite direc-
tion, i.e., speech sounds increased the O2Hb change over total
Hb concentration, whereas the same sounds could not change
total Hb concentration at LIFG. Interestingly, we found nega-
tive changes in both speech and non-speech sounds in terms of
total Hb concentration, but there were little changes in terms
of the O2Hb change over total Hb concentration for either
speech or non-speech sounds. All these imply that regional
CBV and CBF might be separated from each other by neu-
ral activities, which has time-varying characteristics. They are
hardly separable from each other in fMRI measuring BOLD
signals.

During verbal repetition of words and pseudowords, we found
little change of total Hb concentration at left inferior frontal
gyrus (Figure 5B). Total Hb concentration was decreased for both
words and pseudowords at right inferior frontal gyrus. The differ-
ence between words and pseudowords was not significant at either
left or right inferior frontal gyri, and there was no interaction
between sound types and optode positions during the time win-
dows of 2–6 s (shaded areas) after the stimulus onset [F(1, 14) =
1.78, p = 0.1849 for sound types; F(1, 14) = 0.29, p = 0.5911 for
optodes; F(1, 14) = 0.35, p = 0.5525 for interaction].

In case of non-speech sounds, we observed increases of total
Hb concentration by natural sounds at left inferior frontal
gyrus (Figure 5A). Human non-speech sounds also evoked small
increase of total Hb concentration at the same locus, but there was
no change for animal vocalizations. At right inferior frontal gyrus,
however, only human non-speech sounds could increase total
Hb concentration while the other sounds decreased the changes
of total Hb concentration. In other words, human non-speech
sounds could increase the cerebral blood volume at bilateral
inferior frontal gyri, implying the change of cerebral blood flow
(Figure 3A).

This result implies that non-speech sounds can increase cere-
bral blood volume at left inferior frontal gyrus, but not at right
inferior frontal gyrus. Statistical analyses showed that the differ-
ence between left and right inferior frontal gyri was significant
at α = 0.05 during the time windows of 2–6 s (shaded areas)
after stimulus onset time. However, there was no main effect of
sound types, nor interaction between sound types and optodes
[F(2, 14) = 3.97, p = 0.0478 for sound types; F(2, 14) = 1.8, p =
0.1687 for optodes; F(2, 14) = 2.05, p = 0.1325 for interaction].

DISCUSSION
We examined hemodynamic responses at bilateral inferior frontal
gyri (IFG, BA47) while the subjects verbally repeated speech
sounds. We observed that the percent change of O2Hb con-
centration over total Hb was significantly higher for pseu-
dowords than for words at left inferior frontal gyrus (LIFG).
This result is consistent with the previous findings in Yoo et al.
(2012). Interestingly, we also found significant increases of total
hemoglobin concentration at LIFG even by passive listening of
various non-speech sounds, which provides a new insight on
sound perception in verbal repetition.

ARTICULATION-BASED CODE AT LEFT INFERIOR FRONTAL GYRUS
The main purpose of this study was to re-examine the findings
in Yoo et al. (2012), i.e., whether pseudowords are differentially
represented in left inferior frontal gyrus (LIFG), in contrast to
words. In the fMRI study, we suggested that unfamiliar speech
sounds such as pseudowords might use articulatory codes based
on sound imitation at the LIFG, and this was not the case in word
repetition. In this context, we expected that the percent change
of O2Hb concentration over total Hb at LIFG, similar to BOLD
signal change in fMRI, would be significantly higher for pseu-
dowords than for words. It implies that there were more changes

FIGURE 5 | (A) Total hemoglobin changes by passive listening of animal
vocalizations, human non-speech sounds, and natural sounds (normalized as
the scale of canonical hemodynamic response function with a range from 0
to 1). (B) Total hemoglobin changes by verbal repetition of words and

pseudowords (normalized). The black regions surrounding the signals show
standard deviation. LIFG, left inferior frontal gyrus; RIFG, right inferior frontal
gyrus; anm, animal vocalizations; hmn, human non-speech sounds; ntl,
natural sounds; wrd, words; pwd, pseudowords.
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in oxygen saturation level by neural activation, leading to abrupt
increases in CBF to compensate this change (Watzman et al.,
2000). The result was exactly replicated in this study.

The region investigated in this study is slightly displaced from
the peak locus found in Yoo et al. (2012). Nevertheless, there
were regional changes by repeating meaningless sounds. This
means that the change of regional cerebral blood flow (rCBF) esti-
mated by fNIRS conformed to the regional BOLD signal change
measured by fMRI. It also implies that the LIFG were likely to
be locally reserved as a temporal storage of speech codes for
pseudowords during verbal repetition (Yoo et al., 2012). With
respect to the result, it is notable that BA47 is known as a
part of speech production circuits involved in fluency controls
(Brown et al., 2005; Kell et al., 2009). This is partly consistent
with the finding in this study, in which it will be critical to
prepare articulatory codes for fluent speech before learning of
pseudowords.

It is also notable that there were relatively small but con-
siderable increases in O2Hb concentration by word repetition
at the LIFG. In this case, it was likely that articulatory coding
was automatically initiated at the LIFG while perceiving words.
Unfortunately, due to the limitation of fNIRS channels in this
study, we could not measure the O2Hb change at left middle tem-
poral gyrus (LMTG), supposed to be a center of acoustic-phonetic
codes of words (Yoo et al., 2012). According to our previous
results, however, it is more likely that the acoustic-phonetic codes
at the LMTG became superior to the articulation-based codes at
the LIFG for words. That is, two distinct neural activities at the
LIFG and LMTG seem to be simultaneously evoked for perceiving
words.

This is partly because the LIFG serves as speech parser to detect
word segmentation in continuous speech sounds (McNealy et al.,
2006). McNealy and colleagues observed left-lateralized signal
increases in temporal cortices only when parsing the continu-
ous sounds with statistical regularities, which was a precursor
of words. More importantly, they found that neural activities at
LIFG and LMFG were positively correlated with an implicit detec-
tion of word boundaries, i.e., the detection of speech cues. That
is, the LIFG might act as speech segmentation circuits automat-
ically recruited before auditory lexical retrieval was completed at
the LMTG (Marslen-Wilson, 1987).

On the other hand, the LIFG was known as a part of human
mirror neuron system, supposed to be neural correlates of imita-
tion mechanism (Iacoboni, 2005; Iacoboni and Dapretto, 2006).
This notion is easily suited for the articulation-based sound per-
ception discussed in the above, in that unfamiliar sounds are apt
to be imitated for verbal repetition. In the same context, the O2Hb
change by word repetition observed in 4–7 time windows at the
LIFG was likely to be originated from the analysis-by-synthesis
facility to perceive the incoming speech sounds (Cohen et al.,
1988).

The higher response of pseudowords might be accounted for
by other causes such as the difficulty to memorize and repeat
pseudowords, compared to words. To be sure that the subjects
clearly listen to the stimuli, we carefully adjusted the loud-
ness of stimuli for each subject and minimized environmental
noises during the task. No subjects reported listening problem

of pseudowords in practices conducted before this experiment.
The syllable length of pseudowords is four, same to the length
of words, which is less than the capacity of verbal short-term
memory (Miller, 1956). Therefore, we assume that pseudowords
are not more difficult to repeat than words in terms of sylla-
ble length. The repeating time is at 2 s after listening to the
stimuli, which is surely in the order of the duration of verbal
short-term memory.

Another possibility is that novelty in pseudowords might
enhance the hemodynamic response for pseudowords. Human
brain can detect novel events at sub-cortical level by encoding
regularities in the recent auditory past (Slabu et al., 2012), but
the pseudowords used in this study were not novel in this sense
because each syllable in pseudowords was a proper syllable cur-
rently used in Korean. At cortical level, articulating pseudowords
might evoke novelty effects in the mind because there is no
corresponding mental lexicon for the sounds. That is, at this
level, the novelty is introduced by generating articulatory codes
and this is exactly what we expected in this study (Yoo et al.,
2012).

Lastly, notice that the second positive peak is observed in
word and pseudoword repetition commonly (Figure 3B). The
peak of pseudoword repetition was found at about 11.39 s after
the stimulus onset, followed by that of word repetition at about
12.28 s after the stimulus onset. The second peaks seem to reflect
the speech production after listening to the sounds. Consistent
with the notion, no second peaks were found in non-speech
sounds because the subjects passively listened to non-speech
sounds without verbal repetition of perceived sounds. The small
phase difference of second peaks between words and pseu-
dowords might be due to the difference of preceding events for
perception.

PERCENT O2Hb CHANGE vs. TOTAL Hb CHANGE
It is interesting that no peaks were found in the proportions of
O2Hb change over total Hb concentration for non-speech sounds
despite that we found significant O2Hb change at the LIFG
(Figure 3). In terms of total Hb change, however, non-speech
sounds evoked large peaks at the LIFG while speech sounds did
not change total Hb concentration (Figure 4). Therefore, it seems
that total Hb change as well as percent O2Hb change is important
to describe neural activities, indicating that there is a strong non-
linear relationship between neural activity and hemodynamic
response (Brown et al., 2003).

We can hardly observe the above finding in BOLD-fMRI. The
BOLD-fMRI can measure more CBV-related changes, whereas
the fNIRS can estimate both CBV and CBF by measuring hemo-
dynamic changes of HHb and O2Hb at the same time. In practice,
the BOLD-fMRI is likely to have more artifacts indicated as neu-
ral activities than ASL-fMRI measuring regional changes in CBF
despite that they have a high congruency in activated patterns
(Kemeny et al., 2005). The main reason why the BOLD-fMRI
overestimates neural activities is because BOLD contrast is a result
of neurovascular coupling determined by lots of physiological
events, e.g., blood oxygenation, cerebral blood flow (CBF), and
cerebral blood volume (CBV) (Buxton et al., 1998; Logothetis,
2002).
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To overcome this technical limitation, it is highly required that
fMRI methods based on BOLD contrast are used in combination
with other methods, e.g., ASL-fMRI to examine changes in blood
oxygenation and CBF (Detre and Wang, 2002). Multi-modal
imaging is also helpful to overcome a spatial and temporal limi-
tation in measurement. However, multi-modal imaging is usually
very complex and not cost-effective. Huppert and his colleagues
showed that temporal dynamics of BOLD response were well cor-
related with the NIRS measure of HHb, indicating that fNIRS may
be used as an alternative of fMRI (Huppert et al., 2006). In addi-
tion, the fNIRS can estimate cerebral metabolic rate to separate
CBV and CBF (Boas et al., 2003).

The total Hb change measured in fNIRS is generally
thought to reflect the change of regional cerebral blood vol-
ume (rCBV), i.e., in proportion to rCBV (Villringer and
Chance, 1997; Takahashi et al., 1999). In this study, we found
that the total Hb increased only in listening to non-speech
sounds at LIFG, compared to speech sounds (Figure 4). This
is a replication of our previous study using BOLD-fMRI in
that BOLD-fMRI tends to reflect a regional change of CBV.
That is, neural circuits for non-speech sounds are subserved
by the change of rCBV rather than that of rCBF. It thus
seems that rCBV is more important to generate and main-
tain articulatory codes for non-speech sounds (Yoo et al.,
2012).

This abrupt change of rCBV at LIFG is not observed in speech
sounds. Instead, the percent Hb change over total Hb change was
significantly high for speech sounds (Figure 3). The percent Hb
change over total Hb concentration is positively correlated with
cerebral metabolic rate of oxygen consumption (CMRO2), and
both rCBF and CMRO2 are coupled with each other during cog-
nitive tasks (Hoge et al., 1999; Watzman et al., 2000). It means that
repeating speech sounds evokes more rCBF change than repeating
non-speech sounds at LIFG.

The fMRI cannot discriminate the increase of rCBF from
that of rCBV because the increase of rCBF is followed not only
by neural activation, but also by cerebral vasodilation at sys-
tolic phase of the cardiac cycle (Lerch et al., 2012). However,
the relation between changes in rCBF and rCBV seems to be
de-coupled during neural deactivation, indicating that there
might be a different mechanism between them (Ito et al., 2004).
It suggests that speech and non-speech sounds are differen-
tially processed in neural circuits at LIFG during deactivated
phase. In addition, discordant responses to rCBF and rCBV are
often reported in pharmacological MRI (Luo et al., 2009). It
also suggests that neural circuits at LIFG operate differentially
for both speech and non-speech sounds in terms of oxygen
metabolism.

SOUND PERCEPTION AT BILATERAL INFERIOR FRONTAL GYRI
Speech perception has been traditionally considered in a sen-
sory or acoustic domain. Recently, however, some theories based
on non-sensory domain are emerging to account for neural
mechanism of speech perception. For example, the motor the-
ory suggests that listener perceives not the acoustic features, but
the abstract intended gestures required to articulate the sounds
(Liberman and Mattingly, 1985). As another variant of the motor

theory, direct realism tries to account for speech perception as
perceiving actual vocal tract gestures using information in the
acoustic signal (Fowler, 1986). These all presuppose that per-
ceiving sounds intrinsically involves motoric movements (Fadiga
et al., 2002).

After Broca’s seminal discovery, the left inferior frontal gyrus
(LIFG) was reported as the center of speech production of
fluent and articulated speech as well as that of speech com-
prehension (Caramazza and Zurif, 1976). This means that
speech perception is partly dependent on the LIFG. Our
results further suggest that the LIFG might have a certain
role in perceiving non-speech sounds, too. The non-speech
sounds, e.g., natural sounds and animal vocalizations used
in this study were not articulable in terms of human vocal
organs. It is thus less likely that the subjects might subvo-
cally articulate the non-speech sounds during passive listen-
ing. Nevertheless, there were significant hemodynamic changes
by perception of non-speech sounds at the LIFG, which was
comparable to speech sounds, in terms of total Hb change
(Figures 4, 5A).

With regard to this, it is reported that stimulus expectancy
can modulate inferior frontal gyrus in passive auditory percep-
tion (Osnes et al., 2012). It is still debatable whether the LIFG
has an essential or simple modulatory role in auditory percep-
tion, but motoric involvement is at least important in top-down
control of auditory perception such as emotional arousal (Scott
et al., 2009). This notion is supported by various sensorimotor
integration mechanisms, too (Wilson et al., 2004; Pulvermüller
et al., 2006; Wilson and Iacoboni, 2006). In addition, neural activ-
ities at the LIFG can predict individual differences in perceptual
learning of cochlear-implant patients (Eisner et al., 2010), indi-
cating that learning of sound perception is partly dependent on
the LIFG.

However, it is not easy to interpret the hemodynamic modu-
lation by the sound types at the LIFG (Figure 5A). It is likely to
reflect the degree of internally simulated articulation to perceive
incoming sounds, but it is not clear. Nevertheless, it should be
noted that human non-speech sounds uniquely modulated total
Hb changes at bilateral IFG, unlike the other sounds. It is pos-
sible that both left and right inferior frontal gyri responded to
emotional stimulus, and as a result, autonomous nervous sys-
tem (ANS) was activated. The activated ANS might change blood
pressure and flow. To investigate it further, we need to see the
whole brain areas with more NIRS channels, which can specify
whether the change comes from local or global hemodynamic
response.

In the line of emotional processing views, Hoekert and her
colleagues revealed that both left and right inferior frontal gyri
were involved in the processing of emotional prosody in speech
(Hoekert et al., 2010). Another study with patients in supranu-
clear palsy reported that gray matter atrophy in RIFG has signif-
icant correlations with voice emotion recognition and theory of
mind deficits, indicating that RIFG is associated with prosodic
auditory emotion recognition (Ghosh et al., 2012). That is, the
bilateral changes of total Hb concentration by listening to human
non-speech sounds seem to be partly due to non-speech process
in speech perception.

Frontiers in Human Neuroscience www.frontiersin.org September 2013 | Volume 7 | Article 540 | 42

http://www.frontiersin.org/Human_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Human_Neuroscience/archive


Yoo and Lee A fNIRS study on verbal repetition

Putting all together, articulatory circuits at LIFG are
involved in sound and speech perception. An auditory-motor
integration was likely to develop in parallel with cogni-
tive demands to organize incoming sounds as perceptually
meaningful elements (Westerman and Miranda, 2002; Kuhl,
2004). The auditory-motor integration is also essential in social
communication transferring non-verbal emotional states of oth-
ers (Warren et al., 2006). Therefore, the hemodynamic changes

at the LIFG suggest that auditory perception is in part sup-
ported by motoric representation, namely articulation-based
sound perception.
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Recent models on speech perception propose a dual-stream processing network, with a
dorsal stream, extending from the posterior temporal lobe of the left hemisphere through
inferior parietal areas into the left inferior frontal gyrus, and a ventral stream that is assumed
to originate in the primary auditory cortex in the upper posterior part of the temporal lobe
and to extend toward the anterior part of the temporal lobe, where it may connect to the
ventral part of the inferior frontal gyrus. This article describes and reviews the results from
a series of complementary functional magnetic resonance imaging studies that aimed to
trace the hierarchical processing network for speech comprehension within the left and
right hemisphere with a particular focus on the temporal lobe and the ventral stream.
As hypothesized, the results demonstrate a bilateral involvement of the temporal lobes
in the processing of speech signals. However, an increasing leftward asymmetry was
detected from auditory–phonetic to lexico-semantic processing and along the posterior–
anterior axis, thus forming a “lateralization” gradient. This increasing leftward lateralization
was particularly evident for the left superior temporal sulcus and more anterior parts of the
temporal lobe.

Keywords: ventral stream, fMRI, speech perception, auditory perception, temporal lobe

INTRODUCTION
The research on speech perception, language, and human commu-
nication behavior has a long history in science and reveals to be an
actual topic through centuries and, with the venue of neuroimag-
ing methods, became an even broader research field over the last
two decades (Price, 2012). The first important contributions to
our current view on the neuroanatomy of language came from the
French physician, anatomist, and anthropologist Pierre Paul Broca
(1824–1880) and the German physician, anatomist, psychiatrist,
and neuropathologist Carl Wernicke (1848–1905). Broca was the
first to describe an association between language deficit and the
damage of a specific frontal brain area, which is now referred to as
“Broca’s area” (Dronkers et al., 2007), while Carl Wernicke noticed
that also lesions of the posterior part of the left superior tem-
poral gyrus (STG) could cause language disorders, even though
these disorders substantially differed from those deficits caused by
frontal lesions (Wernicke, 1874). In a review published in 1885,
Lichtheim developed a model of aphasia, proposing the posterior
area of the temporal lobe to be involved in the comprehension of
language, and the anterior area of the temporal lobe in its expres-
sion and production, while an anatomically less defined area was
thought to process concepts (Lichtheim, 1885). Thereby, this early
model was able to allocate various forms of lesion-induced apha-
sia to one of these areas, or to damaged connections between
them. This model from the end of the nineteenth century was
mainly based on clinical observations and neuroanatomical exam-
inations. The majority of later neurological models of language
processing focused on the arcuate fasciculus as the dominating
fiber tract (Ueno et al., 2011; Weiller et al., 2011). With the venue of

functional in vivo measurements, such as electrophysiological and
imaging techniques, this view has been revised, and the most recent
models on speech perception propose a dual-stream processing
network (Hickok and Poeppel, 2004, 2007; Scott and Wise, 2004),
with a dorsal stream, comparable to the classical language network,
and an additional ventral stream. The dorsal stream extends from
the posterior temporal lobe of the left hemisphere through infe-
rior parietal areas into the left inferior frontal gyrus, also including
premotor areas. Anatomically, this hypothesized stream mainly
follows the arcuate fasciculus, connecting the temporal and infe-
rior parietal lobe with the inferior frontal gyrus, and possesses
three distinct branches in the left hemisphere (Catani et al., 2007).
The second stream is the ventral stream, which is assumed to origi-
nate in the upper posterior part of the temporal lobe and to extend
toward the anterior part of the temporal lobe, where it also con-
nects to the ventral part of the inferior frontal gyrus through the
uncinate fasciculus and extreme capsule (Saur et al., 2008; Weiller
et al., 2011). Confirming evidence for this dual-stream perspective
come from several neuroimaging studies, presented in a recent
review by Price (2012) that summarizes the attempts over the last
20 years in mapping speech perception processes using different
neuroimaging methods and paradigms. Furthermore, neurocom-
putational models deliver further evidence for the dual pathway
model, with a dorsal pathway that maps sounds-to-motor pro-
grams and is thus important for repetition, and a ventral pathway
that is important for the extraction of meaning (Ueno et al., 2011).

Building on the work above, this article describes and reviews
the results from a series of complementary functional magnetic
resonance imaging (fMRI) and positron emission tomography
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(PET) studies that aimed to trace the hierarchical processing
network for speech comprehension within the left and right hemi-
sphere, with a particular focus on the temporal lobe and the ventral
stream. To achieve this goal, the work presented here starts with
studies exploring pure auditory processing within the primary and
secondary auditory cortex, continues with studies on the process-
ing of vowels and consonants and concludes with studies on the
perception of syllables and the processing of lexical, semantic, and
sentence information. These processes are the core processes for
decoding speech and extracting its meaning and are thus impor-
tant for communicative abilities. These functions are assumed to
be subserved by the ventral stream. Thus, the ventral stream is an
important part within the speech and language network as it is
involved in both perception and production of speech.

However, there is a specific challenge in exploring auditory
and in particular speech perception. Unlike visual information,
auditory information is stretched over time and spectro-temporal
characteristics are the information carriers. Based on the reso-
nance frequencies of the vocal tract, characteristic patterns emerge
that are important in identifying a sound as a speech sound. Vari-
ous parameters play together. For example, a vowel, e.g., an /a/, is
dominated by constant intonation and constant pitch of the voice.
By contrast, an unvoiced stop consonant is dominated by a sound
produced by the sudden stop of airflow within the vocal tract,
and it is characterized by its place of articulation and the voice
onset time (VOT; Benkí, 2001). Depending on the configuration
of the vocal tract, this results in a very characteristic sound –
or noise burst – for a stop consonant, e.g., a /t/. Similarly, the
voiced consonant /d/ has a very similar configuration of the vocal
tract, with respect to placement of the tongue, opening of the
mouth, etc. However, a /d/ does not have an acoustically simi-
lar prominent stop of airflow as the /t/, but an earlier insertion
of the voice in case of a following vowel, thus making it possi-
ble to differentiate a /da/ from a /ta/. Thus, these two syllables
share the same place of articulation, but differ in their VOT. A
similar association can be found for the syllable pairs /ba/ and
/pa/ and /ga/ and /ka/. These described differences between, for
example, the consonant–vowel (CV) syllables /da/ and /ta/ are
easily visible in spectrograms. It is not only the spectro-temporal
difference between, for example, a stop-consonant and a vowel
that is characteristic for a speech sound, but also the temporo-
spectral sub-structure, called “the formants.” All voiced speech
sounds are characterized by these formants, which are resonance
frequencies of the vocal tract. In the spectrogram, the formants
appear as distinguishable sub-structures in the lower part of the
spectrogram and are the same for /da/ and /ta/. Since those CV syl-
lables are important building blocks in several languages, they are
often used to study basic speech perception processes, for example
in dichotic listening tasks (Rimol et al., 2006a; Sandmann et al.,
2007; Hugdahl et al., 2009). Therefore, all or some of the six CV
syllables /ba/, /da/, /ga/, /ka/, /pa/, and /ta/ are used as test stimuli
in some of the studies presented here (Rimol et al., 2005; van den
Noort et al., 2008; Specht et al., 2009; Osnes et al., 2011b).

MAPPING THE VENTRAL STREAM
The following section describes a series of complementary studies
that aimed to disentangle the different processes and neuronal

correlates involved in auditory speech perception. The section
starts with studies on the basic auditory perception of phonetic
signals, such as vowels and consonants, and proceeds to studies
on sub-lexical, lexical as well as semantic processing. These pro-
cesses describe the function of the hypothesized ventral stream
that is predominantly mediated through sub-structures of the
temporal lobes. The aim of these studies was not only to iden-
tify the different processes associated with the ventral stream and
to map them onto respective brain areas, but also to map the
sensitivity of the contributing brain structures to the presence of
phonetic information and to detect on which level a functional
asymmetry between brain hemispheres emerges. To achieve this
goal, three of the studies presented here were performed using
a “dynamic” paradigm (in the following called “sound morph-
ing”; Specht et al., 2005, 2009; Osnes et al., 2011a,b), which is a
different experimental setup than typically applied in fMRI stud-
ies. Studies on auditory perception often compare categories of
stimuli, such as noise, music, or speech (see, e.g., Specht and
Reul, 2003). However, in order to assess whether a brain struc-
ture responds uniformly to a sound, or whether it is sensitive to
the presence of relevant phonetic features, dynamic paradigms
have the advantage that they can keep some general acoustic
properties constant while varying others. Thus, it is possible to
differentiate brain areas that show constant responses from areas
that change following the manipulation, as seen, for example,
in a study that gradually “morphs” a sound from white noise
into a speech sound (Specht et al., 2009; Osnes et al., 2011a).
Similar approaches have also been applied earlier by using, for
example, noise-vocoded speech (see, for example, Davis and
Johnsrude, 2003), where the manipulated sounds originate from
undistorted sounds, or by using a morphing procedure for prob-
ing categorical perception (Rogers and Davis, 2009). Some of
the studies presented here used a similar approach by mor-
phing sounds across sound categories, e.g., from a non-verbal
white noise into a speech sound, or from a flute sound into
a vowel. These sound-morphing approaches provide additional
information on perception processes, as they allow to differenti-
ate between brain areas that follow the manipulation from those
that response uniformly to the presence of a sound. Technically,
a set of stimuli is generated where the presence of a respective
acoustic feature is varied in its presence or intensity. Played in the
corrected order, the respective feature becomes more and more
audible. In this respect, it is important, that the subjects are naïve
to this manipulation and that the sounds are not presented in
the correct, gradual order, but randomly, since top-down and
expectancy effects are known to influence the perception of dis-
torted or unintelligible sounds (Dufor et al., 2007; Osnes et al.,
2012).

The studies described below follow a simplified model of
the ventral stream, as depicted in Figure 1, starting with the
auditory–phonetic analysis of vowels and consonants, continuing
to sub-lexical, lexical, and semantic processing. It should further
be noted that in most studies, if not indicated otherwise, partici-
pants performed an attentive, but otherwise passive listening task,
with either no task (Specht and Reul, 2003) or an arbitrary task
not related to the content of the study (Rimol et al., 2005; Specht
et al., 2009; Osnes et al., 2011a,b).
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FIGURE 1 | (A) The figure summarizes the results from the presented
studies and displays the results for auditory processes of vowels in red,
auditory phonetic analysis of consonants in blue, phonological, and
sub-lexical processes in green, and, finally, lexico-semantic processes in
purple. For display purposes are all results converted into z -scales and
projected onto a standard brain. (B) The simplified working model for the
ventral stream is displayed with the same colors as in (A). In addition a
lateralization gradient indicates the increasing leftward asymmetry.

AUDITORY–PHONETIC ANALYSIS
It has been shown that non-verbal material, including pure tones
and complex sounds, elicit asymmetric BOLD signals between the
brain hemispheres, with stronger signals in the right posterior
part of the STG and right Heschl’s gyrus, while the perception
of speech elicits stronger responses on the left (Specht and Reul,
2003). But what happens when the differentiation between verbal
and non-verbal content is not that clear, especially when the par-
ticipant does not recognize a difference between them? This was
the central question of the study by Osnes et al. (2011b), where the
sound from a flute was gradually changed into either the sound
of trumpet or oboe, or alternatively into a vowel /a/ or /o/. This
was achieved by a sound-morphing paradigm, where the vowel
spectrum was linearly interpolated into the flute spectrum, result-
ing in a stepwise transition from a flute into a vowel sound over
seven distinct steps. Step one was a sound consisting of mainly
flute-sound features, while the presence of vowel-sound features
increased over the subsequent steps two to seven. Non-phonetic
control sounds were created in a similar manner, resulting in a
step-wise transition from flute into either an oboe or trumpet
sound. It is important to note that participants were not informed
about this manipulation and also – after hearing the sounds –
were not aware of that the sounds contained phonetic features
to a varying degree, as revealed by post-study interviews. This is

an important and fundamental study concept that was also used
in some of the following studies in order to reduce the effect of
expectancy, since the expectance of hearing a speech sound can
substantially change the way that the sounds are perceived. This
was, for example, impressively displayed in the study by Dufor
et al. (2007) and recently replicated by Osnes et al. (2012) using
the same stimuli described above. In addition, the level of atten-
tion can influence the extent of activation in primary and sensory
areas (Jäncke et al., 1999; Hall et al., 2000; Hugdahl et al., 2000),
influencing also the within-subject reliability of the activation, as
shown for the visual cortex (Specht et al., 2003b). Hence, par-
ticipants were given an arbitrary task, which was unrelated to
the true aim of the study and, more important, did not con-
tain any discrimination between the different sounds. Thus, the
results reflect particularly the bottom-up, stimulus-driven brain
response and allow to test whether the brain is able to differenti-
ate between such ambiguous sounds that only vary in the degree
of phonetic information without being obvious speech sounds.
High sensitivity to the used phonetic manipulation was expected
in the primary and secondary auditory cortex. The results broadly
confirmed this a priori hypothesis by demonstrating a clear dif-
ferentiation between sounds with increasing phonetic information
versus sounds with unaltered phonetic information. Especially the
STG and planum temporale followed this manipulation logarith-
mically, while more medial areas, i.e., the core area of the auditory
cortex, did not respond to the manipulation. This indicated that
the BOLD response prominently increased already in the early
phase of the sound-morphing sequence, when only little phonetic
information was present, while increases in the BOLD response
were less prominent in the later phase of the morphing sequence.
In addition, no obvious lateralization effects were observed, indi-
cating that left and right posterior temporal lobes were equally
sensitive to this manipulation (Osnes et al., 2011b).

Stop-consonants are even more important building blocks of
speech than vowels. As described above, stop consonants are con-
sonants in which the sound is produced by stopping the airflow
in the vocal tract either with or without simultaneous voicing
(voiced/unvoiced consonant), thus containing rapid frequency
modulations. Rimol et al. (2005) explored the neuronal responses
to unvoiced stop consonants. The results demonstrated bilateral
activations in the temporal lobes with a clear leftward asymme-
try for both consonants as well as CV syllables. This leftward
asymmetry was further confirmed by direct comparison with the
matched noise condition. A leftward asymmetry for consonants
as opposed to vowels (Osnes et al., 2011b) could indicate a higher
temporal resolution of the left primary and secondary auditory
cortex (Zatorre and Belin, 2001; Zatorre et al., 2002; Boemio et al.,
2005), which is then further reflected in a general left dominant
processing of those speech-specific signals. This may to a certain
degree confirm the asymmetric sampling theory (AST; Poeppel,
2003), although the left–right dichotomy in temporal resolution
may oversimplify the underlying processes (McGettigan and Scott,
2012).

Nevertheless, the results of these studies clearly indicate that the
different sound structures of consonants and vowels, with rapid
frequency modulations for stop consonants and a more constant
tonal characteristic for vowels, are differently processed by the two
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temporal lobes. More specifically, the left temporal lobe clearly
has a higher sensitivity for consonants, while vowels are processed
more bilaterally. This result was also confirmed by a study that
used a dichotic presentation of CV syllables, where the functional
asymmetry was explored on a voxel-by-voxel level (van den Noort
et al., 2008). Besides bilateral activations, the results indicated a
functional asymmetry toward the left, with significantly higher
activations in the left posterior STG, extending into the angular
and supramarginal gyrus.

Interestingly, these results are paralleled by behavioral investi-
gations of the VOT effects in the dichotic listening task. In such
a task, two CV syllables are presented to the participant at the
same time, and the participant has the task to repeat the sylla-
ble that is perceived the most clearly. In most of the cases, this
will be the syllable that was presented to the right ear (Hugdahl
et al., 2009; Hugdahl, 2011), an effect termed “right ear advan-
tage” (REA). However, the strength of the REA depends on the
VOT. The strongest REA was observed when a syllable with a
long VOT was presented to the right ear (Rimol et al., 2006a;
Sandmann et al., 2007). These are also those syllables with the
most complex temporo-spectral characteristics, thus likely ben-
efiting from the assumed higher temporal resolution of the left
auditory cortex (Zatorre et al., 2002), since signals from the right
ear are predominantly transmitted to the left auditory cortex.

SUB-LEXICAL PROCESSING
In order to explore the phonological and sub-lexical decoding in
more detail, the following study used again the sound-morphing
procedure to investigate the dynamic of the responses in the
posterior and middle part of the STG. This was achieved by
sound-morphing white noise, i.e., a sound with equal spectral and
temporal distribution, in seven distinct steps (“Step 1” to “Step
7”) into either a speech sound or a short music sound. The latter
served as control stimuli. In order to have a comparable spectral
complexity of the target sounds, the sounds were selected based on
their spectral characteristics. The speech sounds were the CV syl-
lables /da/ and /ta/, and the music instrument sounds were a piano
chord consisting of a major triad on a C3 root, and an A3 guitar
tone (see Specht et al., 2009 for technical details). It is important
to note that the stimuli were presented in a randomized order, i.e.,
that the participants never heard the stimuli in a sequential order
from Step 1 to Step 7 to avoid expectation effects, as explained
previously. As before, the participants performed an arbitrary task
and were debriefed about the real aims of the study afterward.
Parallel behavioral assessment was conducted in an independent
sample of subjects to ensure that the subjects were naïve to the
stimulus material in both studies (Osnes et al., 2011a).

While the previously described studies on auditory–phonetic
processing revealed a high sensitivity of the STG to phonetic cues
and demonstrated no lateralization for vowels, but a clear later-
alization for stop consonants and CV syllables, the results of this
study bridges the previous results by demonstrating an increasing
lateralization toward the left as the sound became more and more
a speech sound (CV syllable). Moreover, this increased leftward
asymmetry was particularly prominent outside of the auditory
cortex. More precisely, there was a small area in the middle part
of the left superior temporal sulcus (mid-STS) that showed the

strongest differentiation between the sounds along with a signifi-
cant interaction between speech and music sound manipulations,
and increasing response and increasing leftward asymmetry with
increasing intelligibility of the speech sounds was demonstrated.
Furthermore, this area (MNI coordinates −54, −18, −6) over-
laps with the mid-STS area (MNI coordinates −59, −12, −6) that
was detected in an earlier study that compared the perception of
real words with complex sounds and pure tones (Specht and Reul,
2003). In contrast, when the sound morphed into a music sound,
no lateralization was found, and activity in left and right temporal
lobe areas increased to a comparable extent. In addition, a parallel
behavioral study in a naïve sample of participants demonstrated
that the participants were more able to identify distorted speech
sounds as speech than the distorted music sounds as music (Osnes
et al., 2011a). Interestingly, at an intermediate step, the break-
ing point from where on subjects perceived the sounds as speech
sounds, there was additional activation in the premotor cortex,
possibly indicating processes that facilitate the decoding of the
perceived sounds as speech sounds. This link between speech per-
ception processes and areas belonging to the dorsal-stream have
been described before in case of degraded speech signals (Scott
et al., 2009; Peelle et al., 2010; Price, 2010, 2012). Using dynamic
causal modeling (DCM), Osnes et al. (2011a) was able to demon-
strate that the connection between the premotor cortex and STS
was bidirectional, while the connection from the planum tempo-
rale to the premotor cortex was only one-directional (forward),
possibly reflecting a directed flow of information. Note that the
premotor cortex was only involved when the sound was morphed
into a speech sound, but that there were no connections between
premotor cortex and STS or planum temporale, when the sound
was morphed into a non-verbal sound.

It is important to emphasize that activations were always seen
in both temporal lobes irrespective of the presented sound, but
that only the left STS demonstrated an additional sensitivity to
the sound-morphing manipulation. This, however, indicates only
a higher sensitivity to the manipulation, but not necessarily a
speech-specific activation.

Furthermore, there was no observable lateralization or exclu-
sive processing of one stimulus category over the other on the level
of the primary and secondary auditory cortex. This lack of later-
alization in primary auditory processing is especially present in
attentive but otherwise passive listening studies, while lateraliza-
tion (leftward asymmetry) was observed in syllable discrimination
tasks (Poeppel et al., 1996). Once a signal is identified as a speech
stimulus, a stronger leftward asymmetry might emerge, indicat-
ing further phonetic and phonological processing (Specht et al.,
2005). However, it is still an open question whether the identifi-
cation of an acoustic input as speech sound is a bottom-up and
thus stimulus-driven effect, or a top-down process. The results
presented here indicate, at least to a certain extent, a bottom-up
effect.

LEXICAL PROCESSING
In a third study that used the sound-morphing paradigm, only
real words were used, but filtered in such a way that the sounds
were identifiable as speech while at the same time varied in the
degree of intelligibility (Specht et al., 2005). The results confirmed
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that especially the left temporal lobe is sensitive to the intelligi-
bility of a speech sound, while the right temporal lobe responds
in a comparable way to all stimuli, irrespective of the sound cat-
egory. This was seen in both the voxel-wise analysis as well as
region-of-interest analysis with a priori defined regions in the
left and right temporal and frontal lobes. Note that once again
the right temporal lobe responded to all stimuli, but did not fol-
low the manipulation, in contrast to the left hemisphere. The
increasing intelligibility of the words was also reflected by an
increased activity within the left inferior frontal gyrus, compris-
ing the dorsal-posterior part of Broca’s area [Brodmann area (BA)
44], which may be due to an active processing of the distorted
sounds, as subjects had to indicate by button press when the sound
was intelligible, and may thus reflect a lexical processing of the
stimuli.

These lexical processes were further explored by a lexical deci-
sion task, in which participants were asked to perform a decision
between, either real words and phonologically incorrect non-
words, or, as a more demanding task, between real words and
phonologically correct but otherwise meaningless pseudo-words.
A high-low pitch decision served in both cases as auditory control
condition. The results from this PET study demonstrated that the
easier non-word/real word decision was made by a phonological
analysis, involving only on the temporal lobe, in particular left
temporal structures, without any involvement of frontal areas. By
contrast, the more demanding pseudo-word decision involved also
the left inferior frontal gyrus, including Broca’s area (BA 44, 45),
which is also in line with other studies on lexical decision mak-
ing that use, for example, visual presentations (Heim et al., 2007,
2009).

SEMANTIC PROCESSING
The last process examined by the study series described here was
semantic processing, a processing step distinct from lexical pro-
cessing. In order to get these processes separated in the imaging
data and to separate them also from auditory–phonetic processing,
the respective study by Specht et al. (2008) used an independent
component analysis (ICA; Calhoun et al., 2005, 2009; Keck et al.,
2005; Kohler et al., 2008) rather than a univariate general linear
model approach. The paradigm comprised three different linguis-
tic levels. The first level was a passive perception of reversed words,
which was used to control for auditory perception and, partially,
for phonological processing. The second level was a passive lis-
tening to real words, which aimed to control for phonological
and lexical processing. Finally, the third level was a covert naming
task after aurally presented definitions, that reflects in particular
semantic processing, but may to a certain degree be confounded by
sentence processing. Hence, all three levels were expected to acti-
vate different processing stages of the ventral stream – or “what
pathway” (Scott and Wise, 2004) – to different degrees.

An ICA is beneficial here as it has the ability to combine the
involved brain areas to networks that show the same time course
in the BOLD signal and share the same variance. Since the auditory
and phonological processing was present in all three levels, the ICA
was able to separate the respective network from the network for
semantic and sentence processing that was only required in the
naming task.

The two main components that were detected by the ICA, con-
firmed that the auditory processing of phonological information
is an almost bilateral process, while speech comprehension, com-
prising lexical and semantic processing, is often left lateralized
(Hickok and Poeppel, 2004, 2007; Poeppel et al., 2012). In particu-
lar, the left anterior temporal lobe (ATL) has been identified as an
important structure for required for semantic and naming tasks
(Schwartz et al., 2009; Binder et al., 2011). The areas of the second
ICA component also nicely overlap with the ventral stream model,
including mainly anterior portions of the temporal lobe, but also
the temporo-parietal junction and a distinct area in the poste-
rior part of the inferior temporal gyrus (ITG; Specht et al., 2008).
An extension from the posterior superior temporal areas toward
the temporal pole, forming the ventral stream, is a typical find-
ing (Scott et al., 2000). This posterior–anterior extension reflects
that the more the complexity of linguistic processing increases by
involvement of semantic processing and sentence comprehension,
the greater becomes the extension of activation to anterior and
ventral parts of the temporal lobe. Also involved are inferior, pos-
terior areas including the ITG, as repeatedly reported in studies
on sentence processing and semantic aspects of language (Rodd
et al., 2005; Humphries et al., 2006, 2007; Hickok and Poeppel,
2007; Patterson et al., 2007; Binder and Desai, 2011; Poeppel et al.,
2012).

Interestingly, a very similar pattern is often found when ana-
lyzing the loss of gray matter in patients suffering from primary
progressive aphasia (PPA), which is an aphasic syndrome caused
by neuronal degeneration that can occur in different clinical vari-
ants (Grossman, 2002; Mesulam et al., 2009; Gorno-Tempini et al.,
2011). Its neuropsychological syndrome is characterized by slowly
progressing isolated language impairment without initial clini-
cal evidence of cognitive deficits in other domains (Grossman,
2002; Mesulam et al., 2009). In particular, the clinical phenotype
of semantic dementia, which may be a variant of a fluent PPA
(Adlam et al., 2006), is mainly associated with damage to the tem-
poral lobe, with the left ATL being affected most severely with
respect to gray matter atrophy (Mummery et al., 2000; Adlam et al.,
2006; Mesulam et al., 2009) and white matter damage (Galantucci
et al., 2011). Although less common and less pronounced, ATL
pathologies, in combination with parietal lobe pathologies, have
also been observed in the non-fluent, logopenic PPA sub-type, as
well (Zahn et al., 2005).

All results from the studies presented here are summarized in
Figure 1. The summary depicts the ventral stream and displays
in particular how the activation extends from the primary audi-
tory cortex to anterior parts of the temporal lobe as the perceived
sound becomes a meaningful speech stimulus, a real word, or a
sentence. Furthermore, Figure 1 indicates that the ventral stream
is bilateral, but more extended on the left hemisphere. Only the
left inferior frontal gyrus demonstrates a significant contribution
to the processing.

DISCUSSION
Auditory speech perception is, as illustrated in this summary, a
complex interaction of different brain areas that are integrated
into a hierarchical network structure. To unravel the neuronal
mechanisms of speech perception, it is of crucial importance to
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follow and to understand the organization of the information flow,
particularly within the temporal lobes. Although auditory percep-
tion has been investigated by numerous functional imaging studies
over the last decades, several aspects are still unresolved and not
fully understood. One important contribution to the description
of the processes behind auditory speech perception was the intro-
duction of the concepts of the dorsal and ventral streams in recent
models of speech perception (Hickok and Poeppel, 2004, 2007;
Scott and Wise, 2004). On the neuroanatomical level, these two
processing streams can to a certain degree be linked to two fiber
tracts and their sub-branches (Catani et al., 2004, 2007; Saur et al.,
2008; Weiller et al., 2011). However, one has to bear in mind that
those theoretical concepts of “streams” do not necessarily have
to follow neuroanatomical structures. Although this concept of
two processing streams is striking, it is difficult to display them
with functional neuroimaging, since neuroimaging results typi-
cally provide “snapshots” of brain activations rather than dynamic
processes. Therefore, the series of complementary studies pre-
sented above focused particularly on two aspects: first, to create
a series of studies that overlapped with respect to mapping the
different processing nodes within the hierarchical network that
configures the ventral stream in the temporal lobe, and, second, to
use dynamic paradigms in which stimulus properties were grad-
ually changed in order to identify brain areas that were sensitive
to the manipulation. Thereby, speech sensitive areas could be sep-
arated from areas of general auditory perception, or lexical from
sub-lexical areas.

The studies have consistently shown that speech perception is
not a pure left hemispheric function. It is the interplay of the
different left and right temporal lobe structures that generates a
speech percept out of an acoustical signal, and the left and the right
auditory systems process different aspects of the speech signal.
Tonal aspects, such as the vowel, do not exhibit a strong lateral-
ization. In contrast, the perception of consonants demonstrates a
leftward asymmetry, supporting the hypothesis of different pro-
cessing capacities and properties of the left and right auditory
cortex with respect to temporal and spectral resolution (Zatorre
et al., 2002), as well as temporal integration windows, as proposed
by the “asymmetric sampling in time” (AST) hypothesis (Poeppel,
2003). However, this simple dichotomy of higher versus lower tem-
poral resolution in the left and right temporal lobe, respectively,
may oversimplify the underlying processes as well as the charac-
teristics of speech sounds. Thus, future models should take the
specific nature of speech sounds into account, given by the flexi-
bility and limitations of the articulatory system that produces these
sounds (McGettigan and Scott, 2012). Nevertheless, the differen-
tial processing within the left and right temporal lobe becomes in
particular evident when comparing the study that used only vowels
(Osnes et al., 2011b) to the study that focused on the processing of
stop-consonants (Rimol et al., 2005) or dichotically presented CV
syllables (van den Noort et al., 2008; Specht et al., 2009). While
the more tonal vowels did not exhibit a left–right asymmetry,
consonants and CV syllables were processed stronger by the left
than the right auditory cortex and surrounding areas. Note that
only asymmetries were detected on this level, but not clear unilat-
eral processes. It is further important to note that the area of the
planum temporale did not turn out to be speech specific, although

has also been discussed for a long time as an area important for
phonological processing. However, in agreement with recent neu-
roimaging studies, this view has been challenged, and it has been
shown that the area of the planum temporale is also involved in
early auditory processing of non-verbal stimuli, spatial hearing,
as well as auditory imagery (Binder et al., 1996; Papathanassiou,
2000; Specht and Reul, 2003; Specht et al., 2005; Obleser et al.,
2008; Isenberg et al., 2012; Price, 2012).

One area that repeatedly appears in the neuroimaging litera-
ture on vocal, phonological, and sub-lexical processing is the STS
(Belin et al., 2000; Jäncke et al., 2002; Scott et al., 2009; Price, 2010,
2012). The importance of this structure was also supported by the
studies presented here that showed distinct, mainly left-lateralized
responses during passive listening to syllables and words, when
compared to non-verbal sounds within the middle part of STS
(Specht and Reul, 2003; Specht et al., 2005, 2009). However, it
should again be emphasized that the results only indicate a high
sensitivity to the phonological signals and a high sensitivity to
sound-morphing manipulations, without necessarily implying
that this is a speech-specific area. It is possible that a speech-
specific involvement of the STS may emerge when required (Price
et al., 2005). Interestingly, when the focus is on phonological pro-
cessing, the left STS appears to be the dominating structure, while
when voice aspects are in the focus, the right STS is more dom-
inant (Belin, 2006; Latinus and Belin, 2011). Moreover, a recent
meta-analysis by Hein and Knight indicated that the STS of the
left and right hemisphere is apparently involved in several dif-
ferent processes involving not only phonological processing, but
also theory of mind, audio-visual integration, or face perception
(Hein and Knight, 2008). Thus, studies are required that exam-
ine these function on a within-subject level in order to verify the
neuroanatomical overlap of these different functions. Besides the
areas in the STG and STS, several studies also pinpoint an area in
the posterior part of the ITG, close to the border to the fusiform
gyrus. This area is typically seen in visual lexical decision task (see,
for example, Heim et al., 2009), but also in auditory tasks, such
as word and sentence comprehension (Rimol et al., 2006b; Specht
et al., 2008). In general, there is reasonable evidence that this area
serves as a supramodal device in which the auditory and the visual
ventral streams meet or join. Thus, this area is independent from
the input modality and has to be differentiated from an adjacent
area, often referred to as the “visual word form area,” which is
located more posterior and medial (Cohen et al., 2004). The func-
tion of this inferior temporal area is still under debate, but several
studies point to the fact that this area is especially involved in lexi-
cal processing. In accordance with that, the model by Hickok and
Poeppel (2007) calls this area the “lexical interface.” Interestingly,
the same or nearby areas seem also to play an important role in
multilingualism (Vingerhoets et al., 2003) and show also structural
and functional alterations in subjects with dyslexia (Silani, 2005;
Dufor et al., 2007).

Moving further along the ventral stream toward the anterior
portion of the temporal lobe, the neuroimaging results presented
here demonstrate, in agreement with the literature (Vandenberghe
et al., 2002; Price, 2010, 2012; Binder and Desai, 2011), an increas-
ing contribution of more anterior portions of the temporal lobe
to lexical, semantic, and sentence processing (Specht et al., 2003a,
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2008). This shift from acoustic and phonological processing in
the posterior superior temporal lobe to semantic processing in the
ATL characterizes the ventral stream (Scott et al., 2000; Visser and
Lambon Ralph, 2011). Interestingly, neurocomputational models
confirm this gradual shift within the ventral stream. Ueno et al.
(2011) modeled a neuroanatomically constrained dual-stream
model, with a dorsal and a ventral stream. They were able to
demonstrate the division of function between the two streams, and
they were also able to demonstrate that a gradual shift from acous-
tic to semantic processing along the ventral stream improves the
performance of the model (Ueno et al., 2011). However, this model
was constrained to an intra-hemispheric network with one ventral
and one dorsal stream only and did not consider any functional
asymmetry. In contrast, neuroimaging data indicate a bilateral
representation of some parts of the ventral stream (Hickok and
Poeppel, 2007). This is reflected by different degrees of functional
asymmetries along the ventral stream. While auditory and sub-
lexical processing are more symmetrically organized, a stronger
leftward asymmetry appears for lexical and semantic processes,
which is in line with the notion that a leftward asymmetry for
linguistic processes emerges only outside of the auditory cortex
and adjacent areas (Binder et al., 1996; Poeppel, 2003). Further-
more, there is emerging evidence that semantic processing and
conceptual knowledge are crucially dependent on the functional
integrity of the ATL, including among other areas the left ventrolat-
eral prefrontal cortex and the left posterior temporal and inferior
parietal areas. This was demonstrated by, for example, TMS stud-
ies (Lambon Ralph et al., 2009; Pobric et al., 2009; Holland and
Lambon Ralph, 2010), studies using direct cortical stimulation
(Luders et al., 1991; Boatman, 2004), intracranical recording stud-
ies (Nobre and McCarthy, 1995), studies in patients with semantic
dementia (Patterson et al., 2007; Lambon Ralph et al., 2010), and
studies that combined TMS, fMRI, and patient data (Binney et al.,
2010). In addition, one has to distinguish between the anterior
STG/STS and the ventral ATL that appear to host related but never-
theless distinct functions (Spitsyna et al., 2006; Binney et al., 2010;
Visser and Lambon Ralph, 2011). The anterior STG/STS area is
considered to be more related to the semantic and conceptual
processing of auditory words and environmental sounds, while
the ventral ATL is assumed to be a more heteromodal cortical
region (Spitsyna et al., 2006). This might indicate a higher level of
the ventral ATL within the processing hierarchy, since unimodal
visual and auditory language processing streams converge in this
heteromodal area (Spitsyna et al., 2006). Furthermore, differential
contributions of the left and right ATL have been identified by
the demonstration that the left ventral ATL responds stronger to
auditory words, while visual stimuli and environmental sounds
cause bilateral responses (Visser and Lambon Ralph, 2011). How-
ever, it is important to note that particularly the ventral ATL is
difficult to access with fMRI, as susceptibility artifacts affect the
signal-to-noise ratio in this area. Thus, it is difficult to examine the
specific function of this area, and many studies may overlook this
structure or are “blind” its responses (Visser et al., 2010, 2012).

Based on the neuroimaging data summarized in Figure 1, and
in accordance with the literature, a “lateralization gradient” could
be proposed for the ventral stream that becomes stronger left lat-
eralized along the posterior–anterior axis (Peelle, 2012). However,

this increasing leftward asymmetry, i.e., increasing strength of the
lateralization gradient, could also be induced or influenced by top-
down control, since a lexical and semantic process implies an active
processing of the perceived speech signals rather than simply pas-
sive listening. Accordingly, studies that are based on a more passive
processing of the speech signals are often showing more bilat-
eral results than studies in which subjects are asked to process the
stimuli actively, thus influencing the steepness of the proposed lat-
eralization gradient. Furthermore, the information and stimulus
type can influence the steepness of the proposed lateralization gra-
dient, since the strongest lateralization for ATL structures appears
for aurally perceived information, such as administered in the
studies presented above, but might be less asymmetric for non-
verbal, visual information, or figurative language (Binder et al.,
2011; Visser and Lambon Ralph, 2011).

In contrast, the observed frontal activations were strictly left
lateralized. As depicted in Figure 1, the activations extend bilater-
ally from the primary auditory cortex along the posterior–anterior
axis of the temporal lobes, as the sound becomes meaningful
speech, with additional involvement of only the left inferior frontal
gyrus for lexico-semantic processing. Anatomically, this connec-
tion from the anterior portion of the left ATL to the inferior frontal
gyrus is most probably provided by a connection via the extreme
capsule (Saur et al., 2008; Weiller et al., 2011). However, this infe-
rior frontal contribution is likely to reflect a top-down processing
of the stimulus rather than a stimulus-driven bottom-up effect
(Crinion et al., 2003), as these activations occurred only in studies
using an active task on the lexical and semantic level, and are thus
not considered to be a fundamental part of the ventral stream.

In general, it is clear that the temporal lobe, in particular
the left temporal lobe, is of crucial importance for speech per-
ception and other language related skills, such as reading and
general lexical processing in more posterior and inferior portions
of the temporal lobe (Price, 2012). Furthermore, the middle part
of the left STS has repeatedly been described as an area central
for speech perception. This emphasizes the importance of the
ventral stream in the larger speech and language network. The
ventral stream, and in particular the ventral stream within the
left temporal lobe, is thus important for both perception as well
as production of speech. Rauschecker and Scott (2009) proposed
a closed loop by incorporation of the dorsal stream into their
loop model. As demonstrated here, the ventral stream may termi-
nate in the ATL or, perhaps, in the inferior frontal gyrus. In the
later case, this stream has direct connection to the dorsal stream,
providing also an anatomical basis for the proposed processing
loop. Furthermore, Rauschecker and Scott (2009) proposed a loop
for forward mapping and inverse mapping. To some extent, the
study by Osnes et al. (2011a), using DCM in combination with
the sound-morphing paradigm, demonstrated a link between the
dorsal and ventral streams through an involvement of the pre-
motor cortex. The DCM results further demonstrated that the
premotor cortex has a bidirectional connection with the STS, but
only a forward connection from planum temporale to the premo-
tor cortex, resulting in a directed information flow, similar to the
inverse loop proposed by Rauschecker and Scott (2009). Thus, this
result helps to understand the perception processes in situations of
degraded speech signals. It could also shed some light on disturbed
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processing networks, as for example found in developmental stut-
tering, for which there is evidence for functional (Salmelin et al.,
1998, 2000) as well as structural (Sommer et al., 2002) alterations
of the dorsal stream. In line with this hypothesis, different con-
tributions of the dorsal and ventral stream in speech perception
processes has recently been confirmed in a not yet published fMRI
study in developmental stutterers (Martinsen et al., unpublished),
using the same sound-morphing paradigm as introduced here
(Specht et al., 2009).

In summary, the body of data presented here, derived from
a series of stepwise overlapping studies that included the use of
dynamic paradigms, demonstrates that auditory speech percep-
tion rests on a hierarchical network that particularly comprises
the posterior–anterior axes of the temporal lobes. It has fur-
ther been shown that the processes are increasingly leftward

lateralized as sounds gradually turn into speech sounds. Still,
areas of the right hemisphere are also involved in the pro-
cessing, which might be beneficial in the case of a stroke.
While a multitude of studies demonstrate that temporal lobe
structures are essential for speech perception and language pro-
cessing in general, the fact that the same areas have been shown
to be involved in other, non-speech related processes as well,
should not be neglected. Thus, new models are needed that
can unify and explain such diverging results within a common
framework.
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Knowledge on the patterns of repetition amongst individuals who develop language
deficits in association with right hemisphere lesions (crossed aphasia) is very
limited. Available data indicate that repetition in some crossed aphasics experiencing
phonological processing deficits is not heavily influenced by lexical-semantic variables
(lexicality, imageability, and frequency) as is regularly reported in phonologically-impaired
cases with left hemisphere damage. Moreover, in view of the fact that crossed
aphasia is rare, information on the role of right cortical areas and white matter
tracts underpinning language repetition deficits is scarce. In this study, repetition
performance was assessed in two patients with crossed conduction aphasia and
striatal/capsular vascular lesions encompassing the right arcuate fasciculus (AF) and
inferior frontal-occipital fasciculus (IFOF), the temporal stem and the white matter
underneath the supramarginal gyrus. Both patients showed lexicality effects repeating
better words than non-words, but manipulation of other lexical-semantic variables exerted
less influence on repetition performance. Imageability and frequency effects, production
of meaning-based paraphrases during sentence repetition, or better performance on
repeating novel sentences than overlearned clichés were hardly ever observed in these
two patients. In one patient, diffusion tensor imaging disclosed damage to the right
long direct segment of the AF and IFOF with relative sparing of the anterior indirect
and posterior segments of the AF, together with fully developed left perisylvian white
matter pathways. These findings suggest that striatal/capsular lesions extending into
the right AF and IFOF in some individuals with right hemisphere language dominance
are associated with atypical repetition patterns which might reflect reduced interactions
between phonological and lexical-semantic processes.

Keywords: right hemisphere, language, crossed aphasia, conduction aphasia, language network, structural

connectivity

INTRODUCTION
It is well-established that the majority (95%) of right-handers
have their left cerebral hemispheres dominant for language
(Annett, 1998; Wada and Rasmussen, 2007). A minority (5%)
of right-handers have right hemispheric specialization for lan-
guage (Loring et al., 1990; Annett, 1998; Pujol et al., 1999; Knecht
et al., 2002) and mixed language dominance (language produc-
tion and reception represented in different hemispheres) which
can occur in both normal (Lidzba et al., 2011) and brain dam-
aged right-handers (Kurthen et al., 1992; Paparounas et al., 2002;
Kamada et al., 2007; Lee et al., 2008) is even more infrequent.
The rarity of complete or incomplete lateralization of language
to the right hemisphere explains why only a minority of right-
handed individuals develop language deficits after right hemi-
sphere injury (crossed aphasia) (Bramwell, 1899; Alexander et al.,

1989a; Mariën et al., 2001, 2004). Although crossed aphasia is
rare, analysis of language functioning in these subjects represents
an ideal opportunity to examine whether their language perfor-
mance and neural architecture underpinning language functions
in the right hemisphere are the same as those reported in subjects
with left hemisphere language dominance (Catani et al., 2007;
Turken and Dronkers, 2011; Catani and Thiebaut de Schotten,
2012). Here, we report the occurrence of fluent aphasia with
severely abnormal repetition and deficits in sentence comprehen-
sion (conduction aphasia, CA) in two patients who suffered large
right subcortical stroke lesions. This clinical-anatomical correla-
tion is uncommon, but its description can further illuminate the
neural organization of propositional language in the right hemi-
sphere. In an attempt to accomplish this, in the present study
the localization of damage to white matter tracts underpinning
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language repetition was outlined in one patient with the aid of
brain sections depicted in an atlas of human brain connections
(Catani and Thiebaut de Schotten, 2012) and in the other patient
with diffusion tensor imaging (DTI) of bilateral white matter
tracts.

Knowledge on the organization of propositional language
in the right hemisphere comes from the analysis of aphasic
patients with damage to the right hemisphere (see Alexander
et al., 1989a; Mariën et al., 2004) and from a case series study
of intraoperative cortical-subcortical stimulation (Vassal et al.,
2010). Vassal and coworkers (2010) performed intraoperative
cortical-subcortical electrical functional mapping in three right-
handed adults who had right-sided low-grade gliomas. Right
hemisphere language dominance was variously demonstrated by
identification of language deficits during both partial epileptic
seizures and preoperative formal testing, and activations in func-
tional magnetic resonance imaging (fMRI) (one patient). During
surgical interventions reproducible language disturbances were
found by stimulating cortical sites in frontal and temporal cor-
tices. Electrostimulation of the inferior fronto-occipital fasciculus
(IFOF) elicited semantic paraphasias, whereas stimulation of the
arcuate fasciculus (AF) caused phonemic errors, thus supporting
in these cases the hypothesis of a mirror organization of white
matter tracts between the right and left hemispheres (Vassal et al.,
2010).

Studying patients with crossed aphasia Alexander and col-
leagues defined two clinical-radiological correlations which were
named “mirror image” and “anomalous” (Alexander et al., 1989a;
Alexander and Annett, 1996; Alexander, 1997; Mariën et al.,
2004). The “mirror image” pattern assumes that the right lan-
guage cortex has a similar structure and connections to the
classical left language cortex, and therefore, similar language
deficits to the ones observed after left hemisphere injury can
be expected when the same injury occurs in homologous areas
of the right hemisphere (Henderson, 1983; Bartha et al., 2004).
This pattern occurs in as many as 60% patients and all clinical
types of aphasia have been described (see Mariën et al., 2001,
2004). By contrast, the “anomalous” pattern considers that the
structural arrangements and functional organization of the lan-
guage cortex in the right hemisphere are different to the ones
in the left language cortex, so that atypical language deficits can
occur after right hemisphere injury (e.g., Wernicke’s aphasia asso-
ciated with frontal damage). The anomalous pattern has been
described in approximately 40% of patients and it can be easily
identified when patients present with relatively isolated phono-
logical or lexical-semantic deficits associated with large lesions
in the right perisylvian area (Alexander et al., 1989a; Mariën
et al., 2001, 2004). Interestingly, the association of CA with
an atypical location is more commonly encountered with right
hemisphere lesions (35%) than after left hemisphere involve-
ment (13%) (Basso et al., 1985; Alexander et al., 1989a; Dewarrat
et al., 2009). Despite the relatively frequent occurrence of CA in
cases of both “mirror image” (Henderson, 1983; Bartha et al.,
2004) and “anomalous” crossed aphasia (Alexander et al., 1989a)
comprehensive analyses of its main deficits (repetition, short-
term memory, sentence comprehension) have been described in
only three cases (patient ORL, McCarthy and Warrington, 1984;

patient EDE, Berndt et al., 1991; and patient JNR, Berthier et al.,
2011). Below, a brief summary of the main findings from patient
EDE are described. A further description of the other two cases
is not provided here because their personal and developmental
histories (mixed handedness and perinatal left hemisphere injury
in JNR and left-handedness in ORL) invalidate the diagnosis of
crossed aphasia.

Berndt et al. (1991) described the case of a 56-year-old strongly
right-handed housewife (EDE) who acutely developed fluent
aphasia with impaired auditory comprehension and rapid cycling
mood changes in association with a right posterior cortical infarc-
tion. A formal evaluation of deficits in EDE was initiated 10
months after the stroke and by that time her reading and writ-
ing deficits had improved more than repetition span and audi-
tory sentence comprehension. Since then language and cognitive
deficits remained stable and were longitudinally evaluated dur-
ing the next 5 years. An MRI performed approximately 4 years
post-onset revealed a right temporal-parietal infarction compro-
mising cortical regions (middle temporal gyrus and posterior
superior temporal gyrus, temporal pole, and posterior insula)
engaged in auditory comprehension. In retrospect, it could be
argued that EDE probably had an acute Wernicke’s aphasia which
gradually resolved to CA in the chronic period (1 year post-
onset) (Berndt et al., 1991). Berndt and colleagues interpreted the
clinical-anatomical relationships observed in EDE as indicative of
“mirror image” crossed CA (Alexander et al., 1989a; Alexander
and Annett, 1996; Alexander, 1997), although her performance
in repetition and short-term memory tasks was atypical in com-
parison with other patients presenting with short-term memory
deficits after left hemisphere damage. Indeed, EDE had intact
input phonological processing, 1-item recency effect on list rep-
etition, and absent meaning-based paraphrases during sentence
repetition that in the authors’ view reflected an atypical interac-
tion between the right and left hemispheres (Berndt et al., 1991).
Berndt and her colleagues concluded that in EDE:

“. . . .there appears to be an unusual dissociation of functions such
that the perception of auditory/phonetic information is separated
from its storage, while access to semantic information from phonemic
forms in connected speech is impaired . . . . . . some initial process-
ing of auditory/phonetic information is carried out in EDE’s intact
left hemisphere, while language functions responsible for phonetic
storage and lexical/semantic assignment to sentence constituents are
lateralized to the right hemisphere” (p. 277).

Analysis of repetition performance in the other two patients
yielded mixed results. Evaluation in patient JNR replicated the
results obtained in EDE (except for abnormal phonological input
processing), but patient ORL had repetition deficits similar to
the ones described in cases with CA and left hemisphere involve-
ment (see further details in Berthier et al., 2011; McCarthy and
Warrington, 1984). In light of the limited data available and
mixed results on the pattern of repetition in patients with crossed
CA, analysis of further cases is clearly needed. In this study,
we specifically investigated repetition deficits in two chronic
stroke patients with crossed subcortical CA. We also exam-
ined for the first time the role of right white matter pathways
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involvement in repetition processes in crossed aphasia. Our
results replicate findings from previous similar cases (Berndt
et al., 1991; Berthier et al., 2011) showing that repetition deficits
have atypical features in more demanding tasks (sentence repe-
tition) reflecting limited reliance on lexical-semantic processing
as has been reported in typical CA associated to left hemi-
sphere damage. Further, our neuroimaging findings suggest that
subcortical lesions in the right hemisphere lesioning perisylvian
and commissural pathways may account for the observed lan-
guage deficits by altering the interaction between right and left
hemispheres.

METHODS
PARTICIPANTS
We examined language deficits including repetition performance
(digits, words/non-words, lists of word pairs and triplets, sen-
tences and novel sentences/idiomatic clichés) in two monolingual
Spanish speaking patients with chronic CA secondary to large
right hemisphere stroke lesions. These two patients were the
only ones referred to our unit from 1997 to 2011 with crossed
subcortical aphasia.

PATIENT JAM
JAM was a 46-year-old man who suffered a large intracerebral
haemorrhage in the right striatal/capsular region 1 year before
referral to our unit. In the acute period, he had a dense left
hemiplegia, left hemianopia, left hemisensory loss, and mild
left hemispatial neglect. After a short-lived period of global
aphasia, language testing revealed fluent jargon aphasia with
impaired auditory comprehension which gradually regressed to
CA. Reading and writing were severely affected with features
of both deep dysgraphia and deep dyslexia. He also had mild
dyscalculia but he did not show ideomotor or buccofacial apraxia
as reflected by ceiling scores on the apraxia subtest (60/60) of
the Western Aphasia Battery (WAB) (Kertesz, 1982). This later
finding is at variance to that commonly observed in patients
with CA associated to left hemisphere damage (Geschwind,
1965; Benson et al., 1973; Tognola and Vignolo, 1980). At the
time of formal language evaluation JAM was fully oriented and
showed adequate insight into his deficits. His affect was flat
and he tended to be isolated at home. He met diagnostic cri-
teria for major depression as has been reported in patients
with left basal ganglia strokes (Starkstein et al., 1988). JAM was
strongly right-handed without history of perinatal injury, devel-
opmental delay, or familiar left-handedness. On the Edinburgh
Handedness Inventory (Oldfield, 1971) his score was +100.
During the first 6 months after the stroke, JAM received conven-
tional speech-language therapy1 on an individual basis (2 h/week)
showing improvement in spontaneous speech and auditory com-
prehension. No beneficial changes were reported on repetition
deficits.

1Conventional speech-language therapy in both patients followed a
syndrome-specific standard approach. The therapeutic repertoire ranged
from exercises involving naming, repetition, sentence completion, following
commands, spoken object-picture matching, and conversations on topics of
the patients’ own choice (see Pulvermüller et al., 2001; Basso, 2003; Basso
et al., 2013).

PATIENT AFL
AFL was a 63-year-old woman who developed fluent jargon
aphasia with severely compromised auditory and written com-
prehension in association with a large right subcortical stroke.
In the acute period, she had a dense left hemiplegia, left hemi-
anopia, left hemisensory loss but not left hemispatial neglect.
Apraxia scores on the WAB were only mildly impaired (49/60)
most likely due to comprehension deficits with similar perfor-
mances on pantomime to verbal commands and pantomime
imitation, thus ruling out conduction apraxia (Ochipa et al.,
1994). By that time, she was fully aware of her aphasic symptoms
in spite of her severe jargon speech and comprehension deficits.
She experienced despair, crying very frequently and also showing
catastrophic reactions when physicians tried to interact with her
(Berthier and Starkstein, 1994). She also met diagnostic criteria
for major depression as has been reported in patients with left
basal ganglia strokes (Starkstein et al., 1988). AFL was strongly
right-handed without history of perinatal injury, developmental
delay, or familiar left-handedness. On the Edinburgh Handedness
Inventory (Oldfield, 1971) her score was +100. Six months after
the stroke, AFL began to receive conventional speech-language
therapy1 on an individual basis (2 h/week) during a 6 month
period showing improvement in spontaneous speech and audi-
tory comprehension. No beneficial changes were reported on
repetition deficits.

IMAGING
Methods
MRIs studies were performed on different scanners. AFL
was studied in 1997 using a 1.5-T Signa scanner (General
Electric Medical Systems, Milwaukee, WI) equipped with an
eight-channel Philips SENSE head coil. Head movements were
minimized using head pads and a forehead strip. High-resolution
T1-weighted structural images of the whole brain were acquired
with three dimensional (3D) magnetization prepared rapid
acquisition gradient echo (3 D MPRAGE) sequence (acquisi-
tion matrix: 250/250 r; field of view: 240 ms; repetition time
[TR]: 2250 ms; echo time [TE]: 238 ms; flip angle: 90; turbo
field echo (TFE) factor: 100). The MRI study in JAM was per-
formed on a 3-T magnet (Philips Gyroscan Intera, Best, The
Netherlands) equipped with an eight-channel Philips SENSE
head coil. Head movements were minimized using head pads and
a forehead strap. High-resolution T1-weighted structural images
of the whole brain were acquired with three dimensional (3D)
magnetization prepared rapid acquisition gradient echo (3 D
MPRAGE) sequence (acquisition matrix: 240/256 r; field of view:
240 ms; repetition time [TR]: 9.9 ms; echo time [TE]: 4.6 ms; flip
angle: 8; turbo field echo (TFE) factor: 200; 1 × 1 × 1 mm3 res-
olution). One hundred eighty two contiguous slices, each 1-mm
thick, 0 mm slice gap, were acquired. The total acquisition time of
the sequence was about 4:24 min. In addition to the 3D MPRAGE,
a standard axial T-2 weighted/FLAIR (TR = 11.000 ms; TE =
125/27 ms; 264 × 512 matrix; field of view [FOV] = 230 × 230;
3-mm-thick slices with 1 mm slice gap) was obtained. A Short TI
Inversion Recovery (STIR) was used to produce 24, 2.5 mm axial
slices (interslice gap = 1 mm; TR = 4718 ms; TE = 80 ms; inver-
sion time = 200 ms; 264 × 512 matrix; FOV = 230 mm; number
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of excitations = 2). In both patients the anterior commissure
(AC) was identified in axial and coronal T1-weighted images at
the level of the temporal stems (Warren et al., 2009).

Results
Lesion location was relatively similar in both patients (Figure 1).
Axial MRI showed right basal ganglia lesions including the puta-
men, part of the external pallidum, and anterior limb, genu,
and posterior limbs of the internal capsulae extending superi-
orly to the periventricular white matter (corona radiata). Tissue
damage was also present in the white matter surrounding the hip-
pocampus and the middle temporal gyrus with posterior exten-
sion to the auditory and optic radiations in the temporal stem
(Figure 2). The right posterior ventral and dorsal insular cortices
and the periventricular white matter deep to the supramarginal
gyrus were also damaged in both cases, but AFL showed more
extensive involvement. No lesions were documented in the left
hemisphere.

DIFFUSION TENSOR IMAGING (DTI)
DTI allows for “in vivo” measurement of the diffusive proper-
ties of water in a way that allows information to be garnered
about the microstructural organization of tissue (Basser et al.,
1994). Tractography enables the orientation of white matter
(WM) to be ascertained, thus making possible the segregation
of WM into separate sections based on the paths of the distinct
tracts (LeBihan, 2003). Data acquisition was performed using

multi-slice single-shot spin-echo echo-planar imaging (EPI) with
specific parameters as follows: FOV 224 mm, 2-mm-thick slices
with 0 mm slice gap, TE = 117 ms, TR = 12408 ms, and b fac-
tor: 3000 s/mm2. The EPI echo train length consisted of 59 actual
echoes reconstructed in a 112 × 128 image matrix. Sixty four
diffusion directions were used in order to allow for precise con-
struction of the diffusion tensor. Motion and eddy current correc-
tion were performed using FSL’s FDT (http://www.fmrib.ox.ac.
uk/fsl/) eddy current correction tool (Smith et al., 2004; Woolrich
et al., 2009). Diffusion tensor estimation was carried out in using
Diffusion Toolkit’s least-square estimation algorithm for each
voxel (Ruopeng Wang, Van J. Wedeen, TrackVis.org, Martinos
Center for Biomedical Imaging, Massachusetts General Hospital).
The whole brain tractography used an angular threshold of 35
degrees and an FA threshold of 0.2. The tensor was spectrally
decomposed in order to obtain its eigenvalues and eigenvectors.
The fiber direction is assumed to correspond to the principal
eigenvector (the eigenvector with the largest eigenvalue). This
vector was color coded (green for anterior-posterior, blue for
superior-inferior and red for left-right) in order to help gener-
ate the color FA map. An FA map was also generated from these
eigenvalues. This too was done using Diffusion Toolkit. Virtual
dissections of the 3 parts of the AF and the IFOF were performed
by using a region of interest (ROI) approach, following the direc-
tions of a white matter tractography atlas (Catani and Thiebaut
de Schotten, 2012). All virtual dissections were performed using
TrackVis (Ruopeng Wang, and Van J. Wedeen, TrackVis.org,

FIGURE 1 | Structural axial MRI of patients JAM (A) and AFL (B) showing

the full extension of lesions. A 3T MRI (Short T1 Inversion
Recovery—STIR—sequence) in JAM and 1.5T MRI (T2-weighted sequence)
in AFL show relatively similar lesion topographies involving the right
striatocapsular region with inferior extension to the temporal stem, ventral

insular cortex, and inferior fronto-occipital fasciculus. Note superior extension
of the lesions to the arcuate fasciculus and white matter underneath the
supramarginal gyrus. Schematic representation of the full extension of
lesions (C) is depicted in axial MRIcron sections (Rorden, 2005) in JAM (blue
lines) and AFL (red lines). The right side is shown on the left.
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FIGURE 2 | Diffusion tensor imaging (3T MRI) of patient JAM. (A)

Uninflated surface of the cerebral hemispheres (FreeSurfer reconstruction)
depicting gyri in green and sulci in red. The right image shows a small
cortical component of the haemorrhage (red) involving the right anterior
insula and superior temporal gyrus. The diffusion tensor imaging
reconstruction of the arcuate fasciculus and inferior fronto-occipital
fasciculus shows (left image) damage to the right long direct segment of
the arcuate fasciculus (red) and inferior fronto-occipital fasciculus (blue)
with relative sparing of short and long fibers of the anterior indirect
segment (purple) and posterior segments (yellow), whereas the
right image shows fully developed left perisylvian white matter pathways.
(B) Anatomical axial MRI section (Short T1 Inversion
Recovery—STIR—sequence) show the right striatocapsular lesion and
perinecrotic tissue with degeneration of several white matter tracts (orange
and blue arrows). AR indicates, auditory radiations; TS, temporal stem;
SMG, supramarginal gyrus; AG, angular gyrus; EmC, extreme capsulae;
vEmC, extreme capsulae; IFOF, inferior fronto-occipital fasciculus; AC,
anterior commissure; AF-L, arcuate fasciculus-long segment.

Martinos Center for Biomedical Imaging, Massachusetts General
Hospital).

Results
DTI was performed in patient JAM (Figure 2). DTI showed dam-
age to the right long direct segment of the AF and IFOF with
relative sparing of the anterior indirect and posterior segments
of the AF together with fully developed left AF and IFOF. Since
DTI could not be performed in patient AFL the white matter
tracts affected by the lesion were identified with the aid of an atlas
of human brain connections (Catani and Thiebaut de Schotten,
2012). The outline of white matter tracts in patient AFL suggested
that both right AF and IFOF were damaged.

LANGUAGE ASSESSMENT
While both patients had Wernicke’s aphasia in the subacute
period, language deficits were more severe in AFL than in
JAM. This was also reflected in the chronic period by the
scores obtained in the Western Aphasia Battery (WAB) (Kertesz,
1982); JAM had an Aphasia Quotient of 79.6 (mild to mod-
erate aphasia) and AFL of 56.4 (moderate to severe apha-
sia). JAM showed a combination of fluent and well-articulated

spontaneous speech with rare phonemic paraphasias and occa-
sional approximation to target words to repair errors (con-
duite d’approche), preserved auditory comprehension except for
sequential commands and impaired repetition of multisyllabic
words and sentences. Naming was relatively preserved. His WAB
scores (fluency: 9, comprehension: 7.4, repetition: 6.2, nam-
ing: 9.2) were consistent with the diagnosis of CA (Kertesz,
1982). AFL showed fluent and well-articulated speech with
mixing fragments of phonemic jargon and occasional normal
utterances. Comprehension of sequential commands, sentence
repetition, and naming were moderately impaired. Her WAB
scores (fluency: 7, comprehension: 6.6, repetition: 5.7, nam-
ing: 3.9) were consistent with the diagnosis of CA (Kertesz,
1982).

EXPERIMENTAL ASSESSMENTS
To explore the interaction between phonology and lexical-
semantic processing, both patients were evaluated using selected
subtests from the Psycholinguistic Assessments of Language
Processing in Aphasia (PALPA) (Kay et al., 1992; Valle and Cuetos,
1995; Kay and Terry, 2004) and a battery of experimental tests
(Berthier, 2001).

PHONOLOGICAL PROCESSING
Word pair discrimination
Method. Four PALPA subtests were used to evaluate audi-
tory processing for discriminating minimal pairs. These
included Non-word Minimal Pairs (PALPA 1), Word Minimal
Pairs (PALPA 2), Word Minimal Pairs Requiring Written
Selection (PALPA 3), and Word Minimal Pairs Requiring Picture
Selection (PALPA 4). The minimal pairs tests from the PALPA
required same/different judgments for pairs of monosyllabic
words/non-words that differed by a single phonetic feature (e.g.,
“sol-col” [sun-cabbage]). In half the trials, the two stimuli were
identical and in half they were different.

Results. Both patients had abnormal performance on auditory
discrimination of non-word minimal pairs with relatively similar
scores on same and different pairs in AFL and significantly bet-
ter performance on same pairs in JAM relative to different pairs
which resulted from his tendency to classify most pairs as similar
[χ2

(1) = 25.2, p < 0.0001]. Performance was significantly better
discriminating identical minimal word pairs than different word
pairs in both JAM [χ2

(1) = 9.68, p = 0.002] and AFL [χ2
(1) =

9.24, p = 0.002]. AFL had impaired performance in auditory dis-
crimination of word minimal pairs requiring written selection
(this test was not administered to JAM). Scores in word minimal
pairs requiring picture selection were relatively preserved in JAM
and AFL (Table 1).

RHYME JUDGMENTS
Method
Three PALPA subtests were used to evaluate processing for
Rhyme Judgments in Auditory/Written (PALPA 15) and Pictures
(PALPA 14) presentations. In each rhyme judgment task, two
words were presented in the corresponding modality and the
patient was required to say whether or not they rhymed (e.g.,
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Table 1 | Auditory and reading processing.

Testγ JAM AFL Normative data**

Non-word minimal pairs (test 1)
Same
Different

28/28 (1.00)
9/28 (0.32)

22/28 (0.79)
20/28 (0.71)

27.45 ± 0.99
27.09 ± 1.24

Word minimal pairs (test 2)
Same
Different

28/28 (1.00)
18/28 (0.64)

24/28 (0.86)
12/28 (0.43)

27.54 ± 1.27
27.68 ± 0.76

Word minimal pairs requiring written selection (test 3)
Word minimal pairs requiring picture selection (test 4)

Not tested
38/40 (0.95)

36/52 (0.69)
36/40 (0.90)

51.45 ± 1.03
38.95 ± 1.66

Rhyme judgments words (test 15)
Rhyme judgments pictures (test 14)
Rhyme judgments written version (test 15)

23/40 (0.58)
24/40 (0.60)
23/40 (0.58)

27/40 (0.68)
27/40 (0.68)
24/40 (0.60)

35.05 ± 2.79
33.59 ± 3.49
35.05 ± 2.79

Auditory lexical decision (test 5)
High imageability-high frequency
High imageability-low frequency
Low imageability-high frequency
Low imageability-low frequency
Non-words

20/20 (1.00)
20/20 (1.00)
20/20 (1.00)
17/20 (0.85)
75/80 (0.94)

18/20 (0.90)
18/20 (0.90)
16/20 (0.80)
15/20 (0.75)
61/80 (0.76)

20.00 ± 0.00
20.00 ± 0.00
19.95 ± 0.21
19.41 ± 1.15
78.18 ± 1.95

Visual lexical decision (test 25)
High imageability-high frequency
High imageability-low frequency
Low imageability-high frequency
Low imageability-low frequency
Non-words

20/20 (1.00)
18/20 (0.90)
20/20 (1.00)
20/20 (1.00)
67/80 (0.84)

20/20 (1.00)
19/20 (0.95)
18/20 (0.90)
14/20 (0.70)
36/80 (0.45)

20.00 ± 0.00
20.00 ± 0.00
19.95 ± 0.21
19.41 ± 1.15
78.18 ± 1.95

Single word comprehension
Spoken word-picture matching (test 47)
Written word-picture matching (test 48)

37/40 (0.93)
39/40 (0.98)

37/40 (0.93)
37/40 (0.93)

39.45 ± 1.67
39.64 ± 1.46

Sentence comprehension
Auditory sentence comprehension (test 55)
Written sentence comprehension (test 56)

32/60 (0.53)
41/60 (0.68)

31/60 (0.52)
29/60 (0.48)

58.25 ± 2.61
57.73 ± 2.60

γ Test number follows the nomenclature of the original English version of PALPA (see Kay and Terry, 2004) which is slightly different from the Spanish version.

Numbers in parentheses indicate proportion of correct responses. **Normative data from Valle and Cuetos (1995). Abnormal results are highlighted in gray. See

further information in text.

“tarta-carta” [cake-letter]). There were 40 trials divided equally
between rhyming and non-rhyming pairs.

Results
The ability of both patients to make rhyme judgments was abnor-
mal in all modalities of presentation (auditory and written words
and pictures) (Table 1).

LEXICAL PROCESSING
Lexical decision
Methods. Word/non-word discrimination was assessed with the
Auditory Lexical Decision: Imageability × Frequency (PALPA 5)
and the Visual Lexical Decision: Imageability and Frequency
(PALPA 25). These two versions were administered 2 weeks apart
to prevent learning. These tests use 80 words of high- and low-
imagery and high- and low- frequency and 80 non-words derived
from each of the real words by changing one or more letters. All
non-words follow Spanish spelling rules and were pronounceable
(Valle and Cuetos, 1995).

Results. JAM performance on Auditory Lexical Decision
was preserved for words (77/80) and non-words (75/80)

[χ2
(1) = 0.13, p = 0.718]. Misses occurred in three low-

imageability/low-frequency items (“anger,” “dogma,” “satire”),
whereas false alarms in non-words were derived from low-
imageability words (Table 1). Although AFL’s performance in
this task was abnormal, she recognized words (67/80) and non-
words (61/80) with similar efficiency [χ2

(1) = 0.97, p = 0.325].
Most of her misses (e.g., “irony,” “method,” “satire”) and false
alarms occurred in low-imageability words and in non-words
derived from low-imageability words. On Visual Lexical Decision
JAM had better recognition of words (78/80) than non-words
(67/80) [χ2

(1) = 7.31, p = 0.007]. A similar dissociation was

found in AFL (words = 71/80; non-words = 36/80) [χ2
(1) = 32.4,

p = 0.0001].

SINGLE WORD COMPREHENSION
Method
Single word comprehension was assessed with the Spoken
Word—Picture Matching (PALPA 47) and the Written Word—
Picture Matching (PALPA 48) tasks. The two versions were
administered 2 weeks apart to prevent learning. These tasks
required that the patient match a spoken or a written word to
one of five pictures (target nouns and four distractor items [one
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closely semantic, one distantly semantic; one visual, and one
unrelated]).

Results
The performance of both patients was relatively preserved on the
auditory and written presentations (Table 1).

SENTENCE COMPREHENSION
Method
Sentence comprehension was assessed using the Auditory
Sentence Comprehension (PALPA 55) and the Written Sentence
Comprehension (PALPA 56) tasks. These two versions were
administered 2 weeks apart to prevent learning. These tasks
require matching an auditory or written sentence presented with
one of three figures, the target one and two distractors. Several
types of sentences were examined including reversible (e.g., “The
dog is approaching the girl”) and non-reversible (e.g., “The dog
is washed by the girl”) sentences, active and passive sentences,
directional and non-directional sentences, and gapped sentences.

Results
Both patients showed severely impaired performance in both
auditory and written modalities of presentation. Their perfor-
mance was similar for reversible and non-reversible sentences
(Table 1).

DIGIT PRODUCTION AND MATCHING SPAN
Method
This was assessed with the Digit Production/Matching Span
(PALPA 13).

Results
Both patients has restricted digit production and matching span
(Table 2).

REPETITION OF WORDS AND NON-WORDS
Method
Length, frequency, and imageability of words can influence the
accuracy of repetition amongst aphasic patients. Studies in CA
suggest that repetition of short words is better than repetition of
multisyllabic and grammatical words (Goodglass, 1992; Nadeau,
2001). Therefore, performance on output phonological tasks
was assessed with two repetition subtests [Repetition: Syllable
Length (PALPA 7) and Repetition: Non-words (PALPA 8)].
These tests contain 24 words and 24 non-words of increased
length (3–6 letters). To further evaluate potential dissociations
in repetition performance between words and non-words, the
Repetition: Imageability × Frequency (PALPA 9) subtest was also
administered. This test contains 80 words and 80 non-words pre-
sented in a mixed fashion. Words were grouped in four lists (20
items in each list) with variations in frequency and imageability.
The lists contained high-frequency/high-imageability, high-
frequency/low-imageability, low-frequency/high-imageability,
and low-frequency/low-imageability words. These lists were
matched for syllable length; items contained between one and
four syllables. The non-words were matched to the words for
phonological complexity. Errors in all repetition tasks were
analyzed by two of us (ID-T, GD).

Results
Word repetition (PALPA 7) was mildly impaired in JAM (0.88)
and AFL (0.83). Scores in word repetition were marginally bet-
ter than those found in non-words (PALPA 8) in JAM [χ2

(1) =
3.72, p < 0.054], whereas similar performances were found in
AFL [χ2

(1) = 0.46, p = 0.494] (Table 2). In PALPA 9, no dif-

ferences were found in JAM [χ2
(1) = 1.51, p = 0.22], but AFL

repeated words significantly better than non-words [χ2
(1) = 6.02,

Table 2 | Auditory processing: repetition of digits, single words, and non-words.

Test JAM AFL Normative data**

Digit production/matching span
Words (test 7)
Non-words (test 8)

2/3
21/24 (0.88)
14/24 (0.58)

3/4
20/24 (0.83)
17/24 (0.71)

5.91 ± 0.67 / 6.18 ± 1.34
23.81 ± 0.23
22.95 ± 0.63

Imageability × frequency (test 9)
High-high
High-low
Low-high
Low-low
Non-words

20/20 (1.0)
17/20 (0.85)
18/20 (0.90)
14/20 (0.70)
62/80 (0.78)

18/20 (0.90)
18/20 (0.90)
17/20 (0.85)
16/20 (0.80)
55/80 (0.69)

20.00 ± 0.00
19.82 ± 0.65
19.68 ± 1.02
19.27 ± 1.93

Grammatical class (test 10)
Nouns
Adjectives
Verbs
Functors

13/20 (0.65)
12/20 (0.60)
12/20 (0.60)
12/20 (0.60)

17/20 (0.85)
16/20 (0.80)
18/20 (0.90)
17/20 (0.85)

20.00 ± 0.00
19.95 ± 0.21
19.91 ± 0.29
19.82 ± 0.49

Morphology (test 11)
Regulars and control of regulars
Irregulars and control of irregulars
Derivates and control of derivates

11/20 (0.55)
18/20 (0.90)
13/20 (0.65)

17/20 (0.85)
15/20 (0.75)
17/20 (0.85)

19.83 ± 0.63
19.86 ± 0.25
19.81 ± 0.27

Numbers in parentheses indicate proportion of correct responses.**Normative data from Valle and Cuetos (1995). Abnormal results are highlighted in gray. See

further details in text.
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p = 0.014]. Regarding word repetition in PALPA 9 test, both
patients repeated items of the four lists with relatively similar effi-
ciency. Repetition of low-imageability and low- frequency words
in JAM (0.70) and AFL (0.80) was slightly poorer than repeti-
tion of the other lists, but differences did not reach significance.
It should be noted that most non-words in the Spanish version of
the PALPA 9 (Valle and Cuetos, 1995) have high word-likeness
(Gathercole and Marin, 1996) because they are derived from
words with a single consonant (n = 30; “pierna” [leg] → pierla)
or a vowel [n = 22; “hospital” (hospital) → hospitel] exchanged.
While word-likeness increases the likelihood of lexicalization on
repetition tasks in patients with typical CA and left hemisphere
damage (Saito et al., 2003), this was not the case in our patients as
lexicalizations during non-word repetition (PALPA 9) were rare
(JAM: 4/80 [0.05]; AFL: 5/80 [0.06]).

REPETITION: GRAMMATICAL CLASS AND MORPHOLOGY
Method
Grammatical class (PALPA 10) and morphological endings
(PALPA 11) were evaluated in both patients. PALPA 10 evalu-
ates the effect of grammatical class. This test contains 80 words
grouped in four different categories (nouns, adjectives, verbs, and
functors) of 20 items in each list. PALPA 11 evaluates whether
repetition is affected by morphological endings. This test contains
60 words grouped in three lists (regulars and control of regulars,
irregulars and control of irregulars and derivates and control of
derivates).

Results
Scores in PALPA 10 ranged from mildly (0.80) to moderately
(0.60) impaired in AFL and JAM, but repetition performance
was not influenced by grammatical class. Repetition with dif-
ferent morphological endings was mildly impaired in AFL, but
her performance was relatively similar regardless the type of

morphological endings. JAM had low average (0.90) repetition
of irregulars and controls of irregulars and moderately impaired
(0.60) regular and derivates and their controls (Table 2).

WORD PAIR REPETITION
Method
To assess the influence of lexical-semantic information on rep-
etition ability when the demand of the auditory-verbal short-
term memory is increased both patients were asked to repeat
word pairs (e.g., “house-flower”) (n = 56). Patients were asked
to repeat immediately after auditory presentation in a no-delay
direct condition (Martin et al., 1996; Gold and Kertesz, 2001) a
total of 112 high-frequency words. The total list was composed of
high-frequency/high imageability (n = 28), high-frequency/low-
imageability (n = 28); low-frequency/high-imageability (n = 28)
and low-frequency/low-imageability (n = 28) words. Responses
were scored for the number of word pairs repeated verbatim and
for the number of words repeated accurately as a function of
serial position (initial and final) in the list, irrespective of whether
the word pair was repeated accurately or not. The number of
correct words, failures to respond, and semantic, phonologic, for-
mal, neologistic, perseverative, and unrelated lexical errors was
evaluated.

Results
Performance on this task was moderately impaired in both
patients. Table 3 shows the number of word pairs that were
repeated correctly. Further analyses disclosed that JAM repeated
correctly 74 of the total 112 (0.66) words. There was a serial
position effect (initial = 43/56; terminal = 26/56) [χ2

(1) =
9.58, p = 0.002] which may be attributable to his markedly
reduced memory span (2 items). There were no effects of fre-
quency/imageability. Abnormal responses were ordered by the
frequency of occurrence and included: failures to respond = 17

Table 3 | Auditory processing: repetition of word pairs, word triplets, sentences, and clichés.

Test JAM AFL Normative data*

Word pairs Correct pairs Total words Correct pairs Total words Correct pairs

21/56 (0.38) 74/112 (0.66) 20/56 (0.36) 67/112 (0.60) 55.4 ± 0.8 (range: 54–56)

Word triplets Correct triplets** Total words** Correct triplets Total words Correct triplets

HIGH FREQUENCY

Random
Loosely constrained
Constrained

0/10 (0.00)
0/10 (0.00)
0/10 (0.00)

1/30 (0.00)
0/30 (0.00)
14/30 (0.47)

0/20 (0.00)
3/20 (0.15)
4/20 (0.20)

19/60 (0.32)
26/60 (0.43)
30/60 (0.50)

19.0 ± 0.8 (range: 17–20)
18.7 ± 1.0 (range: 17–20)
19.4 ± 0.6 (range: 18–20)

LOW FREQUENCY

Random
Loosely constrained
Constrained

0/10 (0.00)
0/10 (0.00)
0/10 (0.00)

0/30 (0.00)
0/30 (0.00)
6/30 (0.20)

0/20 (0.00)
0/20 (0.00)
1/20 (0.05)

9/60 (0.15)
7/60 (0.12)
9/60 (0.15)

17.0 ± 2.5 (range: 11–20)
18.6 ± 1.3 (range: 16–20)
18.7 ± 1.2 (range: 16–20)

Sentences (test 12)
Idiomatic clichés*
Novel sentences*

8/36 (0.22)
8/40 (0.20)
9/40 (0.20)

0/36 (0.00)
Not tested
Not tested

35.86 ± 0.46
39.4 ± 0.9 (range: 37–40)
38.7 ± 1.1 (range: 37–40)

Numbers in parentheses indicate proportion of correct responses. Abnormal results are highlighted in gray. *Taken from Berthier (2001) except test 12. **Note that

testing of word triplets in JAM was partially administered. See further details in text.
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(0.44), phonological errors = 7 (0.19), neologisms = 5 (0.14),
formal errors = 4 (0.11), unrelated errors = 4 (0.11), and
perseverations = 1 (0.2). There were no semantic errors. AFL
repeated correctly 67 of the total 112 words (Table 3). There
was a marginally significant effect of frequency/imageability since
she showed better repetition of high-frequency/high imageability
word pairs than for high-frequency/low-imageability word pairs
[χ2

(1) = 3.51, p < 0.061], but there were no other differences.
There were no serial position effects (initial = 30/56; terminal
= 29/56) on word pair repetition which may be attributable to
her memory span (3 items). Her responses included phonologi-
cal errors = 22 (0.49), neologisms = 11 (0.24), formal errors = 7
(0.16), failures to respond = 3 (0.07), unrelated errors = 1 (0.02),
and perseverations = 1 (0.2). There were no semantic errors.

REPETITION OF WORD TRIPLETS
Methods
Patients were also asked to repeat word triplets. This task is
a modification of the one used by McCarthy and Warrington
(1984, 1987) in patients with CA. In the present battery two
sets of 60 three-word lists (verb-adjective-noun) were created
(Berthier, 2001). These were composed of word strings of increas-
ing semantic richness that is from non-organized to organized
semantic information. Two 20 three-word lists (List 1: 60 high-
frequency words; List 4: 60 low-frequency words) consisted of
random word combinations (e.g., "buy-sweet-country"). Two
other 20 three-words lists (List 2: 60 high-frequency words; List
5: 60 low-frequency words) conveyed loosely constrained mean-
ingful information (e.g., "defend-hero-gold”), and two other 20
three-word lists (List 3: 60 high-frequency words; List 6: 60
low-frequency words) conveyed closely constrained meaningful
information (e.g., “cut-lovely-flower”). Words were read at a rate
of one per second and patients were required to repeat the words
in the order given by the examiner. Responses were scored for the
number of lists repeated verbatim in each condition and for the
number of words repeated accurately as a function of serial posi-
tion (initial, medial and final) in the list, irrespective of whether
the whole triplet was repeated accurately or not. The number of
correct words, failures to respond, and semantic, phonologic, for-
mal, neologistic, perseverative, and unrelated lexical errors was
evaluated.

Results
Performance on this task was severely impaired in both patients
(Table 3). JAM failed to repeat any word triplet correctly (e.g.,
“read-new-book” → read . . . .don’t know). Since he became frus-
trated after repeated unsuccessful attempts the task was discontin-
ued after 10 consecutive failures in each list. Analysis of individual
words during these interrupted trials indicated that JAM repeated
more words in triplets rich in semantic relations than in the other
lists, showing significantly better performances in high-frequency
triplets than low-frequency triplets [χ2

(1) = 4.17, p < 0.041]. AFL
could only repeat 8 out of 120 (0.07) word triplets correctly
(List 2 = 3; List 3 = 4; List 6 = 1) and there was a trend
for better repetition of high-frequency than low-frequency word
triplets [χ2

(1) = 3.32, p < 0.068]. Analysis of semantic relatedness
in high-frequency lists (Lists 1, 2 and 3) showed a trend for better

repetition of List 3 (constrained meaningful information) than
List 1 (random word combination) [χ2

(1) = 3.42, p < 0.064], but
there were no further differences in the other high-frequency lists
or in the low-frequency lists. Analyses of performance in repeat-
ing individual words disclosed that AFL produced more correct
items while repeating high-frequency (75/180 [.42]) than low-
frequency (25/180 [.12]) triplets [χ2

(1) = 33.1, p < 0.0001]. For
the sake of simplicity, error analysis in both patients was per-
formed considering only the total number of errors regardless
the list in which they occurred. Abnormal responses were ordered
by the frequency of occurrence. Note that since in JAM this task
was interrupted after 10 consecutive failures in each list, only 180
words could be analyzed. His responses were failures to respond =
144 (0.80), semantic errors = 5 (0.03), perseverations = 4 (0.02),
phonological errors = 3 (0.02), unrelated errors = 2 (0.01), and
neologisms = 1 (0.00). The total number of words (n = 360)
could be analyzed in AFL and her abnormal responses included
phonological errors = 95 (0.36), neologisms = 50 (0.19), per-
severations = 43 (0.16), failures to respond = 41 (0.16), formal
errors = 13 (0.05), unrelated errors = 12 (0.05) and semantic
errors = 6 (0.02). Although their responses contained a number
of errors, none of them produced meaning-based paraphrases.
Patients’ performance according to the serial position in the list
were relatively similar for initial (JAM = 0.3; AFL = 0.27), medial
(JAM = 0.1; AFL = 0.23), and terminal (JAM = 0.7; AFL = 0.36)
positions.

REPETITION OF SENTENCES
Methods
Sentence repetition was assessed with the PALPA 12. This task
evaluates the ability to repeat auditorily-presented sentences (n =
36) of different length (from 5 to 9 words). It is composed
of reversible sentences (n = 20) and non-reversible (n = 16)
sentences. Serial position curves were generated for all 7-word
sentences (n = 18).

Results
Sentence Repetition (PALPA 12) was severely abnormal in both
patients (Table 3). In fact, AFL failed to repeat a single sen-
tence correctly, whereas JAM had less difficulty and could repeat
some non-reversible sentences yet his performance was severely
abnormal (8/36 [.22]). Error analysis revealed that both patients
omitted many words and mainly produced phonological errors;
neologisms were also heard in AFL. Semantic paraphasias were
not observed in AFL, but JAM produced rare semantic errors
(“man” → owner) and semantic perseverations. Paraphrases of
target sentences were conspicuously absent in AFL. In JAM there
were no paraphrases in strict sense, except for the presence of a
difficult to classify sentence (sentence 17: “This dog has more cats
to chase” → This dog . . . this cat, there are more to run) in which
the meaning of the original sentence was not fully replicated in the
response (Saffran and Marin, 1975). Analyses of serial position
curves of seven word sentences revealed a tendency for repeat-
ing initial (items 1 and 2) and terminal (item 6) words (range
of correct for these positions: 60–80%) correctly with frequent
omissions (range of correct: 20–40%) of words in the midportion
of sentences (items 3, 4, 5) in JAM. A more inconsistent pattern
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was seen in AFL who tended to reproduce more regularly words
in certain positions (items 1, 3, 5, 6) (range of correct: 60–80%)
than the words in other positions (range of correct: 25%–50%).

REPETITION OF CLICHÉS AND NOVEL SENTENCES.
Method
To explore possible dissociation between both types of sentences,
JAM was asked to repeat familiar idiomatic Spanish sentences
(clichés) (n = 40) taken from the 150 Famous Clichés of Spanish
Language (Junceda, 1981) as well as a set of novel sentences (n =
40) that were construed following the methodology described by
Cum and Ellis (1999) and Berthier et al. (2011). For example, for
the idiomatic cliché: “Me lo dijo un pajarito” (“A little bird told
me”) the novel control sentence: “Me lo dijo mi compadre” (“My
friend told me”) was created. This task was not administered to
AFL.

Results
JAM was moderately impaired in these tasks obtaining rela-
tively similar scores in both types of sentences. He rarely made
paraphrases in novel sentence repetition (3/40 [.08]) and only
1 paraphrase (1/40 [.02]) was heard in repetition of idiomatic
clichés (“Mess things up” → Make a mess).

DISCUSSION
We have described the profile of language deficits in two chronic
aphasic patients. They did poorly in input phonological tasks
(minimal pairs, rhyme judgments) when stimuli were presented
in auditory and written modalities. Lexical-semantic processing
for single words (lexical decision, comprehension) was relatively
preserved in these input modalities, but both patients infre-
quently accessed meaning when asked to comprehend and repeat
complex verbal messages. Indeed, a relatively preserved perfor-
mance in single word repetition contrasted with a severe impair-
ment in repetition of digits, non-words, word lists, sentences,
novel phrases and idiomatic clichés. In several instances, repe-
tition was not significantly influenced by the frequency, image-
ability, and lexicality of stimuli. This atypical combination of
language deficits could also be deemed uncommon because they
took place in two strongly right-handed patients with residual
crossed CA associated with predominantly right striatal/capsular
lesions also affecting the AF, IFOF, anterior commissure, and tem-
poral stem. The distinctive features of this clinical-anatomical
correlation are discussed below.

CROSSED SUBCORTICAL APHASIA
Crossed subcortical aphasia is a rare condition to the extent that
in a recent review of the literature only nine cases met criteria for
“possibly reliable” or “reliable” diagnosis (De Witte et al., 2008).
During the acute and early chronic periods both JAM and AFL
most likely had Wernicke’s aphasia and left hemiplegia which
resulted from extensive right striatal/capsular lesions extend-
ing into the temporal stem/IFOF and supramarginal gyrus/AF.
This clinical-anatomical correlation likely represents the right-
sided analogue to the syndrome of Wernicke-type aphasia with
right hemiparesis secondary to left subcortical injury originally
described by Naeser et al. (1982). This syndrome, which is

considered a rare entity (Wolfe and Ross, 1987), usually occur-
ring with atypical language deficits (Damasio et al., 1982), has
not been well-defined in crossed aphasic patients (Basso et al.,
1985). In their original publication, Naeser and colleagues (1982)
described three aphasic syndromes associated with left capsu-
lar/putaminal involvement and variable lesion extension to either
anterior-superior, posterior, or both anterior-superior and poste-
rior neighboring structures. Of these, the syndrome that best fits
with the one we found in JAM and AFL after right hemisphere
injury is characterized by poor comprehension, fluent Wernicke’s
type speech, and lasting right hemiplegia in association with left
capsular/putaminal damage and posterior lesion extension to the
auditory radiations in the temporal stem (Cases 4, 5, and 6 in
Naeser et al., 1982, pp. 8–10). In Naeser et al.’s case series (1982)
testing in the chronic period was possible in two patients and it
revealed improvement in all language modalities in one patient
and no changes in the other.

Our patients may be interpreted as presenting “mirror image”
crossed CA (Alexander et al., 1989a) for two reasons: (1) sim-
ilar surface symptoms and lesion topography to the syndrome
described after left hemisphere involvement; and (2) gradual res-
olution of language deficits from receptive aphasia to a less severe
CA as is regularly described in cases with Wernicke’s aphasia
and left hemisphere lesions (Goodglass, 1992). Regrettably, in
the aphasic patients with left “capsular/putaminal with posterior
lesion extension” described by Naeser et al., 1982 language deficits
(including repetition) were succinctly described, thus making it
hard to establish whether or not their intrinsic characteristics
were typical. Increasing our understanding on this issue is desir-
able because evaluation of repetition deficits in patients with
“mirror image” crossed CA has been performed only in patient
EDE who unexpectedly showed atypical performance on word list
and sentence repetition (Berndt et al., 1991). This would mean
that repetition deficits in some cases with right-hemisphere lan-
guage dominance deviate from the classical pattern reported in
similar cases with left hemisphere dominance because the neural
organization of language in the former is different. Regrettably,
the scarcity of similar well-studied cases and the reported hetero-
geneity in demographic and clinical-anatomic variables prevent
further elaborations. It suffices to say that atypical neural orga-
nization of language in the right hemisphere may apply for
patient EDE with right temporal-parietal involvement (Berndt
et al., 1991) but possibly not for ORF, a left-handed conduction
aphasic patient with right parietal damage and good access to
meaning during word list and sentence repetition (McCarthy and
Warrington, 1984).

It is even more difficult clarifying the finding of atypi-
cal language deficits in our crossed aphasic patients with stri-
atal/capsular involvement because atypical language deficits are
common in left subcortical aphasia (Albert et al., 1981; Damasio
et al., 1982; Fromm et al., 1985) and because the role of left basal
ganglia in language deficits is still controversial (Damasio et al.,
1982; Naeser et al., 1982; Cappa et al., 1983; Nadeau and Crosson,
1997). Most studies evaluating subcortical stroke provided evi-
dence against a prominent role of basal ganglia in language and
instead attributed language deficits to the deleterious effect of
subcortical involvement on the overlying cortex (Nadeau and
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Crosson, 1997; Hillis et al., 2002; Radanovic and Scaff, 2003; de
Boissezon et al., 2005; Choi et al., 2007). One study on vascular
aphasia secondary to left subcortical lesions mainly affecting the
striatum ascribed lexical-semantic deficits to dysfunction of the
basal temporal language area and IFOF (de Boissezon et al., 2005).
Anatomical data in our patients with crossed CA also suggest that
the pattern of language deficits (impaired sentence comprehen-
sion, sentence repetition) may be linked to damage to the right
basal temporal language area and white matter tracts rather than
to the striatocapsular lesions.

DISSOCIATED STRUCTURE-FUNCTION RELATIONSHIPS IN CROSSED
SUBCORTICAL APHASIA?
There is some evidence that the AF is asymmetric being larger in
volume and having a higher fiber density in the left hemisphere
compared to the right (Parker et al., 2005; Powell et al., 2006;
Vernooij et al., 2007; Catani and Mesulam, 2008; Axer et al.,
2012; Catani and Thiebaut de Schotten, 2012). Combining DTI
and fMRI in a small group of strongly right-handed healthy
subjects, Powell et al. (2006) demonstrated for the first time that
a greater development of left hemisphere white matter tracts
in comparison with their homologues counterparts correlated
with left-sided lateralization of language function. Although
this structure-function correspondence has been replicated in
subsequent studies (Matsumoto et al., 2008; Saur et al., 2008),
other studies variously combining DTI with fMRI, Wada test,
or other ancillary methods (resting-state functional connectivity
analysis) have questioned the long-held assumption that leftward
asymmetry in volume of cortical areas (planum temporale)
and white matter pathways underlie functional lateralization
(see references in Vernooij et al., 2007; Turken and Dronkers,
2011). In complimentary terms, differences in the intra- and
inter-hemispheric architecture and function of perisylvian white
matter tracts exist and might account for the distinct perfor-
mance in verbal repetition in healthy subjects (Catani et al.,
2007) and in patients presenting with contrasting aphasic deficits
(conduction aphasia versus transcortical aphasias) (Catani et al.,
2005; Berthier et al., 2012). In fact, DTI studies reveal intra- and
inter-hemispheric variability of white matter pathways under-
pinning repetition, most notably of the AF/superior longitudinal
fasciculus (SLF) (Nucifora et al., 2005; Catani and Mesulam,
2008; Gharabaghi et al., 2009; Friederici and Gierhan, 2013).
Leftward biased asymmetry of the AF/SLF predominates in males
and usually coexists with the absence or vestigial development
of its long segment in the right hemisphere (Catani et al., 2005;
Powell et al., 2006; Catani and Mesulam, 2008; Thiebaut de
Schotten et al., 2011; Catani and Thiebaut de Schotten, 2012;
Häberling et al., 2013) although at least one study reproduced the
left hemisphere architecture and connectivity in the right hemi-
sphere (Gharabaghi et al., 2009). Another study found reversed
asymmetry of the AF in healthy males with right hemisphere
language lateralization (Häberling et al., 2013). More symmetric
patterns (bilateral-left and bilateral) of the AF/SLF prevail in
females (∼40%) and some researchers consider that other white
matter bundles (IFOF) are also less lateralized than the dorsal
stream but this has not been confirmed in all studies (Cao et al.,
2003; Rodrigo et al., 2007). Regarding function of the AF/SLF,

recent studies using Wada test (Matsumoto et al., 2008) or fMRI
(Saur et al., 2008) documented leftward lateralization in subjects
with left hemisphere dominance for language; however, it has also
been shown that left-handers with right hemisphere language
dominance (as seen using fMRI) (Vernooij et al., 2007) actually
have left-lateralized AF. Taken together these later findings align
with the hypothesis that lateralized hemispheric function is
not always guided by structural asymmetry (Wada, 2009). In
support of this view, we did find dissociation between structure
and function in JAM. The extensive right subcortical lesion in
JAM hindered not only the comparison of inter-hemispheric
AF and IFOF architecture but also the possibility of ruling
out a reversal of the anatomical asymmetry. Nevertheless, the
DTI identified well-developed residual components (anterior
indirect and posterior segments) of the right AF/SLF that have
escaped from tissue damage together with fully developed AF
and IFOF in the left hemisphere which suggest symmetric or
leftward lateralization. Despite this structural arrangement, JAM
had right hemisphere dominance for language as reflected by
his severe and long-lasting repetition disorder consequential
to damage to the right AF/SLF and IFOF. Our study did not
provide direct evidence of the functional activity of the left white
matter tracts (AF, IFOF), yet the persistence of severe deficits on
repeating (non-words, word lists and sentences) and accessing
meaning during both sentence comprehension and repetition
1 year after stroke onset makes the natural and therapy-based
compensation of such deficits by means of the fully-developed
left white matter tracts negligible. Nevertheless, further stud-
ies are clearly needed to establish the structure-function
relationships amongst individuals with atypical language
lateralization.

IS REPETITION ATYPICAL IN CROSSED SUBCORTICAL APHASIA?
In both JAM and AFL word repetition scores ranged from nor-
mal to mild impairment but their performance in non-word
repetition was markedly abnormal, a profile generally described
in patients with CA and left hemisphere damage (Caplan and
Waters, 1992; Goodglass, 1992). Functional neuroimaging in
healthy subjects shows activation of superior temporal and pre-
motor cortices bilaterally during single word repetition, whereas
non-word repetition activates the same cortical regions mostly in
the left hemisphere (Weiller et al., 1995; Saur et al., 2008). Studies
combining fMRI with DTI reveal interaction between superior
temporal and premotor areas during sublexical repetition via
the AF/SLF (Saur et al., 2008). Based on these observations the
likely mechanism accounting for the superior performance in
JAM and AFL on repeating words over non-words may be the
conjoint activity of residual areas of the injured right hemisphere
and the intact left hemisphere (Weiller et al., 1995; Ohyama
et al., 1996; Abo et al., 2004). Poor non-word repetition may
be the expected consequence of right hemisphere damage with
limited possibility of natural left hemisphere compensation. In
support, lesion analysis in both patients and DTI findings in
JAM showed massive involvement of the long direct segment
of the AF normally engaged in auditory/phonological transcod-
ing (word and non-word repetition) (Catani et al., 2005; Saur
et al., 2008; Catani and Thiebaut de Schotten, 2012; Cloutman,
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2012; Friederici and Gierhan, 2013). It should be noted, how-
ever, that their performance in other repetition tasks differed
in a number of important respects from typical CA associ-
ated with left hemisphere lesions (Saffran and Marin, 1975;
McCarthy and Warrington, 1984, 1987; Martin, 1996; Martin
and Saffran, 1997; Gold and Kertesz, 2001; Bartha and Benke,
2003). Repetition in phonologically-impaired patients with left
hemisphere involvement (e.g., CA) is generally reliant on lexical-
semantic processing (McCarthy and Warrington, 1984, 1987;
Martin and Saffran, 1997; Jefferies et al., 2007). The use of this
alternative strategy increases the likelihood of producing word
errors (formal paraphasias) and semantic errors particularly in
highly demanding tasks such as immediate serial repetition of
word lists and sentences and delayed repetition (Martin et al.,
1994; Martin, 1996; Gold and Kertesz, 2001; Jefferies et al., 2006).
Additionally, reliance on lexical-semantic processing in some
conduction aphasic patients with severely abnormal phonolog-
ical processing is manifested by “part of speech” effects (e.g.,
nouns are repeated better than verbs) and production of seman-
tic paraphasias (“necklace” → gold) during single word repeti-
tion (deep dysphasia) (Michel and Andreewsky, 1983; Katz and
Goodglass, 1990; Butterworth and Warrington, 1995; Martin,
1996; Martin et al., 1996; Ablinger et al., 2007; Jefferies et al.,
2007). Such overreliance on lexical-semantic processing allows
CA patients to excel in repetition tasks tapping these functions
relative to other tasks taxing phonological processing. In this
vein, patients with typical CA show better repetition of low-
frequency words embedded as the last word in a sentence than
when the same word is presented in isolation (McCarthy and
Warrington, 1984). Abnormal performance in repeating mean-
ingless word lists by conduction aphasics improves when the
meaningfulness of lists is increased (McCarthy and Warrington,
1987) and these patients are also better able to repeat novel
sentences which require access to meaning than over-learned
idiomatic clichés (McCarthy and Warrington, 1984; Berthier,
1999). Finally, verbatim repetition of word lists and sentences
poses serious difficulties to conduction aphasics due to their
impaired capacity to hold the phonological trace in auditory-
verbal short-term memory forcing them to process sentences by
meaning and producing paraphrases of the target sentence dur-
ing repetition (Saffran and Marin, 1975; Martin, 1993; Bartha and
Benke, 2003).

Our patients repeated words more accurately than non-words
and in one patient (JAM) stimulus length influenced more than
frequency/imageability the dissociation between word and non-
word repetition, whereas the reverse pattern was true for the
other patient (AFL). Nevertheless, the occurrence of other above-
mentioned features of typical CA did not occur in all repeti-
tion tasks in our patients. Indeed, frequency/imageability, and
grammatical class had no influence on single word repetition
performance, although we acknowledge that in one such task
(imageability/frequency) both patients obtained high scores that
may have attenuated differences due to ceiling effects. This effect
was not observed in JAM in the other task (grammatical class),
however. Word pair repetition was moderately impaired and a
marginal effect of frequency/imageability was only found in AFL.
Moreover, patients produced more omissions and phonological

errors than formal errors or word pair repetition and there
were no semantic paraphasias, a pattern of performance that
differs from the “lexical bias” (formal and semantic errors >

phonological errors) reported in patients with typical CA and
left hemisphere damage (Gold and Kertesz, 2001). Since word
triplet repetition was extremely poor in both patients, we ana-
lyzed the accuracy of individual words on triplets. There was
an influence of frequency in both patients who produced more
correct items while repeating high-frequency than low-frequency
lists. Moreover, they accurately repeated more individual words
in triplets containing meaningful semantic information than in
other conditions, thus implying that accurate repetition required
semantic support. However, reliance on lexical-semantic pro-
cesses could be deemed incomplete because both patients did
not produce meaning-based paraphrases (e.g., “eat-delicious-
apple” → eat-juicy-fruit) which is at variance to that frequently
reported in patients with typical CA during repetition of two-
and three-word lists (Gold and Kertesz, 2001; Berthier et al.,
2012). Repetition of sentences from PALPA 12 was severely
impaired in both patients and again paraphrases of target sen-
tences were absent in AFL and JAM rarely produced ill-formed
paraphrases in this task, novel sentences and clichés. Limited
lexical-semantic access during word triplet and sentence repe-
tition is in accord with findings from the two previous cases
of crossed CA (Berndt et al., 1991; Berthier et al., 2011).
Moreover, superior repetition of novel sentences over idiomatic
clichés previously reported in typical CA patients (McCarthy
and Warrington, 1984) reflecting overreliance on lexical-semantic
processes was not observed in JAM (this test was not administered
to AFL). Finally, it should be noted that JAM had more reliance
on lexical-semantic processes in other output modalities (read-
ing and spelling) (De-Torres et al., in preparation), a dissociation
already reported in other patients with “deep” disorders (e.g.,
Miceli et al., 1994; Jefferies et al., 2007). Analysis of further cases
is clearly needed to examine whether or not interactions between
phonological and lexical-semantic systems in crossed CA are
dysfunctional.

If one accept that JAM, AFL and the two previously pub-
lished cases, EDE (Berndt et al., 1991) and JNR (Berthier et al.,
2011) had limited access to meaning at least during sentence
comprehension and repetition, the question arising now is which
neural mechanisms are dysfunctional. Analysis of available brain
images in these two previous cases and the outline of white mat-
ter tracts with the aid of a fiber tract atlas (Catani and Thiebaut
de Schotten, 2012) in JAM and AFL and DTI analysis in JAM
revealed that cortical and subcortical lesions unfailingly com-
promised the right dorsal (AF) and ventral auditory processing
streams (IFOF) in all cases. DTI in JAM disclosed damage to
the right long direct segment of the AF and IFOF with rel-
ative sparing of the anterior indirect and posterior segments,
together with fully developed left AF and IFOF. Although DTI
could not be performed in AFL (she was studied in 1997), her
anatomical T1-weighted images were compared with a human
atlas of fiber tract connections (Catani and Thiebaut de Schotten,
2012) and revealed compromise of AF and IFOF. The role
of the dorsal language stream system (AF/SLF) is to monitor
auditory-motor integration of speech by allowing a fast and

Frontiers in Human Neuroscience www.frontiersin.org October 2013 | Volume 7 | Article 675 | 66

http://www.frontiersin.org/Human_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Human_Neuroscience/archive


De-Torres et al. Repeating with the right hemisphere

automated preparation of copies of the perceived speech input
(Saur et al., 2008; Peschke et al., 2009; Rijntjes et al., 2012).
Some components of this long-distance bundle have also been
linked to attention and short-term maintenance of phonological
traces (Majerus, 2013). The ventral language pathways (inferior
longitudinal fasciculus, IFOF and uncinate fasciculus) partici-
pate in comprehension by mapping sounds onto meaning (Saur
et al., 2008; Peschke et al., 2009; Weiller et al., 2011; Cloutman,
2012) although the precise functional role of every tract is still
controversial (Duffau et al., 2009; Harvey et al., 2013). These
white matter bundles are engaged in different language func-
tions (Hickok and Poeppel, 2004; Rolheiser et al., 2011; Weiller
et al., 2011; Cloutman, 2012; Friederici and Gierhan, 2013)
although they interact in a synergistic way (Rolheiser et al.,
2011; Cloutman, 2012; Majerus et al., 2012; Majerus, 2013), so
that phonological sequencing and articulation from the dorsal
stream operate in concert with the semantic information from the
ventral stream to guarantee efficient production and comprehen-
sion of language (Turken and Dronkers, 2011; Cloutman, 2012;
Friederici and Gierhan, 2013; Rijntjes et al., 2012). Therefore,
impaired sentence comprehension and repetition of non-words,
word lists and sentences in JAM and AFL may be ascribed to
the simultaneous damage to the ventral (AF) and dorsal (IFOF)
streams.

JAM, AFL and the two previous cases, EDE and JNR (Berndt
et al., 1991; Berthier et al., 2011) also had variable corti-
cal involvement which definitely contributed to the observed
deficits. Right temporo-parietal involvement (large in EDE and
JRN and mild to moderate in JAM and AFL) was heteroge-
neous but consistently involved the right ventral temporal cor-
tex encompassing the temporal stem and its adjoining auditory
and visual white matter tracts. Comprehension deficits in acute
(Naeser et al., 1982; Kümmerer et al., 2013) and chronic aphasia
(Alexander et al., 1989b; Sharp et al., 2004) have been correlated
with dysfunction of ventral temporal cortex and interruption
of long-distance association (ventral stream—IFOF) and com-
missural (anterior commissure) cortico-cortical pathways (Sharp
et al., 2004; Warren et al., 2009; Turken and Dronkers, 2011;
Weiller et al., 2011; Cloutman, 2012; Friederici and Gierhan,
2013). Functional neuroimaging and brain stimulation studies
also found that the basal temporal cortex, frontal operculum
and the ventral stream are strongly engaged in lexical-semantic
and syntactic processing (Nobre et al., 1994; Sharp et al.,
2004; Warren et al., 2009; Rolheiser et al., 2011; Friederici and
Gierhan, 2013; Koubeissi et al., 2012; Weiller et al., 2011). In
consonance with these data, our patients and the two previ-
ously published cases (Berndt et al., 1991; Berthier et al., 2011)
had auditory and written comprehension preserved for single
words but not for sentences presented in these input modali-
ties. The basal ganglia components of the lesions in our patients
involved the anterior commissure (Warren et al., 2009; Catani
and Thiebaut de Schotten, 2012) and probably interrupted func-
tional connectivity between homologous regions of the anterior
and medial temporal cortex, thus preventing access to mean-
ing in the left temporal cortex during sentence comprehen-
sion/production (Umeoka et al., 2009; Warren et al., 2009).

In addition, tissue damage to the right basal temporal cortex
is highly likely to disrupt its reciprocal connectivity with the
posterior-superior temporal gyrus further hampering phono-
logical processing (Ishitobi et al., 2000; Koubeissi et al., 2012).
Therefore, it seems that damage to these structures might have
impeded in our patients a compensatory recruitment of the
lexical-semantic system in the service of repetition as in usu-
ally observed in patients with chronic CA and left hemisphere
damage.

LIMITATIONS
One important shortcoming of our study is that formal lan-
guage evaluations could be performed only in the chronic period.
This precluded determining whether some functions were spared
(e.g., single word comprehension) because they were unaffected
by tissue damage or whether they were abnormal in the early
stages and recovered later on reflecting the action of compen-
satory mechanisms associated with either brain reparation or the
recruitment of alternative brain areas. Future studies in apha-
sic patients like the ones described here should be longitudi-
nal, initiated soon after brain damage, and complemented with
multimodal imaging (e.g., fMRI, arterial spin labeling, positron
emission tomography) to evaluate dissociation of language func-
tions and also to rule out remote effects in the contralateral
hemisphere.

CONCLUDING REMARKS
In conclusion, our findings reveal that patients with crossed
CA and right striatal/capsular lesions extending inferiorly to
the temporal stem and IFOF and superiorly to the AF and
white matter beneath the supramarginal gyrus may show lim-
ited access to lexical-semantic information during word list and
sentence repetition. Interruption of the long direct segment of
the right AF might account for the abnormal performance in
word and non-word repetition. Damage to the right ventral
stream (IFOF) running between the insular cortex and puta-
men might be responsible from the impairment of the lexical-
semantic and syntactic processing necessary for accurate sentence
comprehension and repetition. In addition, the involvement of
the right basal temporal cortex (temporal stem, basal language
area) may have severed commissural pathways (anterior com-
missure) disrupting functional connectivity with its homologous
counterpart further limiting the access to meaning during sen-
tence comprehension/production (Umeoka et al., 2009; Warren
et al., 2009) and also with the posterior-superior temporal
gyrus disturbing phonological processing (Ishitobi et al., 2000;
Koubeissi et al., 2012). Further analysis of individuals with
right hemisphere language dominance is needed to enhance our
understanding on the role of white matter tracts in language
repetition.
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There is a need to identify biomarkers that predict degree of chronic speech
fluency/language impairment and potential for improvement after stroke. We previously
showed that the Arcuate Fasciculus lesion load (AF-LL), a combined variable of lesion
site and size, predicted speech fluency in patients with chronic aphasia. In the current
study, we compared lesion loads of such a structural map (i.e., AF-LL) with those of a
functional map [i.e., the functional gray matter lesion load (fGM-LL)] in their ability to
predict speech fluency and naming performance in a large group of patients. The fGM
map was constructed from functional brain images acquired during an overt speaking
task in a group of healthy elderly controls. The AF map was reconstructed from high-
resolution diffusion tensor images also from a group of healthy elderly controls. In addition
to these two canonical maps, a combined AF-fGM map was derived from summing fGM
and AF maps. Each canonical map was overlaid with individual lesion masks of 50 chronic
aphasic patients with varying degrees of impairment in speech production and fluency
to calculate a functional and structural lesion load value for each patient, and to regress
these values with measures of speech fluency and naming. We found that both AF-LL and
fGM-LL independently predicted speech fluency and naming ability; however, AF lesion
load explained most of the variance for both measures. The combined AF-fGM lesion
load did not have a higher predictability than either AF-LL or fGM-LL alone. Clustering
and classification methods confirmed that AF lesion load was best at stratifying patients
into severe and non-severe outcome groups with 96% accuracy for speech fluency and
90% accuracy for naming. An AF-LL of greater than 4 cc was the critical threshold that
determined poor fluency and naming outcomes, and constitutes the severe outcome
group. Thus, surrogate markers of impairments have the potential to predict outcomes
and can be used as a stratifier in experimental studies.

Keywords: aphasia, fluency, outcome, therapy, lesion size/volume, diffusion tensor imaging, functional MRI

INTRODUCTION
Aphasia is a common symptom after left hemisphere stroke,
and affected individuals often experience incomplete recovery
despite receiving intense speech therapy after the acute stroke
phase (Kertesz and McCabe, 1977; Wade et al., 1986; Pedersen
et al., 1995; Engelter et al., 2006). Most natural recovery and tra-
ditional speech therapy-facilitated recovery from aphasia occurs
during the first 6 months following a stroke (Nicholas et al., 1993;
Moss and Nicholas, 2006; Lazar et al., 2010), although significant
improvements in language functions have been described in case
studies and in chronic patients undergoing intense and experi-
mental therapies (Meinzer et al., 2005, 2007; Fridriksson et al.,
2012; Zipse et al., 2012). Factors that can determine a patient’s
recovery from aphasia include lesion size and lesion site (Lazar
and Antoniello, 2008; Marchina et al., 2011), as well as the initial
level of impairment (Lazar et al., 2010). Other factors such as age,
gender, degree of hemispheric language laterality, and small vessel
ischemic lesion burden are also likely to play a role, but their sig-
nificance in explaining some of the variance in outcome has not
been well examined in larger-scale studies.

Voxel-based lesion symptom mapping has been used in the
past to relate lesions to particular language behaviors in aphasic

patients (Borovsky et al., 2007; Turken et al., 2008; Baldo et al.,
2012; Magnusdottir et al., 2012). Our previous work took this
approach one step further and related lesion volume to a speech-
and language-relevant anatomical structure, creating a lesion load
variable of the AF, which proved to be a superior predictor of
speech production over lesion volume. Marcotte et al. (2012) also
found that lesion volume per se was not a correlate of recov-
ery in anomic patients. Introduced by Zhu et al. (2010), lesion
load is a combined variable of lesion size and site that measures
the effects of a lesion on easily definable and clinically relevant
anatomical structures, such as white matter tracts derived from
diffusion tensor imaging. The lesion load measure can serve both
as a biomarker of speech fluency impairment and a predictor
of aphasia outcome after a stroke. The method entails overlap-
ping canonical probabilistic maps of a white matter tract (derived
from diffusion tensor imaging) with patients’ stroke lesion masks.
One such speech-related tract is the arcuate fasciculus (AF),
known from previous studies to play a critical role in the feed-
forward and feedback control of speech production (Breier et al.,
2008; Hosomi et al., 2009; Saur et al., 2010b). The AF may have
direct components (i.e., connections between temporal and infe-
rior frontal brain regions) as well as indirect components (i.e.,
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connections between temporal and parietal regions, and then
parietal with frontal regions) (Catani et al., 2005). The hori-
zontal portion of the AF mingles with the superior longitudinal
fasciculus (SLF). Our understanding regarding the functional
role of the AF in speech fluency/production and language func-
tions in general is still evolving. It is thought that the AF is not
only involved in auditory-motor mapping, including the feedfor-
ward and feedback control of speech-motor functions, but may
also play a role in more domain general functions (Dick and
Tremblay, 2012), such as syntactic processing, comprehension,
and perception (Glasser and Rilling, 2008; Rolheiser et al., 2011).

On the other hand, contributions of the ventral white matter
tracts (i.e., EMC and UF) in speech production remain unclear;
despite fMRI and DTI evidence of the ventral stream’s role in
speech comprehension (Hickok and Poeppel, 2007; Saur et al.,
2008, 2010b), lesion mapping, cortical and sub-cortical stimula-
tion studies suggest that the ventral stream tracts (particularly the
UF) do not play a dominant role in speech fluency and speech-
motor functions (Duffau et al., 2009, 2013; Marchina et al., 2011;
Moritz-Gasser and Duffau, 2013). Marchina et al. (2011) had exp-
landed upon our original lesion load approach related to motor
outcomes (Zhu et al., 2010) by overlaying lesions onto a canoni-
cal probabilistic map of the AF, the extreme capsule (EMC), and
the uncinate fasciculus (UF) in 30 chronic patients with aphasia.
They found that the Arcuate Fasciculus lesion load (AF-LL) best
predicted speech fluency and naming, and that lesion loads of the
EMC and UF tracts did not significantly correlate with measures
of speech fluency and naming outcomes. In the present study, we
re-examined possible contributions of the EMC and UF lesion
loads using a larger group of patients; in addition, we updated
the canonical maps of the AF, EMC, and UF tracts, which are now
derived from probabilistic tracking in normal controls in lieu of
deterministic tracking as used in Marchina et al. (2011).

Although the AF-LL has been shown to be a surrogate white
matter marker of speech fluency after stroke (Marchina et al.,
2011), speech production impairment and language recovery
have also been related to the pattern of intact perilesional gray
matter regions (Fridriksson, 2010; Fridriksson et al., 2012). In
patients with relatively small left hemisphere lesions, particularly
those sparing perisylvian regions of the temporal and inferior
frontal cortices and allowing for reperfusion/recovery of those
regions, recovery-related functional imaging changes are typically
found in perilesional cortex (Heiss et al., 1997; Rosen et al., 2000;
Crosson et al., 2007). Fridriksson et al. (2012) also found that
the activation of perilesional areas within the language network
was related to improvement in a naming task. While the con-
tribution of contralesional homolog cortical activations toward
recovery remains unclear (Heiss et al., 1999; Baumhauer et al.,
2008; Meinzer et al., 2008; Bantis et al., 2010; Saur et al., 2010a,b;
Schlaug et al., 2010), functional imaging studies in healthy con-
trols suggest that both hemispheres are involved in the production
and control of speech output when the rate of production is slow
(Ozdemir et al., 2006). However, various studies have shown that
speech functions are mostly left-lateralized (Knecht et al., 2000;
Turken and Dronkers, 2011). For the current study, we defined
a functional gray matter (fGM) map that included cortical brain
regions active during speech production, and applied the lesion

load method to this surrogate marker of lesion site and size. In
addition, we tested prediction of a combined AF-fGM map, which
was created from summing fGM and AF maps.

Since complex language function such as fluency, conversa-
tion, and naming are dependent on a cortical network of brain
regions and connections through white matter tracts, it is clear
that lesion map variables can only serve as surrogate marker for
normal or impaired language function, and thus, do not allow us
to draw firm conclusions that specific language functions are asso-
ciated with particular structures. While a surrogate lesion marker
may implicate the important role of a structure in the network
of brain regions, it should not be assumed as the seed of the
function.

The aim of the current study was to examine three surrogate
biomarkers, a structural white matter lesion load (i.e., AF-LL),
a functional gray matter lesion load (fGM-LL), and a combined
structural and functional lesion load (AF-fGM-LL), in their abil-
ity to predict speech fluency and naming performance in a large
group of chronic aphasic patients. In addition, we aimed to repli-
cate the findings of our previous study comparing AF, EMC, and
UF lesion load predictions of speech fluency and naming with
updated probabilistic tracts. Lastly, we examined if we could iden-
tify a threshold of lesion load to differentiate severely affected
patients from less severely affected patients using a receiver oper-
ation characteristic (ROC) approach.

MATERIALS AND METHODS
PATIENT GROUP
The patient group comprised 50 chronic stroke patients [mean
age: 55 (SD: 11), 10F, 40M] (Table 1); thirty of whom had
been used in a previous study correlating AF-LL with mea-
sures of speech fluency (Marchina et al., 2011). All patients
had some degree of non-fluent aphasia in the subacute stroke
phase (according to a review of medical records), but showed
varying degrees of recovery at their assessment timepoint (all
patients were at least 6 months post-stroke with a median
of 16 months post-stroke). Demographic data, language test-
ing data, and lesion data are presented in Table 1. Patients
with bi-hemispheric or brainstem infarcts, primary intracere-
bral hemorrhages, previous strokes identified either by MRI or
medical record (besides the stroke that caused the aphasia),
concomitant neurological diseases/disorders, and other apha-
sic syndromes such as pure anomia or global aphasia with
severe reduction in speech output and severe comprehension
deficits [defined as scoring less than 20% correct on Auditory
Comprehension subtest scores of the Boston Diagnostic Aphasia
Evaluation [BDAE] (Goodglass et al., 1983)], as well as signif-
icant cognitive impairments (less than the 50% correct on the
Raven’s Colored Progressive Matrices (RCPM) (Raven, 1995)
were not included in this study. Our local Institutional Review
Board approved this protocol and all subjects gave informed
consent.

CONTROL GROUP
Healthy subjects, age-matched with the patient group, were
recruited in order to create canonical functional and structural
maps. Functional MR images from one group of 12 healthy
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controls [mean age: 52 (SD: 13.9), 7M, 5F] were acquired dur-
ing a speech production task and used to create canonical maps
of activated gray matter (fGM). High-resolution Diffusion Tensor
Images (DTI) from another group of age-matched 12 healthy
controls [mean age: 58 (SD: 13.9), 8M, 4F] were used to create
probabilistic, canonical maps of white matter tracts (AF, EMC,
and UF) via probabilistic tracking. All healthy elderly control
participants were right-handed, native speakers of English who
scored within normal range in the Shipley/Hartford Verbal and
Abstraction subtests (Shipley, 1940), which have been shown to
be a predictor of IQ (Paulson and Lin, 1970). Our group of
normal healthy control subjects was not tested on any fluency
measures or naming tests. However, published data of a healthy
control group suggests that the range of CIUs/min can be from
92 to 175 and the range for Words/min can be from 105 to 198
(Nicholas and Brookshire, 1993). Our group of patients, even the
well-recovered patients, was well below those ranges (see Table 1).

BEHAVIORAL MEASURES
All patients underwent a battery of language tests to assess
spontaneous speech production, naming, repetition, and com-
prehension, although the focus of this study was on speech
and fluency measures. Conversational speech production was
measured using the Correct Information Unit method (CIU)
(Nicholas and Brookshire, 1993), and naming ability was assessed
by the Boston Naming Test (BNT) (Goodglass and Kaplan, 1983).

In brief, speech fluency was assessed by transcribing video-
taped conversational interviews comprising questions about bio-
graphical information (e.g., questions such as “where do you
live, who do you live with?”), medical history (e.g., “what hap-
pened when you had your stroke?”), daily activities (e.g., “what do
you usually do on Sundays?”), and descriptions of complex pic-
tures [e.g., the Cookie Theft picture from the Boston Diagnostic
Aphasia Examination and the picnic picture from the Western
Aphasia Battery (Shewan and Kertesz, 1980) as well as similar
pictures] with each patient. Transcriptions of patient’s speech
outputs were timed and coded by independent raters not involved
in patient assessments. Our two main measures of speech fluency
were words per minute (words/min), and correct information
units per minute (CIUs/min). For the current study, we rescored
all transcriptions, including those of the previous 30 subjects, in
order to ensure consistency across all 50 subjects reported here.
Words per minute is a common fluency measure, while CIUs/min
is also referred to as “speech efficiency,” a measure that combines
informativeness and fluency (Nicholas and Brookshire, 1993),
and was found to have the highest correlations with the AF-LL
in Marchina et al. (2011). In order to be counted as a CIU, words
had to be intelligible, accurate, relevant, and informative to the
prompt asked. To control for variation in length of responses,
coders timed a full minute of patient speech production after each
question or task description, and averaged the scores from each
question/task description to produce a final overall score.

The BNT is a commonly used clinical assessment tool of nam-
ing ability in stroke patients. For this study, we used the 15-item
Short Form published in the BNT 2nd edition (Kaplan et al.,
2001). These 15 items correlated highly with the 60-item Standard
Form (R > 0.9, p < 0.05). Other studies confirmed the 15-item

Short Form to be an accurate assessment of naming (del Toro
et al., 2011). Patients were not timed in their responses, and the
maximum score was 15.

STRUCTURAL MR IMAGING
All stroke patients were scanned with a 3-Tesla General
Electric MR scanner using a standard radiofrequency head-
coil. T1-weighted MR images (voxel resolution 0.93 × 0.93 ×
1.5 mm) were spatially normalized to the SPM T1-template
(isotropic 2 mm voxel size) in SPM5 (Wellcome Trust Centre
for Neuroimaging, London, UK) implemented in MATLAB
(The Mathworks Inc., Natick, MA). Problematic normalizations
were identified by visually inspection of registration, patients’
T1-image normalizations were fixed by excluding the chronic
ischemic lesion from the registration algorithm before normal-
ization (Brett et al., 2001).

Twelve age-matched subjects [mean age: 58 (SD: 13.9), 8M,
4F] underwent diffusion tensor imaging (DTI) using a single-
shot, spin-echo EPI sequence with the following parameters:
TR = 10 s; TE = 86.9 ms; resolution 2.6 × 2.6 × 2.6 mm3; 30
non-collinear diffusion directions with a b-value of 1000 s/mm2

and 6 acquisitions with a value of 0 s/mm2. A total of
56 slices covered the entire brain including the brainstem.
Postprocessing of DTI images and fiber tracking were done in FSL
(www.fmrib.ox.ac.uk). Images underwent eddy current and head
motion correction, and skull stripping with the brain-extraction
tool (BET). Fiber probability distribution, diffusion tensor mod-
eling, and fractional anisotropy (FA) images were generated dur-
ing dtifit and bedpostx processing. The AF, EMC, and UF tracts
were traced according to anatomical guidelines described in detail
in Marchina et al. (2011).

RECONSTRUCTION OF THE WHITE MATTER TRACTS
For the arcuate fasciculus (AF) tracts, we defined two regions of
interest (ROIs) on the raw diffusion space FA maps in the white
matter underlying the posterior middle temporal gyrus (approx-
imately at x = −50 mm, y = −40, z = −4; MNI coordinates)
and superior temporal gyrus (approximately at x = −50 mm,
y = −40, z = 8; MNI coordinates). A third ROI was drawn on
the same sagittal slice (approximately x = −50 mm, y = 14, z =
16) in the white matter underlying the pars opercularis of the
posterior inferior frontal gyrus (IFG) as described in Marchina
et al. (2011) (Figure 1). The AF was traced from the seed
region in the IFG to the middle and superior temporal regions.
Exclusion masks were drawn in the axial plane of the exter-
nal capsule, in the coronal plane posterior to the temporal gyri,
and in the sagittal plane of the region medial to the fiber bun-
dle in order to exclude fiber projections that were not part of
the AF.

For the EMC, a region of interest was drawn on a sagittal
slice (x = −46, y = 30, z = 10) in the white matter underlying
the pars orbitalis and triangularis in the IFG; a second region of
interest was drawn on the same slice in the midportion of the
white matter underlying the superior temporal gyrus (x = −46,
y = −34, z = 8) (Marchina et al., 2011).

For the UF we drew coronal ROI in the anterior region of
the corona radiata (x = −32, y = 38, z = 2), the anterior part
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FIGURE 1 | Canonical AF, Functional gray matter (fGM), and Combined

AF-fGM maps. (A) First column is the canonical probabilistic map of AF
tract derived from DTI overlaid onto a normalized averaged T1 brain in
MRIcon. (B) Second column shows the canonical map of functional gray
matter map. (C) Third column displays combined canonical map of
combined AF-fGM map.

of the temporal lobe where the UF adjoins the inferior fronto-
occipital fasciculus, and in the white matter underlying the infe-
rior (x = −34, y = 2, z = −8) and middle temporal (x = −34,
y = 2, z = −24) gyri (Marchina et al., 2011).

All tracts were thresholded at 50th percentile to minimize
extraneous fibers. The twelve resulting fiber tracts of each canon-
ical map were normalized to the standard T1 MNI space in
SPM5, then binarized and summed to create separate canonical
probabilistic maps of the AF, EMC, and UF.

FUNCTIONAL MR IMAGING
A separate group of twelve age-matched healthy control subjects
[mean age: 52 (SD: 13.9), 7M, 5F] participated in functional
magnetic resonance imaging that included performing an overt
speaking task and a sparse temporal sampling fMRI design [for
details of the overt speech task, see (Ozdemir et al., 2006)] imple-
mented on a 3 Tesla GE scanner (BOLD sequence characteristics:
TR 15 s, TE = 25 ms, voxel resolution = 3.75 × 3.75 × 5 mm3).
The scanner task was synchronized with auditory stimuli via
Presentation software (Neurobehavioral Systems, Albany, CA).
The fMRI experiment consisted of 6 blocks of 20 task trials.
Each block contained 15 overt speaking trials, and 5 control non-
speaking trials. The auditory stimulus was recorded by a trained
individual articulating 15 2-syllable phrases frequently used in
everyday conversation (e.g., “goodbye,” “thank you”), as deter-
mined by The Dutch Center for Lexical Information (CELEX;
http://www.mpi.nl/world/celex) (average frequency = 4658.8).
The fMRI behavioral task was chosen to match the speech-motor
and speech-fluency capabilities of our moderately to severely
impaired stroke patients, and to reveal brain regions involved
in speech motor functions. Subjects listened to an auditory cue,
and then overtly repeated the exact phrase back at the same
pace, or remained silent when there was no cue during con-
trol runs. Subjects’ responses were recorded to verify proper
adherence to condition. Auditory stimuli were presented in ran-
domized order, and total scan time for each subject averaged
55 min.

FUNCTIONAL IMAGE ANALYSIS
Functional scans were analyzed using SPM5 (Institute of
Neurology, London, UK). The preprocessing steps included
movement correction, spatial normalization to the SPM5 EPI
template, and spatial smoothing with an isotropic Gaussian ker-
nel of 8 mm.

The general linear model was used to estimate condition and
subject effects; global differences in scan intensity were removed
by scaling each scan in proportion to its intensity. A high-pass fil-
ter with 128 s cutoff setting was used to eliminate low-frequency
drifts, and flexible finite impulse response measured the aver-
age BOLD response at post-stimulus time. Contrasts for speaking
vs. silence for each subject were entered individually with a
significance threshold of Family-wise Error at 0.05 (FWE).

CANONICAL MAP CREATION
Functional Gray Matter (fGM) maps were extracted from the
fMRI analysis, and multiplied with a standard gray matter mask
from SPM5 anatomy toolbox to restrict the functional activa-
tions to gray matter. The FWE-thresholded maps of the twelve
control subjects were then binarized and summed to create a
canonical, probabilistic map of functional gray matter activation
patterns (fGM) (Figure 1). Canonical structural white matter and
functional gray matter (fGM) maps were summed to create the
canonical probabilistic AF-fGM map (Figure 1).

LESION LOAD CALCULATION
To assess lesion damage to relevant functional and structural
speech regions, we manually delineated lesion masks from the
anatomical magnetic resonance images of the 50 stroke patients.
One rater who was blind to subjects’ behavioral outcomes man-
ually drew patient lesion masks. The drawings were made using
MRIcro software (http://www.mccauslandcenter.sc.edu/mricro/
mricro/) on stroke patients’ normalized T1-weighted images,
with the coregistered FLAIR (0.5 × 0.5 × 5 mm3, 24 slices)
images as a guide. No part of ventricular dilations or hemispheric
atrophy that one can sometimes observe in chronic stroke patients
was included in the lesion map. For verification, a second rater
(also blind to patient behavioral scores) manually inspected and
revised all lesion maps, and in addition drew lesion maps on a
subset of patients. The inter-reliability for lesion map volume
was >0.9. For the lesion load calculation, each stroke patient
lesion map was individually overlaid onto the canonical AF map,
canonical fGM map, and the combined AF-fGM map, as well as
the EMC and UF maps to calculate the lesion load of each patient.

Lesion overlap calculations for each patient were done as
described by Zhu et al. (2010). In short, the maps consisted of
voxel intensities ranging from I = 0 (voxel is not present in any
part of the tract or functional gray matter map in any subjects)
to I = 12 (the voxel is present in the part of the tract in all sub-
jects). The probability of each voxel being a part of the tract is
1/12 of that voxel’s total intensity. Lesion load was calculated by
summing the total intersecting voxels between the lesion map and
the voxel intensity from each probabilistic map.

STATISTICAL ANALYSES
All statistical analyses were completed with Predictive Analytics
Software (PASW) SPSS (17.0.2). Linear and multiple regressions
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analyses were run with AF, fGM, and Combined AF-fGM lesion
loads to predict behavioral measures of speech fluency and nam-
ing ability; age and stroke-to-assessment onsets were controlled
for in each analysis. In addition, multiple regressions models were
run to compare AF, EMC, and UF lesion loads in their ability to
predict the behavioral outcome, while controlling for lesion size.
Two outliers were excluded with residual analysis, where case-wise
diagnostics showed those values were outliers at ±2.5 standard
deviations.

Curve estimation analyses determined that the relationships
between speech fluency outcomes and lesion loads were not
represented well by linear trends. Given the volumetric nature
of lesion load, we used a cube root transformation for lin-
earity and to reduce variance (Woo et al., 1999; van den
Elskamp et al., 2011). Naming ability was linearly related to
lesion loads, so transformations were not applied for those
regressions.

To assess if the biomarker lesion load can classify severe
impairments of speech production, two-step cluster analyses
were run to separate patients into severe and non-severe groups,
using the behavioral measures words/minute, CIUs/minute, and
naming (BNT). With automatic cluster detection, 2 groups
for each variable were formed with a range of behavioral
cutoffs between non-severe and severe groups. Discriminant
analyses were run on the resulting groups to determine accu-
racy of the cluster cutoff. ROC curves identified the most
accurate predictor of behavioral outcome among AF, fGM,
and combined AF-fGM lesion loads and lesion volume, and
defined the best threshold for stratifying severe/non-severe
outcome.

RESULTS
All three lesion loads measures (AF, fGM, and combined AF-
fGM) significantly predicted the two fluency and naming mea-
sures in linear regressions (Table 2), controlling for age and
stroke-onset-to-assessment time. In multiple regression models,
a comparison of AF-LL with EMC and UF lesion loads confirmed
our previous finding that AF-LL was the only significant predic-
tor of speech fluency and naming (Table 2); lesion volume was
not significant in any multiple regression models relative to AF,
EMC, and UF lesion loads (p > 0.05).

LESION LOAD AND SPEECH FLUENCY (CIUs/min)
In a multiple regression model, AF and fGM lesion loads sig-
nificantly predicted the fluency measure CIUs/min (Adjusted
R2 = 0.642, p < 0.01 for the overall model). However, AF-LL
explained more variance in CIUs/min than the fGM-LL (AF-
LL partial R = −0.30, p < 0.01; fGM-LL partial R = 0.12, p >

0.05). The combined AF-fGM-LL also significantly predicted
CIUs/min (R2 = 0.59, p < 0.01), but did not predict more of the
variance than either the individual AF or fGM lesion load models
(Figure 2). In a separate analysis comparing AF-LL with EMC and
UF-LL, while controlling for lesion size, AF was the only signifi-
cant predictor of speech fluency (AF-LL partial R = −0.55, p <

0.05) compared to EMC and UF lesion loads (Table 2). Age and
onsets-to-assessment were not significant predictors of fluency
(p > 0.05).

LESION LOAD AND SPEECH RATE (Words/min)
Words/min was predicted significantly in a multiple regres-
sion model by AF and fGM lesion loads (Adjusted R2 = 0.53,
p < 0.01, for the overall model), as well as by the combined
AF-fGM-LL (R2 = 0.45, p < 0.01). AF-LL predicted Words/min
significantly better than fGM-LL (AF-LL partial R = −0.321,
p < 0.05, fGM-LL partial R2 = −0.044, p > 0.05) (Figure 3).
Controlling for lesion size, AF-LL was the only significant pre-
dictor of Words/min compared to EMC and UF lesion loads (AF
partial R = −0.529, p < 0.05) (Table 2).

LESION LOAD AND NAMING ABILITY (BNT)
Naming ability was predicted significantly in a multiple regres-
sion model with AF and fGM lesion loads (Adjusted R2 = 0.501,
p < 0.01). Combined AF-fGM lesion load did not predict bet-
ter than the individual maps (R2 = 0.418, p < 0.01). Naming
was best predicted by AF-LL (partial R = −0.249, p < 0.05), and
not by fGM-LL (partial R = −0.102, p > 0.05) (Figure 4). In the
AF- EMC-, and UF-LL regression model, AF-LL remained the
only significant predictor of naming (AF-LL partial R = −0.274,
p < 0.05) (Table 2).

Table 2 | Linear regression coefficient values for AF, fGM, Combined

AF-fGM, EMC, and UF lesion loads predicting CIUs/minute and

BNT-Aphasia Short Form.

R2 p-value partial R

A

CIUs/min (efficiency) AF-LL* 0.66 0.000 −0.302*

fGM-LL 0.58 0.000 −0.116

AF-fGM-LL 0.59 0.000

Words/min (rate) AF-LL* 0.53 0.000 −0.321*

fGM-LL 0.43 0.000 −0.044

AF-fGM-LL 0.45 0.000

BNT (naming) AF-LL* 0.49 0.000 −0.249*

fGM-LL 0.44 0.000 −0.102

AF-fGM-LL 0.42 0.000

B

CIUs/min (efficiency) AF-LL* 0.63 0.000 −0.547*

EMC-LL 0.33 0.000 −0.042

UF-LL 0.28 0.001 0.109

Words/min (rate) AF-LL* 0.53 0.000 −0.529*

EMC-LL 0.25 0.001 −0.03

UF-LL 0.25 0.002 0.18

BNT (naming) AF-LL* 0.44 0.000 −0.273*

EMC-LL 0.35 0.000 −0.194

UF-LL 0.28 0.001 0.197

Table 2A represents regression models with AF, fGM, and Combined lesion

loads. Table 2B presents values from AF, EMC, and UF regression models.

Semipartial correlation coefficients are shown from multiple regression models

including both maps representing significant unique contribution to prediction

models. Asterisks mark significant unique contribution to predicting behavioral

outcome derived from partial R2 significance.
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FIGURE 2 | CIUs/min vs. AF-, fGM-, and Combined AF-fGM lesion loads.

Lesion load is displayed on the X -axis, and CIUs/min is displayed on the
Y -axis. AF-LL is shown in red, fGM lesion load is shown in blue, and combined

AF-fGM-LL is shown in purple with corresponding regression curves. All
regressions are significant (p < 0.01), and AF-LL significantly predicted better
for speech efficiency through multiple regression analysis (p < 0.01).

FIGURE 3 | Words/min vs. AF-, fGM-, and Combined AF-FGM Lesion Loads. Lesion load is displayed on the X -axis, and Words/min is displayed on the Y -axis,
and lesion loads are as labeled in Figure 1. All regressions are significant (p < 0.01), and AF-LL predicted words/min significantly better than fGM-LL (p < 0.05).

FIGURE 4 | Naming Ability vs. AF-, fGM-, and Combined AF-fGM

Lesion Loads. Lesion load is displayed on the X -axis, and naming
ability is displayed on the Y -axis; lesion loads are as labeled in

Figure 1. All regressions are significant (p < 0.01), and AF-LL
significantly predicted better for naming ability through multiple
regression analysis (p < 0.05).

OUTCOME GROUP CLASSIFICATION
A range of behavioral cutoffs for dividing severely and moderate-
to-mildly affected subgroups was assessed by cluster analyses.
Two-step cluster analyses with automatic grouping were run
for behavioral classification of speech fluency into the two sub-
groups of severity, and the most accurate classification threshold
was chosen for the behavioral cutoffs. A discriminant analysis

confirmed a cutoff of 8–13 CIUs/min and 31–32 words/min to be
98% correct for dividing behavioral outcomes into severely and
moderate-to-mildly affected groups (Figure 7). Lower and higher
ranges of cutoffs in Words/min and CIUs/min were also tested
(Table 3). For naming, automatic grouping in a two-step clus-
ter analysis determined that those with a score of lower than 6
points out of 15 belonged to the severe impairment group, and
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Table 3 | Range of behavioral cutoffs for speech fluency and ROC

prediction.

Behavioral

measure

Cutoff

range

Cluster

classification

accuracy (%)

AF-LL AUC

ROC (%)

AF-LL

threshold

(cc)

CIUs/min 8–13 97.9 93.5 3.74

14–18 100 96.0 3.74

19–21 100 95.3 3.39

Words/min 31–32 97.9 84.0 4.00

33–35 100 81.9 3.74

36–37 100 90.7 4.00

BNT 5 97.9 87.7 4.25

6–7 100 90.0 4.01

8 95.8 91.1 3.74

Table shows discriminant cluster classification accuracy of all data points, and

resulting ROC prediction of AF-LL threshold and AUC. BNT measures are derived

from the BNT aphasia Short Form, and maximum score is 15.

a discriminant analysis confirmed this clustering was 100% accu-
rate at classifying all data points; a range of naming cutoffs was
also tested for cluster accuracy (Table 3).

Classification ROC curves were run for lesion loads and lesion
volumes in order to determine the best lesion-load threshold
for predicting severe and non-severe speech fluency and naming
(Figure 4). With the previously determined behavioral cutoff at
each range, AF-LL, fGM-LL, and combined AF-fGM-LL were all
significant for predicting CIUs/min (p < 0.01) (data not shown).
AF-LL was the best predictive model of severely impaired flu-
ency (CIUs/min) (96% accuracy) with highest sensitivity (91%)
and specificity (85%) (Figure 5) with the lesion load threshold
for classifying a patient as belonging to the severe group around
3.75 cc of AF-LL (Table 3). Lesion volume was not as accurate a
predictor as AF-LL with lower accuracy at 88, 80% sensitivity and
85% specificity, and a threshold for severe fluency at 105 cc lesion
volume. For naming, AF-LL was again the best predictor with pre-
diction accuracy at 90%, and a threshold for severely impaired
naming classification at 4.01 cc of AF-LL with 91% sensitivity and
75% specificity, while lesion volume predicted naming with only
81% accuracy (Figure 6).

DISCUSSION
Similar to the findings in our previous study (Marchina et al.,
2011), we found that AF-LL, in comparison to the novel fGM-
LL and combined AF-fGM LL, best predicted our two measures
of speech fluency (words/min and CIUs/min) and naming ability
(BNT) in a large sample of patients. In addition, AF-LL provided
the best classification of speech fluency and naming outcomes
with >94 and 90% accuracy, respectively. An AF-LL threshold
beyond ∼4 cc classified a patient as belonging to the group with
severe speech fluency and naming impairments.

The reason that the AF-LL emerged as the best predictor of
impaired speech production may be due to its significant role
in the feedforward and feedback control of speech production
including naming and repetition (Damasio et al., 1996; Hickok
and Poeppel, 2004; Borovsky et al., 2007; DeLeon et al., 2007;

FIGURE 5 | Speech Fluency ROC curve shows prediction from AF-LL

and lesion volume for speech fluency. AF lesion load (in red) was the
best at 96% in accuracy predicting severe and moderately/mildly affected
groups at threshold at 3.75 cc.

FIGURE 6 | Naming Ability ROC curve shows prediction from AF-LL

and lesion volume for naming ability. AF-LL was best at predicting
naming with 90% accuracy, and a threshold for severe group at 4 cc.

Tourville et al., 2008; van Oers et al., 2010). Previous studies have
already reported that damage to the AF was predictive of speech
repetition impairment (Fridriksson et al., 2009). These findings
support AF-LL as a surrogate marker of the AF impairment. The
AF also converges with the EMC on the lexical-semantic “hub”
region of the middle temporal gyrus (Catani et al., 2005; Glasser
and Rilling, 2008; Lawes et al., 2008; Turken and Dronkers, 2011)
and has been associated with syntactic, semantic, and phonolog-
ical tasks in language production and perception (Glasser and
Rilling, 2008; Rolheiser et al., 2011). The involvement of the AF in
many speech functions suggests that the degree of AF impairment
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FIGURE 7 | Speech Fluency Classification of severe and

moderately/mildly affected speech fluency outcome (shown by red

horizontal line) at 15 CIUs/min. The vertical line is at 3.75 cc of AF-LL
determined by the ROC curve as the threshold for classifying severe
outcome, which is highlighted in blue.

in the left hemisphere may be a pivotal determinant of aphasia
recovery (Rolheiser et al., 2011).

When we examined the lesion loads of the ventral stream rep-
resented by the EMC and UF tracts, despite EMC-LL and UF-LL
providing modest predictions of speech fluency and naming out-
comes, the AF-LL remained the most significant predictor in
a multiple regression analysis. We also replicated our previous
finding that lesion size was not a significant predictor relative
to lesion loads, and our findings are consistent with those from
Marchina et al. (2011); thus, we confirmed that ventral stream
lesion loads, though significant independent correlates of nam-
ing and fluency, do not provide the best predictions relative to
AF lesion load. These results support an emerging theory that
the relationship between dorsal and ventral streams in speech
are not easily separated by localized speech functions, and could
indeed have a synergetic relationship as proposed by Rolheiser
et al. (2011).

In the current study, we also replicated results from Marchina
et al. (2011) and those of Marcotte et al. (2012) with regard to
lesion volume and its marginal predictive ability of outcome and
recovery. Although lesion volume independently predicted speech
outcomes, it does not survive significance in a multiple regression
model with AF-LL. This may be because lesion volume signifi-
cance was derived from the damage to relevant language brain
structures such as the AF, and does not contribute unique predic-
tion to speech outcome. In aphasia research, there are differences
in methods for determining lesion size/location, stroke type, and
behavioral tasks from study to study, so it is difficult to define a
strict lesion cutoff that determines outcome. To our knowledge,
no group has yet established a clear cut-off value for lesion vol-
ume that predicts speech outcome; however, our AF-LL variable
may have the potential to provide such a value (e.g., an AF-LL of
4 cc or more seems to be associated with severe non-fluent apha-
sia). This would obviously have to be replicated and further tested
in subsequent studies.

Even though the AF-LL is the best predictor of speech flu-
ency among the three white matter tracts examined, a functionally
defined gray matter template could have been possibly more pre-
dictive of speech fluency impairment. Our rationale for choosing
a functional gray matter map was based on previous studies
showing that variations in perilesional activations are related to
recovery from aphasia (Meinzer et al., 2008; Fridriksson, 2010;
Fridriksson et al., 2010; Saur et al., 2010a; Hamilton et al., 2011).
Although Saur et al. (2010a) combined fMRI with Diffusion-
Weighted-Imaging (DWI)-derived lesional data, they did not find
an improvement in their outcome predictions (Saur et al., 2010a).
We assume that the lesion load variable that we used and com-
bined with the fGM maps was more specific to the interconnected
functional regions that were damaged in our sample of subjects.
Furthermore, we found the lesion load of our fGM map to be cor-
related with speech fluency and naming abilities after stroke, but
it did not explain as much of the variance as AF-LL. This differ-
ence could be due to the smaller size of the structural canonical
map, which connects the core regions of the speech-motor net-
work. In contrast, the fGM map encompassed the wider and more
diffuse functional network necessary for word/phrase repetition,
which may have included cortical regions beyond the critical core
regions of the speech-motor network.

While there were various options of fMRI tasks that could
have been used to define the fGM map, the word/phrase repe-
tition fMRI task used in the current study allowed us to exert
a high level of control on the timing and duration of the
speech production task, which is important in sparse temporal
fMRI designs. Furthermore, the resulting pattern of activation
revealed a speech motor network that included regions in the
premotor, SMA, inferior frontal, primary inferior sensorimo-
tor, and posterior superior temporal regions, and is similar to
speech production activation patterns reported in other publi-
cations (Saur and Hartwigsen, 2012). Lastly, our choice to use a
word/phrase repetition task was also driven by some overarching
designs that were not necessarily directly related to the analy-
sis in this particular study, but had to do with several ongoing
studies examining fMRI networks in age matched normal con-
trols and aphasic patients. Thus, in order to capture some degree
of speech production in all participants—even the most severely
impaired patients—a strictly controlled word/phrase repetition
fMRI task was in our opinion the best option in compari-
son to other fMRI tasks such as conversation or picture nam-
ing that included additional confounds e.g., untimed responses
and/or use of visual stimuli. Despite the limitations of finding
a suitable fMRI task for a wide variety of healthy age-matched
controls and patients with various impairments, the fGM-LL
was still a robust predictor for our speech fluency and naming
outcomes, indicating that this method is promising for future
investigation.

Although both AF-LL and fGM-LL predicted speech produc-
tion individually, the lesion load of the combined AF and fGM
maps did not provide a significantly better prediction than either
of the variables alone. Although other studies have combined DTI
and fMRI techniques to confirm functional connectivity between
activated speech regions (Saur et al., 2010b), to the best of our
knowledge our current study is the only one using a combined
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cross-modality model that included DTI, fMRI, and lesion load
information for predicting aphasia outcome.

For predicting severe fluency and naming outcomes, the ROC
classification model indicated that once AF-LL exceeds ∼4 cc
threshold, conversational fluency and naming in the outcome
group are severely impaired; this threshold remained consistent
through a range of behavioral cutoffs. Although other studies
have correlated lesion size with speech outcome (Kertesz et al.,
1979; Naeser et al., 1981), to our knowledge no other study has
used a lesion-load threshold of functionally relevant gray or white
matter to classify the severity of speech fluency impairment. This
threshold of 4 cc AF-LL could be very useful as a clinical predic-
tor of outcome, especially since patients in the severely impaired
group could adopt alternative and intensive therapies in order
to retrain or involve right hemisphere speech-motor networks,
such as Melodic Intonation Therapy or non-invasive brain stim-
ulation applied to the right hemisphere (Schlaug et al., 2008,
2010, 2011), or for the less AF-impaired group (i.e., those with
small left AF-LL) to focus on rehabilitating the ventral stream or
supporting perilesional neural networks of speech and language
function with or without non-invasive brain-stimulation. Albeit
our model is relatively simple, the clustering method provides
an objective grouping of the behavioral outcome, while AF-LL
seems highly accurate for stratifying non-fluent aphasic stroke
patients in the chronic stage, especially compared to overall lesion
size.

Although there are other options that may have been con-
sidered appropriate behavioral measures for determining degree
of speech-motor impairment and/or degree of improvement
in post-stroke aphasia, we chose CIUs/min (Nicholas and
Brookshire, 1993) and Words/min as measures of speech fluency,
because each measure provided important information regarding
a patient’s impairment. Words/min revealed patients’ articulatory
agility, but lacked “informativeness” (accuracy of information) or
efficiency of the speech; CIUs/min was designed to be an accurate,
quantitative measure of functional speech, and served to quan-
tify both informativeness and efficiency of the patients’ speech
output. However, without Words/min, CIUs/min does not always
reveal the full nature of the impairment. Using both measures has
allowed us to capture multiple aspects of deficits and improve-
ments in the speech output of non-fluent aphasic patients with
relatively wide range of impairments.

A few caveats apply to our findings. Although our model
reveals a strong relationship between left AF-lesion load and
patient outcomes on measures of fluency and naming, we could
not take into account remote effects of lesions onto non-lesional
brain regions contributing to the behavioral phenotype due to
a disconnection (Weiller et al., 1993), or the variable size of
the right AF and homolog/homotop speech regions on the right
hemisphere as showing plastic changes post-stroke and over time
(Rosen et al., 2000; Crinion and Price, 2005; Saur et al., 2006;
Raboyeau et al., 2008; Schlaug et al., 2009). Secondly, since the
current study was partially a replication study including 30 orig-
inal patients from a previous study out of 50 presented here,
the results could possibly be biased; however, the updated prob-
abilistic canonical white matter tracts and the functional GM
maps as well as the combined structural and functional maps to

determine lesion loads were new for all patients; thus, besides
a significantly larger patient population, our investigation has
novel aspects that go beyond a simple replication of a previ-
ous study. Thirdly, the white matter tracts were reconstructed
in age-matched healthy elderly controls using 30 diffusion direc-
tions. There is some debate in the literature with regard to the
optimal number of diffusion directions to be used. While some
argue that a higher number is better, others have argued that
30 might be adequate (Mukherjee et al., 2008). There is no
accepted standard on the optimal number of diffusion directions,
although multicenter reliability studies have used 30 directions
recently and found acceptable variations across sites (Magnotta
et al., 2012). Nevertheless, the number of DTI directions may
not be as problematic for our study, since we have aggregated
white matter tracts from healthy, matched elderly controls into
a probabilistic canonical map for the purpose of calculating a
lesion overlay, rather than focusing on an examination that would
require more directions for optimal DTI acquisition (e.g., fiber
integrity in or surrounding an ischemic lesion in patients). Lastly,
the generalization of our predictive model may be limited, since
we exclusively recruited a group of patients with speech fluency
impairments who were mainly classified as non-fluent aphasics
in the acute stroke phase. Furthermore, it is possible that recov-
ery from aphasia can continue to occur in the chronic stage, and
thus correlations between lesion markers and behavioral profiles
could change over time and our predictions could show some
dependency on time after stroke. Our current set of data does
not necessarily support this, but larger numbers of patients would
need to be tested to examine this in more detail. Our model of
outcome predictions using the AF-LL can be tested in acute, sub-
acute, and chronic stroke patients with a wider range of aphasia
classifications.

Whereas the importance of the AF-LL as a biomarker for
degree of impairment in both speech fluency and naming ability
in chronic stroke patients was established by our earlier publi-
cation (Marchina et al., 2011), the present study both confirms
the original findings in a larger patient sample, and compares
the predictability of AF-LL to that of a new measure—fGM-
LL. Furthermore, the AF-LL marker can help stratify patients
by their level of impairment (e.g., mild/moderate and severe),
which should improve outcome predictions and thus, help (1)
identify those who are likely to benefit from particular interven-
tions and/or experimental treatment studies, (2) guide clinicians
in the selection and implementation of such treatments, and (3)
maximize treatment time with the goal of improving upon pre-
dicted outcomes. Two major advantages of the AF-LL marker are
its simplicity and practicality, since there is no need for additional
high-resolution MR imaging beyond what is typically acquired
at the time of stroke onset. Furthermore, this measure can eas-
ily be calculated and used in both research and clinical settings,
making this potentially valuable tool more widely available to
stroke professionals. Although we see great potential for such a
neuroimaging biomarker, the predictability of AF-LL should also
be compared to other behavioral measures and combination of
imaging and behavioral measures in future studies. Furthermore,
future studies will be needed both to test and refine the AF-LL as
a surrogate marker of speech fluency, and more deeply investigate
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its value in longitudinal outcome studies of stroke survivors with
aphasia.
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Assessment of brain-damaged subjects presenting with dissociated repetition deficits
after selective injury to either the left dorsal or ventral auditory pathways can provide
further insight on their respective roles in verbal repetition. We evaluated repetition
performance and its neural correlates using multimodal imaging (anatomical MRI, DTI,
fMRI, and18FDG-PET) in a female patient with transcortical motor aphasia (TCMA) and in a
male patient with conduction aphasia (CA) who had small contiguous but non-overlapping
left perisylvian infarctions. Repetition in the TCMA patient was fully preserved except for a
mild impairment in nonwords and digits, whereas the CA patient had impaired repetition of
nonwords, digits and word triplet lists. Sentence repetition was impaired, but he repeated
novel sentences significantly better than clichés. The TCMA patient had tissue damage
and reduced metabolism in the left sensorimotor cortex and insula. DTI showed damage
to the left temporo-frontal and parieto-frontal segments of the arcuate fasciculus (AF)
and part of the left ventral stream together with well-developed right dorsal and ventral
streams, as has been reported in more than one-third of females. The CA patient had
tissue damage and reduced metabolic activity in the left temporoparietal cortex with
additional metabolic decrements in the left frontal lobe. DTI showed damage to the left
temporo-parietal and temporo-frontal segments of the AF, but the ventral stream was
spared. The direct segment of the AF in the right hemisphere was also absent with only
vestigial remains of the other dorsal subcomponents present, as is often found in males.
fMRI during word and nonword repetition revealed bilateral perisylvian activation in the
TCMA patient suggesting recruitment of spared segments of the left dorsal stream and
right dorsal stream with propagation of signals to temporal lobe structures suggesting a
compensatory reallocation of resources via the ventral streams. The CA patient showed a
greater activation of these cortical areas than the TCMA patient, but these changes did not
result in normal performance. Repetition of word triplet lists activated bilateral perisylvian
cortices in both patients, but activation in the CA patient with very poor performance was
restricted to small frontal and posterior temporal foci bilaterally. These findings suggest
that dissociated repetition deficits in our cases are probably reliant on flexible interactions
between left dorsal stream (spared segments, short tracts remains) and left ventral stream
and on gender-dimorphic architecture of the right dorsal stream.

Keywords: transcortical motor aphasia, conduction aphasia, repetition, dual dorsal-ventral pathways, diffusion

tensor tractography, positron emission tomography, functional magnetic resonance imaging

INTRODUCTION
In their pioneering studies on aphasia Broca (1861, 1863) and
Wernicke (1874, 1906, 1977) described distinct syndromes asso-
ciated with involvement of anterior and posterior cortical areas
of the left hemisphere, respectively. One of these syndromes was
chiefly characterized by reduced speech fluency with relatively
spared auditory comprehension (Broca’s aphasia) (Lazar and

Mohr, 2011), whereas in the other syndrome spontaneous speech
was abundant but abnormal in content and auditory comprehen-
sion was also impaired (Wernicke’s aphasia) (Albert et al., 1981).
At the same time, Lichtheim (1885) was investigating language
deficits which apparently resulted from selective damage to major
commissures linking cortical speech areas. Lichtheim (1885) was
particularly interested in two contrasting syndromes which in
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his view resulted from selective damage to commissural path-
ways. One such syndrome, early described by Wernicke is what
nowadays is known as conduction aphasia (CA) (Benson et al.,
1973; Henderson, 1992), whereas the other, termed by Lichtheim
“inner commissural aphasia,” is currently known as transcortical
motor aphasia (TCMA) (a term coined by Wernicke) or dynamic
aphasia (Luria and Tsvetkova, 1968; Albert et al., 1981; Berthier,
1999; Robinson et al., 2008). From a clinical viewpoint, TCMA
and CA are easily distinguished between them by the ability to
repeat language. Abnormal repetition, fluent spontaneous speech
and preserved auditory comprehension are the key features of
CA (Benson et al., 1973; Albert et al., 1981; Goodglass, 1992). By
contrast, a relative preservation of repetition in the face of nonflu-
ent verbal output and preserved auditory comprehension defines
TCMA (Albert et al., 1981; Freedman et al., 1984; Berthier, 1999).
These two syndromes result from the involvement of different
structures. The typical TCMA syndrome has been linked with
left frontal lesions beneath the Broca’s area disconnecting it from
the supplementary motor area (Albert et al., 1981; Freedman
et al., 1984; Cauquil-Michon et al., 2011). Typical TCMA may also
occur in association with extensive damage to the left superior
frontal gyrus involving the supplementary motor area (Alexander
and Schmitt, 1980). Variants of TCMA (Freedman et al., 1984;
Taubner et al., 1999) and DA1 (see Robinson et al., 2008) usually
involve the left anterior perisylvian language cortex (Brodmann’s
areas 44, 45, 4, 6, anterior insula) although DA can also follow
bilateral striatocapsular lesions (Gold et al., 1997; patient BS in
Berthier, 1999, pp. 69–74). Left temporoparietal or inferior pari-
etal lesions with variable involvement of the AF and insular cortex
induce CA (Benson et al., 1973; Damasio and Damasio, 1980).

Wernicke, Lichtheim and their contemporary scholars
described the surface features and pathological correlates of both
syndromes. Wernicke noted that interruption of white matter
pathways would lead to abnormal repetition, but in his original
formulation of CA repetition deficits were not included as a hall-
mark component of the syndrome (Geschwind, 1967; Henderson,
1992; De Bleser et al., 1993). Wernicke (1874) provided the first
two-route model of language repetition and this diagram was
further elaborated by Lichtheim (1885) (Figure 1). He envisioned
that repetition could be impaired by disruption of the route
linking the auditory images of words (“A”) and motor images of
words (“M”) which passes through the insular cortex. Despite
having abnormal repetition, Lichtheim further contended that

1Transcortical motor aphasia (TCMA) is a heterogeneous condition and cases
with atypical or “near variant” features have been described. These cases are
atypical because some speech deficits (impaired articulation, stuttering) and
language deficits (impaired auditory comprehension) deviate from the clas-
sical pattern, denoting the extension of the typical left frontal subcortical
lesion to its neighboring areas in the frontal operculum, motor area, basal gan-
glia/internal capsule, or insula (Freedman et al., 1984; Taubner et al., 1999).
Dynamic aphasia (DA) is closely allied with TCMA and is also heterogeneous
in its main features and lesion sites (Berthier, 1999). Two main DA types
have been described, pure DA (reduced verbal output without other language
impairments) and mixed DA (reduced verbal output with additional phono-
logical, lexical, syntactical and/or articulatory impairments) associated with
mild and moderate involvement of the anterior perisylvian area, respectively,
(Robinson et al., 1998, 2005, 2008).

FIGURE 1 | Lichtheim’s first diagram of speech centers, commissural

pathways and predicted sites of lesions that would cause aphasia (left

image). In this diagram, “A” indicates the center of auditory images, “M”
the center of motor images, and “B” the center of concepts. Lesions
interrupting the commissure “A”-“M” cause conduction aphasia (CA) (red
line), whereas interruption of the commissure interconnecting B-M causes
transcortical motor aphasia (TCMA) (yellow line). Diagram depicting a two
route model to repetition (right image) (adapted from McCarthy and
Warrington, 1984). The green circle represents the route that should be
interrupted to induce CA, whereas the purple circle represents a lesion in
the connection that should be interrupted to induce TCMA.

patients presenting with this disorder would maintain volitional
speech relatively preserved because it could be mediated by direct
connections between the concept center (“B”) and the center of
motor images (“M”). This syndrome corresponds to classical CA
(Geschwind, 1965). In complimentary terms, Lichtheim (1885)
interpreted his “inner commissural aphasia” (TCMA) as resulting
from the interruption of the connection between concept center
(“B”) and the center for motor images of words (“M”) (Berthier,
1999). Although further elaborations on the routes engaged in
speech repetition were advanced (Kussmaul, 1877; Heilman et al.,
1976), the cognitive mechanisms underpinning speech repetition
in these syndromes remained unexplored until the seminal study
by McCarthy and Warrington (1984) (hereafter McC & W). They
performed a comprehensive evaluation of speech production
deficits in two patients with CA (ORF and RAN) and in another
one (ART) with TCMA which revealed a double dissociation
in tasks that manipulated semantic processing requirements
of repetition. McC & W did find that in tasks requiring active
semantic processing, repetition performance was facilitated in
the two patients with CA and hindered in the TMCA patient.
Indeed, ORF and RAN performed better repeating semantically
meaningful word triplet lists than similar lists with no semantic
relatedness and they also repeated novel sentences (e.g., “She
went to buy some milk”) better than clichéd sentences (e.g.,
“On top of the world”). The opposite pattern of dissociation was
found in ART in whom repetition performance was facilitated
by tasks which entail little or no semantic processing (repetition
of clichés) and rely more on automatic online strategies. Results
from this investigation, allowed McC &W to reappraise the
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two-route model for speech production early championed
by Lichtheim (1885) (Figure 1) (see further details below).
Nevertheless, McC & W concluded “.., the biological necessity
and modus operandi of dual processing routes in speech pro-
duction remain obscure” (p. 482). Regrettably, as a result of the
limited development of brain imaging by that time, McC & W
were unable to dissect the neural architecture of white matter
pathways underpinning repetition.

With the advent of diffusion tensor imaging (DTI) an accu-
rate in vivo delineation of white matter tracts is being achieved
(Mesulam, 2005; Catani and Mesulam, 2008; Saur et al., 2008;
Turken and Dronkers, 2011; Weiller et al., 2011; Rijntjes et al.,
2012; Cloutman, 2013) and this fruitful knowledge has prompted
retrospective speculations on the respective role of different com-
ponents of the arcuate fasciculus (AF) in these two contrasting
syndromes, CA and TCMA (Catani et al., 2005). Catani et al.
(2005) attempted to provide an anatomical explanation for McC
& W’s findings by focusing their analysis on the involvement of
the direct and indirect segments of the AF in CA and TCMA.
These researchers noted that lesions in the temporoparietal cortex
in both CA patients (ORF and RAN) extended deeply to injure
the direct long segment of the AF (the classical AF) responsi-
ble for fast, automatic repetition of words and nonwords, but
spared the indirect segment engaged in active semantic process-
ing required for novel sentence repetition. This may account not
only for impaired repetition and sparing of spontaneous speech
and auditory comprehension, but also for better performance on
repetition of novel sentences over over-learned clichés. By con-
trast, Catani et al. (2005) also noted that the inferior parietal
lesion in ART was more superficial than the ones in ORF and
RAN and hence ideally suited to injure only the superior part of
the indirect segment or its parietal cortical relay station fully pre-
serving the direct long segment. This strategically placed lesion
in ART may have hindered repetition of novel sentences by pre-
venting the access to meaning during repetition but his ability
to repeat over-learned phrases (clichés) requiring less cognitive
processing and effort was preserved because the direct segment
of the AF remained intact. Lesion locations in patients reported
by McC & W were established using computerized tomography
scans thus hampering establishing reliable anatomo-functional
relationships. Therefore, although the a posteriori interpretations
of McC & W’s findings by Catani et al. (2005) represent a step for-
ward into the mechanisms underlying repetition, further studies
using modern imaging methods are warranted.

Testing brain-damaged patients with different repetition
deficits and selective injury to either the left dorsal or ven-
tral white matter bundles can provide valuable insight not only
on their respective roles in verbal repetition, but also on the
vicarious capacity of right white matter tracts to compensate rep-
etition deficits. However, the selective involvement of a single
white matter pathway (Carota et al., 2007) or discrete portions
of the cerebral cortex (Vallar et al., 1997) after highly focal
lesions is exceptional because brain lesions are usually large and
rarely respect anatomical boundaries. In the present study, we
took advantage of the exceptional circumstance of examining
two aphasic patients with dissociated speech production and
repetition deficits and small contiguous but non-overlapping

perisylvian infarctions. We evaluated the anatomo-functional
correlates of these dissociated deficits with multimodal imaging.

MATERIALS AND METHODS
PARTICIPANTS
Patient RTP
RTP was a 41-year-old female who had completed 8 years of for-
mal education and worked as a secretary before the stroke. She
was referred to our unit for evaluation and treatment of a chronic
nonfluent post-stroke aphasia. Her past history was unremarkable
until December 2007 when she suffered the spontaneous rupture
of a saccular aneurism of the left anterior choroid artery. The
aneurism was successfully blocked with coiling, but 1 week after
the procedure RTP suddenly developed mutism with preserved
comprehension and right hemiparesis with sensory loss mostly
affecting the hand. By that time, she also had dysphagia and oral
apraxia. An angiography disclosed vasospasm of the left middle
cerebral artery (M2 and M3 segments) and a brain MRI showed
a small infarct involving the left sensorimotor cortex with exten-
sion into the middle and posterior insular cortex. After hospital
discharge, she received speech-language therapy for 1 year. On
formal evaluation performed in April 2009, RTP had a TCMA
and a discrete right hand sensorimotor deficit. Although her com-
munication in activities of daily living was judged to be relatively
spared by their relatives, she did not attempt to communicate
spontaneously and only speak when addressed. Spontaneous
speech was sparse and hesitant. She had long latency to initiate
verbal emissions, but her messages were devoid of paraphasias,
perseverations, agrammatism or articulatory deficits. Auditory
comprehension was impaired only for understanding complex
sequential commands. Repetition and naming were preserved and
were considerably better than spontaneous speech. Writing was
impaired. She also had moderate cognitive and motor slowness,
depression, mild apathy and reduced quality of life, particularly
in physical and communication domains.

Patient JGG
JGG was a 52-year-old male who had completed 12 years of for-
mal education and ran his own business before the stroke. He was
referred to our unit for evaluation and treatment of a chronic
fluent post-stroke aphasia. He had a history of treated hypothy-
roidism and well-controlled hypertension. On January 2009 while
on vacations in Bangkok (Thailand) he suddenly lost conscious-
ness and felt. On awakening, he was admitted to a local hospital
where naming and short-term memory problems were identified.
An MRI angiogram revealed a complete occlusion of the M4 seg-
ment of the left middle cerebral artery and an anatomical MRI
showed a small left temporoparietal infarct. A cavum septum pel-
lucidum and a cavum vergae were also seen (DeLisi et al., 1993;
Choi et al., 2008). On returning to Spain, he received 3 months
of speech-language therapy and some improvement in aphasia
severity were noted. On a formal evaluation performed in August
2009, JGG showed language deficits consistent with a mild repro-
duction CA (Shallice and Warrington, 1977; Nadeau, 2001). His
spontaneous speech was fluent and well-articulated but he made
unsuccessful self-corrective attempts in barely accessible words
during spontaneous speech (conduite d’ecart). Comprehension
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and object naming were virtually intact. Repetition was preserved
for short words but not for polysyllabic words and sentences. He
was depressed and mildly apathetic showing reduced communi-
cation in activities of daily living. He also felt tired and developed
right fronto-parietal headache soon after starting aphasia testing
or therapy, a set of symptoms resembling the ones reported in
patients with minor strokes in either left parietal, thalamic or cau-
date regions (Staub and Bogousslavsky, 2001; Radman et al., 2012;
Tang et al., 2013).

HANDEDNESS
Handedness was evaluated using the Edinburgh Inventory of
Handedness (EIH) (Oldfield, 1971). Both patients were right
handed (EIH, above +40). RTP was strongly right handed (EIH
+100) and JGG also performed most activities, including writing,
with the right hand but he used either hand to do some activities
(EIH +77). Both patients had a negative history for familial left-
handedness, prenatal or perinatal injuries, learning disabilities or
developmental disorders.

LANGUAGE ASSESSMENT: APHASIA PROFILE
Methods
Language deficits were assessed with the oral subtests (sponta-
neous speech, comprehension, repetition, and naming) of the
Western Aphasia Battery (WAB) (Kertesz, 1982) to obtain an
Aphasia Quotient (AQ), a measure of aphasia severity. On the
WAB-AQ patients are considered to have aphasia when they
score <93.8 and lower scores indicate more severe deficits. The
Naming × Frequency subtest of the Psycholinguistic Assessments
of Language Processing in Aphasia (PALPA 54) (Kay et al., 1992;
Valle and Cuetos, 1995) was also administered.

Results
Both patients obtained WAB-AQs below the cut-off score for
diagnosis of clinically significant aphasia (Kertesz, 1982). RTP
obtained a moderately impaired WAB-AQ (74.9/100) with mild
impairment on auditory comprehension (8.7/10), repetition
(8.4/10) and naming (8.3/10) and severe reduction of verbal out-
put (fluency in spontaneous speech score: 4/10), a combination
of deficits that characterizes the TCMA syndrome (Kertesz, 1982;
Berthier, 1999). However, the profile of TCMA in RTP was atyp-
ical because she had deficits in nonword repetition and a lesion
in the central perisylvian area (Freedman et al., 1984; Berthier,
1999)1. According to recent accounts (Robinson et al., 1998,
2005, 2008) the profile of aphasia in RTP could be also classi-
fied as mixed dynamic aphasia1 because she had phonological
impairments (impaired nonword repetition) besides the severely
reduced spontaneous speech (see below). JGG obtained a better
WAB-AQ (84/100) than RTP and his subtest scores were mildly
impaired for fluency (8/10), comprehension (9.3/10) and naming
(9.1/10). His score on repetition (8/10) though impaired in poly-
syllabic words and sentences was better than the repetition scores
(range: 0–6.9) required in the WAB (Kertesz, 1982) for meet-
ing the diagnosis of CA. Although the WAB classified language
deficits in JGG as anomic aphasia, his object naming was intact.
Moreover, the WAB taxonomic criteria are not sensitive enough
to distinguish different mild aphasic syndromes. Therefore, the

aphasic deficits in JGG were classified as a mild reproduction
CA (Nadeau, 2001). Picture naming was normal in both patients
obtaining normal scores on WAB-object naming subtest (RTP:
59/60; JGG: 60/60) and PALPA 54 (both 59/60).

SPEECH PRODUCTION
Methods
Since measures to rate spontaneous speech (fluency and infor-
mation content) of the WAB have limited reliability, other
rules for rating verbal production during picture description
in aphasia are commonly used (Nicholas and Brookshire, 1993;
Berndt et al., 2000; Marchina et al., 2011; Zipse et al., 2012).
Therefore, communicative informativeness and efficiency of con-
nected speech were evaluated with speech samples obtained dur-
ing the description of the “Picnic Scene” from the WAB (time
limit: 5 min). All descriptions were audiotaped. Speech samples
were transcribed and analyzed for percentage of correct infor-
mation units (CIUs) defined as non-redundant content words
that convey correct information about the stimulus (Nicholas
and Brookshire, 1993) using the following formula: number
of CIUs/number of words × 100. According to Nicholas and
Brookshire (1993) to be classified as CIUs, words should be
not only intelligible in context, but also accurate, relevant and
informative with respect to the stimulus. Meaningless utterances,
perseverations, paraphasias and other inappropriate informa-
tion (exclamations) were counted as words, but not classified
as CIUs.

Results
RTP had reduced informativeness and overall efficiency of speech
measured with CIU and %CIU in comparison to JGG (Table 1).
Spontaneous speech in RTP was hesitant and perseverative as
reflected by the high number of pauses (>3 s.) which in part
contributed to reduced fluency. Spontaneous speech in JGG was
fluent and more informative than in RTP but his utterances
were occasionally punctuated by phonemic approximations to the
target word (conduite d’approche).

Table 1 | Language, communication, and behavior.

Test RTP JGG

Fluency in spontaneous speech (WAB) 4 8

PICTURE DESCRIPTION (WAB)

Correct information units 48 74

Percentage of correct information units 46 92.5

Pauses (>3 s) 16 1

Semantic fluency (animal naming—WAB) 6 11

Naming × Frequency (PALPA 54) (max: 60) 59 59

COMMUNICATIVE ACTIVITY LOG

Quality of communication (max: 90) 83 69

Amount of communication (max: 90) 68 59

Total (max: 180) 151 128

Stroke aphasia depression questionnaire (max: 84) 31 43

WAB indicates Western Aphasia Battery; PALPA, Psycholinguistic. Assessments

of Language Processing in Aphasia.
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COMMUNICATION
Method
Communication in activities of daily living was assessed with the
Communicative Activity Log (CAL) (Pulvermüller and Berthier,
2008). The CAL is composed of 36 questions divided in two parts
that address quality of communication (e.g., “How well would
the patient verbally express criticisms or make complaints?”)
and amount of communication (e.g., “How frequently would the
patient verbally express criticisms or make complaints?”). The
CAL quality of communication score is obtained by summing
up scores for items 1–18. The amount of communication score
is obtained by summing up scores over items 19–36. The total
score range from 0 to 180 and high scores indicate better every-
day communication. The CAL was completed by a reliable family
member in the presence of one member of the research team in
order to clarify potential misunderstanding in questions’ content
or scoring.

Results
Assessment of communication of daily living revealed that both
patients were impaired in both quality and amount of communi-
cation (Table 1). However, RTP obtained better scores than JGG.
Her quality of communication was rated much better than the
amount of communication, whereas JGG obtained similar low
scores in both communication subscales.

BEHAVIORAL EVALUATION: DEPRESSION
Method
Depression was assessed with the Stroke Aphasic Depression
Questionnaire (SADQ) (Sutcliffe and Lincoln, 1998). The SADQ
is a 21-item questionnaire developed based on observable behav-
iors commonly associated with depressed mood. Questions
address mood (e.g., “Does he/she have weeping spells?”), social
interaction, loss of interest, sleep-related problems, and moti-
vation. The SADQ was completed by a reliable family member
on behalf of the patient behavior and high scores indicate more
severe depression.

Results
Both patients had symptoms of post-stroke depression with JGG
obtaining higher scores on the SADQ than RTP (Table 1).

EXPERIMENTAL REPETITION TESTING
Although both patients obtained relatively similar scores on
the WAB-repetition subtest, qualitative differences were found.
Repetition in RTP was flawless except for the longest sentence
which she reproduced incompletely most likely due to a mild
short-term memory deficit. Repetition in JGG was impaired for
polysyllabic words and sentences. Therefore, further tests were
administered. Patients’ scores on repetition of words, nonwords
and word triplets were compared with those from a group of 14
healthy controls [5 men and 9 women; mean age: 57.1 ± 6.6 years
(range: 47–67 years); education: 10.2 ± 3.7 years; range: (6.5–18
years)] (Berthier, 2001).

WORD AND NONWORD REPETITION
Methods
The two patients were asked to repeat a list of auditorily pre-
sented words (n = 80) taken from the Frequency Dictionary

of Spanish Words (Juilland and Chang-Rodriguez, 1964) and
nonwords (n = 80). The corpus of words (nouns) included 20
high-frequency/high-imageability nouns, 20 high-frequency/low-
imageability nouns, 20 low-frequency/high-imageability nouns
and 20 low-frequency/low-imageability nouns. Nonwords con-
tained 3–8 letters, were pronounceable, and most of them (71%)
were derived from real words. All responses were audiotaped
for later transcriptions and only exact repetitions were scored as
correct.

Results
Repetition was normal for words (nouns) and impaired for
nonwords [RTP: χ2

(1), 15.53, p < 0.0001; JGG: χ2
(1), 51.57, p <

0.0001]. RTP repeated nonwords significantly better than JGG
[χ2

(1), 22.01, p < 0.0001] (Table 2).

REPETITION: GRAMMATICAL CLASS
Method
In order to identify possible differences in the ability to repeat
grammatical categories of words, the patients were asked to repeat

Table 2 | Repetition of words, nonwords, and digits.

Test RTP JJG Healthy control

subjects*

Words (n = 80) 80 (1.0) 77 (0.95) 79.8 ± 0.54
(range 79–80)

Nonwords (n = 80) 64 (0.80) 34 (0.42) 78.7 ± 1.2 (range
76–80)

GRAMMATICAL CLASS

Nouns (n = 60) 60 (1.0) 58 (0.97) 59.9 ± 0.26
(range: 39–40)

Verbs (n = 50) 49 (0.98) 48 (0.96) 50 ± 0

Adjectives (n = 50) 48 (0.96) 47 (0.94) 50 ± 0

Functors (n = 40) 40 (1.0) 40 (1.0) 39.9 ± 0.26
(range: 39–40)

Digits (forward) 4 3 Not tested

REPETITION OF WORD TRIPLETS AND SENTENCES

High frequency

Random 19/20 (0.95) 11/20 (0.55) 19.0 ± 0.8
(range: 17–20)

Loosely constrained 19/20 (0.95) 8/20 (0.40) 18.7 ± 1.0
(range: 17–20)

Constrained 19/20 (0.95) 15/20 (0.75) 19.4 ± 0.6
(range: 18–20)

Total 57/60 (0.95) 33/60 (0.55) –

Low frequency

Random 17/20 (0.85) 1/20 (0.05) 17.0 ± 2.5
(range: 11–20)

Loosely constrained 17/20 (0.85) 5/20 (0.25) 18.6 ± 1.3
(range: 16–20)

Constrained 20/20 (1.0) 12/20 (0.60) 18.7 ± 1.2
(range: 16–20)

Total 54/60 (0.90) 18/60 (0.30)

Clichés* 40/40 (1.0) 25/40 (0.62) Not tested

Novel phrases* 37/40 (0.92) 35/40 (0.87) Not tested

*Experimental tests from Berthier (2001). See further details in text.

Frontiers in Human Neuroscience www.frontiersin.org December 2013 | Volume 7 | Article 873 | 88

http://www.frontiersin.org/Human_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Human_Neuroscience/archive


Berthier et al. Dissociated speech production deficits in aphasia

a list of 200 words composed of nouns (n = 60), verbs (n = 50),
adjectives (n = 50), and functors (n = 40) which were selected
from the Frequency Dictionary of Spanish Words (Juilland and
Chang-Rodriguez, 1964).

Results
Both patients showed a near perfect performance on this test
(Table 2).

DIGIT PRODUCTION
Method
This was assessed with the Digit Production/Matching Span
(PALPA 13) which assesses the immediate serial recall of sequence
of digits (2–7) of increased length. In the Matching Span patients
are required to indicate among two alternatives the sequence ver-
bally presented by the examiner if the sequence is identical or not.
For this task, a sequence of digits (2–7) of increased length was
presented.

Results
Both patients had restricted digit production (Table 2). Digit span
matching was not evaluated.

REPETITION OF WORD TRIPLETS
Method
To assess the influence of lexical-semantic information on repeti-
tion ability when the demand of the auditory-verbal short-term
memory is increased both patients were asked to repeat word
triplet lists. This task is a modification of the one used by
McCarthy and Warrington (1984, 1987) in patients with CA. In
our battery two sets of 60 three-word lists (verb-adjective-noun)
were created (Berthier, 2001). These were composed of word
strings of increasing semantic richness that is from non-organized
to organized semantic information. Two 20 three-word lists (List
1: 60 high-frequency words; List 4: 60 low-frequency words) con-
sisted of random word combinations (e.g., “buy-sweet-country”).
Two other 20 three-words lists (List 2: 60 high-frequency words;
List 5: 60 low-frequency words) conveyed loosely constrained
meaningful information (e.g., “shake-full-bottle”), and two other
20 three-word lists (List 3: 60 high-frequency words; List 6: 60
low-frequency words) conveyed closely constrained meaningful
information (e.g., “cut-lovely-flower”). Words were read at a rate
of one per second and patients were required to repeat the words
in the order given by the examiner. Responses were scored for the
number of lists repeated verbatim in each condition.

Results
Performance on this task was normal in RTP and markedly
impaired in JGG patients (Table 2). RTP repeated significantly
better high-frequency word triplets than JGG [χ2

(1), 3.86, p =
0.049], whereas there were no significant differences in the rep-
etition of low-frequency triplets [χ2

(1), 2.86, p = 0.091]. RTP
repeated different word triplets with similar efficiency and JGG
showed better performance on repetition of high-frequency and
low-frequency with constrained semantic information than other
word triplets but differences did not reach statistical signifi-
cance. However, when high-frequency and low-frequency word

triplets were analyzed together, JGG repeated word triplets con-
taining constrained semantic information significantly better
(27/40,0.67) than word triplets with random semantic organi-
zation [12/40,0.30; χ2

(1), 9.68, p < 0.005] and loosely semantic

organization [13/40,0.32; χ2
(1), 8.34, p < 0.005].

REPETITION OF CLICHÉS AND NOVEL SENTENCES
Method
To explore possible dissociation between both types of sentences,
both patients were asked to repeat well-known Spanish clichés
(n = 40) taken from the 150 Famous Clichés of Spanish Language
(Junceda, 1981) as well as a set of novel sentences (n = 40) that
were construed following the methodology described by Cum and
Ellis (1999) and Berthier et al. (2011).

Results
RTP repeated significantly better clichés than JGG [χ2

(1), 15.88,
p < 0.0001] but there were no differences between them in the
ability to repeat novel sentences. JGG repeated novel sentences
significantly better than clichés [χ2

(1), 5.33, p = 0.021], whereas
RTP repeated clichés and novel sentences with similar efficiency
(Table 2).

MULTIMODAL NEUROIMAGING
STRUCTURAL MRI
Methods
MRIs studies in both patients were performed on a 3-T magnet
(Philips Gyroscan Intera, Best, The Netherlands) equipped with
an eight-channel Philips SENSE head coil. Head movements were
minimized using head pads and a forehead strap. High-resolution
T-1 structural images of the whole brain were acquired with three
dimensional (3D) magnetization prepared rapid acquisition gra-
dient echo (3 D MPRAGE) sequence (acquisition matrix: 240/256
r; field of view: 240 ms; repetition time [TR]: 9.9 ms; echo time
[TE]: 4.6 ms; flip angle: 8; turbo field echo (TFE) factor: 200;
1 × 1 × 1 mm3 resolution). One hundred eighty two contiguous
slices, each 1-mm thick, 0 mm slice gap, were acquired. The total
acquisition time of the sequence was about 4:24 min. In addi-
tion to the 3D MPRAGE, a standard axial T-2 weighted/FLAIR
(TR = 11.000 ms; TE = 125/27 ms; 264 × 512 matrix; field of
view [FOV] = 230 × 230; 3-mm-thick slices with 1 mm slice
gap) was obtained. A Short TI Inversion Recovery (STIR) was
used to produce 24, 2.5 mm axial slices (interslice gap = 1 mm;
TR = 4718 ms; TE = 80 ms; inversion time = 200 ms; 264 × 512
matrix; FOV = 230 mm; number of excitations = 2). Lesion
volumes were manually drawn by one of us (SFW) who was
blind to patients’ aphasic profiles. The drawings were made using
MRIcro software (Rorden, 2005; http://www.mccauslandcenter.
sc.edu/mricro/mricro/) on T1-weighted images.

Results
Anatomical MRI revealed contiguous but non-overlapping peri-
sylvian infarctions (Figure 2). Lesions were small and had similar
volumes (RTP = 16.5 cm3; JGG = 15.8 cm3). Tissue damage in
RTP involved the left sensorimotor cortex (precentral gyrus
and postcentral gyrus). There were minute foci in the left
medial/posterior insula and superior temporal gyrus, but most
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FIGURE 2 | Left hemisphere structural lesions. Axial T1-weighted MRI
showing a small infarction in the patient with transcortical motor aphasia (A)

involving the left sensorimotor cortex and medial insula (white arrows). The
lesion is superficial sparing the deep white matter. The MRI in the patient
with conduction aphasia shows a small infarction involving the left posterior
temporal gyrus and supramarginal gyrus extending deeply into the lateral
ventricle wall (B) (white arrows). The left hemisphere is represented on the
left side of the images. DTI, MRI, and PET of the corpus callosum. Brain
imaging of the corpus callosum. Midsaggital DTI (C) and 18FDG-PET images
(D) and coronal T1-weighted MRI (E) of the corpus callosum in patients RTP
(top panel) and JGG (bottom panel). In RPT the corpus callosum was
structurally (C) and functionally intact (D). Although RTP had an infarction in

the left sensorimotor cortex, this did not result in noticeable changes in the
anterior segments of the corpus callosum. The rostral body of corpus
callosum in JGG shows diminished streamlines (C), bottom panel (yellow
arrowheads) and decrement of metabolic activity (D), bottom panel (yellow
arrow). The fact that structural and functional involvement of the anterior
corpus callosum in JGG does not interrupt fibers interconnecting the
damaged left temporoparietal cortex with its homologous in the right
hemisphere suggests that corpus callosum involvement was unrelated to the
stroke lesion. Anatomical MRIs show normal septum pellucidum (grade 0,
normal) (yellow arrow) in RTP (E), top panel and an enlarged cavum septum
pellucidum (grade 4, severe) (Degreef et al., 1992; DeLisi et al., 1993; Kim
and Peterson, 2003) in JGG (yellow arrows) (E, bottom panel).

part of this gyrus and the whole supramarginal gyrus were spared.
JGG had tissue damage centered in the left posterior tempo-
ral gyrus and supramarginal gyrus. The cortical lesion in RTP
was more superficial than the one found in JGG which extended
deeply to reach the ventricular wall at the level of the white mat-
ter underlying the superior temporal gyrus and supramarginal
gyrus. There were no lesions in the right hemisphere. The MRI in
JGG additionally disclosed cavum septum pellucidum and cavum
vergae, but no other developmental malformations (Figure 2).

DIFFUSION TENSOR IMAGING (DTI)
Methods
DTI allows for “in vivo” measurement of the diffusive proper-
ties of water in a way that allows information to be garnered
about the microstructural organization of tissue (Basser et al.,
1994). Tractography enables the orientation of white matter
(WM) to be ascertained, thus making possible the segregation
of WM into separate sections based on the paths of the distinct

tracts (Le Bihan, 2003). Data acquisition was performed using
multi-slice single-shot spin-echo echo-planar imaging (EPI) with
specific parameters as follows: FOV 224 mm, 2-mm-thick slices
with 0 mm slice gap, TE = 117 ms, TR = 12408 ms, and b
factor: 3000 s/mm2. The EPI echo train length consisted of 59
actual echoes reconstructed in a 112 × 128 image matrix. Sixty
four diffusion directions were used in order to allow for precise
construction of the diffusion tensor. Motion and eddy current
correction were performed using FSL’s FDT (http://www.fmrib.

ox.ac.uk/fsl/) eddy current correction tool (Smith et al., 2004;
Woolrich et al., 2009). Diffusion tensor estimation was carried
out in using Diffusion Toolkit’s least-square estimation algorithm
for each voxel (Ruopeng Wang, Van J. Wedeen, TrackVis.org,
Martinos Center for Biomedical Imaging, Massachusetts General
Hospital). The whole brain tractography used an angular thresh-
old of 35◦ and an FA threshold of 0.2. The tensor was spectrally
decomposed in order to obtain its eigenvalues and eigenvectors.
The fiber direction is assumed to correspond to the principal
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eigenvector (the eigenvector with the largest eigenvalue). This
vector was color coded (green for anterior-posterior, blue for
superior-inferior and red for left-right) in order to help gen-
erate the color FA map. An FA map was also generated from
these eigenvalues. This too was done using Diffusion Toolkit.
Virtual dissections of the three parts of the AF, the corpus callo-
sum and the inferior frontal-occipital fasciculus/extreme capsule
(IFOF/EmC) were performed by using a region of interest (ROI)
approach, following the directions of a white matter tractography
atlas (Catani and Thiebaut de Schotten, 2012) and Catani et al.
(2007). All virtual dissections were performed using TrackVis
(Ruopeng Wang, and Van J. Wedeen, TrackVis.org, Martinos
Center for Biomedical Imaging, Massachusetts General Hospital).

Results
Reconstruction of the three segments of the AF and the
IFOF/EmC revealed differences between the patients in both
the primarily affected (left) and unaffected (right) hemispheres.
Reconstruction of the AF of the right hemisphere revealed that
RTP had well-developed temporo-frontal, temporo-parietal and
parieto-frontal sections (Figure 3A). The IFOF/EmC was also
intact (Figure 3A). In the left hemisphere, however, we were
only able to reconstruct the temporo-parietal segment of the AF
(Figure 3B), with the parieto-frontal and temporo-frontal seg-
ments seemingly destroyed by the lesion (Figure 3B). We were
also unable to reconstruct the entire path of the left IFOF/EmC

FIGURE 3 | Uninflated surface of the right (A) and left hemispheres (B)

(FreeSurfer reconstruction) of the patient with transcortical motor

aphasia (RTP) showing gyri cultured in green with sulci shown in red.

DTI of right hemisphere perisylvian pathways superimposed on RTP
anatomical MRI shows well-developed temporo-frontal, temporo-parietal
and parieto-frontal streams (red, yellow, and purple, respectively) and
ventral stream (blue) (A), whereas in the left hemisphere only the
parieto-temporal segment of the arcuate fasciculus (yellow) and part of the
ventral stream (blue) could be reconstructed (B). This image also shows the
location of the infarct in the lower pericentral region (red area). Parasaggital
T1-weighted MRI view of the left hemisphere shows the infarction in the
sensorimotor cortex (white arrows) and medial insula (yellow arrow) (C).
Parasaggital view of the 18FDG-PET (MRIcroN) showing an area of reduced
metabolic activity in the left fronto-insular region (blue) (D) which is slightly
larger than the area of infarction depicted in (C). See further details in
Table 4.

in RTP (Figure 3B). The occipito-temporal and frontal sections
were reconstructed separately, but the section of this tract that
swings from the temporal lobe through to the external capsule
and connects both parts shown in Figure 3B was affected by the
lesion and unreconstructable.

Analysis of the same tracts in JGG revealed a complete lack of
the direct temporo-frontal section of the AF in the right hemi-
sphere, as is often found in males (Catani et al., 2007; Figure 4A).
The indirect temporo-parietal and parieto-frontal sections were
present but very small (Figure 4A). Tractography of the left hemi-
sphere tracts revealed that the fronto-parietal segment of the AF
was intact, but the temporo-parietal and temporo-frontal seg-
ments were unreconstructable, and seemingly destroyed by the
lesion (Figure 4B). The IFOF/EmC was reconstructed success-
fully in both hemispheres (Figures 4A,B).

Reconstruction of the corpus callosum of each patient revealed
a large and completely intact tract in RTG (Figure 2C top panel),
while a large section of the midbody of the corpus callosum in
JGG revealed only a sparse amount of reconstructed streamlines

FIGURE 4 | DTI, MRI, and PET. Uninflated surface of the right (A) and left
hemispheres (B) (FreeSurfer reconstruction) of the patient with conduction
aphasia (JGG) showing gyri cultured in green with sulci shown in red. DTI of
right hemisphere perisylvian pathways superimposed on JJG anatomical
MRI shows a complete lack of the direct temporo-frontal section of the AF
in the right hemisphere. The indirect temporo-parietal (yellow) and
parieto-frontal (purple) segments are present but very small. White matter
tract reconstruction in the left hemisphere shows that the fronto-parietal
segment of the AF (purple) was intact, but the temporo-parietal and
temporo-frontal segments were unreconstructable, and seemingly
destroyed by the lesion (B). The ventral stream (inferior frontal-occipital
fasciculus/extreme capsule) was reconstructed successfully in both
hemispheres (A,B). The surface image of the left hemisphere depicted in
(B) also shows the infarction (red area) involving the posterior-superior and
middle temporal gyri and part of the supramarginal gyrus. Parasaggital
T1-weighted image shows a component of the infarction in the
supramarginal gyrus (white arrow) surrounded by perinecrotic tissue (yellow
arrow) (C). Parasaggital image of the 18FDG-PET (MRIcroN) showing an
area of reduced metabolic activity in the left temporoparietal region (red)
(D) which is slightly larger at the level of the posterior temporal gyrus than
the area of infarction depicted in (C). Less voluminous foci of reduced
metabolic activity (all in red) are also shown in the left middle frontal gyrus
(Brodmann’s area 6), lateral orbitofrontal cortex (Brodmann’s area 11),
inferior temporal gyrus (Brodmann’s area 20), and cerebellum (D). See
further details in Table 4.
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with the rostral midbody particularly affected (Figure 2C, bot-
tom panel) (complimentary data is shown in positron emission
tomography section).

FUNCTIONAL MRI
Methods
The fMRI included the following parameters: T2-weighted fMRI
scans were acquired using a gradient echo FFE-EPI (fast-field
echo-echo planar image) sequence (repetition time/echo time =
2500/30 ms, flip angle = 60, field of view = 23.0 × 23.0 cm,
matrix = 96 × 128; 40 axial slices aligned parallel to the ante-
rior commissure-posterior commissure line, slice thickness =
2.5 mm; interslice gap = 0.5 mm). fMRI data processing and pre-
processing were carried out using FEAT (FMRI Expert Analysis
Tool) Version 5.98, part of FSL (Version 4.1.8) (Jenkinson et al.,
2012). Functional datasets underwent pre-processing using the
specifications outlined below. Data was corrected for movement
during the scan using mcFLIRT (Jenkinson et al., 2002). BET
brain extraction was used to delete non-brain tissue from func-
tional datasets as preparation for registration to structural images
(Smith, 2002). Data were “prewhitened” and smoothed to a
standard of 5 mm FWHM. High-pass filter cut-off 60 s (as per
FSL recommendation of a filter equal to the total design cycle
time). Low resolution functional images were first registered to
each individual’s brain-extracted high resolution structural image
using a linear search (6 DOF). Highres structurals were then
registered to the standard space MNI-152 T1 2 mm template
with a 12 DOF linear transformation followed by a non-linear
warp. Manual denoising of data was completed by examining FSL
MELODIC (Beckmann and Smith, 2004) output generated for
each subject during pre-processing. Components were deleted if
they demonstrated activations correlated with subject movement
or other artifacts rather than authentic activation to task accord-
ing to recommendations set out in (Kelly et al., 2010). Time-series
statistical analysis was carried out using FILM with local auto-
correlation correction (Woolrich et al., 2001). Z (Gaussianised
T/F) statistic images were thresholded using clusters determined
by Z > 5 and a (corrected) cluster significance threshold of
p = 0.05.

STIMULI AND EXPERIMENTAL DESIGN
Both patients performed the behavioral testing (repetition of
words, nonwords and word triplets) and fMRI on the same
day. All paradigms contained the same number of stimuli in
the behavioral session and fMRI session and stimuli were pre-
sented in the same order and timing. The experimental paradigms
included three covert repetition activation tasks. In the single
item repetition paradigm, one task contained 40 high-frequency,
concrete Spanish nouns [e.g., “casa” (house)] whereas the other
task contained 40 nonwords which were derived from real words
[“piedra” (stone) → pierla] by substituting the phonemes on
the basis of Spanish phonotactical rules. The third paradigm
was a word triplet repetition task which contained 20 three-high
frequency words composed of semantically random word combi-
nations (e.g., “buy-sweet-country”). Only high-frequency words
were used and were taken from the Frequency Dictionary of
Spanish Words (Juilland and Chang-Rodriguez, 1964). All tasks

were binaurally presented through headphones and patients were
requested to covertly repeat the item or triplet without delay.
During the word and nonword paradigms 4 baselines and 4 stim-
ulus sequences were presented and each period (baselines and
stimulus sequences) lasted 30 s. Each stimulus sequence included
10 items with a presentation time of 3.0 s per stimulus. The same
methodology was applied for word triplet repetition, but each
stimulus sequence included 5 word triplets with a presentation
rate of 6.0 per stimulus. There was no repetition of words, non-
words or triplets between periods or time points. The number
and proportion of errors (including errors and no responses)
in each tasks during the behavioral testing was analyzed in each
patient.

BEHAVIORAL AND IMAGING RESULTS
Behavioral assessment of single word repetition was flawless
(40/40, 1.0) in RTP and almost perfect (38/40, 0.95) in JGG
(χ2

(1), 0.51, p = 0.447) but nonword repetition was abnormal in
both patients with RTP performing significantly better (33/40,
0.80) than JGG (17/40, 0.42) [χ2

(1), 11.85, p < 0.001]. Word
triplet repetition was normal in RTP (38/40, 0.95) and moder-
ately impaired in JGG (22/40, 0.55) (χ2

(1), 14.81, p < 0.000). The
fMRI showed bilateral perisylvian activation in both patients in
all three tasks. These are shown in Figure 5 and Table 3. JGG
showed greater areas of activation, extending into motor, pre-
motor and prefrontal areas in addition to the perisylvian areas
activated by both patients during the word and nonword repeti-
tion tasks (Figure 5). In contrast, word triplet repetition activated
a greater bilateral network in RTP than JGG, with JGG exhibiting
focal activation in left frontal and superior temporal areas, and
small right-sided superior temporal sulcus and inferior frontal
gyrus (Figure 5).

POSITRON EMISSION TOMOGRAPHY
Methods
A [18F]-fluorodeoxyglucose positron emission tomography
(18FDG-PET) was performed at rest using a GE Advance PET/CT
scanner (GE Medical Systems). Preparation for the study included
fasting for at least 6 h before the administration of 18F-FDG and
oral hydration with water. Both patients and 25 healthy control
subjects (female/male: 11/14; mean age ± SD; 56.9 ± 5.7 years;
age range: 45–67 years) refrained from drinks containing alcohol,
caffeine, and smoking for 12 h before the PET scan. The subjects
received an approximate dose of [18F] FDG 370 MBq at resting
conditions with eyes closed and in an environment with dimmed
ambient light. Forty minutes after the injection PET acquisition
were performed in a GE Discovery ST PET scanner during 20 min
in 3D mode with a field of view of 15.7 cm and a pixel size 2.3 mm,
after CT for attenuation correction purposes. The images were
reconstructed with iterative construction resulting in 47 sections
with a slice thickness of 3.27 mm. Statistical parametric map-
ping software (SPM5, http://www.fil.ion.ucl.ac.uk/spm/software/
spm5/), based on MATLAB, v7.7 (The Mathworks Inc, Natick,
MA), was used for realignment, transformation into standard
stereotactic space, smoothing (6 mmFWHM), and statistical anal-
yses. Individual global counts were normalized by proportional
scaling to a mean value of 50 mg/100 ml/min.
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FIGURE 5 | Functional MRI. The figures show the contrast words
(A), nonwords (B), and word triplets (C) versus rest. Contrasts are shown on
patients’ uninflated cortical surface of the right and left hemispheres and
significant activations (p < 0.05, corrected) are depicted in light blue and blue.
The fMRI shows bilateral perisylvian activation in both patients in all three

tasks. Although JGG obtained lower performance in word and nonword
repetition tasks than RTP, he showed greater areas of activation, extending
into motor, premotor and prefrontal areas in addition to the perisylvian areas
activated by both of them. In contrast, word triplet repetition activated a greater
bilateral network in RTP than JGG. See further details in text and Table 3.

Results
The areas of reduced metabolic activity in both patients are shown
in Table 4 and Figures 2, 3, 4, 6. The PET in RTP showed areas of
significantly decreased metabolic activity in the area of infarction
and surrounding it in the left precentral gyrus, postcentral gyrus,
insula, and middle frontal gyrus. Other cortical areas in both
cerebral hemispheres together with the left caudate also showed
decreased metabolic activity. In JGG significant decrements of
metabolic activity were found in the area of structural damage
and surrounding it in the left supramarginal gyrus, middle tem-
poral gyrus, inferior temporal gyrus and in the middle frontal
gyrus. Decreased glucose metabolism was also found in other cor-
tical areas in both cerebral hemispheres, left posterior thalamus,
left caudate, bilateral cerebellum and rostral body of the corpus
callosum (Figures 2, 6).

DISCUSSION
In this study, we examined the structural and functional corre-
lates of speech production and repetition in two patients with
contrasting aphasic syndromes, TCMA and CA. In their cogni-
tive investigation of the two routes of speech production, McC
& W (1984) reported a double dissociation in patients with CA
and TCMA (see Introduction). They did find that repetition
relying on active semantic processing (novel sentences) was facil-
itated in CA and hindered in TMCA, whereas repetition that
minimized the engagement of semantics (clichés) was privileged
in TCMA and hampered in CA. We replicated and extended
these behavioral findings and subsequent elaborations by other

authors (Catani et al., 2005; Catani and Thiebaut de Schotten,
2012) on the plausible neural correlates of this double dissoci-
ation in the aphasics described by McC & W (1984). From a
clinical and radiological standpoint, our cases are not fully com-
parable with the ones described by McC & W (1984) because
their patients had more severe aphasias and larger lesions than
those found in our cases. Moreover, one of the two patients with
CA (ORF) and the patient with TCMA (ART) by McC & W
(1984) were examined in the acute post-stroke period (∼1 or
2 months post-onset). By contrast, our patients were evaluated
in the chronic stage, thus implying the possibility of recovery of
certain functions. Nonetheless, we trust that our patients are com-
parable with McC & W’s cases (1984) in other respects, since
all these patients had a clear-cut double dissociation in tasks
that manipulated semantic processing requirements of repeti-
tion. This piece of evidence may inform how selective damage
or sparing of different segments of the dorsal stream (AF) and
of the ventral stream (IFOF/EmC) can underpin stable deficits or
preserved/compensated function.

Large-scale cortico-subcortical networks are engaged in lan-
guage function (Mesulam, 1998), but the respective role of cor-
tical areas and white matter tracts as well as their dynamic
interaction in subserving language repetition is still controver-
sial (Saur et al., 2008; Bernal and Ardila, 2009; Rolheiser et al.,
2011; Turken and Dronkers, 2011; Berthier et al., 2012; Dick
and Tremblay, 2012; Rijntjes et al., 2012; Friederici and Gierhan,
2013). Verbal repetition is a multifaceted function which involves
multiple domains (attention, phonological working memory, and

Frontiers in Human Neuroscience www.frontiersin.org December 2013 | Volume 7 | Article 873 | 93

http://www.frontiersin.org/Human_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Human_Neuroscience/archive


Berthier et al. Dissociated speech production deficits in aphasia

Table 3 | Brain areas activated on functional Magnetic Resonance Imaging during repetition tasks.

Patients Region Side MNI coordinates Cluster size

x y z z Vox

WORD REPETITION

RTP Inferior frontal gyrus/insula/temporal pole L −48 14 −4 8.98 3105
Anterior cingulate/supplementary motor area −2 6 40 8.79 1997
Cerebellum R 20 −74 −48 8.39 1739
Superior temporal gyrus R 72 −22 0 8.6 1267
Precentral gyrus R 58 2 34 8.94 746
Inferior frontal gyrus R 42 16 24 8.64 691

JGG Precentral gyrus/inferior frontal gyrus R 54 2 46 12.1 7042
Superior temporal gyrus L −56 −26 4 12.4 6239
Occipital lobe −6 −72 10 10.6 2377
Supplementary motor area/anterior cingulate −10 4 74 11.3 1954
Cerebellum L −34 −60 −28 10.7 1105

NONWORD REPETITION

RTP Superior temporal gyrus L −64 −14 4 8.9 6471
Middle/superior temporal gyrus R 52 −34 −2 8.99 3809
Anterior cingulate/supplementary motor area 0 6 44 8.67 2055
Angular gyrus R 38 −52 44 8.32 560

JGG Inferior frontal gyrus/superior temporal gyrus/middle temporal
gyrus/precentral gyrus/postcentral gyrus

L −56 24 18 11.5 6447

Middle temporal gyrus/superior temporal gyrus/inferior frontal
gyrus/middle frontal gyrus/precentral gyrus

R 66 −30 0 11.6 5543

Supplementary motor area/anterior cingulate 0 4 64 11.1 1887
Occipital lobe 20 −64 4 9.96 1352

WORD TRIPLET REPETITION

RTP Superior temporal gyrus L −54 −36 2 9.39 1505
Middle/superior temporal gyrus R 64 −20 −4 9.13 814
Frontal pole R 30 52 −16 9.58 388
Temporal pole/inferior frontal gyrus R 56 12 −6 8.06 122

JGG Middle temporal gyrus L −52 −48 2 7.33 338
Superior temporal gyrus L −56 −28 2 7.01 201
Precentral gyrus L −48 6 36 6.91 163
Inferior frontal gyrus L −56 14 −2 7.28 156
Angular gyrus R 62 −46 44 6.02 143
Inferior frontal gyrus L −56 24 18 6.78 140
Inferior frontal gyrus R 54 26 20 6.44 132
Frontal pole L −32 50 16 5.83 102

Localization is based on stereotactic coordinates MNI (Montreal Neurological Institute). These coordinates refer to the location of maximal activation indicated by

the Z score in a particular anatomic structure. Distances are relative, to the intercommissural (AC-PC) line in the horizontal (x), anteriorposterior (y) and vertical (z)

directions.

lexical-semantic, syntactic, phonemic and motor production pro-
cesses) requiring the concerted action of several cortical areas
and white matter bundles in both cerebral hemispheres (Price
et al., 1996; Castro-Caldas et al., 1998; Burton et al., 2001; Collete
et al., 2001; Abo et al., 2004; Saur et al., 2008; Majerus et al.,
2012; Hartwigsen et al., 2013). While performance in language
repetition tasks in healthy subjects is almost perfect, differences
between subjects have been described (Castro-Caldas et al., 1998;
Catani et al., 2007) which may depend on demographic fac-
tors (e.g., gender, literacy) and on individual variability in the
anatomy and function of cortical areas and white matter tracts

(Catani et al., 2005; Berthier et al., 2012). The neural basis of rep-
etition is currently interpreted in a dual dorsal-ventral pathways
framework (Hickok and Poeppel, 2007; Rauschecker and Scott,
2009; Axer et al., 2013; Cloutman, 2013; Friederici and Gierhan,
2013; Kümmerer et al., 2013). The ventral pathway connects the
frontal and temporal cortices via the ventral stream (IFOF/EmC
and uncinate fasciculus) and it has been associated with compre-
hension processes by mapping sounds onto meaning (Makris and
Pandya, 2009; Turken and Dronkers, 2011; Rijntjes et al., 2012;
Axer et al., 2013). The AF is formed by three segments includ-
ing the long-direct pathway connecting the temporal cortex to the
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Table 4 | Brain regions showing significant decreases of metabolic activity in RTP and JGG relative to 25 healthy control subjects.

RTP JGG

Region Side MNI coordinates Cluster size Region Side MNI coordinates Cluster size

x y z z Vox x y z z Vox

Precentral gyrus(BA6) L −52 −12 31 59.39 Supramarginal gyrus (BA40) L −60 −44 27 45.22
Postcentral gyrus(BA2) L −44 −29 40 26.22 Middle temporal gyrus (BA21) L −65 −27 −9 42.99
Insula(BA13) L −38 −14 21 7.82 17.32 Supramarginal gyrus (BA40) L −58 −36 41 35.85
Paracentral lobule(BA6) R 11 −29 44 6.67 11.57 Middle frontal gyrus (BA9) L −44 16 35 7.56 15.71
Paracentral lobule(BA5) R 9 −42 50 5.17 7.12 Middle frontal gyrus (BA11) L −38 38 −25 7.36 14.64
Middle occipital gyrus(BA19) R 15 −90 9 6.44 10.74 Inferior semi-lunar lobule R 44 −71 −42 7.15 13.63
Lingual gyrus(BA18) L −5 −84 −6 6.31 10.28 Pyramis R 18 −79 −28 6.90 12.50
Middle occipital gyrus(BA18) L −14 −91 6 6.10 9.62 Cerebellar tonsil R 51 −61 −34 6.86 12.34
Middle frontal gyrus(BA10) L −29 27 14 5.93 9.08 Middle frontal gyrus (BA6) L −33 17 51 6.81 12.16
Parahippocampal gyrus(BA19) L −29 −43 −1 5.80 8.72 Cerebellar tonsil R −42 −69 −41 6.25 10.10
Lingual gyrus(BA18) L −7 −69 4 5.67 8.36 Pyramis R −18 −90 −30 5.96 9.19
Lingual gyrus(BA19) R 17 −62 1 5.64 8.29 Pyramis R −18 −81 −28 5.58 8.12
Posterior cingulate(BA30) R 4 −65 8 5.59 8.14 Inferior temporal gyrus (BA20) L −51 −4 −41 6.24 10.05
Paracentral lobule(BA5) L −11 −35 44 5.58 8.12 Inferior occipital gyrus (BA17) R 19 −93 −4 6.15 9.77
Caudate (tail) L −24 −31 17 5.48 7.86 Parahippocampal gyrus (BA35) R 20 −27 −12 5.97 9.21
Caudate (tail) L −27 −36 12 5.42 7.72 Middle occipital gyrus (BA19) L −56 −67 −1 5.94 9.13
Precuneus(BA7) R 20 −56 43 5.45 7.79 Thalamus (pulvinar) L −14 −31 1 5.86 8.90
Middle frontal gyrus(BA10) L −32 42 14 5.34 7.52 Thalamus (pulvinar) L −22 −25 14 5.73 8.54
Precuneus(BA7) R 4 −57 31 5.30 7.42 Precuneus (BA7) R 6 −53 51 5.75 8.57

Declive R −7 −78 −9 5.72 8.50
Lingual gyrus (BA18) L −5 −76 −3 5.28 7.38
Cerebellar tonsil R 22 −48 −45 5.71 8.46
Middle temporal gyrus (BA21) R 71 −11 −9 5.68 8.38
Superior temporal gyrus (BA22) R 65 1 −11 5.66 8.35
Anterior cingulate (BA24) L 1 24 9 5.64 8.29
Declive R −20 −69 −13 5.64 8.29
Declive R −27 −82 −14 5.31 7.44
Inferior temporal gyrus (BA20) L −60 −56 −10 5.57 8.11
Caudate (body) L −16 2 12 5.48 7.86
Declive R 18 −67 −14 5.30 7.42
Declive R 23 −56 −15 5.27 7.35

FEW p < 0.05 (corrected for multiple comparisons). Localization is based on stereotactic coordinates MNI (Montreal Neurological Institute). These coordinates refer

to the location of maximal decrement metabolic activity indicated by the Z score in a particular anatomic structure. Distances are relative, to the intercommissural

(AC-PC) line in the horizontal (x), anterior-posterior (y) and vertical (z) directions.

FIGURE 6 | 18FDG-PET. Axial PET images (MRIcroN) of patients with
transcortical motor aphasia (blue) and conduction aphasia (red) showing
significant reductions of metabolic activity in the left perisylvian areas
and interconnected areas (see Table 4). Note that although the structural

lesion in RTP was more superficial than the one in JGG (see Figure 2),
decreased metabolic activity extended deeply to affect white matter in
both cases. The left hemisphere is represented on the left side of the
images.
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prefrontal cortex, the indirect segment composed of the anterior
segment connecting the inferior parietal cortex and Broca’s area
and a posterior segment connecting temporal and parietal regions
(Catani et al., 2005). The direct segment supports sensory-to-
motor mapping participating in speech perception and fast, auto-
matic repetition (Catani et al., 2005; Hickok and Poeppel, 2007;
Saur et al., 2008; Friederici, 2012), whereas the indirect segment
has been linked to verbal comprehension (semantic/phonological
transcoding, complex syntactic processing) (Catani et al., 2005;
Friederici and Gierhan, 2013).

While the ventral streams are symmetrical, the dorsal streams
(AF) are more asymmetrical (Paus et al., 1999; Catani et al., 2005;
Turken and Dronkers, 2011; Axer et al., 2013) and most DTI stud-
ies reveal a gender-dimorphic architecture of the dorsal stream
(Catani et al., 2005; Catani and Mesulam, 2008; Häberling et al.,
2013, but see Gharabaghi et al., 2009). Leftward biased asymme-
try of the AF predominates in males and usually coexists with
the absence or vestigial development of its long segment in the
right hemisphere. By contrast, females tend to have more sym-
metrical patterns (Catani et al., 2005; Powell et al., 2006; Catani
and Mesulam, 2008; Thiebaut de Schotten et al., 2011; Catani and
Thiebaut de Schotten, 2012; Häberling et al., 2013). The leftward
biased asymmetry of the AF may depend on genetic influences
(Häberling et al., 2013) and also on repeated practice (Halwani
et al., 2011). The ventral streams are present at birth (Perani et al.,
2011) but the segment of the AF connecting the temporal cortex
and Broca’s area is undetectable in newborns (Perani et al., 2011)
and matures late adopting the adult-like structure by the age of
7 years (Friederici, 2012). Thereafter, the macrostructure (tract
length and width) and microstructure (fractional anisotropy) of
the AF do not remain static; rather the AF is gradually modeled by
skill acquisition and repeated practice (e.g., musicians, bilinguals)
throughout the lifespan (Draganski and May, 2008; Halwani et al.,
2011; May, 2011; Mackey et al., 2012; Schlegel et al., 2012) and
also by intensive training tailored to remediate pathological con-
ditions (aphasia) (Schlaug et al., 2009, 2010; Breier et al., 2011;
Zipse et al., 2012). Based on these behavioral and imaging data,
we suggest that dissociated performances in speech production
(nonfluent in TCMA and fluent in CA) and repetition tasks (pre-
served in TCMA and impaired in CA) in the present cases resulted
from damage to the left dorsal stream and gender-dimorphic
architecture of their right dorsal streams.

DISSOCIATED SPEECH PRODUCTION DEFICITS
Speech production deficits (fluency) in our cases were dissoci-
ated: slowness and hesitation pinpointed spontaneous speech in
the TCMA patient (RPT), whereas fluent utterances occasion-
ally punctuated by self-corrections were heard in the CA patient
(JGG). Picture description was more informative in JGG than
in RTP though both produced meaningful utterances devoid of
paraphasias, articulatory or apraxic deficits. Auditory compre-
hension and object/picture naming were largely preserved in both
cases, but word list generation (animal naming) was poor with
RPT producing less exemplars than JGG. The fact that both
patients had small lesions of similar volumes makes unlikely that
this variable could explain the differences found in speech pro-
duction (Lazar et al., 2008; Marchina et al., 2011). Instead, we

attribute dissociated speech production deficits to differences in
both lesion location and metabolic changes in regions nearby and
distant to the areas of infarction. Anatomical MRIs in our patients
showed small contiguous but non-overlapping left perisylvian
infarctions. In RTP, there was involvement of left sensorimotor
cortex and medial insula relevant for planning and execution
of speech (Riecker et al., 2005; Sörös et al., 2006; Ackermann
and Riecker, 2010; Price, 2010), whereas fluent speech in JGG
could be related to involvement of the left temporoparietal cortex
with sparing of more anterior cortical areas. Pervasive and some-
times long-lasting deficits in speech production can also emerge
in association with damage to left hemisphere white matter tracts
(medial subcallosal fasciculus, periventricular substance) (Naeser
et al., 1989) and lesion load in the left AF can also impair
speech production in aphasia (Marchina et al., 2011). Of note,
DTI revealed damage to different segments of the AF in our
cases which might account for dissociated speech production
deficits. RTP had damage to the left parietofrontal segment of
the AF already related to impaired speech fluency in TCMA
(Catani et al., 2005; Catani and Thiebaut de Schotten, 2012),
whereas this segment could be identified in patient JGG with
fluent CA.

An important caveat on the contribution of the AF lesion load
to speech production deficits in our cases is the concomitant cor-
tical involvement. On the basis of recent research, it could be
argued that functional and structural damage to the sensorimo-
tor cortex, pars opercularis, and insula in RTP impacted fluency
(Blank et al., 2002; Borovsky et al., 2007) more than the tem-
poroparietal involvement in JGG (Hickok et al., 2011). On the
other hand, the cortical temporoparietal component of the lesion
in JGG could actually be responsible of other deficits character-
istic of CA since it was strategically placed to disrupt phono-
logical short-term memory (Vallar et al., 1997; Leff et al., 2009;
Buchsbaum et al., 2011) and auditory-motor integration depen-
dent upon the activity of the area Spt, a small region recently
implicated in pathogenesis of CA (for review see Hickok et al.,
2011). Indeed, some researchers argue that the left temporopari-
etal involvement suffice to explain language and short-term mem-
ory deficits in CA (Buchsbaum et al., 2011; Hickok et al., 2011),
thus undermining the traditional “disconnection” mechanism in
JGG (Geschwind, 1965). However, PET data in JGG showed sig-
nificant metabolic decrements in frontal areas (Brodmann’s areas
6, 9) remote to the temporoparietal region but connected with
it via the AF (Rilling et al., 2008). Moreover, it should be kept
in mind that the cortical damage encompassing the area Spt and
surrounding regions also involve the cortical origins of the AF and
this coupled with the additional involvement of the AF at subcor-
tical level may have impacted on the activity of distant areas. In
other words, damage of one component of a network may alter
the function of the whole system (Gratton et al., 2012; Rijntjes
et al., 2012).

COMMUNICATION AND BEHAVIOR
We also did find reductions in everyday verbal communica-
tion with the TCMA patient (RTP) unexpectedly attaining better
scores in the quality and amount of communication subscales of
the CAL (Pulvermüller and Berthier, 2008) than the CA patient
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(JGG). These findings appear paradoxical particularly in light of
recent brain imaging studies reporting that deficits in speech flu-
ency and conversational speech co-occur because the responsible
lesions overlap in cortical (Borovsky et al., 2007) and subcorti-
cal sites (Marchina et al., 2011). The notion that communication
relies on language is intuitively appealing, but recent studies
suggest that language and communication may be dissociable
abilities by virtue of being reliant on the activity of different
neural systems (Ellis et al., 2005; Willems and Varley, 2010;
Coelho et al., 2012; Moreno-Torres et al., 2013). The processing
of phonology, syntax and lexical-semantics depends on compo-
nents (perisylvian cortex, temporal pole) of an extended neural
network that dynamically interacts with other networks (e.g.,
medial prefrontal cortex, basal ganglia, cerebellum) engaged in
complimentary functions including the motivation to communi-
cate messages, understanding the intention of others and so forth
(Willems and Varley, 2010). Therefore, if some components of
these large-scale networks are lesioned whereas other components
remain functional, evaluation of language and communication
abilities in such cases will show dissociable deficits (Ellis et al.,
2005; Willems and Varley, 2010; Moreno-Torres et al., 2013).

In our cases, RTP exhibited the predictable correspondence
between diminished speech production and poor communica-
tion. Verbal communication deficits in RTP affected more the
amount than the quality of communication perhaps because the
prefrontal areas (Brodmann’s areas 9, 10, and 46) and the ante-
rior insula implicated in narrative discourse (Alexander, 2006;
Moreno-Torres et al., 2013) were only mildly affected. By con-
trast, the amount and quality of communication were equally
affected in JGG and neuroimaging (anatomical MRI, DTI, PET)
disclosed involvement of structures implicated in communication
including the inferior parietal lobe (Geranmayeh et al., 2012), left
anterior cingulate gyrus, rostral body of corpus callosum, bilat-
eral cerebellum and right paravermis (Durisko and Fiez, 2010;
Marvel and Desmond, 2010; Willems and Varley, 2010). The
fact that both patients were depressed probably contributed to
reduced functional communication in socially interactive con-
texts (Fucetola et al., 2006).

DISSOCIATED REPETITION DEFICITS
Multimodal brain imaging findings in our cases extend the
interpretation of traditional models (Lichtheim, 1885; Wernicke,
1906; McCarthy and Warrington, 1984) and ensuing elaborations
(Catani et al., 2005) by incorporating the compensatory activity
of other white matter tracts and cortical areas. Our results suggest
that dissociated repetition deficits in our cases depend on avail-
able interactions between left dorsal stream (spared segments,
short tracts remains) and left ventral stream as well as on gender-
dimorphic architecture of the right dorsal stream. In the TCMA
patient (RTP), damage to the left sensorimotor cortex and insula
extending into the dorsal stream and part of the ventral stream
did not alter repetition, except for a moderate impairment in non-
word and digit repetition. The abnormal performance of RTP on
nonword repetition after damage of the dorsal stream is compati-
ble with its putative role on phonological transcoding (Saur et al.,
2008; Rijntjes et al., 2012; Cloutman, 2013), but this function
was only moderately impaired in RTP thus implying additional

mediation or compensation by other structures. Moreover, pre-
served performance on word and sentence repetition tasks as
documented in RTP is highly unlikely after damage to the left
dorsal stream unless other structures also contribute to these
language functions. DTI of the left hemisphere showed that the
temporo-parietal segment of the left AF was spared as well as
its intertwining with the ventral stream in the posterior tempo-
ral lobe (Rijntjes et al., 2012). Complimentary fMRI data during
all repetition tasks showed a consistent activation of the left mid-
dle and superior temporal regions where the temporo-parietal
segment of the left dorsal stream and the ventral stream inter-
act (Rolheiser et al., 2011; Rijntjes et al., 2012; Cloutman, 2013).
Word, word lists (triplets) and sentence repetition was almost
intact in RTP with no influence of linguistic variables (word fre-
quency, imageability, lexicality, meaningfulness of word triplets,
and familiarity of sentences) thus raising the possibility that in
the face of an unavailable left parieto-frontal and temporo-frontal
AF segments, this verbal information was redirected via its spared
temporo-parietal segment to the ventral stream to be repeated
successfully (see Lopez-Barroso et al., 2011). Moreover, we also
attribute the successful repetition performance of RTP to the
contribution of the right dorsal and ventral streams (Berthier
et al., 2012). In this regard it should be noted that RTP had well-
developed right dorsal and ventral streams and that during fMRI
tasks there was a bilateral activation in frontal areas suggesting
recruitment of left and right dorsal streams and transmission of
signals to superior temporal cortices indicating a shift of acti-
vation from dorsal stream to ventral stream. RTP was a female
with apparently symmetric dorsal streams, an anatomical pattern
which correlates with better verbal learning through word repe-
tition in females than in males with leftward biased asymmetry
of the dorsal stream (Catani et al., 2007). Accordingly, it is possi-
ble that the topography of fMRI activation foci in RTP indicates
a rather symmetric organization of repetition before the stroke
(Berthier, 1999), or its reorganization in the right hemisphere
after brain injury. The later possibility seems unlikely because
the left hemisphere lesion in RTP was small and compensation
by the right hemisphere after stroke usually takes place in cases
with large left hemisphere lesions (Heiss and Thiel, 2006; Berthier
et al., 2011; Turkeltaub et al., 2011).

Brain-behavior relationships in the CA patient (JGG) were
different to that found in RTP. He was moderately impaired in
repeating nonwords, digits, non-meaningful word triplets and
clichés although he could repeat fairly well-words, meaningful
word triplets and novel sentences. Multimodal brain imaging dis-
closed tissue damage and reduced metabolic activity in the left
posterior temporal cortex/supramarginal gyrus with additional
metabolic decrements in the left frontal lobe and other structures
(see below). DTI showed the left temporo-parietal and temporo-
frontal segments of the AF interrupted by the lesion, but the both
ventral streams were spared. Importantly, the direct segment of
the AF in the right hemisphere was also absent with only vestigial
remains of the other dorsal subcomponents present, an architec-
ture prevailing in males (Catani et al., 2005; Catani and Mesulam,
2008). Although both patients had small lesions of similar vol-
umes, the fMRI tasks showed larger areas of bilateral perisylvian
activation in JGG than in RTP extending into motor, premotor
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and prefrontal areas in addition to the perisylvian areas activated
during the word and nonword repetition tasks by both of them. In
contrast, word triplet repetition activated a greater bilateral net-
work in RTP than JGG, with JGG exhibiting focal activation in
left frontal and superior temporal areas, and small right-sided
superior temporal sulcus and inferior frontal gyrus. This lim-
ited activation was not totally unexpected as word triplets were
semantically unrelated and he could only repeat semantically-
related three word strings. In the same context, JGG repeated
novel sentences requiring active semantic processing significantly
better that overlearned clichés, a dissociated performance sugges-
tive of reliance on the ventral streams.

The activation of large areas in JGG was not observed in
previous CA cases with small (Fernandez et al., 2004; case JVA
in Berthier et al., 2012) and large structural lesions (Harnish
et al., 2008). Rather, this activation resemble the patterns recently
described in both normal children with still undeveloped AF
(Brauer et al., 2010) and adolescents with early damage to
AF (Yeatman and Feldman, 2013). The MRI in JGG disclosed
enlarged cavum septum pellucidum/cavum vergae and involve-
ment of the anterior corpus callosum besides the poorly devel-
oped right dorsal stream. A small cavum septum pellucidum
(Grades 0–2) is considered a normal neuroanatomical varia-
tion and can occur in around 30% of healthy control subjects
(DeLisi et al., 1993; Hopkins and Lewis, 2000; Choi et al., 2008).
By contrast, an enlarged cavum septum pellucidum (Grades
3 and 4) represents a midline malformation and a marker of
arrested development of neighboring structures such as hip-
pocampus, septal nuclei, limbic system, or corpus callosum (Kim
and Peterson, 2003; Brown et al., 2009). The presence of an
enlarged cavum septum pellucidum has been associated with
various disorders related to dysfunction of the aforementioned
structures such as schizophrenia (Degreef et al., 1992; Trzesniak
et al., 2012), bipolar disorder (Kim et al., 2007), obsessive-
compulsive disorder (Chon et al., 2010), and developmental
disorders (macro/microcephaly, mental retardation, developmen-
tal delay, Tourette syndrome) (Schaefer et al., 1994; Kim and
Peterson, 2003). JGG had a negative history for these disorders
and the presence of enlarged cavum septum pellucidum/cavum
vergae was clinically unsuspected, yet their occurrence raises the
possibility that other brain regions were abnormally developed as
well. Embryologic development of the septum pellucidum is inti-
mately associated with the corpus callosum and we found that
this commissural pathway was fully normal in RTP but abnor-
mal in JGG. DTI and PET in JGG showed sparse amount of
reconstructed streamlines and reduced metabolic activity in the
rostral body of the corpus callosum, respectively. Since this part
of the corpus callosum interconnects premotor, motor and sup-
plementary motor regions (Witelson, 1989; Aboitiz and Montiel,
2003; Hofer and Frahm, 2006; Saur et al., 2010), it is possible
that reduced inter-hemispheric interactions coupled with unde-
veloped right dorsal stream explained the limited capacity of
JGG to compensate repetition deficits. The results obtained in
JGG should be interpreted with caution because he had minor
developmental anomalies that probably interfered with the devel-
opment and maturation of some brain regions. Although these
malformations were clinically silent and might be interpreted as

incidental MRI findings, their impact in the profile and evolution
of aphasic deficits remains to be determined.

The study of the neural correlates of dissociated speech pro-
duction and repetition deficits with multimodal imaging in these
cases confronted us with a complex scenario characterized by
reorganization of repetition in both cerebral hemispheres. Our
findings are preliminary because they were documented only in
two patients and because performing single-subject experimen-
tal research using neuroimaging (DTI, fMRI, PET) entails some
disadvantages in comparison with case series studies and group
studies (Kiran et al., 2013). Although further studies are clearly
needed, our findings in two well-matched patients with contrast-
ing aphasic syndromes suggest that dissociated repetition deficits
in these aphasic syndromes are probably reliant on flexible inter-
actions between spared components of the left dorsal and ventral
streams and on gender-dimorphic architecture of the right dorsal
stream.

REFERENCES
Abo, M., Senoo, A., Watanabe, S., Miyano, S., Doseki, K., Sasaki, N., et al. (2004).

Language-related brain function during word repetition in post-stroke aphasia.
Neuroreport 15, 1891–1894. doi: 10.1097/00001756-200408260-00011

Aboitiz, F., and Montiel, J. (2003). One hundred million years of interhemispheric
communication: the history of the corpus callosum. Braz. J. Med. Biol. Res. 36,
409–420. doi: 10.1590/S0100-879X2003000400002

Ackermann, H., and Riecker, A. (2010). The contribution(s) of the insula to speech
production: are view of the clinical and functional imaging literature. Brain
Struct. Funct. 214, 419–433. doi: 10.1007/s00429-010-0257-x

Albert, M. L., Goodglass, H., Helm, N. A., Rubens, A. B., and Alexander, M. P.
(1981). “Clinical aspects of dysphasia,” in Disorders of Human Communication
2, eds G. E. Arnold, F. Winckel, and B. D. Wyke. (Wien; New York: Springer-
Verlag).

Alexander, M. P. (2006). Impairments of procedures for implementing complex
language are due to disruption of frontal attention process. J. Int. Neuropsychol.
Soc. 12, 236–247. doi: 10.1017/S1355617706060309

Alexander, M. P., and Schmitt, M. A. (1980). The aphasia syndrome of stroke
in the left anterior cerebral artery territory. Arch. Neurol. 37, 97–100. doi:
10.1001/archneur.1980.00500510055010

Axer, H., Klingner, C. M., and Prescher, A. (2013). Fiber anatomy of dorsal and
ventral language streams. Brain Lang. 127, 192–204. doi: 10.1016/j.bandl.2012.
04.015

Basser, P. J., Mattiello, J., and LeBihan, D. (1994). MR diffusion tensor spectroscopy
and imaging. Biophys. J. 66, 259–267. doi: 10.1016/S0006-3495(94)80775-1

Beckmann, C.F., and Smith, S. M. (2004). Probabilistic independent component
analysis for functional magnetic resonance imaging. IEEE Trans. Med. Imaging
23, 137–152. doi: 10.1109/TMI.2003.822821

Benson, D. F., Sheremata, W. A., Bouchard, R., Segarra, J. M., Price, D., and
Geschwind, N. (1973). Conduction aphasia: a clinicopathological study. Arch.
Neurol. 28, 339–346. doi: 10.1001/archneur.1973.00490230075011

Bernal, B., and Ardila, A. (2009). The role of the arcuate fasciculus in conduction
aphasia. Brain 132, 2309–2316. doi: 10.1093/brain/awp206

Berndt, R. S., Wayland, S., Rochon, E., Saffran, E., and Schwartz, M. (2000).
Quantitative Production Analysis: A Training Manual for the Analysis of Aphasic
Sentence Production. Hove: Psychology Press.

Berthier, M. L. (1999). Transcortical Aphasias. Hove: Psychology Press.
Berthier, M. L. (2001). Unexpected brain-language relationships in aphasia: evi-

dence from transcortical sensory aphasia associated with frontal lobe lesions.
Aphasiology 15, 99–130. doi: 10.1080/02687040042000179

Berthier, M. L., García-Casares, N., Walsh, S. F., Nabrozidis, A., Ruíz de Mier, R. J.,
Green, C., et al. (2011). Recovery from post-stroke aphasia: lessons from brain
imaging and implications for rehabilitation and biological treatments. Discov.
Med. 12, 275–289.

Berthier, M. L., Lambon Ralph, M. A., Pujol, J., and Green, C. (2012). Arcuate fas-
ciculus variability and repetition: the left sometimes can be right. Cortex 48,
133–143. doi: 10.1016/j.cortex.2011.06.014

Frontiers in Human Neuroscience www.frontiersin.org December 2013 | Volume 7 | Article 873 | 98

http://www.frontiersin.org/Human_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Human_Neuroscience/archive


Berthier et al. Dissociated speech production deficits in aphasia

Blank, S. C., Scott, S. K., Murphy, K., Warburton, E., and Wise, R. J. (2002).
Speech production: Wernicke, Broca and beyond. Brain 125, 1829–1838. doi:
10.1093/brain/awf191

Borovsky, A., Saygin, A. P., Bates, E., and Dronkers, N. (2007). Lesion correlates of
conversational speech production deficits. Neuropsychologia 45, 2525–2533. doi:
10.1016/j.neuropsychologia.2007.03.023

Brauer, J., Anwander, A., and Friederici, A. D. (2010). Neuroanatomical prerequi-
sites for language functions in the maturing brain. Cereb. Cortex 21, 459–466.
doi: 10.1093/cercor/bhq108

Breier, J. I., Juranek, J., and Papanicolaou, A. C. (2011). Changes in maps of lan-
guage function and the integrity of the arcuate fasciculus after therapy for
chronic aphasia. Neurocase 17, 506–517. doi: 10.1080/13554794.2010.547505

Broca, P. (1861). Remarques sur le siége de la faculté du language articulé, suivies
d’une observation d’aphemie (perte de la parole). Bull. Soc. Anat. 36, 330–357.

Broca, P. (1863). Localisations des fonctions cérébrales: Siége du language articulé,
Bull. Soc. Anthropol. 4, 200–220.

Brown, A. S., Deicken, R. F., Vinogradov, S., Kremen, W. S., Poole, J. H., Penner,
J. D., et al. (2009). Prenatal infection and cavum septum pellucidum in adult
schizophrenia. Schizophr. Res. 108, 285–287. doi: 10.1016/j.schres.2008.11.018

Buchsbaum, B. R., Baldo, J., Okada, K., Berman, K. F., Dronkers, N., D’Esposito, M.,
et al. (2011). Conduction aphasia, sensory-motor integration, and phonological
short-term memory - an aggregate analysis of lesion and fMRI data. Brain Lang.
119, 19–28. doi: 10.1016/j.bandl.2010.12.001

Burton, M. W., Noll, D. C., and Small, S. L. (2001). The anatomy of audi-
tory word processing: Individual variability. Brain Lang. 77, 119–131. doi:
10.1006/brln.2000.2444

Carota, A., Annoni, J. M., and Marangolo, P. (2007). Repeating through the
insula: evidence from two consecutive strokes. Neuroreport 18, 1367–1370. doi:
10.1097/WNR.0b013e328277ef72

Castro-Caldas, A., Petersson, K. M., Reis, A., Stone-Elander, S., and Ingvar, M.
(1998). The illiterate brain. Learning to read and write during childhood influ-
ences the functional organization of the adult brain. Brain 121, 1053–1063. doi:
10.1093/brain/121.6.1053

Catani, M., Allin, M. P., Husain, M., Pugliese, L., Mesulam, M. M., Murray,
R. M., et al. (2007). Symmetries in human brain language pathways cor-
relate with verbal recall. Proc. Natl. Acad. Sci. 104, 17163–17168. doi:
10.1073/pnas.0702116104

Catani, M., Jones, D. K., and ffytche, D. H. (2005). Perisylvian language networks
of the human brain. Ann. Neurol. 57, 8–16. doi: 10.1002/ana.20319

Catani, M., and Mesulam, M. (2008). The arcuate fasciculus and the disconnection
theme in language and aphasia: history and current state. Cortex 44, 953–961.
doi: 10.1016/j.cortex.2008.04.002

Catani, M., and Thiebaut de Schotten, M. (2012). Atlas of Human
Brain Connections. New York, NY: Oxford University Press, Inc. doi:
10.1093/med/9780199541164.001.0001

Cauquil-Michon, C., Flamand-Roze, C., and Denier, C. (2011). Borderzone strokes
and transcortical aphasia. Curr. Neurol. Neurosci. Rep. 11, 570–577. doi:
10.1007/s11910-011-0221-z

Choi, J. S., Kang, D. H., Park, J. Y., Jung, W. H., and Choi, C. H., Chon, M. W.,
et al. (2008). Cavum septum pellucidum in subjects at ultra-high risk for psy-
chosis: compared with first-degree relatives of patients with schizophrenia and
healthy volunteers. Prog. Neuropsychopharmacol. Biol. Psychiatry 32, 1326–1330.
doi: 10.1016/j.pnpbp.2008.04.011

Chon, M. W., Choi, J. S., Kang, D. H., Jung, M. H., and Kwon, J. S. (2010). MRI
study of the cavum septum pellucidum in obsessive-compulsive disorder. Eur.
Arch. Psychiatry Clin. Neurosci. 260, 337–343. doi: 10.1007/s00406-009-0081-6

Cloutman, L. L. (2013). Interaction between dorsal and ventral processing streams:
Where, when and how? Brain Lang. 127, 251–263. doi: 10.1016/j.bandl.2012.
08.003

Coelho, C., Lê, K., Mozeiko, J., Krueger, F., and Grafman, J. (2012). Discourse pro-
duction following injury to the dorsolateral prefrontal cortex. Neuropsychologia
50, 3564–3572. doi: 10.1016/j.neuropsychologia.2012.09.005

Collete, F., Majerus, S., Van Der Linden, M., Dabe, P., Degueldre, C., Delfiore,
G., et al. (2001). Contribution of lexico-semantic processes to verbal
short-term memory tasks: A PET activation study. Memory 9, 249–259. doi:
10.1080/09658210143000056

Cum, L., and Ellis, A. W. (1999). Why do some aphasics show an advantage on
some tests of nonpropositional (automatic) speech. Brain Lang. 70, 95–118. doi:
10.1006/brln.1999.2147

Damasio, H., and Damasio, A. R. (1980). The anatomical basis of conduction
aphasia. Brain 103, 337–350. doi: 10.1093/brain/103.2.337

De Bleser, R., Cubelli, R., and Luzzatti, C. (1993). Conduction aphasia, mis-
representations, and word representations. Brain Lang. 45, 475–494. doi:
10.1006/brln.1993.1056

Degreef, G., Bogerts, B., Falkai, P., Greve, B., Lantos, G., Ashtari, M., et al. (1992).
Increased prevalence of the cavum septum pellucidum in magnetic resonance
scans and post-mortem brains of schizophrenic patients. Psychiatry Res. 45,
1–13. doi: 10.1016/0925-4927(92)90009-S

DeLisi, L. E., Hoff, A. L., Kushner, M., and Degreef, G. (1993). Increased prevalence
of cavum septum pellucidum in schizophrenia. Psychiatry Res. 50, 193–199. doi:
10.1016/0925-4927(93)90030-L

Dick, A. S., and Tremblay, P. (2012). Beyond the arcuate fasciculus: consensus and
controversy in the connectional anatomy of language. Brain 135, 3529–3550.
doi: 10.1093/brain/aws222

Draganski, B., and May, A. (2008). Training-induced structural changes in the adult
human brain. Behav. Brain Res. 192, 137–142. doi: 10.1016/j.bbr.2008.02.015

Durisko, C., and Fiez, J. A. (2010). Functional activation in the cerebellum
during working memory and simple speech tasks. Cortex 46, 896–906. doi:
10.1016/j.cortex.2009.09.009

Ellis, C., Rosenbek, J. C., Rittman, M. R., and Boylstein, C. A. (2005). Recovery of
cohesion in narrative discourse after left hemisphere stroke. J. Rehabil. Res. Dev.
42, 737–746. doi: 10.1682/JRRD.2005.02.0026

Fernandez, B., Cardebat, D., Demonet, J. F., Joseph, P. A., Mazaux, J. M., Barat, M.,
et al. (2004). Functional MRI follow-up study of language processes in healthy
subjects and during recovery in a case of aphasia. Stroke 35, 2171–2176. doi:
10.1161/01.STR.0000139323.76769.b0

Freedman, M., Alexander, M. P., and Naeser, M. A. (1984). Anatomic
basis of transcortical motor aphasia. Neurology 34, 409–417. doi:
10.1212/WNL.34.4.409

Friederici, A. D. (2012). Language development and the ontogeny of the dorsal
pathway. Front. Evol. Neurosci. 4:3. doi: 10.3389/fnevo.2012.00003

Friederici, A. D., and Gierhan, S. M. (2013). The language network. Curr. Opin.
Neurobiol. 23, 250–254. doi: 10.1016/j.conb.2012.10.002

Fucetola, R., Tabor Connor, L., Perry, J., Leo, P., Tucker, F. M., and Corbetta,
M. (2006). Aphasia severity, semantics, and depression predict func-
tional communication in acquired aphasia. Aphasiology 20, 449–461. doi:
10.1080/02687030500390177

Geranmayeh, F., Brownsett, S. L., Leech, R., Beckmann, C. F., Woodhead, Z.,
and Wise, R. J. S. (2012). The contribution of the inferior parietal cortex
to spoken language production. Brain Lang. 121, 47–57. doi: 10.1016/j.bandl.
2012.02.005

Geschwind, N. (1965). Disconnexion syndromes in animal and man. Brain 88,
237–294; 585–644. doi: 10.1093/brain/88.2.237

Geschwind, N. (1967). Wernicke’s contribution to the study of aphasia. Cortex 3,
449–463. doi: 10.1016/S0010-9452(67)80030-3

Gharabaghi, A., Kunath, F., Erb, M., Saur, R., Heckl, S., Tatagiba, M., et al. (2009).
Perisylvian white matter connectivity in the human right hemisphere. BMC
Neurosci. 10:15. doi: 10.1186/1471-2202-10-15

Gold, M., Nadeau, S. E., Jacobs, D. H., Adair, J. C., Rothi, L. J., and Heilman, K. M.
(1997). Adynamic aphasia: a transcortical motor aphasia with defective seman-
tic strategy formation. Brain Lang. 57, 374–393. doi: 10.1006/brln.1997.1750

Goodglass, H. (1992). “Diagnosis of conduction aphasia,” in Conduction Aphasia,
ed S. E. Kohn (Hove: Lawrence Erlbaum Associated), 39–49.

Gratton, C., Nomura, E. M., Pérez, F., and D’Esposito, M. (2012). Focal brain
lesions to critical locations cause widespread disruption of the modular
organization of the brain. J. Cogn. Neurosci. 24, 1275–1285. doi: 10.1162/
jocn_a_00222

Häberling, I. S., Badzakova-Trajkov, G., and Corballis, M. C. (2013). Asymmetries
of the arcuate fasciculus in monozygotic twins: genetic and nongenetic influ-
ences. PLoS ONE 8:e52315. doi: 10.1371/journal.pone.0052315

Halwani, G. F., Loui, P., Rüber, T., and Schlaug, G. (2011). Effects of practice and
experience on the arcuate fasciculus: comparing singers, instrumentalists, and
non-musicians. Front. Psychol. 2:156. doi: 10.3389/fpsyg.2011.00156

Harnish, S. M., Neils-Strunjas, J., Lamy, M., and Eliassen, J. (2008). Use of fMRI
in the study of chronic aphasia recovery after therapy: A case study. Top. Stroke
Rehabil. 15, 468–483. doi: 10.1310/tsr1505-468

Hartwigsen, G., Saur, D., Price, C. J., Baumgaertner, A., Ulmer, S., and Siebner, H.
R. (2013). Increased facilitatory connectivity from the pre-SMA to the left dorsal

Frontiers in Human Neuroscience www.frontiersin.org December 2013 | Volume 7 | Article 873 | 99

http://www.frontiersin.org/Human_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Human_Neuroscience/archive


Berthier et al. Dissociated speech production deficits in aphasia

premotor cortex during pseudoword repetition. J. Cogn. Neurosci. 25, 580–594.
doi: 10.1162/jocn_a_00342

Heilman, K. M., Tucker, D. M., and Valenstein, E. (1976). A case of mixed transcor-
tical aphasia with intact naming. Brain 99, 415–426. doi: 10.1093/brain/99.3.415

Heiss, W. D., and Thiel, A. (2006). A proposed regional hierarchy in recovery of
post-stroke aphasia. Brain Lang. 98, 118–123. doi: 10.1016/j.bandl.2006.02.002

Henderson, V. W. (1992). “Early concepts of conduction aphasia,” in Conduction
Aphasia, ed S. E. Kohn (Hove: Lawrence Erlbaum Associates), 23–38.

Hickok, G., Houde, J., and Rong, F. (2011). Sensorimotor integration in speech
processing: computational basis and neural organization. Neuron 69, 407–422.
doi: 10.1016/j.neuron.2011.01.019

Hickok, G., and Poeppel, D. (2007). The cortical organization of speech processing.
Nat. Rev. Neurosci. 8, 393–402. doi: 10.1038/nrn2113

Hofer, S., and Frahm, J. (2006). Topography of the human corpus callosum
revisited–comprehensive fiber tractography using diffusion tensor magnetic
resonance imaging. Neuroimage 32, 989–994. doi: 10.1016/j.neuroimage.2006.
05.044

Hopkins, R., and Lewis, S. (2000). “Structural imaging findings and macroscopic
pathology,” in The Neuropathology of Schizophrenia, eds P. Harrison and G.
Roberts (New York, NY: Oxford University Press), 5–56.

Jenkinson, M., Bannister, P., Brady, M., and Smith, S. (2002). Improved optimiza-
tion for the robust and accurate linear registration and motion correction of
brain images. Neuroimage 17, 825–841. doi: 10.1006/nimg.2002.1132

Jenkinson, M., Beckmann, C. F., Behrens, T. E., Woolrich, M. W., and Smith, S. M.
(2012). FSL. Neuroimage 62, 782–790. doi: 10.1016/j.neuroimage.2011.09.015

Juilland, A., and Chang-Rodriguez, E. (1964). Frequency Dictionary of Spanish
Words. Mouton, Hague: London.

Junceda, L. (1981). 150 Famosos Dichos del Idioma Castellano. Madrid: Susaeta
Ediciones.

Kay, J., Lesser, R., and Coltheart, M. (1992). Psycholinguistic Assessments of Language
Processing in Aphasia. (PALPA). Hove: Lawrence Erlbaum Associated Ltd.

Kelly, R. E. Jr., Alexopoulos, G. S., Wang, Z., Gunning, F. M., and Murphy, C. F.,
Morimoto, S. S., et al. (2010). Visual inspection of independent components:
defining a procedure for artifact removal from fMRI data. J. Neurosci. Methods
189, 233–245. doi: 10.1016/j.jneumeth.2010.03.028

Kertesz, A. (1982). The Western Aphasia Battery. New York, NY: Grune and Stratton.
Kim, K. J., and Peterson, B. S. (2003). Cavum septi pellucidi in Tourette syndrome.

Biol. Psychiatry 54, 76–85. doi: 10.1016/S0006-3223(02)01830-9
Kim, M. J., Lyoo, I. K., Dager, S. R., Friedman, S. D., Chey, J., Hwang, J., et al.

(2007). The occurrence of cavum septi pellucidi enlargement is increased
in bipolar disorder patients. Bipolar Disord. 9, 274–280. doi: 10.1111/j.1399-
5618.2007.00442.x

Kiran, S., Ansaldo, A., Bastiaanse, R., Cherney, L. R., Howard, D., Faroqi-
Shah, Y., et al. (2013). Neuroimaging in aphasia treatment research: stan-
dards for establishing the effects of treatment. Neuroimage 76, 428–435. doi:
10.1016/j.neuroimage.2012.10.011

Kümmerer, D., Hartwigsen, G., Kellmeyer, P., Glauche, V., Mader, I., Klöppel, S.,
et al. (2013). Damage to ventral and dorsal language pathways in acute aphasia.
Brain 136, 619–629. doi: 10.1093/brain/aws354

Kussmaul, A. (1877). Die Storungen der Sprache. Leipzig: Vogel.
Lazar, R. M., and Mohr, J. P. (2011). Revisiting the contributions of Paul

Broca to the study of aphasia. Neuropsychological Review 21, 236–239. doi:
10.1007/s11065-011-9176-8

Lazar, R. M., Speizer, A. E., Festa, J. R., Krakauer, J. W., and Marshall, R. S. (2008).
Variability in language recovery after first-time stroke. J. Neurol. Neurosurg.
Psychiatry 79, 530–534. doi: 10.1136/jnnp.2007.122457

Le Bihan, D. (2003). Looking into the functional architecture of the brain with
diffusion MRI. Nat. Rev. Neurosci. 4, 469–480. doi: 10.1038/nrn1119

Leff, A. P., Schofield, T. M., Crinion, J. T., Seghier, M. L., Grogan, A., Green, D. W.,
et al. (2009). The left superior temporal gyrus is a shared substrate for auditory
short-term memory and speech comprehension: evidence from 210 patients
with stroke. Brain 132, 3401–3410. doi: 10.1093/brain/awp273

Lichtheim, L. (1885). On aphasia. Brain 7, 433–484. doi: 10.1093/brain/7.4.433
Lopez-Barroso, D., de Diego-Balaguer, R., Cunillera, T., Camara, E., Münte, T. F.,

and Rodriguez-Fornells, A. (2011). Language learning under working memory
constraints correlates with microstructural differences in the ventral language
pathway. Cereb. Cortex 21, 2742–2750. doi: 10.1093/cercor/bhr064

Luria, A. R., and Tsvetkova, L. S. (1968). The mechanisms of “Dynamic Aphasia.”
Found. Lang. 4, 296–307.

Mackey, A. P., Whitaker, K. J., and Bunge, S. A. (2012). Experience dependent
plasticity in white matter microstructure: reasoning training alters structural
connectivity. Front. Neuroanat. 6:32. doi: 10.3389/fnana2012.00032

Majerus, S., Attout, L., D’Argembeau, A., Degueldre, C., Fias, W., Maquet, P.,
et al. (2012). Attention supports verbal short-term memory via competition
between dorsal and ventral attention networks. Cereb. Cortex 22, 1086–1097.
doi: 10.1093/cercor/bhr174

Makris, N., and Pandya, D. N. (2009). The extreme capsule in humans and
rethinking of the language circuitry. Brain Struct. Funct. 213, 343–358. doi:
10.1007/s00429-008-0199-8

Marchina, S., Zhu, L. L., Norton, A., Zipse, L., Wan, C. Y., and Schlaug, G. (2011).
Impairment of speech production predicted by lesion load of the left arcuate
fasciculus. Stroke 42, 2251–2256. doi: 10.1161/STROKEAHA.110.606103

Marvel, C. L., and Desmond, J. E. (2010). Functional topography of the cere-
bellum in verbal working memory. Neuropsychol. Rev. 20, 271–279. doi:
10.1007/s11065-010-9137-7

May, A. (2011). Experience-dependent structural plasticity in the adult human
brain. Trends Cogn. Sci. 15, 475–482. doi: 10.1016/j.tics.2011.08.002

McCarthy, R. A., and Warrington, E. K. (1987). The double dissociation of
short-term memory for lists and sentences. Evidence from aphasia. Brain 110,
1545–1563. doi: 10.1093/brain/110.6.1545

McCarthy, R., and Warrington, E. K. (1984). A two-route model of speech produc-
tion. Evidence from aphasia. Brain 107, 463–485. doi: 10.1093/brain/107.2.463

Mesulam, M. M. (1998). From sensation to cognition. Brain 121, 1013–1052. doi:
10.1093/brain/121.6.1013

Mesulam, M. M. (2005). Imaging connectivity in the human cerebral cortex: the
next frontier? Ann. Neurol. 57, 5–7. doi: 10.1002/ana.20368

Moreno-Torres, I., Berthier, M. L., Del Mar Cid, M., Green, C., Gutiérrez, A.,
García-Casares, N., et al. (2013). Foreign accent syndrome: a multimodal eval-
uation in the search of neuroscience-driven treatments. Neuropsychologia 51,
520–537. doi: 10.1016/j.neuropsychologia.2012.11.010

Nadeau, S. E. (2001). Phonology: a review and proposals from a connectionist
perspective. Brain Lang. 79, 511–579. doi: 10.1006/brln.2001.2566

Naeser, M. A., Palumbo, C. L., Helm-Estabrooks, N., Stiassny-Eder, D., and Albert,
M. L. (1989). Severe nonfluency in aphasia. Role of the medial subcallosal fasci-
culus and other white matter pathways in recovery of spontaneous speech. Brain
112, 1–38. doi: 10.1093/brain/112.1.1

Nicholas, L. E., and Brookshire, R. H. (1993). A system for quantifying the informa-
tiviness and efficiency of the connected speech of adults with aphasia. J. Speech
Hear. Res. 36, 338–350.

Oldfield, R. C. (1971). The assessment and analysis of handedness: the Edinburgh
inventory. Neuropsychologia 9, 97–113. doi: 10.1016/0028-3932(71)90067-4

Paus, T., Zijdenbos, A., Worsley, K., Collins, D. L., Blumenthal, J., Giedd, J. N., et al.
(1999). Structural maturation of neural pathways in children and adolescents:
in vivo study. Science 283, 1908–1911. doi: 10.1126/science.283.5409.1908

Perani, D., Saccuman, M. C., Scifo, P., Anwander, A., Spada, D., Baldoli, C.,
et al. (2011). Neural language networks at birth. Proc. Natl. Acad. Sci. U.S.A.
108,16056–16061. doi: 10.1073/pnas.1102991108

Powell, H. W., Parker, G. J., Alexander, D. C., Symms, M. R., Boulby, P. A., Wheeler-
Kingshott, C. A., et al. (2006). Hemispheric asymmetries in language-related
pathways: a combined functional MRI and tractography study. Neuroimage 32,
388–399. doi: 10.1016/j.neuroimage.2006.03.011

Price, C. J. (2010). The anatomy of language: a review of 100 fMRI studies
published in 2009. Ann. N.Y. Acad. Sci. 1191, 62–88. doi: 10.1111/j.1749-
6632.2010.05444.x

Price, C. J., Wise, R. J. S., Warburton, E. A., Moore, C. J., Howard, D., Patterson,
K., et al. (1996). Hearing and saying. The functional neuro-anatomy of auditory
word processing. Brain 119, 919–931. doi: 10.1093/brain/119.3.919

Pulvermüller, F., and Berthier, M. L. (2008). Aphasia therapy on a neuroscience
basis. Aphasiology 22, 563–599. doi: 10.1080/02687030701612213

Radman, N., Staub, F., Aboulafia-Brakha, T., Berney, A., Bogousslavsky, J., and
Annoni, J. M. (2012). Poststroke fatigue following minor infarcts: a prospective
study. Neurology 79, 1422–1427. doi: 10.1212/WNL.0b013e31826d5f3a

Rauschecker, J. P., and Scott, S. K. (2009). Maps and streams in the auditory cortex:
nonhuman primates illuminate human speech processing. Nat. Neurosci. 12,
718–724. doi: 10.1038/nn.2331

Riecker, A., Mathiak, K.,Wildgruber, D., Erb, M., and Hertrich, I., Grodd,W., et al.
(2005). fMRI reveals two distinct cerebral networks subserving speech motor
control. Neurology 64, 700–706. doi: 10.1212/01.WNL.0000152156.90779.89

Frontiers in Human Neuroscience www.frontiersin.org December 2013 | Volume 7 | Article 873 | 100

http://www.frontiersin.org/Human_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Human_Neuroscience/archive


Berthier et al. Dissociated speech production deficits in aphasia

Rijntjes, M., Weiller, C., Bormann, T., and Musso, M. (2012). The dual loop model:
its relation to language and other modalities. Front. Evol. Neurosci. 4:9. doi:
10.3389/fnevo.2012.00009

Rilling, J. K., Glasser, M. F., Preuss, T. M., Ma, X., Zhao, T., Hu, X., et al. (2008).
The evolution of the arcuate fasciculus revealed with comparative DTI. Nat.
Neurosci. 11, 426–428. doi: 10.1038/nn2072

Robinson, G., Blair, J., and Cipolotti, L. (1998). Dynamic aphasia: an inabil-
ity to select between competing verbal responses? Brain 12, 77–89. doi:
10.1093/brain/121.1.77

Robinson, G., Shallice, T., and Cipolotti, L. (2005). A failure of high level ver-
bal response selection in progressive dynamic aphasia. Cogn. Neuropsychol. 22,
661–694. doi: 10.1080/02643290442000239

Robinson, G., Shallice, T., and Cipolotti, L. (2008). Dynamic aphasia in pro-
gressive supranuclear palsy: a deficit in generating a fluent sequence of novel
thought. Neuropsychologia 44, 1344–1360. doi: 10.1016/j.neuropsychologia.
2006.01.002

Rolheiser, T., Stamatakis, E. A., and Tyler, L. K. (2011). Dynamic processing in
the human language system: synergy between the arcuate fascicle and extreme
capsule. J. Neurosci. 31, 16949–16957. doi: 10.1523/JNEUROSCI.2725-11.2011

Rorden, C. (2005). MRIcro. Availabile online at: http://www.sph.sc.edu/comd/
rorden/mricro.html

Saur, D., Kreher, B. W., Schnell, S., Kümmerer, D., Kellmeyer, P., Vry, M. S., et al.
(2008). Ventral and dorsal pathways for language. Proc. Natl. Acad. Sci. U.S.A.
105, 18035–18040. doi: 10.1073/pnas.0805234105

Saur, D., Schelter, B., Schnell, S., Kratochvil, D., Küpper, H., Kellmeyer, P., et al.
(2010). Combining functional and anatomical connectivity reveals brain net-
works for auditory language comprehension. Neuroimage 49, 3187–3197. doi:
10.1016/j.neuroimage.2009.11.009

Schaefer, G. B., Bodensteiner, J. B., and Thompson, J. N. Jr. (1994). Subtle anomalies
of the septum pellucidum and neurodevelopmental deficits. Dev. Med. Child
Neurol. 36, 554–559. doi: 10.1111/j.1469-8749.1994.tb11888.x

Schlaug, G., Marchina, S., and Norton, A. (2009). Evidence for plasticity in white-
matter tracts of patients with chronic Broca’s aphasia undergoing intense
intonation-based speech therapy. Ann. N.Y. Acad. Sci. 1169, 385–394. doi:
10.1111/j.1749-6632.2009.04587.x

Schlaug, G., Norton, A., Marchina, S., Zipse, L., and Wan, C. Y. (2010). From
singing to speaking: facilitating recovery from nonfluent aphasia. Future Neurol.
5, 657–665. doi: 10.2217/fnl.10.44

Schlegel, A. A., Rudelson, J. J., and Tse, P. U. (2012). White matter structure
changes as adults learn a second language. J. Cogn. Neurosci. 24, 1664–1670.
doi: 10.1162/jocn_a_00240

Shallice, T., and Warrington, E. K. (1977). Auditory-verbal short-term mem-
ory impairment and conduction aphasia. Brain Lang. 4, 479–491. doi:
10.1016/0093-934X(77)90040-2

Smith, S. M. (2002). Fast robust automated brain extraction. Hum. Brain Mapp. 17,
143–155. doi: 10.1002/hbm.10062

Smith, S. M., Jenkinson, M., Woolrich, M. W., Beckmann, C. F., Behrens, T.
E., Johansen-Berg, H., et al. (2004). Advances in functional and structural
MR image analysis and implementation as FSL. Neuroimage 23(Suppl. 1),
S208–S219. doi: 10.1016/j.neuroimage.2004.07.051

Sörös, P.,Sokoloff, L. G., Bose, A., McIntosh, A. R., Graham, S. J., and Stuss, D. T.
(2006). Clustered functional MRI of overt speech production. Neuroimage 32,
376–387. doi: 10.1016/j.neuroimage.2006.02.046

Staub, F., and Bogousslavsky, J. (2001). Fatigue after stroke: a major but neglected
issue. Cerebrovasc. Dis. 12, 75–81. doi: 10.1159/000047685

Sutcliffe, L. M., and Lincoln, N. B. (1998). The assessment of depression in
aphasic stroke patients: the development of the Stroke Aphasic Depression
Questionnaire. Clin. Rehabil. 12, 506–513. doi: 10.1191/026921598672167702

Tang, W. K., Liang, H. J., Chen, Y. K., Chu, W. C., Abrigo, J., Mok, V. C., et al.
(2013). Poststroke fatigue is associated with caudate infarcts. J. Neurol. Sci. 324,
131–135. doi: 10.1016/j.jns.2012.10.022

Taubner, R. W., Raymer, A. M., and Heilman, K. M. (1999). Frontal-opercular
aphasia. Brain Lang. 70. 240–261. doi: 10.1006/brln.1999.2157

Thiebaut de Schotten, M., Ffytche, D. H., Bizzi, A., Dell’Acqua, F., Allin, M., Walshe,
M., et al. (2011). Atlasing location, asymmetry and inter-subject variability
of white matter tracts in the human brain with MR diffusion tractography.
Neuroimage 54, 49–59. doi: 10.1016/j.neuroimage.2010.07.055

Trzesniak, C., Oliveira, I. R., Kempton, M. J., Galvão-de Almeida, A., Chagas, M.
H., Ferrari, M. C., et al. (2012). Are cavum septum pellucidum abnormalities

more common in schizophrenia spectrum disorders? A systematic review and
meta-analysis. Schizophr. Res. 125, 1–12. doi: 10.1016/j.schres.2010.09.016

Turkeltaub, P. E., Messing, S., Norise, C., and Hamilton, R. H. (2011). Are networks
for residual language function and recovery consistent across aphasic patients?
Neurology 76, 1726–1734. doi: 10.1212/WNL.0b013e31821a44c1

Turken, A. U., and Dronkers, N. F. (2011). The neural architecture of the language
comprehension network: converging evidence from lesion and connectivity
analyses. Front. Syst. Neurosci. 5:1. doi: 10.3389/fnsys.2011.00001

Vallar, G., Di Betta, A. M., and Silveri, M. C. (1997). The phonological short-
term store-rehearsal system: patterns of impairment and neural correlates.
Neuropsychologia 35, 795–812. doi: 10.1016/S0028-3932(96)00127-3

Valle, F., and Cuetos, F. (1995). EPLA: Evaluación del Procesamiento Lingüísticos en
la Afasia. Hove: Lawrence Erlbaum Associates Ltd.

Weiller, C., Bormann, T., Saur, D., Musso, M., and Rijntjes, M. (2011). How the
ventral pathway got lost: and what its recovery might mean. Brain Lang. 118,
29–39. doi: 10.1016/j.bandl.2011.01.005

Wernicke, C. (1874). Der aphasische Symptomenkomplex. Breslau: Cohn und
Weigert.

Wernicke, C. (1906). “Der aphasische symptomencomplex,” in Die deutsche Klinik
am Eingange des 20: Jahrhunderts, Vol. 6, eds E. von Leyden and F. Klemperer
(Berlin; Vienna: Urban and Schwarzenberg), 487–556.

Wernicke, C. (1977). Wernicke’s Works on Aphasia: A Sourcebook and Review
[Der aphasische Symptomencomplex. Eine psychologische Studie auf anatomischer
Basis]. Transl. G. H. Eggert, New York, NY: Mouton. Original work published
1874.

Willems, R. M., and Varley, R. (2010). Neural Insights into the Relation
between Language and Communication. Front. Hum. Neurosci. 4:203. doi:
10.3389/fnhum.2010.00203

Witelson, S. F. (1989). Hand and sex differences in the isthmus and genu of the
human corpus callosum. A postmortem morphological study. Brain 112, 799–835.
doi: 10.1093/brain/112.3.799

Woolrich, M. W., Jbabdi, S., Patenaude, B., Chappell, M., Makni, S., Behrens, T.,
et al. (2009). Bayesian analysis of neuroimaging data in FSL. Neuroimage 45,
S173–S186. doi: 10.1016/j.neuroimage.2008.10.055

Woolrich, M. W., Ripley, B. D., Brady, M., and Smith, S. M. (2001). Temporal
autocorrelation in univariate linear modeling of FMRI data. Neuroimage 14,
1370–1386. doi: 10.1006/nimg.2001.0931

Yeatman, J. D., and Feldman, H. M. (2013). Neural plasticity after pre-linguistic
injury to the arcuate and superior longitudinal fasciculi. Cortex 49, 301–311.
doi: 10.1016/j.cortex.2011.08.006

Zipse, L., Norton, A., Marchina, S., and Schlaug, G. (2012). When right is all that is
left: plasticity of right-hemisphere tracts in a young aphasic patient. Ann. N.Y.
Acad. Sci. 1252, 237–245. doi: 10.1111/j.1749-6632.2012.06454.x

Conflict of Interest Statement: Marcelo L. Berthier declares association with the
following companies: Bayer, Eisai, Eli Lilly, GlaxoSmithhKline, Janssen, Merz,
Novartis, Nutricia, Pfizer, and Lundbeck. Rocío Juárez y Ruiz de Mier declares
association with Pfizer. Seán Froudist Walsh, Guadalupe Dávila, Alejandro
Nabrozidis, Antonio Gutiérrez, Irene De-Torres, Rafael Ruiz-Cruces, Francisco
Alfaro, and Natalia García-Casares declare that the research was conducted in the
absence of any commercial or financial relationships that could be construed as a
potential conflict of interest.

Frontiers in Human Neuroscience www.frontiersin.org December 2013 | Volume 7 | Article 873 |

Received: 15 July 2013; accepted: 29 November 2013; published online: 19 December
2013.
Citation: Berthier ML, Froudist Walsh S, Dávila G, Nabrozidis A, Juárez y Ruiz
de Mier R, Gutiérrez A, De-Torres I, Ruiz-Cruces R, Alfaro F and García-Casares
N (2013) Dissociated repetition deficits in aphasia can reflect flexible interactions
between left dorsal and ventral streams and gender-dimorphic architecture of the right
dorsal stream. Front. Hum. Neurosci. 7:873. doi: 10.3389/fnhum.2013.00873
This article was submitted to the journal Frontiers in Human Neuroscience.
Copyright © 2013 Berthier, Froudist Walsh, Dávila, Nabrozidis, Juárez y Ruiz de
Mier, Gutiérrez, De-Torres, Ruiz-Cruces, Alfaro and García-Casares. This is an open-
access article distributed under the terms of the Creative Commons Attribution License
(CC BY). The use, distribution or reproduction in other forums is permitted, provided
the original author(s) or licensor are credited and that the original publication in this
journal is cited, in accordance with accepted academic practice. No use, distribution or
reproduction is permitted which does not comply with these terms.

101

http://www.sph.sc.edu/comd/rorden/mricro.html
http://www.sph.sc.edu/comd/rorden/mricro.html
http://dx.doi.org/10.3389/fnhum.2013.00873
http://dx.doi.org/10.3389/fnhum.2013.00873
http://dx.doi.org/10.3389/fnhum.2013.00873
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
http://www.frontiersin.org/Human_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Human_Neuroscience/archive


ORIGINAL RESEARCH ARTICLE
published: 31 January 2014

doi: 10.3389/fnhum.2014.00024

Sensory-to-motor integration during auditory repetition: a
combined fMRI and lesion study
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The aim of this paper was to investigate the neurological underpinnings of auditory-to-motor
translation during auditory repetition of unfamiliar pseudowords. We tested two different
hypotheses. First we used functional magnetic resonance imaging in 25 healthy subjects
to determine whether a functionally defined area in the left temporo-parietal junction (TPJ),
referred to as Sylvian-parietal-temporal region (Spt), reflected the demands on auditory-to-
motor integration during the repetition of pseudowords relative to a semantically mediated
nonverbal sound-naming task. The experiment also allowed us to test alternative accounts
of Spt function, namely that Spt is involved in subvocal articulation or auditory processing
that can be driven either bottom-up or top-down. The results did not provide convincing
evidence that activation increased in either Spt or any other cortical area when non-semantic
auditory inputs were being translated into motor outputs. Instead, the results were most
consistent with Spt responding to bottom up or top down auditory processing, independent
of the demands on auditory-to-motor integration. Second, we investigated the lesion sites
in eight patients who had selective difficulties repeating heard words but with preserved
word comprehension, picture naming and verbal fluency (i.e., conduction aphasia). All eight
patients had white-matter tract damage in the vicinity of the arcuate fasciculus and only
one of the eight patients had additional damage to the Spt region, defined functionally in
our fMRI data. Our results are therefore most consistent with the neurological tradition
that emphasizes the importance of the arcuate fasciculus in the non-semantic integration
of auditory and motor speech processing.

Keywords: fMRI, lesions, language, speech, aphasia

INTRODUCTION
Auditory repetition is a task that requires the immediate re-
production of an auditory stimulus. This involves auditory
processing of a heard sound, and then translation of the audi-
tory input into an articulatory output that reproduces the sound
of the original auditory input as closely as possible. This paper is
concerned with the neurological underpinnings of this auditory-
to-motor “translation,” “mapping,” or “integration,” process. At
the cognitive processing level, we distinguish between semantically
mediated and non-semantically mediated translation. Semanti-
cally mediated translation involves the production of speech from
semantic representations, for example when naming the source
of nonverbal sounds (e.g., “cat” in response to hearing a meow).
Non-semantically mediated auditory-to-motor translation pro-
ceeds by prior learning of the mapping between auditory inputs
and vocal tract gestures. This could be at the level of lexical
representations (e.g., familiar words like “champion”), sublexical
representations (e.g., sequences of syllables “cham-pi-on” or “cho-
nam-pi” ) or non-verbal auditory features (e.g., when the human
vocal tract is used to mimic nonverbal sounds that have neither
phonological nor semantic associations). Here we are specifically

interested in the translation of non-semantic auditory inputs to
motor outputs.

With respect to the neural underpinnings of auditory-to-motor
integration, the classic neurological model of language identifies
Wernicke’s area (in the left posterior superior temporal cortex) as
the site of “auditory images of speech” and Broca’s area (in the
left posterior inferior frontal cortex) as the site of “motor images
of speech,” with the arcuate fasciculus white-matter tract serv-
ing to integrate the auditory and motor images. According to this
model, selective damage to the arcuate fasciculus that preserves
Wernicke’s and Broca’s areas would impair auditory repetition in
the context of intact speech comprehension and intact speech
production (Geschwind, 1965). More recently, there have been
claims that a cortical area on the left TPJ, known informally as
sylvian-parietal-temporal (Spt), is actively involved in integrat-
ing auditory inputs with vocal tract gestures (Hickok et al., 2003;
Hickok et al., 2009; Hickok, 2012). According to this perspective,
selective deficits in auditory word repetition are the consequence of
cortical damage to Spt (Buchsbaum et al., 2011). We examine this
possibility in the context of functional magnetic resonance imag-
ing (fMRI) and lesion studies, which allow us to examine auditory
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to motor translation. We start by considering prior functional
imaging evidence for the functional role of Spt.

Sylvian-parietal-temporal region is functionally defined as an
area at the posterior end of the lateral sulcus (Sylvian fissure),
around the anterior end of the TPJ, which responds in general to
both auditory perception and silent vocal tract gestures (Hickok
et al., 2009; Hickok, 2012). For instance, Spt responds to covert
rehearsal in tests of phonological short-term memory (Jacquemot
and Scott, 2006; Koelsch et al., 2009). As Spt is involved in hum-
ming music and silent lip reading (Pa and Hickok, 2008; Hickok
et al., 2009), it is not specific to speech input or output. Instead,
the auditory-to-motor integration process has been described as
a mechanism by which sensory information can be used to guide
vocal tract action (Buchsbaum et al., 2011). Here we make a dis-
tinction between an area that acts as an interface between two tasks
(i.e., a shared level of processing) and an area that is involved in
integrating one level of processing with another. In other words,
an interface region may be activated independently by separate
tasks (logical OR), given that they share a common processing
level, whereas an integration region should only be active when
multiple processing levels are present (logical AND), and brought
together (i.e., transformed) into an integrated output. If Spt is an
integration area, rather than just an interface, then it should be
more activated when the task involves the translation of sensory
inputs to motor outputs. Previous studies have reported greater
Spt activation for covert repetition than listening, and argued that
this reflects the greater demands on auditory-to-motor integration
during repetition (Isenberg et al., 2012). However, covert repeti-
tion may also increase the demands on subvocal articulation and
auditory imagery of the spoken response (i.e., an internal rep-
resentation of how the spoken response, or any other auditory
stimulus, would sound). If Spt is involved in either of these pro-
cesses (see below for evidence) then activation that is common
to listening and covert repetition may reflect a shared level of
processing rather than an active auditory-to-motor integration
process. Prior to concluding that Spt actively integrates auditory
information with motor output, we therefore need to factor out
explanations that are related to subvocal articulation (independent
of sensory input) or auditory processing (independent of motor
output).

The association of TPJ with auditory processing and audi-
tory imagery arose from early functional neuroimaging studies
that observed left TPJ activation when subjects imagined hearing
another person’s voice in the absence of any auditory stimula-
tion or motor activity (McGuire et al., 1996). Subsequent studies
have also shown left-lateralized activation in the TPJ in response
to: silently imagining speech (Shergill et al., 2001); imagining
the auditory relative to visual associations of a picture of a
scene (Wheeler et al., 2000); experiencing tones and visual stim-
uli (Xue et al., 2006); silence following familiar music, even when
there was no instruction to remember the music (Kraemer et al.,
2005); passively viewing finger tapping on a piano following key-
board training (Hasegawa et al., 2004); producing rhythmic finger
sequences that had been learnt with an auditory cue (Bengtsson
et al., 2005); and imagining heard speech, music or environmen-
tal sounds in the absence of any acoustic stimulus (Aleman et al.,
2005; Bunzeck et al., 2005; Zatorre and Halpern, 2005). Without a

functional localizer it is unclear which, if any, of these responses in
TPJ was generated in area Spt. Nevertheless, an explanation of Spt
responses in terms of auditory imagery would explain the over-
lap of activation during auditory perception, subvocal articulation
(Paus et al., 1996a,b; Wise et al., 2001), and silent auditory short-
term memory tasks (Buchsbaum and D’Esposito, 2009; Koelsch
et al., 2009; McGettigan et al., 2011) without the need to account
for Spt activation in terms of a function that integrates auditory
and motor processing.

The association of TPJ activation with subvocal articulation
that occurs automatically during speech perception, particu-
larly when speech perception is challenging (Buchsbaum and
D’Esposito, 2009; Price, 2010), comes from observations that TPJ
activation increased when subjects articulated four versus two syl-
lables during a task that involved delayed repetition and subvocal
rehearsal of pseudowords (Papoutsi et al., 2009). This subvocal
articulation/articulatory rehearsal account can explain activation
in TPJ during auditory working-memory tasks (Buchsbaum and
D’Esposito, 2009; Koelsch et al., 2009) but does not explain why
TPJ activation has been reported for auditory imagery of sounds
that cannot be articulated (see above). It is therefore possible that
different parts of TPJ are involved in auditory-to-motor integra-
tion, auditory imagery, and subvocal articulation. Our interest
is in testing whether there is more evidence that Spt, located in
TPJ, is involved in auditory motor integration than articulation or
auditory processing alone.

Using fMRI, we defined the Spt area of interest functionally as
being activated by both auditory speech perception and subvocal
articulation (Hickok et al., 2003, 2009; Hickok, 2012). We then
investigated whether any part of this Spt area was responsive to
the demands on (1) non-semantic auditory-motor integration,
(2) semantic to motor integration, (3) auditory input, and/or
(4) articulation. By manipulating these factors independently, we
aimed to determine the most likely level of processing that drives
Spt. Our fMRI experiment (Paradigm 1) had 16 conditions in a
2 × 2 × 4 factorial design: auditory input versus visual input;
speech production responses versus finger press responses; and
four types of stimuli that weighted semantic and phonologically
mediated speech production differentially. Moreover, to broaden
our interpretation of Spt, we will also discuss the results of a sec-
ond fMRI experiment (Paradigm 2) reported by Parker Jones et al.
(2012). Without this second experiment, we could not rule out the
possibility that an increased response in Spt merely reflected the
integration of any sensory input and speech output, regardless of
whether this integration was semantically mediated or not, as we
explain below (see Materials and Methods).

In addition to investigating whether fMRI activation in Spt
reflected the demands on auditory-to-motor integration, we also
investigated lesion sites that were consistently associated with
auditory repetition deficits in the context of intact word com-
prehension and production (i.e., conduction aphasia). Unlike a
recent lesion study that looked for lesions associated with patients
who had damage to both auditory repetition and picture naming
(Buchsbaum et al., 2011), we were more interested in lesions that
impaired auditory repetition while preserving the ability to name
pictures. According to the neurological model, lesions associated
with selective repetition difficulties were expected in the arcuate
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fasciculus, but according to functional neuroimaging data Spt
involvement is also expected (Buchsbaum et al., 2011). We consid-
ered whether selective deficits in auditory repetition could occur
following lesions to: (1) TPJ/Spt with minimal involvement of
the underlying white matter; (2) the temporo-parietal white mat-
ter tracts (in the vicinity of the arcuate fasciculus) with minimal
involvement of TPJ/Spt cortex; (3) both TPJ/Spt and the underly-
ing white matter; and/or (4) neither TPJ/Spt nor the underlying
white matter.

In summary, we used fMRI to test whether non-semantic
auditory-to-motor translation during auditory repetition involved
Spt or not, and then used lesion analyses to determine whether
selective deficits in auditory repetition (i.e., conduction aphasia)
were the consequence of lesions to Spt, the arcuate fasciculus, or
both.

MATERIALS AND METHODS
The study was approved by the London Queen Square Research
Ethics Committee. All subjects gave written informed consent
prior to scanning and received financial compensation for their
time.

FUNCTIONAL MAGNETIC RESONANCE IMAGING
Participants, fMRI Paradigm 1
In the fMRI study, the participants were 25 healthy, right-
handed, native speakers of English, with normal or corrected-
to-normal vision (12 females, 13 males, age range = 20–45 years,
mean = 31.4 years, SD = 5.9 years). Handedness was assessed with
the Edinburgh Handedness Inventory (Oldfield, 1971).

Experimental design, fMRI Paradigm 1
The conditions of interest were auditory word and pseudoword
repetition. However, these were embedded in a larger experimen-
tal design with a total of 16 different conditions (see Figure 1B)
that allowed us to tease apart the activation related to auditory-
to-motor translation from nonverbal auditory processing, audi-
tory word perception, semantic processing, covert (subvocal)
articulation, and overt articulation (see below for details).

The 16 conditions conformed to a 2 × 2 × 4 factorial design.
Factor 1 was “stimulus modality”: auditory versus visual. Factor
2 was “task”: overt speech production in response to the stimulus
versus one-back matching which involved a finger press response
to indicate if the current stimulus was the same as the previ-
ous stimulus. Factor 3 was stimulus type, with four conditions
that manipulated the presence or absence of phonological cues
(i.e., words and pseudowords versus nonverbal stimuli) and the
presence or absence of semantic stimuli (i.e., words, pictures, and
nonverbal sounds of objects and animals versus pseudowords,
meaningless scrambled pictures, and baseline stimuli). In the
auditory modality, the stimuli were words, pseudowords, non-
verbal environmental sounds, and humming in either a male or
female voice. In the visual modality, the corresponding stimuli
were words, pseudowords, pictures of objects, and pictures of
scrambled objects.

In the speech production conditions, participants were
instructed to: (a) repeat the auditory words and pseudowords
which involves direct translation of auditory inputs to motor

outputs; (b) name the source of the environmental sounds
(e.g., “cat” in response to a meow), which involves semantically
mediated auditory–motor translation; and (c) name the gender
of the humming voice (male versus female), which served as
the auditory baseline condition. The corresponding speech pro-
duction conditions in the visual modality were: reading words
and pseudowords (which involve direct visuo-motor translation);
naming the objects in pictures (which involves semantically medi-
ated visuo-motor translation); and naming the dominant color in
meaningless pictures of nonobjects (the visual baseline condition).

In the eight silent one-back matching conditions (with exactly
the same stimuli as the speech production conditions), partic-
ipants were instructed to press a button box in response to each
stimulus to indicate if the stimulus was the same or different to the
previous one. Half the subjects used their right middle/index finger
for the yes/no response. The other half used their left index/middle
finger for the yes/no response. The proportion of repeated to
non-repeated stimuli was 1:8. To keep the stimuli identical across
tasks, stimuli were also repeated 1 every eight trials in the speech
production conditions.

Stimulus selection/creation, fMRI Paradigm 1
Stimulus selection started by generating 128 pictures of easily rec-
ognizable animals and objects (e.g., cow, bus, elephant, plate)
with one to four syllables (mean = 1.59; SD = 0.73). Visual
word stimuli were the written names of the 128 objects, with
3–12 letters (mean = five letters; SD = 1.8). Auditory word
stimuli were the spoken names of the 128 objects (mean dura-
tion = 0.64 s; SD = 0.1), recorded by a native speaker of English
with a Southern British accent approximating Received Pronun-
ciation. Pseudowords were created using a non-word generator
(Duyck et al., 2004) and matched to the real words for bigram fre-
quency, number of orthographic neighbors, and word length. The
same male speaker recorded the auditory words and pseudowords.

The nonverbal sounds associated with objects were avail-
able and easily recognizable for a quarter (i.e., 32) of
the stimuli, and taken from the NESSTI sound library
(http://www.imaging.org.au/Nessti; Hocking et al., 2013). The
duration of the nonverbal sounds needed to be significantly longer
(mean length = 1.47 s, SD = 0.13) than the duration of the
words (t = 37.8; p < 0.001) because shorter sounds were not
recognizable. The auditory baseline stimuli were recorded by male
and female voices humming novel pseudowords, thereby remov-
ing any phonological or semantic content (mean length = 1.04 s,
SD = 0.43). Half of these stimuli were matched to the length of
the auditory words, the other half to the length of the nonverbal
sounds. The visual baseline stimuli were meaningless object pic-
tures, created by scrambling both global and local features, and
then manually edited to accentuate one of eight colors (brown,
blue, orange, red, yellow, pink, purple, and green). Consistent
speech production responses were ensured for all stimuli in a pilot
study conducted on 19 participants.

Stimulus and task counterbalancing, fMRI Paradigm 1
The 128 object stimuli were divided into four sets of 32 (A,B,C,and
D). Set D was always presented as nonverbal sounds. Sets A, B, and
C were rotated across pictures, visual words, and auditory words
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FIGURE 1 | Experimental hypothesis testing and results. (A; top)
describes the results that would support an interpretation of Spt
activation in terms of sensory-to-motor integration, auditory imagery,
and subvocal articulation. Note that the different accounts have
opposing predictions for the same conditions (e.g., greater activation
for pseudoword repetition than sound naming versus less activation
for pseudoword repetition than sound naming). P1 = Paradigm 1,
P2 = Paradigm 2 (see Materials and Methods). (B; bottom) lists the
16 different conditions, the statistical contrast used to test the different

effects described in the top part of the figure, and the Z scores
associated with each effect (i.e., the result). Aud = auditory presen-
tation, Vis = visual presentation, O-B = one-back task, Articul. =
Articulation, dec. = decision, Sens. = sensory speech input (no speech
production), cM. = coverty mouth movements/articulation, oM. = overt
mouth movements/articulation, nSem. = non-semantic, Sem. = seman-
tic, S/nSem. = semantic and non-semantic, Dur. = auditory stimuli with
long vs. short durations, ME. = main effect of auditory input, ns. = not
significant.
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in different participants. All items were therefore novel on first
presentation of each stimulus type (for task 1) and the same items
were repeated for task 2. Half of the subjects performed all eight
speech production tasks first (task 1) followed by all eight one-back
tasks (task 2). The other half performed all eight one-back tasks
first (task 1) followed by all eight speech production tasks (task 2).
Within each task, half of the subjects were presented auditory stim-
uli first, followed by visual stimuli; the other half were presented
visual stimulus first, followed by auditory stimuli. The order of
the four stimulus types was fully counterbalanced across subjects,
and full counterbalancing was achieved with 24 participants.

Each set of 32 items was split into four blocks of eight stimuli,
with one of the eight stimuli repeated in each block to make a total
of nine stimuli per block (eight novel, one repeat). The stimulus
repeat only needed to be detected and responded to (with a finger
press) in the one-back tasks.

Data acquisition, fMRI Paradigm 1
Functional and anatomical data were collected on a 3T scan-
ner (Trio, Siemens, Erlangen, Germany) using a 12-channel
head coil. Functional images consisted of a gradient-echo EPI
sequence and 3 mm × 3 mm in-plane resolution (TR/TE/flip
angle = 3080 ms/30 ms/90◦, EFOV = 192 mm, matrix
size = 64 × 64, 44 slices, slice thickness = 2 mm, interslice
gap = 1 mm, 62 image volumes per time series, including five
“dummies” to allow for T1 equilibration effects). The TR was cho-
sen to maximize whole brain coverage (44 slices) and to ensure
that slice acquisition and stimulus onsets were a synchronized,
which allowed for distributed sampling of slice acquisition across
the study (Veltman et al., 2002).

For anatomical reference, a T1 weighted structural image was
acquired after completing the tasks using a three-dimensional
modified driven equilibrium Fourier transform (MDEFT)
sequence (TR/TE/TI = 7.92/2.48/910 ms, flip angle = 16◦, 176
slices, voxel size = 1 mm × 1 mm × 1 mm). The total scanning
time was approximately 1 h and 20 min per subject, including
set-up and the acquisition of an anatomical scan.

Procedure, fMRI Paradigm 1
Prior to scanning, each participant was trained on all tasks using
a separate set of all training stimuli except for the environmental
sounds which remained the same throughout both training and
experiment. All speaking tasks required the subject to respond
verbally by saying a single object name, color name or pseudoword
after each stimulus presentation, whereas the one-back matching
task required a button press (and no speech) after each stimulus
presentation to indicate whether the stimulus was identical to the
one immediately preceding it (yes with one finger/no with another
finger). All participants were instructed to keep their body and
head as still as possible and to keep their eyes open throughout the
experiment and attend to a fixation cross on screen while listening
to the auditory stimuli. Each of the 16 tasks was presented in a
separate scan run, all of which were identical in structure.

Scanning started with the instructions “Get Ready” written on
the in-scanner screen while five dummy scans were collected. This
was followed by four blocks of stimuli (nine stimuli per block,
2.52 s inter-stimulus-interval, 16 s fixation between blocks, total

run length = 3.2 min). Every stimulus block was preceded by a
written instruction slide (e.g., “Repeat”), lasting 3.08 s each, which
indicated the start of a new block and reminded subjects of the
task. Visual stimuli were each displayed for 1.5 s. The pictures
subtended an angle of 7.4◦ (10 cm on screen, 78 cm viewing dis-
tance) with a pixel size of 350 × 350, with a screen resolution of
1024 × 768. The visual angle for the written words ranged from
1.47◦ to 4.41◦ with the majority of words (with five letters) extend-
ing 1.84◦–2.2◦.The length of sound files varied across stimuli and
tasks, ranging from 0.64 to 1.69 s (see stimulus creation above).
Auditory stimuli were presented via MRI compatible headphones
(MR Confon, Magdeburg, Germany), which filtered ambient in-
scanner noise. Volume levels were adjusted for each subject before
scanning. Each subject’s spoken responses were recorded via a
noise-cancelling MRI microphone (FOMRI IIITM Optoacoustics,
Or-Yehuda, Israel), and transcribed manually for off-line anal-
ysis. We used eye-tracking to ensure participants paid constant
attention throughout the experiment.

Data Pre-processing, fMRI Paradigm 1
We performed fMRI data preprocessing and statistical analysis in
SPM12 (Wellcome Trust Centre for Neuroimaging, London, UK),
running on MATLAB 2012a (Mathsworks, Sherbon, MA, USA).
Functional volumes were (a) spatially realigned to the first EPI vol-
ume and (b) un-warped to compensate for non-linear distortions
caused by head movement or magnetic field in homogeneity. The
anatomical T1 image was (c) co-registered to the mean EPI image
which had been generated during the realignment step and then
spatially normalized to the Montreal Neurological Institute (MNI)
space using the new unified normalization-segmentation tool of
SPM12. To spatially normalize all EPI scans to MNI space, (d) we
applied the deformation field parameters that were obtained dur-
ing the normalization of the anatomical T1 image. The original
resolution of the different images was maintained during nor-
malization (voxel size 1 mm × 1 mm × 1 mm for structural T1
and 3 mm × 3 mm × 3 mm for EPI images). After the normal-
ization procedure, (e) functional images were spatially smoothed
with a 6 mm full-width-half-maximum isotropic Gaussian Kernel
to compensate for residual anatomical variability and to per-
mit application of Gaussian random-field theory for statistical
inference (Friston et al., 1995).

In the first-level statistical analyses, each pre-processed func-
tional volume was entered into a subject specific, fixed-effect
analysis using the general linear model (Friston et al., 1995). All
stimulus onset times were modeled as single events, with two
regressors per run, one modeling instructions and the other mod-
eling all stimuli of interest (including both the repeated and
unrepeated items). Stimulus functions were then convolved with
a canonical hemodynamic response function. To exclude low-
frequency confounds, the data were high-pass filtered using a set of
discrete cosine basis functions with a cut-off period of 128 s. The
contrasts of interest were generated for each of the 16 conditions
of interest (relative to fixation).

Effects of interest, fMRI Paradigm 1
At the second level, the 16 contrasts for each subject were entered
into a within-subject, one-way ANOVA in SPM12. From this
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analysis, we identified activation that increased in conditions that
we hypothesized to tap the processing type of interest. A summary
of the condition comparisons used to test our main hypotheses is
provided in Figure 1. As with all imaging studies, the task analysis
(i.e., the functional sub-processing involved in each task) involves
a certain degree of a priori assumptions. Below, we try to make
these assumptions and their bases explicit as well as testing their
validity within the available data.

The effect of most interest was the location of activation asso-
ciated with the non-semantic translation of auditory inputs to
motor outputs. This was defined, a priori, as the area(s) where acti-
vation increased for repeating auditory pseudowords (that links
auditory inputs to articulatory outputs) compared to naming non-
verbal sounds (that accesses articulatory outputs from semantics).
To control for auditory speech processing that is not integrated
with a motor response, we also computed the interaction between
stimulus (pseudowords > nonverbal sounds) and task (speech
production that links the stimuli to articulation versus one-back
matching that links the stimuli to a finger press response).

DEFINING OUR REGION OF INTEREST IN Spt/TPJ
In addition to conducting a whole brain search for areas that were
more activated for pseudoword repetition than nonverbal sound
naming, we also conducted a region of interest analysis, with a
small volume FWE correction for multiple comparisons, focus-
ing on the Spt area associated with sensory-motor integration
in Hickok and Poeppel (2007), Hickok et al. (2009), and Hickok
(2012) who define Spt functionally as an area at the posterior end
of the lateral sulcus (Sylvian fissure), around the anterior end of the
TPJ, which responds to both auditory perception and silent vocal
tract gestures (=subvocal articulation during speech tasks). We
used the same functional definition, locating Spt in TPJ where acti-
vation increased during (a) auditory word perception, (b) covert
(subvocal) articulation, and (c) overt speech production–with the
assumption that areas associated with covert speech production
should also be activated during overt speech production.

Areas associated with auditory word perception, when motor
output was controlled, were identified by comparing activation
for (a) one-back matching on auditory words and (b) one-back
matching oncolors. Areas associated with subvocal articulation,
were identified by comparing activation for (a) one-back matching
on visual pseudowords and (b) one-back matching oncolors. Areas
associated with overt speech production were identified by com-
paring all eight speech production conditions to all eight one-back
matching conditions. See Figure 1B for summary.

Our reasons for using visual pseudoword matching to identify
areas involved in subvocal articulation were fourfold. First, on the
basis of cognitive processing models of reading (e.g., Seidenberg
and McClelland, 1989; Coltheart et al., 1993), we hypothesized that
accurate one-back matching on visually presented pseudowords
could either be based on orthographic similarity or phonological
similarity. Second, we hypothesized that phonological process-
ing of orthographic inputs involves subvocal articulatory activity
related to how the sounds associated with the inputs would be pro-
duced by the motor system. This hypothesis was based on prior
work showing that articulatory areas are activated in response to
visual pseudowords even when participants are performing an

incidental visual matching task (see, Price et al., 1996). Third,
evidence for articulatory processing during one-back matching
of visual pseudowords in the current paradigm comes from
the observation that a left premotor area (at MNI co-ordinates
x = −51, y = −3, z = +33) is activated for the one-back task
on pseudowords > words (Z score = 3.65), and, in turn, this
region is activated during overt articulation (i.e., a main effect of
speech > one-back tasks; Z score = 6.7). Thus, one-back matching
on visually presented pseudowords covertly increased activation
in areas, that are undisputedly associated with overt articulation,
even though no overt articulation was involved. Fourth, by ensur-
ing that our Spt area also responded to overt speech production,
irrespective of stimulus type, we hypothesized that overlapping
activation during silent one-back matching on visually presented
pseudowords was more likely to be related to subvocal articulation
than orthographic processing.

Consistent with the above hypotheses, we found activation
(significant at p < 0.001 uncorrected) in TPJ for (i) one-back
matching of auditory words relative to colors, (ii) one-back match-
ing on visual pseudowords relative to colors, and (iii) all eight
overt speech production conditions relative to all eight one-back
matching conditions. The peak of this effect in MNI co-ordinates
[−51, −39, +21] corresponds closely to the location of the Spt area
reported by Hickok et al. (2009) where the mean effect across mul-
tiple single subjects analyses was located at Talairach co-ordinates
[−50, −40, +19] which is [−51, −42, +18] in MNI space. As
in our study, the Spt activation reported in Hickok et al. (2009)
cannot be related to orthographic processing because it was iden-
tified using auditory stimuli only. Specifically, Hickok et al. (2009)
identified activation related to covert articulation by comparing
(a) a condition where participants hear speech and then covertly
rehearse it to (b) a baseline condition where participants hear
speech without instructions to covertly rehearse it.

In short, our definition of Spt was consistent with prior stud-
ies. Therefore our Spt-ROI for paradigm 1 was defined as the 33
contiguous voxels [around MNI co-ordinates (−51, −39,+21)]
that were significant at p < 0.001 for (a) one-back matching on
auditory words > colors, (b) one-back matching on visually pre-
sented pseudowords > colors, and (c) all overt speech production
conditions relative to all one-back matching conditions.

EXPLORING THE RESPONSE IN OUR FUNCTIONALLY DEFINED Spt AREA
After defining our Spt region of interest, and testing whether it was
involved in non-semantic auditory to motor translation (i.e., for
auditory repetition of pseudowords more than nonverbal sound
naming), we also tested whether our Spt area was sensitive to
auditory processing, when articulatory processing was controlled.
We dissociated auditory processing and articulatory processing by
comparing activation for overtly articulating animal and object
names during (a) the nonverbal sound naming conditions (say
“cat” when hearing a meow) and (b) the auditory word repetition
conditions (say “cat” when hearing “cat”). Activation in auditory
processing areas was expected to be higher for hearing nonverbal
sounds than auditory words because the duration of all the non-
verbal sound stimuli (mean = 1.47 s, SD = 0.13) was significantly
longer (t = 37.8; p < 0.001) than the duration of all the word
stimuli (mean = 0.64 s; SD = 0.1). We also expected that, if our
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Spt area was sensitive changes in early auditory processing, then
its response across conditions should mirror that seen in the early
auditory cortex (e.g., Heschl’s gyrus) and be greater during the
auditory conditions than the corresponding visual conditions.

Additional functional data, fMRI Paradigm 2
In the fMRI design described above (Paradigm 1), all our speech
production conditions involved the translation of sensory inputs
to motor outputs in so far as the speech production output
depended on the content of the sensory input. Therefore, as noted
in the Introduction, we cannot fully exclude the possibility that
an increased Spt response for speech production relative to one-
back matching reflected the translation of any type of sensory
input to speech outputs, irrespective of whether the sensory-to-
motor translation was semantically or non-semantically mediated.
We therefore report one further result from Parker Jones et al.
(2012) The results we report were based on 36 native (monolin-
gual) speakers of English. Full details of this second experimental
paradigm, can be found in Parker Jones et al. (2011). In brief,
Paradigm 2 included eight different conditions that involved either
speech production, semantic matching, or perceptual matching
(PM) on four types of stimuli (pictures of familiar objects, written
names of the same familiar objects, pictures of meaningless non-
objects and meaningless strings of Greek letters), see Figure 1B
for a list of the eight conditions.

The result of interest in Paradigm 2 concerned the level of
Spt activation for two conditions that require speech produc-
tion in response to sensory input (overt picture naming and
reading) relative to two conditions that do not involve sensory-
to-motor translation (saying “1-2-3” repeatedly to meaningless
visual cues). In other words, if Spt is involved in semantically and
non-semantically mediated sensory-to-motor integration then
activation in Spt should be higher for naming and reading than
repeatedly saying “1-2-3,” irrespective of the visual input.

For this paradigm, we functionally defined Spt where there was
an overlap of activation, in the TPJ territory, for (a) silent semantic
decisions on written words relative to fixation (p < 0.001 uncor-
rected) and (b) reading aloud relative to semantic decisions on the
same words (p < 0.001 uncorrected). The former contrast tapped
word comprehension, the latter contrast involved overt speech
production. The peak MNI co-ordinates for the overlapping acti-
vation were identified in TPJ at [−54, −38, +22] with a second
peak at [−56, −42, +18]. Both peaks overlap with the P1-Spt-
ROI. All surrounding contiguous voxels that were significant at
p < 0.001 for both (a) and (b) were saved as the P2-Spt-ROI.

LESION STUDY
Patient selection
Eight patients with selective deficits in auditory repetition were
selected from the PLORAS database (Price et al., 2010) which
includes lesion images and behavioral data from the Comprehen-
sive Aphasia Test (CAT; Swinburn et al., 2004) and a continuously
increasing population of Stroke patients (Price et al., 2010). The
heterogeneity of patients in the database allows us to carefully
select subsamples that are closely matched for all but one factor of
interest. Patients are only excluded from this database if they have
other neurological or psychiatric conditions, are unable to tolerate

2 h of speech and language assessments, or have implants or other
contraindications to MRI scanning.

A neurologist (co-author Alex P. Leff) recorded whether the
stroke resulted in left hemisphere, right hemisphere, or bilateral
damage, and provided a comprehensive description of the lesion
location. In addition, the lesion in each MRI scan was identified
automatically as detailed below.

For the current study, we selected patients who were assessed
1–10 years after a left hemisphere stroke (ischemic or haemor-
rhagic) in adulthood (age range = 18–87 years), were right handed
prior to their stroke, with English as their first language and with
complete behavioral data on the CAT, and had focal lesions that
were 50 cm3 or less. They were assessed on auditory repetition
of words and non-words (pseudowords), picture naming, verbal
fluency, auditory and written word comprehension, and semantic
picture matching as described below. The inclusion criteria were
scores in the aphasic range for word or pseudoword repetition and
scores in the non-aphasic range for all other tasks picture naming,
verbal fluency, auditory and written word comprehension, and
semantic picture matching.

Auditory word repetition. This required an immediate response to
each heard word, presented one at a time. There were 16 words with
1–3 syllables. Correct responses were given a score of 2 if promptly
produced, and 1 if production was accurate but delayed (>5 s) or
if a self-correction or if a repetition of the stimulus was required.
There were no points for absent or incorrect responses, including
“phonemic” (i.e., segmental), neologistic, and dyspraxic errors.
Dysarthric errors were not penalized. We selected patients whose
t-value was 52 or less (see Table 1), thereby excluding patients who
had normal or mildly aphasic auditory word repetition.

Auditory non-word repetition. Auditory repetition of five heard
non-words (syllable range 1–2). Scoring was as for word repeti-
tion. Unlike word repetition, repetition of non-words cannot be
facilitated by word recognition or semantic processing; it is entirely
reliant on phonological processing. The memory load may there-
fore be higher than that required for auditory word repetition. We
selected patients whose t-value was 52 or less (see Table 1), thereby
excluding patients who had normal or mildly aphasic auditory
word repetition.

Picture naming. Patients were asked to generate the names of
objects or animals in response to 24 black-and-white line draw-
ings presented one at a time. Correct items, were given a score of
2 if accurate and promptly named, and 1 if accurate but delayed
(>5 s) or if a self-correction. Incorrect responses or responses
only obtained after a semantic and/or phonological cue were given
a score of zero. We excluded patients who had either mildly or
severely aphasic responses.

Verbal fluency. This score is a sum of two component tests:
category fluency (“Name as many animals as you can”) and phono-
logical fluency (“Name words beginning with the letter ‘s’ ”). Each
subject was allowed 60 s for each test. Subjects were allowed to
make articulatory errors but repeated items (perseverations) were
not counted. There was no auditory perceptual component to this
task (other than self-monitoring). It was designed primarily to test
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Table 1 | Patients with conduction aphasia.

Patient number: PS401 PS518 PS040 PS180 PS163 PS597 PS091 PS074

Repetition W 51 52 52 46 49 51 49 65

Repetition NW 53 53 53 53 51 49 67 49

Picture naming 64 74 74 64 64 66 64 74

Fluency 59 75 64 62 70 71 75 70

Aud comp W 65 65 53 55 55 53 65 58

Vis comp W 59 65 65 59 65 59 55 59

Age (years) 60.9 62.2 44.2 69.5 46.8 41.6 68.6 66.0

Years since stroke 5.5 3.5 2.8 1.6 1.3 4.8 5.8 2.0

Lesion volume (cm3) 50.4 17.1 20.6 25.7 31.3 34.9 38 5.9

Gender F M F M F M M M

The results of the Comprehensive Aphasia Test (CAT) used to select the eight conduction aphasics are presented along with their age, years since stroke, lesion
volume, and gender (see Materials and Methods). For each of the CAT assessments, t-values provide a standardized metric of abnormality (the position that a patient
would have relative to a population of aphasics) rather than performance per se. These t-values therefore account for the fact that different assessments are not all
equally difficult (Swinburn et al., 2004; p. 103). Abnormally low scores on the auditory repetition tasks are highlighted in dark gray. Scores that are on the border of
normal/abnormally low are highlighted in light gray. Patient numbers (e.g., PS401) correspond to those from the PLORAS database (Price et al., 2010). W = words,
NW = nonwords = pseudowords, Aud = Auditory, Vis = Visual, Comp = comprehension, F = female, M = male.

word retrieval and is commonly used as a test of central executive
processing (Baddeley, 1996). In this paper, we report a compos-
ite measure of semantic and phonological fluency and excluded
patients who had either mildly or severely aphasic scores.

Single-word auditory comprehension. Subjects were presented
with four black-and-white line drawings and a spoken word was
presented. Subjects had to point to the corresponding target draw-
ing. Alongside the target drawing there were three distractors.
One was phonologically related to the target, one was semanti-
cally related, and one was unrelated. Subjects could request that
the word was repeated without penalty. Subjects scored one point
if they pointed to the correct target. There were 15 presentations
in total. We excluded patients who had either mildly or severely
aphasic responses.

Single-word visual comprehension. This subtest is constructed
along the same lines as the single-word auditory comprehen-
sion test above except that the phonological distracters are both
phonologically and visually similar to the target when the words
are written down (e.g., target: “pin”; distractors: “bin,” “needle,”
“basket”). The rated semantic similarity of target and semantic
distractor is equal in the two subtests, allowing a direct compari-
son of the relative degree of impairment in the auditory and visual
word comprehension. Different words were used in the auditory
and visual versions of the task. We excluded patients who had
either mildly or severely aphasic responses.

Semantic memory. The task involved visual presentation of an
image in the center of a page surrounded by four other images.
All images were black and white line drawings. Patients were
instructed to point to the drawing that “goes best with,” i.e., is
most closely semantically related to the target object (e.g., hand).
One of the four drawings was a good semantic match to the target
(e.g., mitten), one was a close semantic distractor (e.g., sock), one
more distantly related (e.g., jersey), and one was unrelated (e.g.,

lighthouse). One mark was awarded for each correct response.
Successful performance on this task indicated that the patient had
recognized the picture and accessed detailed semantic associations.
We excluded patients who had either mildly or severely aphasic
responses.

Images acquired from our Siemens 1.5 T Sonata (n = 5)
had an image matrix of 256 × 224, with repetition time/echo
time = 12.24/3.56 ms. Images acquired from our Siemens 3T Trio
scanners had an image matrix of 256 × 256 (n = 2), with repetition
time/echo time = 7.92/2.48 ms. Images acquired from our Siemens
3T Allegra (n = 1) had an image matrix of 256 mm × 240 mm,
with repetition time/echo time = 7.92/2.4/530 ms.

The lesions were identified from the anatomical MRI images
using a fully automated procedure described in Seghier and
Price (2013). In brief, scans were pre-processed in SPM5/8
(Wellcome Trust Centre for Neuroimaging, London, UK), with
spatial normalization into standard MNI space using a modified
implementation of the unified segmentation algorithm that was
optimized for use in patients with focal brain lesions. After seg-
mentation and normalization, gray and white matter tissue images
were smoothed and subsequently compared to control data from
64 healthy subjects. This identified abnormal voxels using an out-
lier detection algorithm that generates a binary image of the lesion
site in standard MNI space (Seghier et al., 2008). Abnormal voxels
in gray and white matter were finally grouped and delineated as
lesions, creating a three-dimensional image of individual patients’
lesions in MNI space. Individual lesions were then overlaid to cre-
ate 3D lesion overlap maps, showing where patients shared damage
at each voxel of the brain.

RESULTS
IN-SCANNER BEHAVIOR
Details of the in-scanner behavior are provided in Figure 2.
Statistical analyses involved 2 × 4 ANOVAs in SPSS manipu-
lating stimulus modality (visual versus auditory) with stimulus
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FIGURE 2 | In-scanner performance. Accuracy (ACC) and response times
(RT) for one-back (O-B) and speech production (SP) tasks are plotted in the top
part of the figure for both visual (VIS) and auditory (AUD) modalities, where
error-bars represent standard errors. Full details are provided in the bottom

part of the figure. WPSH = words, pseudowords, sounds and humming.
WPPC = words, pseudowords, pictures and colors. SD = standard deviation,
Min = minimum, Max = maximum, n-a = not available. For technical reasons,
data for three participants were excluded from all O-B tasks.

type (word, pseudoword, sound/picture, and gender/color). All
ANOVAs were corrected for potential violations of sphericity,
adjusting their degrees of freedom using the Greenhouse–Geisser
correction (Greenhouse and Geisser, 1959). These corrections
result in more conservative statistical tests (i.e., decreasing the risk
of false positives while increasing the risk of false negatives), and
account for the non-integer degrees of freedom below. Data from
all 25 subjects were included for the speech production tasks (mea-
suring accuracy in both visual and auditory modalities), while
data from only 22 subjects were included for the one-back tasks
[measuring accuracy and response times (RT) in both visual and
auditory modalities]. Three subjects’data were lost in the one-back
tasks for technical reasons.

For speech production accuracy, we found a main effect
across the four stimulus type conditions [F(1.38,33.11) = 29.14;
p < 0.001, Greenhouse–Geisser] and a stimulus modality
by condition interaction [F(1.52,36.41) = 3.82; p = 0.042,
Greenhouse–Geisser] but no overall effect of stimulus modality
[F(1.00,24.00) = 0.04; p = 0.84, Greenhouse–Geisser]. In the
visual domain, accuracy was higher for words and colors than
pictures and pseudowords. In the auditory domain, accuracy
was higher for words and gender than sounds or pseudowords.
Response time data were not available in the speech production
task.

For accuracy in the one-back task (with partially missing data
for three subjects), we found a main effect across the four stimulus
type conditions [F(2.25,47.32) = 29.94; p < 0.001, Greenhouse–
Geisser], a main effect of stimulus modality [F(1.00,21.00) = 4.89;
p = 0.038, Greenhouse–Geisser] and a stimulus modality by con-
dition interaction [F(2.08,43.65) = 6.54; p = 0.003, Greenhouse–
Geisser]. In the visual domain, accuracy was higher for pictures,
pseudowords and words relative to colors. Likewise, in the audi-
tory domain, accuracy was higher for words, pseudowords and
sounds than gender. The lower accuracy for color and gender
arose because some participants attempted to match these stim-
uli on their visual or auditory forms, rather than their color or
pitch.

For RT in the one-back task, we found a main effect
across the four stimulus type conditions [F(1.62,34.07) = 21.17;
p < 0.001, Greenhouse–Geisser], a main effect of stimulus
modality [F(1.00,21.00) = 150.51; p < 0.001, Greenhouse–
Geisser], and a stimulus modality by condition interaction
[F(1.81,38.00) = 6.68; p = 0.004, Greenhouse–Geisser]. For all
conditions, participants were slower in the auditory modality than
the visual modality. Within both stimulus modalities, RT mirrored
the accuracy on the one-back task with faster response time and
higher accuracy for words and pseudo-words compared to the
baseline conditions (gender and color).
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fMRI RESULTS
Non-semantic auditory-to-motor translation, fMRI Paradigm 1
No brain areas, including Spt, were more activated by auditory
repetition of pseudowords compared to sound naming. At the
individual subject level, only one subject showed higher activa-
tion for pseudoword repetition than sound naming but this did
not approach significance (MNI x = −51, y = −45, z = +15;
Z score = 2.1; p > 0.05 following small volume correction for
multiple comparisons). This null result leaves us with two ques-
tions: (1) is auditory-to-motor translation a function of the white
matter connections (see lesion analysis below) and (2) what is the
function of Spt in the TPJ.

Auditory activation in area Spt, fMRI Paradigm 1
There were highly significant increases in Spt activation when
auditory input increased (see Figure 1B). Specifically, (1) Spt acti-
vation was higher (Z score = 6.6) for hearing and responding to
nonverbal sounds of objects and animals than their heard names
which had less than half the auditory duration of the sounds (mean
1.47 vs. 0.64 s, t = 37.8, p < 0.001); and (2) Spt activation was
higher (Z score = 6.7) for the direct comparison of all auditory
stimuli to all visual stimuli. A third relevant observation, illus-
trated in Figure 3, is that the pattern of activation in Spt over the
eight auditory conditions mirrored that seen in Heschl’s gyrus and
the primary auditory cortex [compare the plot at (−51, −39,+21)
and (−42, −27,+12)].

Other types of sensory to motor activation in area Spt, fMRI
Paradigm 2
Activation in the P2-Spt-ROI, was greatest for reading aloud
but did not differ for object naming (semantically mediated
sensory-to-motor translation) and repeatedly saying “1-2-3” (no
sensory-to-motor translation); see lower right-hand corner in
Figure 3. Therefore we found no evidence that Spt was involved
in either semantic or non-semantically mediated sensory to motor
translation.

LESIONS RESULTING IN SELECTIVE AUDITORY REPETITION DEFICITS
At the time of analysis (May, 2013), eight patients in the PLORAS
database met our inclusion criteria (see Table 1 for details). The
lesion overlap map (Figure 4) shows that six of the patient patients
had damage to the temporo-parietal component of the superior
longitudinal fasciculus, corresponding to the location of the arcu-
ate fasciculus. The lesion extended ventrally, undercutting the left
posterior superior temporal area (z = +8 in MNI space) associ-
ated with phonological processing during both speech perception
and production (Wise et al., 2001). This is illustrated in Figure 4
by showing sagittal, coronal, and axial MRI images, positioned at
MNI co-ordinates [−40, −40, +10] which are medial to the pSTs
area reported at [−63, −37, +6] by Wise et al. (2001). Cortical
damage in the temporal lobe (at z = +8) was observed in 5/6
patients but only 1/6 patients had damage to Spt (at z = +20).
There were no instances of Spt damage in the context of pre-
served temporo-parietal white matter tracts. However, there were
three patients who had damage to the white matter but not to
the more lateral cortical regions. Therefore, our results show
that temporo-parietal white matter damage, in the vicinity of the

arcuate fasciculus, was sufficient to cause selective auditory rep-
etition difficulties but we do not know if selective damage to Spt
would also cause auditory repetition difficulties.

The remaining 2/8 patients (including the patient with selective
difficulty repeating non-words) had damage to a more anterior
component of the superior longitudinal fasciculus at the level of
the motor cortex (y = −10 in MNI space).

DISCUSSION
The aim of this paper was to investigate the neurological underpin-
nings of non-semantically mediated sensory-to-motor translation
during auditory repetition. On the basis of prior literature, we
tested two hypotheses. The first was that a functionally defined area
(Spt) in the TPJ would respond proportionally to the demands on
non-semantically mediated auditory input-to-vocal tract output.
This was based on prior fMRI data (Pa and Hickok, 2008; Hickok
et al., 2009), and tested with a new fMRI experiment that aimed
to systematically tease apart activation related to auditory process-
ing and articulation from activation related to semantically and
non-semantically mediated sensory-to-motor integration. The
second hypothesis was that selective deficits in translating audi-
tory inputs to motor outputs during auditory repetition, when
auditory comprehension and speech production were preserved
(i.e., conduction aphasia), would be the consequence of damage
to the arcuate fasciculus. This was based on the classic neurological
model of language, where the arcuate fasciculus functions to con-
nect auditory images of speech in Wernicke’s area to motor images
of speech in Broca’s area (Geschwind, 1965). As discussed below,
we found evidence for the second but not for the first hypothesis.

Evidence in support of the arcuate fasciculus being essential
for auditory-to-motor integration during auditory repetition was
provided by a lesion analysis which considered whether selective
deficits in auditory repetition in patients who had preserved audi-
tory comprehension, picture naming, and verbal fluency were the
consequence of lesions to: (1) TPJ/Spt with minimal involvement
of the underlying white matter; (2) the temporo-parietal white
matter tracts (in the vicinity of the arcuate fasciculus) with min-
imal involvement of TPJ/Spt cortex; (3) both TPJ/Spt and the
underlying white matter; or (4) neither TPJ/Spt nor the underly-
ing white matter. The results from eight different patients provided
consistent evidence (8/8) that selective difficulties with auditory
repetition were the consequence of damage to white matter in the
vicinity of the arcuate fasciculus. In 6/8 patients this was observed
posteriorly in the temporal lobe, undercutting the left posterior
superior temporal area associated with phonological processing
during speech production. In the other two patients, the white
matter damage was more anterior.

Although all eight patients with selective deficits in auditory
repetition had white matter damage in the vicinity of the arcuate
fasciculus, only one had damage that extended into the cortex
surrounding the peak MNI co-ordinates associated with Spt [−51,
−39, +21] in our fMRI study. Thus the lesion results provide
evidence that selective repetition difficulties can result from white
matter damage in the vicinity of the arcuate fasciculus when Spt
is intact, but we did not find evidence that selective repetition
difficulties can be caused by damage to the cortical area Spt when
the white matter tract is intact.
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FIGURE 3 | Activation for each condition in auditory and motor

areas, and in Spt. These results illustrate the mean activation
responses across all conditions in primary auditory and motor areas as
well as in Spt. The top plots show activation responses for one-back
(O-B) and speech production (SP) tasks in both auditory (AUD) and
visual (VIS) modalities in left Heschl’s gyrus (top-left plot, labeled
“auditory input”) and left central sulcus (top-right plot, labeled “motor
output”). In the AUD modality, the stimuli were words, pseudowords,
environmental sounds, and humming (WPSH). In the VIS modality, the
stimuli were words, pseudowords, pictures of objects, and pictures of
scrambled objects (WPPC). The center images locate our functionally
defined mask for Spt at the TPJ. The bottom plots show activation
responses in Spt in Paradigm 1 (P1; bottom-left plot) and in Paradigm 2

(P2; bottom-right plot). As both top plots use P1, the conditions are the
same in the bottom-left plot. The bottom-right plot shows the primary
and secondary peaks for Spt in P2, where the tasks were spoken
response (SP), semantic matching (SM), and perceptual matching (PM)
all in the visual (VIS) modality. Stimuli comprised pictures, words,
nonobjects, and false-fonts (PWNF). In all five plots, error bars
represent 90% confidence intervals. See Section “Materials and
Methods.” Note that in P1, activation in both Heschl’s gyrus and Spt is
lowest for the visual one-back task (O-B) because there was no
auditory input in either the stimulus or the response. During the visual
speech production conditions (VIS-SP) activation was observed in
auditory areas because participants can hear the sound of their spoken
response.
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FIGURE 4 | Lesion sites in patients with selective repetition difficulties.

These images illustrate the most consistent lesion sites in patients with
selective repetition difficulties. The left column shows overlap maps. The first
three rows of the left column show overlap maps of sagittal (x = −40),
coronal (y = −40), and axial slices (z = +10) for six patients projected onto the
canonical brain in MNI space. To the right, these six patients are represented
by coronal sections of their individual anatomical brain images in normalized
space (in the middle and right columns of rows 1, 2, and 3). The bottom row

shows the coronal overlap map (left column) for two patients (middle and right
columns). These bottom two patients (PS091 and PS597) show lesions more
anterior (y = −15) to the six patients above (y = −40). In the top three overlap
maps, yellow indicates a lesion overlap of 4/6 patients, red a lesion overlap of
5/6 patients, and dark maroon a lesion overlap of 6/6 patients (i.e., the
maximum possible overlap). In the bottom overlap map, the maximum
overlap is 2/2 patients, which is indicated again by dark maroon. Red arrows
point to the area of overlap in each patient and in the coronal overlap maps.

The distinction between cortical and white matter damage is
not provided in the lesion analysis reported by Buchsbaum et al.
(Buchsbaum et al., 2011) who show evidence that 12/14 of their
patients with auditory repetition and picture naming difficulties
had very extensive temporo-parietal damage that overlapped with
the relatively small Spt cortical area identified in their fMRI exper-
iment. In contrast, the lesion overlap was smaller in our patients
who were selected to have focal lesions and deficits in auditory
repetition but not picture naming, word comprehension, or ver-
bal fluency. Our finding that some of our conduction aphasics
had focal white matter damage that spared the surrounding gray
matter (see bottom row of Figure 4) suggests new directions

for neurocomputational models of aphasia (Ueno et al., 2011).
For example, Ueno et al. (2011) use a connectionist neural net-
work to model conduction aphasia both by subtracting incoming
links (simulating white-matter damage) and by simultaneously
adding noise to unit outputs (simulating gray matter damage),
whereas our finding suggests that the white-matter damage alone
may suffice. Furthermore, our finding that the maximum over-
lap of damage in 6/8 of our patients was at the level of the left
posterior superior temporal sulcus also stands in contrast to pre-
vious suggestions for the involvement of the supramarginal gyrus
(Ueno et al., 2011) or the supratemporal plane (Buchsbaum et al.,
2011).
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FIGURE 5 | Overlap between patient lesions and arculate fasciculus. This
figure shows the arcuate fasciculus (yellow) from Ffytche et al.’s (2010)
probabilistic atlas with the lesion overlap map for our patients, positioned at
MNI co-ordinates (−40, −40, +10). The probabilistic tractography image was
thresholded at 0.25 and the lesion overlap map was thresholded to show
areas where damage overlapped for at least four patients. Although the lesion

effects are consistent with selective deficits in repetition arising from damage
to the white matter connections linking temporal and frontal areas, we cannot
say, with any precision, which cortical regions have been disconnected. The
lesions are likely to damage the multiple tracts that overlap in this area
connecting both temporal and parietal regions to different motor and
prefrontal regions (Ffytche et al., 2010).

The lesion analysis is consistent with the importance of the
arcuate fasciculus for auditory repetition (see Figure 5). In our
sample of patients, we found no evidence for or against the impor-
tance of Spt in sensory-to-motor integration. For this we would
need to find patients with selective damage to Spt who had mini-
mal involvement of the underlying temporo-parietal white matter.
Such damage would be highly unlikely following a stroke because
of the underlying vascular anatomy. We turn now to our fMRI
experiment, which set out to investigate whether activation in
a functionally identified Spt area was sensitive to the demands
on auditory-to-motor integration when auditory input and the
demands on articulation were tested independently.

If Spt is involved in non-semantic auditory-to-motor integra-
tion then we would expect activation to be higher for auditory
repetition of pseudowords than for naming the source of non-
verbal sounds, where the motor response is (a) semantically
mediated and (b) does not mimic the auditory input. In contrast,
we found that Spt activation was higher for naming nonverbal
sounds than repetition of words or pseudowords. Prior literature
does not suggest that Spt is selectively involved in semantically
mediated sensory-motor integration because Spt activation has
been reported for humming music (Pa and Hickok, 2008). Like-
wise, our study found no evidence that Spt activation increased
for semantically mediated sensory-motor integration. In fMRI
Paradigm 1, we found that Spt activation was lower for seman-
tically mediated speech production during (i) word repetition
relative to pseudoword repetition and (ii) object naming rela-
tive to pseudoword reading. In fMRI Paradigm 2, Spt activation
during picture naming (semantically mediated sensory-to-motor
integration) did not differ from that during an articulation task
that involved no sensory-to-motor integration (saying “1-2-3” to
the same pictures).

The pattern of activation in Spt is also inconsistent with what
would be expected from the motor control of articulation, because
we would expect the demands on articulatory planning to increase
with novelty (pseudowords relative to words) and not to differ

when the articulatory output was matched across participants
(object naming versus reading in both fMRI Paradigms 1 and 2).
Strikingly, however, the pattern of activation in Spt is consistent
with that associated with auditory processing in response to audi-
tory stimuli (greatest for nonverbal sounds irrespective of task),
auditory feedback from the sound of the spoken response (speech
production relative to one-back task). Indeed, the response pattern
in Spt was very similar to that observed in the primary audi-
tory cortex (left Heschl’s gyrus), the main difference being that
left Heschl’s gyrus did not respond during the one-back task on
visual pseudowords (fMRI Paradigm 1), nor did it respond during
semantic decisions on written words (fMRI Paradigm 2). Thus,
Spt distinguishes itself from primary auditory cortex because it
appears to be an auditory site that is activated in conditions that
might generate auditory associations in the absence of auditory
stimuli. Such a conclusion is consistent with many prior stud-
ies that have reported TPJ activation during tasks that involve
auditory imagery or auditory short term memory (Paus et al.,
1996a,b; Shergill et al., 2001; Wise et al., 2001; Buchsbaum and
D’Esposito, 2009; Koelsch et al., 2009; McGettigan et al., 2011).
In brief, we are proposing that TPJ/Spt activation during covert
rehearsal of auditory words (Hickok et al., 2009) reflects internal
representations of sounds (akin to auditory imagery). This may
be involved in, and even contribute to, articulatory planning, irre-
spective of how speech production is driven (e.g., sensory inputs,
object recognition, counting or verbal fluency). The role of audi-
tory imagery in speech production therefore contrasts to what
is implied by the term “sensory motor integration” in which the
motor output is computed from the sensory input. We cannot
unpack all the different cognitive and neural mechanisms that
might be involved in speech production or integrate all the dif-
ferent labels and terminologies that have been used. Instead, we
focus on our empirical results from this study where we investi-
gated whether there are any brain areas that are more activated for
non-semantically driven auditory-to-motor translation (i.e., dur-
ing auditory pseudoword repetition) than semantically mediated

Frontiers in Human Neuroscience www.frontiersin.org January 2014 | Volume 8 | Article 24 | 114

http://www.frontiersin.org/Human_Neuroscience/
http://www.frontiersin.org/
http://www.frontiersin.org/Human_Neuroscience/archive


Parker Jones et al. The functional anatomy of auditory repetition

auditory to motor processing (i.e., during nonverbal sound nam-
ing). We hypothesized that TPJ/Spt might be involved but we
found no evidence to support this hypothesis. Instead, we sug-
gest that non-semantically mediated auditory repetition may be
supported by white-matter connections between auditory and
motor areas (rather than in a cortical area that translates auditory
to motor processing). Our findings allow us to provide further
information about the functional response properties of the area
commonly known as Spt.

Unraveling our own data, we are proposing that Spt activation
is observed during (1) one-back matching of visual pseudowords
because participants generate internal representations of the
sounds associated with the pseudowords (i.e., their phonology);
(2) semantic decisions on written words because as proposed by
Glaser and Glaser (1989), participants access the sounds of words
(i.e., phonology) when making semantic decisions; and (3) all
overt articulation conditions because participants generate speech
sounds that are processed in the auditory cortex and beyond. One
might argue that auditory processing during articulatory activity
could loosely be defined as sensory-motor processing. However,
we have not found evidence that Spt/TPJ is required to transform
sensory inputs to motor outputs. Therefore, it is unlikely to be
an “integration” area. Instead, we are claiming that Spt/TPJ might
reflect sensory processing after motor output which may or may
not be fed back to influence the motor output.

Although we are arguing against a specific role for Spt in
translating externally presented auditory stimuli into vocal tract
gestures, it remains possible that auditory processing in Spt plays
an important role in correcting speech production at a post
articulatory stage, perhaps by matching auditory imagery of the
expected spoken response with auditory processing of the gen-
erated spoken response and then relaying corrective signals to
the motor cortex. Within a predictive coding framework (Fris-
ton and Kiebel, 2009), expectations are modeled within a cortical
hierarchy as top-down (or “backwards”) connections to sensory
processing regions, whereas the opposite bottom-up (or “for-
ward”) connections to higher-order predictive regions represent
error-propagation which applies when the top-down predictions
are not adequate to match the sensory input. A similar match-
ing process is associated with auditory error cells in the DIVA
model of speech production (see, Guenther et al. (2006) for a for-
mal description) which has suggested that these auditory error
cells are located in Spt (Guenther and Vladusich, 2012). Sup-
port for this hypothesis comes from both behavioral and fMRI
data. At the behavioral level, the importance of auditory feed-
back during speech production has been established in many prior
experiments, for example showing that speech fluency is disrupted
by delayed auditory feedback of one’s own voice (Stuart et al.,
2002) and showing rapid compensation of speech when the pitch
of the auditory feedback is shifted (Burnett et al., 1997; Houde
and Jordan, 1998). At the neural level, several prior studies have
shown that altered auditory feedback increases activation in the
posterior planum temporal region relative to unaltered speech
(Tourville et al., 2008; Zheng, 2009). The co-ordinates of this
effect [i.e., (−66, −38, +22) in Tourville et al., 2008; (−66,−45,
+15) in Zheng, 2009] are close to those associated with Spt (−50,
−40, +20) although future studies are required to show that the

location of the auditory feedback effect corresponds exactly to a
functionally identified Spt.

In conclusion, neither the results from our fMRI nor lesion
experiments were consistent with Spt functioning as an area that
is required to actively integrate auditory inputs into vocal tract
gestures. The fMRI data were more consistent with an account
where Spt is highly responsive to bottom-up auditory process-
ing, with weaker responses to internally generated sounds. Such
activity does not necessarily drive the motor response even when
it co-occurs with auditory-to-motor integration. In contrast, the
lesion data provided clear evidence that the temporo-parietal white
matter that connects the left posterior superior temporal sulcus to
the motor cortex is needed for auditory-to-motor integration but
not for word comprehension or speech production during picture
naming or verbal fluency. This is consistent with the neurolog-
ical tradition that has attributed conduction aphasia to damage
to a white matter tract – the arcuate fasciculus – which connects
the two major language centers, Wernicke’s area and Broca’s area
(Geschwind, 1965).
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This fMRI study used a single, multi-factorial, within-subjects design to dissociate multiple
linguistic and non-linguistic processing areas that are all involved in repeating back
heard words. The study compared: (1) auditory to visual inputs; (2) phonological to
non-phonological inputs; (3) semantic to non-semantic inputs; and (4) speech production
to finger-press responses. The stimuli included words (semantic and phonological inputs),
pseudowords (phonological input), pictures and sounds of animals or objects (semantic
input), and colored patterns and hums (non-semantic and non-phonological). The speech
production tasks involved auditory repetition, reading, and naming while the finger press
tasks involved one-back matching. The results from the main effects and interactions
were compared to predictions from a previously reported functional anatomical model
of language based on a meta-analysis of many different neuroimaging experiments.
Although many findings from the current experiment replicated many of those predicted,
our within-subject design also revealed novel results by providing sufficient anatomical
precision to dissect several different regions within the anterior insula, pars orbitalis,
anterior cingulate, SMA, and cerebellum. For example, we found one part of the pars
orbitalis was involved in phonological processing and another in semantic processing. We
also dissociated four different types of phonological effects in the left superior temporal
sulcus (STS), left putamen, left ventral premotor cortex, and left pars orbitalis. Our findings
challenge some of the commonly-held opinions on the functional anatomy of language,
and resolve some previously conflicting findings about specific brain regions—and our
experimental design reveals details of the word repetition process that are not well
captured by current models.

Keywords: fMRI, language, auditory word repetition

INTRODUCTION
Although auditory word repetition is amongst the simplest of
language tasks, it involves many different brain regions whose
functions are not yet fully understood. The aim of this paper was
to dissociate the brain regions that support 10 different levels of
processing, which are all thought to occur during auditory rep-
etition. Importantly, all 10 levels of processing were investigated
using a within-subject, fully-balanced factorial design that enables
functional anatomy to be dissected at a spatial precision beyond
that possible when results are compiled from multiple studies,
conducted on different participant samples.

We start by (A) considering the sensorimotor and cognitive
functions involved in auditory word repetition. We then (B)
describe how our within-subjects experimental design is able to
dissociate the brain areas supporting 10 different functions and
(C) make predictions of the brain areas associated with each func-
tion based on hundreds of prior neuroimaging studies that each
investigated only a small subset of the functions reported in the
current study.

(A) Functional models of auditory word repetition.

Auditory word repetition requires the immediate reproduction
of a word that has been spoken by someone else. In essence, it
involves translating an auditory input into articulatory activity
(i.e., the mouth movements, breathing, and laryngeal activity)
that is required to produce an auditory output that matches the
identity of the heard word. In most cognitive models, the map-
ping of auditory inputs to articulatory activity is mediated by
previously-learnt representations of speech sounds (phonology),
with further support from the semantic system when the speech
has meaning (Hanley et al., 2002, 2004).

Standard cognitive models of speech and reading make a dis-
tinction between input phonology and output phonology (e.g.,
Patterson and Shewell, 1987; Ellis and Young, 1988; see Harley,
2001 for a review). Input phonology supports speech percep-
tion, when auditory speech inputs are linked to prior knowledge
of speech sounds. Output phonology supports speech produc-
tion when prior knowledge of speech sounds drives and monitors
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articulatory activity (Tourville and Guenther, 2011; Guenther and
Vladusich, 2012). Neuroimaging studies have also distinguished
an intermediate level of phonological processing that is actively
involved in recoding auditory speech inputs into vocal tract ges-
tures (Zatorre et al., 1992; Hickok et al., 2003). This is referred to
as “articulatory recoding” or “sensori-motor integration.”

The range of auditory repetition processes that we investigated
in this study was determined by two considerations: (1) a pri-
ori predictions based on a single functional anatomical model of
language that emerged from a review of 20 years of functional
neuroimaging studies in healthy participants (Price, 2012); and
(2) the limits of a single, within-subjects fMRI design. Figure 1
illustrates the components of the functional-anatomical model
of language reported in Price (2012) after removing the compo-
nents that are not directly related to auditory word repetition or
our experimental design. Our analysis focuses on 10 processes,
extracted from this model. These are listed and described in
Table 1A, for easy reference when describing the statistical con-
trasts (Table 1B), predictions (Table 2A), and results (Table 2B).

The 10 processing functions of interest were (P1) auditory pro-
cessing of familiar and unfamiliar stimuli; (P2) recognition of
familiar speech sounds, i.e., auditory phonological input process-
ing; (P3) access to sublexical representations of speech sounds
that can be recoded / integrated with articulatory associations;
(P4) covert articulatory processing; (P5) sublexical phonological
processing of words and pseudowords that influences the motor
execution of speech, for example because sublexical phonolog-
ical cues increase the demands on articulation sequences; (P6)
accessing semantic knowledge; (P7) retrieving articulatory plans
required to produce words from semantic concepts, as opposed
to phonological clues; (P8) motor execution of speech output
including orofacial and larynx activity, breathing and the timing
of response; (P9) auditory processing of the sound of the spoken
response; and (P10) domain general processing that occurs for all
types of stimuli and response.

(B) Our within-subjects fMRI design for teasing apart multiple
processing areas.

To tease apart brain regions that are involved in different pro-
cesses or functions underlying auditory repetition, we used fMRI
to compare brain activation during auditory repetition to brain
activation during tasks that each activate a subset of the functions
of interest. Altogether, there were four different experimental
factors: (1) stimulus modality: auditory vs. visual stimuli; (2) sub-
lexical phonological input: phonological vs. non-phonological
stimuli; (3) semantic content: semantic vs. non-semantic stim-
uli; and (4) speech production: speech production vs. a one-back
matching task (with finger press response). This resulted in 16 dif-
ferent conditions (i.e., 2 × 2 × 2 × 2), including auditory word
repetition (a task involving auditory stimuli, with phonologi-
cal and semantic content, and requiring speech production in
response). The other 15 conditions are listed in Table 3. With this
design, we dissected the functions of those regions found to be
active for auditory word repetition relative to fixation and then
dissected these regions according to our 10 functions of inter-
est (see Table 1 and Materials and Methods for further details).

As with all experimental approaches, our rationale is based on
our own assumptions about the level of processing that will
be engaged in each condition of interest. The data allow us to
test these assumptions by comparing the observed effects against
those expected from previous studies.

(C) Predictions based on prior neuroimaging studies.

In the last 20 years, there have been literally hundreds of stud-
ies that have used functional neuroimaging techniques, such
as PET and fMRI, to reveal the brain areas that support dif-
ferent levels of language processing. The number of possible
predictions for our 10 processing functions of interest there-
fore becomes unruly without constraints. To simplify the selec-
tion of predictions, we focus on the brain areas predicted by
a single functional anatomical model of language based on a
review of many hundreds of neuroimaging papers (Price, 2012).
These predictions are provided in Figure 3 of Price (2012) with
the anatomical components relevant to auditory word repeti-
tion shown in Figure 1B of the current paper (see Table 4 for
the list of abbreviations). Those predictions specifically asso-
ciated with our 10 processing functions of interest are listed
in Table 2A. The results of each statistical contrast may then
be considered according to whether or not they supported the
predictions (see Table 2B). Our discussion focuses on novel
findings that were not predicted a priori, and emphasizes the
complexity of the brain networks that support auditory word
repetition.

MATERIALS AND METHODS
The study was approved by the London Queen Square Research
Ethics Committee. All participants gave written informed consent
prior to scanning and received financial compensation for their
time.

PARTICIPANTS
The participants were 25 healthy, right-handed, native speak-
ers of English, with normal or corrected-to-normal vision; 12
females, 13 males, age range = 20–45 years, mean = 31.4 years,
SD = 5.9 years. Handedness was assessed with the Edinburgh
Handedness Inventory (Oldfield, 1971). A 26th participant was
subsequently excluded from analyses because of data corruption
in one condition.

EXPERIMENTAL DESIGN
The condition of interest was auditory word repetition. This was
embedded in a larger experimental design with a total of 16 differ-
ent conditions, which allowed us to tease apart the brain regions
supporting the sub-functions underlying auditory word repeti-
tion. The 16 conditions conformed to a 2 × 2 × 2 × 2 factorial
design (see Table 3). In brief, Factor 1 was stimulus modal-
ity: auditory vs. visual modalities; Factor 2 was the presence or
absence of sublexical phonological cues; Factor 3 was the presence
or absence of familiar semantic content in the stimuli; and Factor
4 was speech production in response to the stimulus vs. one-back
matching which involved a finger press response to indicate if the
current stimulus was the same as the previous stimulus.
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FIGURE 1 | The functional anatomy of auditory word repetition, based

on an anatomical model of language in Price (2012) inspired by a review

of hundreds of fMRI experiments. Parts that are not related to processes

tested in the current experiment have been excluded. (A) defines the
processing functions. (B) lists the brain areas that were associated with each
function in Price (2012). Abbreviated names are explained in Table 4.

The stimuli with sublexical phonological cues and semantic
content were auditory or visually presented words. The stim-
uli with sublexical phonological cues but no semantic content
were auditory or visually presented pseudowords. The stimuli
with semantic content but no phonological cues were pictures of
objects and animals or their associated sounds. The stimuli with
no sublexical phonological cues and no semantic content were
colored meaningless scrambled pictures and human humming
sounds.

Participant instructions
In the speech production conditions, participants were instructed
to (a) repeat the auditory words, (b) repeat the auditory pseu-
dowords, (c) name the source of the environmental sounds (e.g.,
“CAT” in response to “meow”), (d) name the gender of the hum-
ming voice (“MALE” or “FEMALE”), (e) read words, (f) read
pseudowords, (g) name objects in pictures, and (h) name the
dominant color in meaningless pictures of nonobjects. The one-
back matching task allowed us to compare the effect of the same
stimuli in different tasks because exactly the same stimuli were

presented in the eight speech production and eight one-back
matching conditions.

STIMULUS SELECTION/CREATION
Stimulus selection started by generating 128 pictures of easily rec-
ognizable animals and objects (e.g., cow, bus, elephant, plate)
with one to four syllables (mean = 1.59; SD = 0.73). Visual
word stimuli were the written names of the 128 objects, with 3
to 12 letters (mean = 5 letters; SD = 1.8). Auditory word stim-
uli were the spoken names of the 128 objects (mean duration =
0.64 s; SD = 0.1), recorded by a native speaker of English with a
Southern British accent approximating Received Pronunciation.
Pseudowords were created using a nonword generator (Duyck
et al., 2004), and matched to the real words for bigram frequency,
number of orthographic neighbors, and word length. The same
male speaker recorded the auditory words and pseudowords.

The non-verbal sounds associated with objects were avail-
able and easily recognizable for a quarter (i.e., 32/128) of the
(word/picture) stimuli, and taken from the NESSTI sound library
(http://www.imaging.org.au/Nessti; Hocking et al., 2013). The
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Table 1 | (A) Task decomposition for auditory word repetition into 10 processing functions of interest (P1–P10); (B) The 10 statistical contrasts

(C1–C9, with two variants of C8) used to identify regional responses to each of the 10 processing functions of interest in (A).

(A) THE 10 DIFFERENT LEVELS OF PROCESSING (P) FOR AUDITORY WORD REPETITION THAT ARE INVESTIGATED IN THIS STUDY

P1 Auditory processing of all input Acoustic processing common to all types of sounds including speech

P2 Auditory phonological input Speech enhanced acoustic processing, possibly resulting from the complexity of speech sounds

P3 Sublexical phonological inputs Sublexical processing of auditory & visual inputs that can be recoded into articulation

P4 Covert articulation Articulatory processing/preparation during silent tasks, i.e., prior to overt production

P5 Phonological inputs on overt speech The influence of sublexical phonological associations on overt articulation

P6 Semantic access/associations Recognizing the meaning of words, even when they don’t have to be reproduced

P7 Semantic input to articulation Retrieving phonology/articulatory associations from semantic processing

P8 Motor control of overt speech Motor execution of speech output (orofacial, larynx, breathing)

P9 Auditory feedback Auditory processing of sounds produced during speech production

P10 Domain general processing Processing that is independent of stimuli or the effector used to respond (e.g., fingers or mouth)

(B) THE STATISTICAL CONTRASTS (C) USED TO TEASE APART THE 10 DIFFERENT PROCESSING LEVELS DESCRIBED IN TABLE 1A

Activation conditions All 4 Aud Phon Phon Phon Sem Sem Sem All SP All 8 OB All 8 SP

Baseline conditions All 4 Vis Non-phon Non-phon Non-phon Non-sem Non-sem Non-sem All OB Fixation Fixation

Modality/Task OB Aud OB Vis OB AV SP Aud OB Vis OB AV SP AV AV AV

C1 Auditory processing of all input �
C2 Auditory phonological inputs �
C3 Sublexical phonological inputs � � �
C4 Covert articulation � �
C5 Phonological inputs on overt speech �
C6 Semantic access/associations � � �
C7 Semantic input to articulation �
C8 Motor control of overt speech × �
C8&1 Auditory feedback � �
C9 Domain general processing � �

The dark boxes with ticks indicate the column that shows the activation condition (top row) and baseline condition (second row) used in the statistical contrast.

The third row indicates the stimulus modality or task that was kept constant across the activation and baseline condition. Contrast 8 (SP > OB) is repeated twice,

once with an additional tick in the first column (AUD-VIS OB) and once with a white box and cross. This was to dissociate speech production areas into those that

were (A) in auditory processing areas that were likely to be associated with auditory processing in response to the participants’ own voices; and (B) not in auditory

processing areas and therefore more likely to be related to the motor execution of speech.

Abbreviations: Phon, Phonological inputs (words and pseudowords); Non-phon, Nonphonological inputs; Sem, Semantic inputs (words, pictures & environmental

sounds); Non-sem, Non-semantic inputs; OB, One back matching task; SP, Speech production task; Both, SP and OB; Aud, Auditory stimuli; Vis, Visual stimuli; AV,

Auditory & visual stimuli

duration of the nonverbal sounds needed to be significantly
longer (mean length = 1.47 s, SD = 0.13) than the duration of
the words [t(126) = 37.8; p < 0.001] because shorter sounds were
not recognizable. The auditory baseline stimuli were recorded by
both a male and a female voice humming novel pseudowords,
and therefore did not carry lexical phonological or semantic con-
tent (mean length = 1.04 s, SD = 0.43). The male and female
voices used to record the baseline stimuli were not used to record
the auditory words and pseudowords. Half of these stimuli were
matched to the length of the auditory words; the other half, to
the length of the nonverbal sounds. The visual baseline stim-
uli were meaningless object pictures, created by scrambling both
global and local features of the original object pictures, then
manually editing those pictures to accentuate one of eight col-
ors (brown, blue, orange, red, yellow, pink, purple, or green).
We conducted a pilot study with these stimuli with 19 partici-
pants, to confirm that they elicited consistent speech production
responses.

STIMULUS AND TASK COUNTERBALANCING
The 128 object stimuli were divided into four sets of 32 (A, B,
C, and D). Set D was always presented as nonverbal sounds.
Sets A, B, and C were rotated across pictures, visual words,
and auditory words in different participants. All items were
therefore novel on first presentation of each stimulus type (for
task 1), and the same items were repeated for task 2. Half
the participants (13/25) performed all eight speech production
tasks first (task 1) followed by all eight one-back matching
tasks (task 2). The other half (12/25) performed all eight one-
back matching tasks first (task 1) followed by all eight speech
production tasks (task 2). Within each task, half the partic-
ipants (13/25) were presented auditory stimuli first, followed
by visual stimuli; and the other half (12/25) were presented
visual stimuli first followed by auditory stimuli. The order of
the four stimulus types was fully counterbalanced across partic-
ipants, and full counterbalancing was achieved with 24 of our 25
participants.
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Table 2 | (A) Brain areas that were predicted, a priori, for each of the 10 processing functions of interest (P1–P10) according to an extensive

review of the literature (see Table 2 in Price, 2012). (B) Brain areas that were identified for each of the 10 statistical contrasts of interest (C1–C9,

with two variants of C8).

(A) ANATOMICAL LOCATION OF PREDICTED ACTIVATIONS FOR P1–10 IN TABLE 1A. PREDICTIONS FROM TABLE 2 in PRICE (2012)

P1 Auditory processing of all input Bilateral STG, including Heschl’s gyri & plana temporale

P2 Auditory phonological inputs Nothing predicted

P3 Sublexical phonological inputs Left pSTS (representations of familiar sounds); v-pOp, v-pM (articulatory recoding)

P4 Covert articulation Left v-pOp, d-pOp, bilateal PM, pre-SMA

P5 Phonological inputs on overt speech Not predicted but could increase demands on articulatory associations (P4) or motor responses (P8–10)

P6 Semantic access/associations Left pMTG & pITG

P7 Semantic input to articulation Left MFG

P8 Motor control of overt speech PreC, poC, CB (IV, V, VI, VIII), a-INS, PUT, thalamus

P9 Auditory feedback As for P1

P10 Domain general processing ACC, SMA, pre-SMA, Left d-pOp/d-PM

(B) RESULTS THAT WERE INCONSISTENT WITH PREDICTIONS IN TABLE 2A ARE BOLD. SEE TEXT FOR DETAILS AND TABLE 4
FOR ABBREVIATIONS

C1 Auditory processing of all input As predicted

C2 Auditory phonological inputs As predicted

C3 Sublexical phonological inputs Left pSTS, left aSTs, left PUT-p (not v-pOp, v-pM)

C4 Covert articulation Left pOrb/pTri (Not pOp, PM, pre-SMA)

C5 Phonological inputs on overt speech Left v-PM & Left PUT-a

C6 Semantic access/associations Left pOrb (not MTG or ITG)

C7 Semantic input to articulation Left p-MTG, ANG, hippocampus, right CB (VI crux 1; VIIB), left FO, pOrb, pTri, IFS (not MFG)

C8 Motor control of overt speech preC, poC, CB (V,VI, VIII), a-INS, PUT-v, amygdala, Tp, pTri, SMA, ACC (not thalamus)

C8&1 Auditory feedback As predicted

C9 Domain general processing ACC, SMA, pre-SMA, Left d-pOp/d-PM, vPM, aINS-d, SMG, lateral CB

Highlighted in bold font are those that were inconsistent with the predictions in Table 2A above. Regions in parentheses were predicted to respond, but did not.

See Table 4 for region name abbreviations.

Table 3 | A schematic representation of the 16 tasks employed in this work, associating each task with the key factors: stimulus modality

(auditory vs. visual); process (semantic and/or phonological content); and response modality (SP vs. OB).

Speech production task (SP) One back matching task (OB)

Process Semantics

phonology

. . . . . .

Phonology

Semantics

. . . . . .

. . . . . .

. . . . . .

Semantics

phonology

. . . . . .

Phonology

Semantics

. . . . . .

. . . . . .

. . . . . .

THE 16 DIFFERENT CONDITIONS USED TO TEASE APART DIFFERENT STAGES OF WORD REPETITION

Auditory Word repetition Pseudoword
repetition

Sound naming Gender naming Word matching Pseudoword
matching

Sound matching Gender matching

Visual Word reading Pseudoword
reading

Picture naming Color naming Word matching Pseudoword
matching

Picture matching Color matching

Each set of 32 items was split into four blocks of eight stimuli,
with one of the eight stimuli repeated in each block to make a
total of 9 stimuli per block (eight novel, one repeat). The stimulus
repeat only needed to be detected and responded to (with a finger
press) in the one-back matching tasks.

DATA ACQUISITION
Functional and anatomical data were collected on a 3T scan-
ner (Trio, Siemens, Erlangen, Germany) using a 12-channel
head coil. To minimize movement during acquisition, a care-
ful head fixation procedure was used when positioning each
participant’s head. This ensured that none of the speech ses-
sions were excluded after checking the realignment parameters.
Functional images consisted of a gradient-echo planar imaging

(EPI) sequence and 3 × 3 mm in-plane resolution (TR/TE/flip
angle = 3080/30 ms/90◦, field of view (EFOV) = 192 mm, matrix
size = 64 × 64, 44 slices, slice thickness = 2 mm, interslice gap =
1 mm, 62 image volumes per time series, including five “dum-
mies” to allow for T1 equilibration effects). The TR was chosen to
maximize whole brain coverage (44 slices) and to ensure that slice
acquisition onset was offset-asynchronized with stimulus onset,
which allowed for distributed sampling of slice acquisition across
the study (Veltman et al., 2002).

For anatomical reference, a high-resolution T1 weighted struc-
tural image was acquired after completing the tasks using a
three-dimensional Modified Driven Equilibrium Fourier trans-
form (MDEFT) sequence (TR/TE/TI = 7.92/2.48/910 ms, flip
angle = 16◦, 176 slices, voxel size = 1 × 1 × 1 mm). The total
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Table 4 | Abbreviations used in the text, tables, and figures.

A KEY TO THE ABBREVIATIONS

ANATOMICAL NAME

ACC Anterior cingulate gyrus

ACC Anterior cingulate sulcus

aINS Anterior Insula

ANG Angular gyrus

CB Cerebellum (lobule)

CS Central sulcus

FO Frontal operculum

HG Heschl’s gyrus

IFG Inferior frontal gyrus

IFS Inferior frontal sulcus

ITG Inferior temporal gyrus

MTG Middle tempomral gyrus

PM Premotor cortex

PoC Postcentral

PoCing Posterior cingulate

pOp Pars opercularis (in IFG)

pOrb Pars orbitalis (in IFG)

PrC Precentral PreC

PT Planum temporale

pTri Pars triangularis (in IFG)

PUT Putamen put

SFG Superior frontal gyrus

SMA Supplementary motor area

SMG Supramarginal gyrus

STG Superior temporal gyrus

STS Superior temporal sulcus

Tp Temporal pole

TPJ Temporo-parietal-junction

QUALIFICATION ON LOCATION

a Anterior zone

d Dorsal

g Gyrus/gyri

H Hemisphere

L Left hemisphere

m Medial

p Posterior zone

R Right hemisphere

s Sulcus

v Ventral

C Contrast (1–9), see Table 1B

scanning time was approximately 1 h and 20 min per participant,
including set-up and the acquisition of the anatomical scan.

PROCEDURE
Prior to scanning, each participant was trained on all tasks using
a separate set of all training stimuli except for the environmental
sounds which remained the same throughout both training and
experiment. All speaking tasks required the participant to pro-
duce a single verbal response after each stimulus presentation by
saying the object name, color name, gender, or pseudoword. For
the one-back-matching task, participants had to use two fingers

of the same hand (12 participants used the right hand, and the
other 13 used the left) to press one of two buttons on a fMRI
compatible button box to indicate whether the stimulus was the
same as the one preceding it (left button for “same,” right button
for “different”). This condition did not involve any overt speech
but was expected to involve short term memory, supported by
“inner” (covert) speech. Participants were also instructed to keep
their body and head as still as possible and to keep their eyes
open throughout the experiment and attend to a fixation cross on
the screen while listening to the auditory stimuli. An eye tracker
was used to ensure that participants had their eyes open and paid
constant attention throughout the experiment.

Each of the 16 tasks was presented in a separate scan run, all of
which were identical in structure.

The script was written with COGENT (http://www.vislab.

ucl.ac.uk/cogent.php) and run in Matlab 2010a (Mathsworks,
Sherbon, MA, USA). Scanning started with the instructions “Get
Ready” written on the in-scanner screen while five dummy scans
were collected. This was followed by four blocks of stimuli
(nine stimuli per block, 2.52 s inter-stimulus-interval, 16 s fixa-
tion between blocks, total run length = 3.2 min). Every stimulus
block was preceded by a written instruction slide (e.g., “Repeat”),
lasting 3.08 s each, which indicated the start of a new block and
reminded participants of the task. Visual stimuli were each dis-
played for 1.5 s. The pictures subtended an angle of 7.4◦ (10 cm
on screen, 78 cm viewing distance) with a pixel size of 350 × 350,
with a screen resolution of 1024 × 768. The visual angle for the
written words ranged from 1.47 to 4.41◦ with the majority of
words (with five letters) extending 1.84 to 2.2◦.

Auditory stimuli were presented via MRI compatible head-
phones (MR Confon, Magdeburg, Germany), which filtered
ambient in-scanner noise. Volume levels were adjusted for each
participant before scanning. Each participant’s spoken responses
were recorded via a noise-cancelling MRI microphone (FOMRI
IIITM Optoacoustics, Or-Yehuda, Israel), and transcribed manu-
ally for off-line analysis.

DATA PRE-PROCESSING
We performed fMRI data preprocessing and statistical analysis in
SPM12 (Wellcome Trust Centre for Neuroimaging, London, UK),
running on MATLAB 2012a (MathWorks, Natick, MA, USA).
Functional volumes were (a) spatially realigned to the first EPI
volume and (b) un-warped to compensate for non-linear distor-
tions caused by head movement or magnetic field inhomogeneity.
We used the unwarping procedure in preference to including the
realignment parameters as linear regressors in the first-level anal-
ysis because unwarping accounts for non-linear movement effects
by modeling the interaction between movement and any inhomo-
geneity in the T2∗ signal. After realignment and unwarping, we
checked the realignment parameters to ensure that participants
moved less than one voxel (3 mm) within each scanning run.

The anatomical T1 image was (c) co-registered to the mean
EPI image which had been generated during the realignment
step and then spatially normalized to the Montreal Neurological
Institute (MNI) space using the new unified normalization-
segmentation tool of SPM12. To spatially normalize all EPI scans
to MNI space, (d) we applied the deformation field parameters
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that were obtained during the normalization of the anatomi-
cal T1 image. The original resolution of the different images
was maintained during normalization (voxel size 1 × 1 × 1 mm3

for structural T1 and 3 × 3 × 3 mm3 for EPI images). After
the normalization procedure, (e) functional images were spa-
tially smoothed with a 6 mm full-width-half-maximum isotropic
Gaussian Kernel to compensate for residual anatomical variabil-
ity and to permit application of Gaussian random-field theory for
statistical inference (Friston et al., 1995).

First-level analyses
In the first-level statistical analyses, each pre-processed functional
volume was entered into a subject specific, fixed-effect analysis
using the general linear model (Friston et al., 1995). All stimu-
lus onset times were modeled as single events, with two regressors
per run, one modeling instructions and the other modeling all
stimuli of interest (including the repeated and unrepeated items).
Stimulus functions were then convolved with a canonical hemo-
dynamic response function. To exclude low-frequency confounds,
the data were high-pass filtered using a set of discrete cosine basis
functions with a cut-off period of 128 s. The contrasts of interest
were generated for each of the 16 conditions of interest (relative to
fixation). The results of each individual were inspected to ensure
that there were no visible artifacts (edge effects, activation in ven-
tricles, etc.) that might have been caused by within-scan head
movements.

IDENTIFYING THE EFFECTS OF INTEREST
At the second level, the 16 contrasts for each participant were
entered into a within-subjects one-way ANOVA in SPM12. First
we identified areas that were activated for auditory word repe-
tition relative to rest using a statistical threshold of p < 0.001
uncorrected. The activated voxels were saved as a single binary
image file. Second, we repeated the same second level analysis, but
this time we included the binary image file as a region of interest.
By excluding any voxels that were not activated for auditory word
repetition relative to rest, we ensure that all the effects we report
are involved in auditory word repetition. The factorial analysis
of the 16 different conditions was implemented at the level of
statistical contrasts as described below.

Factor 1 (stimulus modality)
Auditory processing areas were identified by the main effect
of stimulus modality during the one back matching task
(Contrast 1). The statistical contrast compared activation for each
of the 4 auditory stimuli to each of the four visual stimuli. To
ensure that the observed effects were not driven by a subset of the
auditory stimuli (e.g., those with sublexical phonology or seman-
tic content), we used the “inclusive masking” option in SPM to
exclude voxels that were not activated at p < 0.001 uncorrected
in each of the four auditory one back matching tasks relative
to fixation. We did not use the speech production conditions
in the main effect of auditory processing because this would
bias the effects toward auditory speech processing, given that all
speech production conditions result in auditory processing of the
speaker’s voice, irrespective of whether the stimuli are auditory or
visual.

Factor 2 (sublexical phonological input)
The effect of sublexical phonological input was tested by com-
paring stimuli with sublexical phonological content (words and
pseudowords) to stimuli with no sublexical cues (pictures, envi-
ronmental sounds, colored patterns, and humming sounds). In
Contrast 2, this effect of phonology was computed for auditory
one-back matching conditions only to identify areas associated
with auditory recognition of speech. The two-way interaction of
phonological input with stimulus modality was then computed
to confirm whether any phonological effects were specific to the
auditory modality.

In Contrast 3, the effect of phonology was computed across
both tasks and stimulus modalities to identify activation related
to abstract representations of speech sounds or articulatory re-
coding. In Contrast 4, the effect of phonology was computed for
the one-back matching task only (across stimulus modalities) to
identify areas associated with covert articulatory processing which
might occur for phonological stimuli during the silent one-back
matching task but for all stimuli when speech production was
required. When a phonological effect was specific to the one-back
matching task (i.e., in Contrast 4), we checked (i) the two way
interaction of phonological input and task (one back matching >

speech production); and (ii) whether the same regions were acti-
vated in the main effect of speech (Contrast 8 below) as this would
be consistent with a role for the identified areas in articulatory
processing.

In Contrast 5, the effect of phonology was computed for the
speech production task only (across stimulus modalities) to iden-
tify areas where the motor execution of speech was influenced by
sublexical phonological processing. Any such effects were checked
with the two-way interaction of phonological input and task
(speech production > one back matching).

Factor 3 (semantic content)
The effect of semantic input was tested by comparing all stimuli
with semantic content (words, pictures, environmental sounds)
to all stimuli with no semantic content (pseudowords, colored
patterns, and humming sounds). In Contrast 6, this was com-
puted across both tasks and stimulus modalities to identify activa-
tion related to accessing semantic associations. In Contrast 7, this
was computed for speech production only to identify semantic
activation that drove speech production responses. When seman-
tic effects were observed in Contrast 7, we tested whether the
effects were significantly enhanced during speech production, by
computing the two-way interaction of semantic content with task;
and the three way interaction of semantic content with task and
stimulus modality.

Factor 4 (speech production)
The effect of speech production was tested by comparing all 8
speech production conditions to all eight one-back matching con-
ditions (i.e., Contrast 8). We then separated activation related
to the motor execution of speech (orofacial, larynx, and breath-
ing) from activation that was related to auditory processing of
the spoken response or domain general processing by looking at
which brain areas overlapped with those identified in the main
effect of auditory relative to visual input (Contrast 1) or the main
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effect of all 16 conditions relative to fixation (Contrast 9). Areas
associated with motor execution of speech were those that were
not activated (p > 0.05 uncorrected) in Contrast 1 or during any
of the one-back matching tasks that required silent finger press
responses (Contrast 9). Areas associated with auditory process-
ing of the spoken response were those that were also activated
for auditory relative to visual processing in Contrast 1 as well as
speech production relative to one-back matching in Contrast 8.

Domain general processing
This was identified where activation was significantly activated
in all speech production and all one back matching conditions
relative to fixation (Contrast 8). We dissociate areas that were
common to Contrasts 8 and 9 (i.e., domain general but enhanced
during speech production) from those that were independent of
speech production (i.e., Contrast 9 only).

The statistical threshold for all main effects was set at p < 0.05
after family wise error correction for multiple comparisons across
the whole brain in either height or extent. Within the identified
areas, we report interactions if they were significant at p < 0.001
uncorrected.

RESULTS
IN SCANNER BEHAVIOR
For technical reasons, button press responses were lost for three
participants. Therefore in-scanner behavioral measures were
based on all 25 participants for speech production but only 22
participants for the one-back matching tasks. In-scanner accuracy
was high (>95%) for all conditions except auditory repetition and
reading of pseudowords (88 and 85% respectively) and one-back
matching of gender and colors (88 and 95% respectively). The
lower accuracy for color and gender arose because some partici-
pants attempted to match these stimuli on their visual or auditory
forms, rather than their color or pitch. Response times were only
available for the one-back matching task and were measured from
stimulus onset to response onset. As the time to present each stim-
ulus varied across conditions, we expected the response times to
be longer when the stimulus presentation time was longer. For
example, in the visual conditions, all visual features are presented
simultaneously and then remain on the screen throughout the
stimulus duration. In contrast, in the auditory conditions, audi-
tory features emerge over time. Consequently, the response times
were slower for the four auditory one-back matching tasks (range
across tasks = 880–1125 ms) than the four visual one matching
tasks (range across tasks = 648–762 ms). Within the auditory
conditions, response times were slower for sound and gender
matching (1111 and 1125 ms) than auditory word or pseudoword
matching (880 and 959 ms).Within the visual modality, color
matching (762 ms) was slower than visual word, pseudoword
or picture matching (655, 648, and 683 ms). We think this is
because participants were distracted by the shape of the stimu-
lus which changed on each trial irrespective of whether the color
was changing.

fMRI ACTIVATION RESULTS
Factor 1: Auditory processing (see blue areas in Figures 2–4)
As expected, activation was significantly greater for auditory
than visual stimuli in bilateral superior temporal gyri, including

Heschl’s gyri and plana temporale. At a statistical threshold of
p < 0.05 corrected for multiple comparisons, there were 960 vox-
els in the right auditory cortex and 913 voxels in the left auditory
cortex. These areas are associated with auditory processing.

Factor 2: Phonological inputs (see Table 5A and turquoise areas in
Figures 2–4)
There was no effect of phonology in the auditory one back match-
ing task (Contrast 2) that was testing for areas that might be
involved in recognizing auditory speech. However, four other
phonological effects were dissociated that were all common to
auditory and visual inputs. The first two of these were identified
in the main effect, across stimuli and tasks (Contrast 3) which was
observed in the left superior temporal sulcus (STS) and posterior
putamen. We dissociate the function of these areas because in the
left STS, activation was additive with a main effect of auditory
vs. visual inputs (Z scores for C1 = 5.7 in anterior left STS and
more than 8 (i.e., assessed as “effectively infinite” by SPM) in pos-
terior left STS); whereas in the left posterior putamen, the effect
was additive with the main effect of speech production (Table 6).
Third, during the one-back matching task only (Contrast 3), there
was a main effect of phonology in the left pars orbitalis on the
junction with the pars triangularis. At the same location, there
was an additive effect of speech production (Zscore in C8 = 4.4).
Fourth, during the speech production task only (Contrast 5),
there was a main effect of phonology in the left ventral premo-
tor cortex and the left anterior putamen. These effects were also
additive with the main effect of speech production (see Table 6
for details).

Factor 3: Semantic content (see Tables 5B,C and pink areas in
Figures 2–4)
Three different semantic responses were dissociated. First, a ven-
tral part of the left pars orbitalis was activated by semantic input
across stimuli and tasks (Contrast 6). Second, during speech
production (Contrast 7) but not one-back matching, the pars
orbitalis activation extended more laterally and dorsally, border-
ing the area associated with phonological inputs during the one
back matching task. In addition, semantic inputs during speech
production (Contrast 7) increased activation in the left poste-
rior middle temporal gyrus extending into the left angular gyrus
and the left hippocampus. Third, there was a three way inter-
action of semantic content, task, and stimulus modality with
auditory semantic inputs (environmental sounds and words) that
enhanced activation in left ventral frontal lobe regions (frontal
operculum, pars triangularis and the inferior frontal sulcus), and
the right cerebellum (laterally in lobule VIIIA and medially in
lobule VI).

Factor 4: Overt speech production (see Table 6, green areas in
Figures 2–6)
Two different sets of speech production responses were dissoci-
ated from the main effect of speech production more than one
back matching (Contrast 8) after areas associated with domain
general processing (Contrast 9) were excluded. First, activation
associated with the motor execution of speech was identified
bilaterally in the SMA and anterior cingulate gyrus, precentral
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FIGURE 2 | Illustrations of activations related to auditory processing

(in blue), phonological processing (in turquoise), semantic processing

(in pink) and the motor execution of speech (in dark green) on a single

sagittal brain image at x = −54 in MNI space. Plots show the response for
each of the 16 conditions in each of the regions of interest, with the name of
the brain region, the x, y, and z MNI co-ordinates of the effect and the

Contrast number (e.g., C8) used to identify the effect. The order of the
conditions is always the same with abbreviations defined at the bottom of
the figure. The conditions of interest for each effect are highlighted in the
corresponding color. Red bars on each plot are the 90% confidence intervals
generated in SPM. The height of the bar is the mean effect across subjects in
arbitrary units, as generated in SPM.

gyri (including the left ventral premotor cortex activated in C5),
many posterior and anterior regions in the insula and putamen,
the amygdala, temporal pole, pars triangularis extending into the
left pars orbitalis (Z = 4.4 at −45, +27, −3) and the cerebel-
lum (green areas in Figures 2–6). Notably, the speech production
effects in the left ventral premotor cortex, anterior and posterior
putamen and left pars orbitalis were additive with the main effect
of phonology reported above and in Table 5A.

Second, activation associated with auditory processing of the
spoken output (i.e., in areas that were also activated for auditory
inputs in Contrast 1) was most significant (p < 0.05 corrected
for multiple comparisons) in dorsal superior temporal gyri. These
regions included the left anterior and posterior STS areas associ-
ated with the main effect of phonological input (C3; Table 5A).
When the significance level was lowered to p < 0.001 uncor-
rected, the main effect of speech production (Contrast 8) was
observed in 98% (938/960) of the right hemisphere auditory pro-
cessing voxels (from Contrast 1) and 88% (801/913) of the left
hemisphere auditory processing voxels (from Contrast 1). The
absence of an effect of speech production in 12% of the left
hemisphere auditory processing voxels suggests that these vox-
els are not responding to the sound of the spoken response. This
apparent discrepancy between the effect of auditory processing of

the speakers own voice (in C8) and that of another’s voice (C1)
will be investigated in a subsequent paper.

Domain general processing: (Table 6, red and orange areas in
Figures 3–6)
Two different sets of domain general processing areas were dis-
sociated from Contrast 9. Those that were enhanced by speech
production (i.e., common to Contrast 8 and 9) were observed
bilaterally in the pre-SMA, anterior cingulate sulcus, dorsal pre-
central gyrus, dorsal anterior insula (around the frontal opercu-
lum), and lateral regions of the cerebellum (red in Figures 3–6).
Those that were independent of speech production (i.e., Contrast
9 only) were observed in the middle of the anterior cingulate sul-
cus and a dorsal region of the supramarginal gryus (orange in
Figures 3, 5).

In summary, the fMRI results replicated many previous find-
ings (Table 2A) but also revealed many novel effects (Table 2B)
which we now discuss.

DISCUSSION
In this paper, we have identified multiple regions activated
during auditory repetition of words compared to resting with
eyes open (i.e., fixation), then used multiple different contrasts,
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FIGURE 3 | As in Figure 2 but with effects located at x = −45 in MNI

space. Effects colored yellow/orange are those related to domain general
processing. Effects in red are those that show an effect of domain general

processing (C9) which is enhanced during speech production (C8). The effect
in light green was identified for producing speech from auditory semantic
stimuli (C7A).

within-subject, to try to assign functional roles to those regions.
Our results extend, refine, and in some cases undermine prior
predictions about what regions support auditory word repeti-
tion, and what those regions actually do. In what follows, we
discuss the results in the context of those prior expectations,
focusing on phonological processing, semantic processing, and
motor execution of speech during auditory word repetition.

PHONOLOGICAL EFFECTS
We found no regions that were specifically responsive to the
auditory processing of speech (i.e., no effect of phonological
inputs on auditory relative to visual stimuli in C2). However, we
did find four effects of phonological input that were common

to auditory and visual stimuli. Across tasks (C3), phonological
inputs increased activation in the left STS and the left posterior
putamen. In addition, during speech production, phonological
inputs increased activation in the left ventral premotor cortex and
the left anterior putamen (C5); and during one-back matching,
phonological inputs increased activation in the left pars orbitalis
(C4). Below, the role that each of these regions might play in
phonology is discussed.

Left STS
Here we observed a main effect of phonological inputs (C3) that
was additive with a main effect of auditory vs. visual processing
(C1), see lower left of Figure 2. We predicted such a response in
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FIGURE 4 | As in Figures 2, 3 but with effects located at x = −40 in MNI space to highlight multiple effects in the left insula and frontal operculum

within the white box (brain image above), which is enlarged (brain image below).

left posterior STS but not left anterior STS. However, the effect we
observed anteriorly (at −54, −18, −6) is consistent with a previ-
ous study that reported an anterior STS region (at −50, −22, −6)
with an additive effect of (i) auditory vs. visual stimuli and (ii)
reading and repetition of speech relative to non-speech (Price
et al., 2003). What might this auditory processing area be doing
during reading? Examination of the plot in the lower left corner
of Figure 2 shows that, although the effect of phonology on audi-
tory stimuli was consistent for both tasks, the response to visual
phonological inputs was primarily observed during speech pro-
duction rather than one-back matching. This could either arise
because (A) reading aloud increases access to auditory representa-
tions (phonology) more than naming pictures (Glaser and Glaser,
1989); or (B) participants enhance auditory processing of their
spoken response during reading relative to naming (even though
the auditory input from the spoken response is matched in the
reading words and naming picture conditions). We exclude the
latter explanation (B), because the common effect of auditory and
visual phonology reported in Price et al. (2003) was observed in
the context of silent speech production (moving lips without gen-
erating any sound) which eliminated auditory processing of the
spoken response. We therefore focus on explanation (A), i.e., the
left aSTS response reflects access to auditory representations of
speech that are readily accessed during reading. Indeed, many pre-
vious studies have reported extensive STS activation in the context

of audio-visual integration (Calvert et al., 1999; Noppeney et al.,
2008; Werner and Noppeney, 2010).

Left posterior putamen
Here we observed an additive effect of phonological input (C3)
and speech production (C8). The response in this region, from
the same dataset, has been discussed at length in Oberhuber
et al. (2013), which investigated differential activation for reading
words and pseudowords and found higher left posterior puta-
men activation for reading and repeating words than reading or
repeating pseudowords (see Figure 2 in Oberhuber et al., 2013).
This was interpreted in light of other studies that have associated
the posterior putamen with “well learnt movements” (Menon
et al., 2000; Tricomi et al., 2009). As articulation is matched in the
reading and picture naming conditions, increased left posterior
putamen activation for reading must reflect pre-articulatory pro-
cessing, particularly since left posterior putamen activation was
also detected for phonological inputs during the one-back task
that did not require overt articulation. We therefore speculate
that the effect of phonological inputs on left posterior putamen
responses reflected activation related to articulatory planning.

Left ventral premotor cortex
Here we observed an effect of phonological input during speech
production (C5) and an additive effect of speech production (C8).
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Table 5 | The effects of phonological vs. semantic inputs. Separate tables indicate the location and significance of activation for: (A) stimuli

with phonological vs. non-phonological content; (B) stimuli with semantic vs. non-semantic content; and (C) auditory stimuli with semantic

content.

PHONOLOGICAL AND SEMANTIC ACTIVATION DETECTED FOR CONTRASTS 3–7 WITH HEMISPHERE (H),
MNI CO-ORDINATES (XYZ ), AND Z SCORES FOR EACH TASK

C Location H x y z OB&SP OB SP OB > SP SP > OB

(A) PHONOLOGICAL > NON-PHONOLOGICAL INPUT IN AUDITORY AND VISUAL MODALITIES

C3 aSTS L −54 −18 −6 5.1* 3.7∧ 3.9 ns ns

C3 pSTS L −51 −39 3 4.4∧ 4.0∧ 2.6 ns ns

C3 PUT post L −27 −9 −3 5.4* 3.1 4.9* ns ns

C3/5 PUT ant L −21 6 3 3.5∧ ns 4.7* ns 3.6

C3/5 vPM L −54 0 30 4.3∧ ns 5.4* ns 3.6

C3/5 vPM L −57 6 21 3.2∧ ns 4.4∧ ns 4.0

C4 pOrb/pTri L −45 27 −3 3.8 3.8∧ ns 3.0 ns

(B) SEMANTIC > NON-SEMANTIC INPUT IN AUDITORY AND VISUAL MODALITIES

C6 pOrb L −33 30 −12 6.6* 3.6 6.6 ns 2.6

C7 pOrb L −45 30 −6 3.1 ns 4.4∧ ns 3.1

C7 pMTG L −51 −60 6 4.6* ns 5.8* ns 4.1

C7 pMTG L −57 −51 3 3.4 ns 5.8* ns 4.7*

C7 ANG L −54 −57 18 3.5 ns 4.4∧ ns 2.7

C7 Hippocampus L −27 −15 −12 4.4∧ ns 5.1* ns 2.8

(C) SEMANTIC > NON-SEMANTIC INPUT DURING AUDITORY PRODUCTION ONLY

C7A FO L −30 27 3 ns ns 4.6* ns 4.5

C7A pTri L −48 33 12 5.5 ns 6.9* ns 4.8

C7A IFS L −39 24 21 5.1 ns 6.2* ns 4.1

C7A CB (VIIIA) R 30 −66 −48 ns ns 5.2* ns 5.2

C7A CB (VIIIA) R 27 −66 −39 3.5 ns 4.6* ns 3.4

C7A CB (VI) R 9 −72 −21 ns ns 4.8* ns 4.6

The first column (C) reports the contrast number used in Table 1. The second column gives the anatomical name of the location of the activation using abbreviations

explained in Table 4. The third column indicates the hemisphere (H), either left (L), or right (R). The fourth column gives the x, y, and z co-ordinates of the peak

activation in MNI space. The last five columns give the Z scores for the effect of interest over task contrast OB&SP, OB only, SP only, OB > SP, and SP > OB.

Note that the latter two effects indicate the interaction of task with the effect of interest (phonology or semantics). The main effect of task (over semantic and

phonological stimuli) is reported Table 6. Effects that survived family wise error correction for multiple comparisons are marked “*” and “∧” for height and extent,

respectively. Effects that were not significant at p < 0.01 uncorrected are marked ns.

Phonological inputs may increase the demands on overt articula-
tion because they provide multiple sublexical phonological cues
that need to be integrated (sequenced) into a lexical motor plan.
This would be consistent with left ventral premotor cortex playing
a role in articulatory sequencing. Contrary to our expectations,
we found no evidence for covert articulatory processing in this
ventral premotor area during the one-back matching task.

Left anterior putamen
Here we observed a pattern of response that was similar to that
observed in the left ventral premotor cortex: i.e., an effect of
phonological input during speech production (C5) and an addi-
tive effect of speech production (C8). In addition, using the same
dataset, we have previously reported that the left anterior puta-
men was more responsive during pseudoword reading than word
reading (see Figure 2 in Oberhuber et al., 2013). We interpreted
this effect as in keeping with prior studies that have associated
with left anterior putamen with “the initiation of novel sequences
of movements” (Okuma and Yanagisawa, 2008; Aramaki et al.,
2011; Wymbs et al., 2012) as opposed to well-known movements
in posterior putamen. Keeping with this conclusion provides an

interpretation of left anterior putamen activation that is similar
to that of the left ventral premotor cortex; i.e., both are involved
in sequencing the articulation of sublexical phonological codes.

Left pars orbitalis
Here, we observed an effect of phonological input during one-
back matching (C4) with an additive effect of speech produc-
tion (C8). Neither of these effects was expected in the left pars
orbitalis, which is more commonly associated with semantic
processing (Dapretto and Bookheimer, 1999; Poldrack et al.,
1999; Devlin et al., 2003; Gough et al., 2005; Vigneau et al.,
2006; Mechelli et al., 2007; de Zubicaray and McMahon, 2009).
Nevertheless, there are other studies that have reported left
pars orbitalis is sensitive to articulatory complexity during non-
semantic pseudoword production (Park et al., 2011) and for
reading pseudowords relative to words (Hagoort et al., 1999).
Therefore, our study is not unique in highlighting a non-semantic
articulatory response in this region.

We controlled for articulatory complexity in our speech pro-
duction conditions because speech outputs were the same object
and animal names in auditory repetition, reading aloud and
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Table 6 | Brain areas associated with motor execution of speech,

domain general processing, or both.

MOTOR EXECUTION OF SPEECH AND DOMAIN
GENERAL PROCESSING

MOTOR EXECUTION OF SPEECH (CONTRAST 8)

Location H x y z Zsc

SMA R 3 −12 72 6.5

ACCg rostral L −6 12 30 7.0

R 6 15 30 7.6

caudal L −9 −15 42 7.7

R 6 −12 39 6.2

PrCg/CS L −48 −12 42 Inf

R 48 −9 39 Inf

L −18 −30 54 Inf

R 18 −27 60 Inf

PrCg-v L −57 −9 21 Inf

R 60 −6 18 Inf

vPM L −57 3 21 6.6

R 57 3 21 Inf

pINS-d L −33 −12 18 Inf

R 33 −12 18 Inf

aINS-d L −33 6 12 6.3

R 36 9 9 6.8

aINS-v L −30 9 −9 7.6

L −36 9 −3 6.9

L −30 −6 −9 Inf

R 30 12 −9 7.7

R 33 9 0 7.1

R 42 9 −3 6.5

R 30 −9 −6 Inf

PUT post L −27 −12 −6 Inf

R −27 −12 −6 Inf

PUT ant L −21 6 3 Inf

R 21 6 3 Inf

Amygdala L −27 −3 −15 Inf

R 30 −3 −15 Inf

TP/aSTG L −42 15 −27 7.2

L −51 12 −18 5.8

R 39 15 −30 7.5

R 48 12 −24 7.0

MOTOR EXECUTION OF SPEECH (CONTRAST 8)

pTri L −48 39 9 6.5

L −48 30 6 5.7

R 51 39 9 7.6

R 45 30 3 7.0

CB (V/VI) L −12 −66 −12 Inf

Paravermal R 15 −60 −18 Inf

R 15 −72 −15 Inf

CB (VIIIA) L −24 −69 −42 5.3

Paravermal R 12 −63 −39 7.8

R 9 −66 −36 7.6

DOMAIN GENERAL PROCESSING AREAS

where activation is enhanced during

OVERT SPEECH (Z SCORES FROM CONTRAST 9)

Pre-SMA 3 3 63 Inf

(Continued)

Table 6 | Continued

Location H x y z Zsc

3 12 57 6.3

ACCs L −6 12 39 6.1

R 9 15 36 6.8

R 3 12 42 5.9

PrCg-d L −48 −9 51 Inf

R 51 0 45 Inf

PM-v L −60 3 24 Inf

aINS-d/FO L −36 12 6 5.4

L −39 27 0 5.1

R 36 18 6 5.3

R 39 24 6 5.3

CB (VI) L −27 −60 −24 Inf

Lateral L −36 −60 −24 6.6

R 24 −60 −24 Inf

DOMAIN GENERAL PROCESSING (CONTRAST 9)

SMA L −6 0 54 Inf

R 3 3 51 Inf

SMG-d L −45 −39 42 Inf

Columns 1–3 in each section correspond to columns 2–4 in Table 5. Column 4

reports the Z score (Zsc) for the main effect of speech production (Contrast 8) or

domain general processing (Contrast 9). Activation in auditory processing areas

(from Contrast 9) is excluded (see results section for details).

object naming. Interestingly in this context, we did not see dif-
ferential activation in the left pars orbitalis for phonological and
non-phonological inputs during speech production. Plausibly,
the effect of phonological inputs that we observed in the left pars
orbitalis during the one back matching task might reflect covert
articulatory processing that occurs automatically when stimuli
have strong articulatory associations. Future studies should there-
fore consider the possible involvement of phonological processing
when interpreting left pars orbitalis activation. For example, in
Leff et al. (2008), we observed left pars orbitalis activation at
MNI co-ordinates [−48, 28, −6] for listening to speech rela-
tive to reversed speech, and interpreted this effect as reflecting
semantic processing. In light of the current study, increased left
pars orbitalis to speech may have reflected covert articulatory
processing.

To summarize this section, we have dissociated four different
phonological effects. All were observed in the left hemisphere,
with one in an auditory processing area (STS) and three in speech
production areas: (i) during speech production only (left ventral
premotor cortex and left anterior insula), which we associate with
sequencing sublexical articulatory plans; (ii) during one-back
matching only (left pars orbitalis), which suggests covert artic-
ulatory processing that is equally involved for phonological and
non-phonological stimuli during overt speech production; or (iii)
during both tasks (left posterior putamen), which is consistent
with increases in both covert and overt articulatory activity.

SEMANTIC PROCESSING
Despite finding that part of the pars orbitalis responded, unex-
pectedly, to speech production and sublexical phonological inputs
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FIGURE 5 | As in Figures 2–4 but with effects located at x = +3 in MNI space to highlight the many different effects in the anterior cingulate and

supplementary motor cortex.

during the one back matching task, we found a different part
of the left pars orbitalis for the main effect of semantic con-
tent (C7). This is consistent with the prior association of the left
pars orbitalis with semantic processing mentioned above. The left
hand plots in Figure 4 illustrate the strikingly different responses
to two distinct but neighboring parts of the left pars orbitalis, with
the semantic area (in pink) lying ventrally to the phonological
area (in turquoise).

Semantic content also increased activation in the left poste-
rior middle temporal gyrus, extending into the ventral part of the
angular gyrus, with a separate peak in the left hippocampal gyrus.
These regions were expected during all semantic conditions but
were only detected during the speech production conditions
(Table 5B), suggesting that semantic associations were weak, or

not engaged, during the one back matching. On the other hand,
the demonstration that posterior left temporo-parietal areas were
involved in auditory word repetition, and other semantic speech
production tasks, provides a clear illustration that semantic pro-
cessing is activated during auditory word repetition, even if it is
not theoretically needed.

Likewise, our data suggest evidence that auditory word repeti-
tion increases the demands on phonological retrieval mechanisms
in left lateralized frontal and right lateralized cerebellar regions
that were activated during speech production in response to:
(a) semantic relative to non-semantic inputs in the auditory
modality; and (b) all conditions relative to fixation, in the visual
modality. Activation was therefore least when speech was gen-
erated from auditory pseudowords or auditory hums (that have
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FIGURE 6 | As in Figures 2–5, highlighting many different auditory repetition effects in the cerebellum.

no lexical or semantic representations); see the left middle plot
in Figure 3 and lower middle plot in Figure 6. This pattern of
response is interesting because auditory words could theoretically
be repeated like auditory pseudowords. The fact that auditory
word repetition activated areas strongly involved in naming envi-
ronmental sounds suggests that either the extra processing makes
the task easier or it occurs automatically, whatever its actual
benefits.

MOTOR EXECUTION OF SPEECH
Turning now to the effects of speech production that were
not influenced by semantic or phonological differences in the
stimulus input, our experimental design was, for what we
think is the first time, able to segregate activation related to
the motor execution of speech from that involved in domain
general processing and auditory processing of the spoken
output.

Areas associated with the motor execution of speech included
all those that were predicted, with the exception of the thala-
mus. In addition, we observed activation in the SMA, anterior
cingulate, pars triangularis, and an extensive region around the
ventral insula and ventral putamen that included the claustrum
and spread into the amygdala and temporal pole. We have repli-
cated the effects of speech production in the temporal pole in
another study and this will be discussed in our future commu-
nications. Here we focus on the effects in the SMA, anterior
cingulate, cerebellum, and anterior insula. Those in the SMA and
anterior cingulate were not predicted to be specific to speech out-
put because they have been reported to respond during numerous
studies of movement with other effectors such as the hand.
Indeed, we found other parts of the cingulate and the pre-SMA
were involved in both our speaking and finger-press tasks. Thus
our study highlights the many different areas in the medial frontal
cortex that are all involved in speech production but differ in
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their involvement in other tasks. Figure 5 illustrates the relative
location of these areas: those in red and orange responded dur-
ing one back matching and speech production whereas those in
green did not respond during one back matching—so appear to
be primarily involved in the motor execution of speech. Likewise,
Figure 6 illustrates three different types of functional responses
in the cerebellum with medial (paravermal) areas being most
responsive during speech production and more lateral areas
showing sensitivity to retrieval demands (lower middle plot) and
one back matching (top right plot). Future connectivity stud-
ies could investigate how the different cerebellar regions shown
in Figure 6 interact with the medial frontal regions shown in
Figure 5.

Finally, we highlight an interesting dissociation in the left ante-
rior insula. Previous studies have associated this area with either
covert speech production (Koelsch et al., 2009), or overt speech
production (Ackermann and Riecker, 2004; Shuster and Lemieux,
2005; Bohland and Guenther, 2006). Here we dissociate two dif-
ferent areas involved in speech production, see right panel of
Figure 4. A dorsal area close to the frontal operculum that is
activated during silent and overt speech production conditions
(shown in red) and a more ventral area that is specific to overt
speech production (shown in green).

IMPLICATIONS FOR THEORIES OF AUDITORY WORD REPETITION
Our results illustrate the complexity of response profiles in many
regions involved in auditory word repetition, and distinguish sub-
regions within some of those regions that have not been identified
before. For example, though we did find evidence consistent with
the conventional view that the left pars orbitalis plays a seman-
tic role, we also found more phonological activity in a different
part of the same region. Similarly, we were able to dissociate three
different regions in the cerebellum, and two different regions
within the left anterior insula—all of which are implicated in the
motor execution of speech, but each of which responds differently
in different tasks. These results suggest that there are multiple,
overlapping but at least partially independent circuits involved in
auditory word repetition—circuits which are not addressed at all
in contemporary models of the process (e.g., Ueno et al., 2011;
Ueno and Lambon Ralph, 2013).

CONCLUSIONS
Auditory word repetition is a complex process, supported by a
large network of widely distributed brain regions, many of which
appear to have their own complex, task-dependent response pro-
files. As with many other language functions, our analyses of
auditory word repetition are hampered first and foremost by
that complexity: there are so many regions involved, with such
complex response profiles, in such a potentially wide array of
different functional circuits, that we cannot hope to explain it
all here. Instead, we have sought to show how a multi-factorial,
within-subjects design can be used to begin to dissect this com-
plex network, and to illustrate some of the key lessons that can be
learned—lessons which go beyond any simple tabulation of those
regions that do or do not appear to be implicated by auditory rep-
etition, and which were, or were not, expected to appear in that
list (Table 2).

Perhaps the most important lesson of all here is that conven-
tional models of auditory repetition, be they founded on the dual
route hypothesis (e.g., Saur et al., 2008; Ueno et al., 2011), or
even on our own analysis of many hundreds of previous imag-
ing experiments (see Figure 1), are simply not detailed enough to
account for the data we increasingly observe as our imaging meth-
ods improve. For example, we show here that there are several
different types of phonological response that cannot be explained
as a single concept. We have also shown how areas associated with
semantic processing and phonological retrieval respond during
auditory word repetition, even though they are theoretically not
required. For anatomical models of auditory repetition, and lan-
guage per se, we have shown that there are two different regions
in the left pars orbitalis, one that responds to semantic content
and one that responds to articulatory processing. At the speech
output level, we have dissociated multiple different areas and
responses that all need further investigation. Nevertheless, some
of the results (e.g., those in the left anterior insula) allow us to
reconcile previously conflicting reports.

We hope that these and other results will motivate future
experiments that investigate, validate and interpret the vast array
of neural responses that support even the simplest of language
tasks. We also hope that our single experimental paradigm will
be useful dissociating language responses at the individual level,
particularly in the clinical setting.
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