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MANIPULATIVE APPROACHES  
TO HUMAN BRAIN DYNAMIC

In this EBook, we highlight how newly emerging 
techniques for non-invasive manipulation of 
the human brain, combined with simultaneous 
recordings of neural activity, contribute to the 
understanding of brain functions and neural 
dynamics in humans.

A growing body of evidence indicates that the 
neural dynamics (e.g., oscillations, synchrony) are 
important in mediating information processing and 
networking for various functions in the human brain. 
Most of previous studies on human brain dynamics, 
however, show correlative relationships between brain 
functions and patterns of neural dynamics measured 
by imaging methods such as electroencephalography 

(EEG), magnetoencephalography (MEG), near-infrared spectroscopy (NIRS), positron 
emission tomography (PET) and functional magnetic resonance imaging (fMRI). In contrast, 
manipulative approaches by non-invasive brain stimulation (NIBS) have been developed and 
extensively used. These approaches  include transcranial magnetic stimulation (TMS) and 
transcranial electric stimulation (tES) such as transcranial direct current stimulation (tDCS), 
alternating current stimulation (tACS), and random noise stimulation (tRNS), which can directly 
manipulate neural dynamics in the intact human brain. Although the neural-correlate approach 
is a strong tool, we think that manipulative approaches have far greater potential to show causal 
roles of neural dynamics in human brain functions.

There have been technical challenges with using manipulative methods together with imaging 
methods. However, thanks to recent technical developments, it has become possible to use 
combined methods such as TMS–EEG coregistration. We can now directly measure and manipulate 
neural dynamics and analyze functional consequences to show causal roles of neural dynamics in 
various brain functions. Moreover, these combined methods can probe brain excitability, plasticity 
and cortical networking associated with information processing in the intact human brain.

The contributors to this EBook have succeeded in showcasing cutting-edge studies and 
demonstrate the huge impact of their approaches in many areas of human neuroscience and 
clinical applications.

EEG activation color maps of cortical 
TMS-evoked responses, after stimulation 
of the left motor cortex, followed by 
contralateral activation. (see Ilmoniemi  
et al. Neuroreport 1997. Courtesy of  
Mr. Martti Kesäniemi)
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A long-standing issue in neuroscience is howwe can evaluate the internal states of the intact human
brain and its dynamics. Indeed, significant progress has beenmade by combining different methods
in the so-called multimodal imaging approach, providing an empirical way to directly and effec-
tively measure the brain state and its complex responses via manipulative approaches (Ilmoniemi
et al., 1997; Noguchi et al., 2003; Mochizuki et al., 2006; Siebner et al., 2009). The results obtained
from integrating different methods offer new, interesting scenarios and are having a revitalizing
impact on experimental and clinical neuroscience, as the obtained results are more than the sum of
the results provided by the single techniques when used in isolation.

In this Research Topic, “Manipulative approaches to human brain dynamics,” we aim to high-
light how these newly emerging techniques for non-invasive stimulation of the human brain
(NIBS), combined with concurrent recordings of neural activity, contribute to the understanding
of brain functions and neural dynamics. We mainly focus on transcranial magnetic stimulation
(TMS), transcranial direct current stimulation (tDCS), transcranial alternating current stimula-
tion (tACS), and transcranial random noise stimulation (tRNS), especially in combination with
simultaneous recordings of human brain activity such as electroencephalography (EEG), functional
magnetic resonance imaging (fMRI), and near-infrared spectroscopy (NIRS). We also consider
theoretical, methodological, and modeling works to understand how these manipulative methods
function.

Among the included papers, a number of them employed TMS-EEG co-registration methods
and analyzed TMS-evoked potentials (TEP). Veniero et al. (2013) demonstrated that short-latency
TEPs (P5–N8) induced by stimulation of the primary motor cortex (M1) were modulated
after conditioning of the premotor cortex by repetitive TMS (rTMS). Their results suggest
that the short-latency TEPs have a cortical origin, and can be used for evaluating the direct
reactivity of the cortex. Yamanaka et al. (2013) compared two long-latency components of
TEPs elicited by M1 stimulation, N100, and a later positive component (LPC), at prepara-
tory, executive, and inhibitory stages of a go/stop (or “go/no go”) task. They observed different
modulation of N100 between go and stop trials, but LPC did not show such differential mod-
ulation. These results suggest that TMS-induced neuronal responses in M1 and subsequent
propagation of neural reactions to other cortical areas observed as TEPs might show func-
tional changes according to task demand. Zanon et al. (2013) investigated the propagation
of TEPs when stimulating the left dorsal premotor cortex, and found prominent propaga-
tion mainly to the contralateral sensorimotor and frontal cortices at about 130ms after TMS.
They also found propagation to the posterior visual regions between 70 and 130ms after TMS.
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This study revealed connectivity between the left dorsal pre-
motor cortex and other fronto-parietal regions. Akaishi et al.
(2013) tested task-related modulation of effective connectiv-
ity during perceptual decision making. They demonstrated that
short-latency (20–40ms) TEPs elicited by TMS to the frontal
eye field were modulated as a function of the time to behavioral
responses, whereas TEPs elicited by TMS to the ventral prefrontal
cortex changed depending on whether the response was correct
or not. These studies show that TEPs are useful for probing the
reactivity of a cerebral cortical area and also the connectivity
between cortical areas, which can be modulated according to task
demand.

Some TMS-EEG papers have provided new and interesting
perspectives on how TMS can modulate human brain activ-
ity in relation to neural dynamics and information flow. Muta-
nen et al. (2013) beautifully demonstrated that single-pulse TMS
evoked changes in the brain-state dynamics. Innovative quanti-
tative measures in their work clearly showed that TMS-induced
brain-state dynamics differed from the spontaneous dynamics
present before TMS. Kawasaki et al. (2014) provided evidence
of TMS-induced modulation of oscillatory brain dynamics and
directed information flow. They demonstrated that single-pulse
TMS induced the global propagation of transient phase resetting
and enhanced information flow from the TMS-targeted visual
area to the motor area. These papers indicate how TMS can
manipulate neural dynamics and information flow in the intact
human brain.

Two sleep-related works have investigated the modulation of
oscillatory activity with TMS. Manganotti et al. (2013) inves-
tigated single-pulse TMS-induced modulation of ongoing neu-
ral oscillations estimated by EEG wavelet power analyses during
wakefulness, sleep deprivation, and sleep. They found a recipro-
cal effect on slow and fast oscillations in response to TMS after
sleep deprivation and sleep. Pellicciari et al. (2013) tried to under-
stand the neurophysiological mechanisms of rTMS treatment for
depression. They showed that 2 weeks of bilateral rTMS over
the dorsolateral prefrontal cortex of depressed patients induced
a decrease in alpha activity over the left prefrontal cortex during
REM sleep, and this neurophysiological change was significantly
associated with the final clinical outcome.

One paper reported fMRI in combination with TMS. Shitara
et al. (2013) used fMRI to investigate TMS-evoked cortical activ-
ity in the motor areas. They delivered suprathreshold TMS to the
left M1 or stimulated the right median nerve, and compared the
fMRI responses. Sensory components only explained a small part
of the TMS-induced activity in M1, indicating that fMRI com-
bined with TMS to M1 can be used for functional imaging of
motor networks.

Falciati et al. (2013) investigated whethermotor evoked poten-
tials (MEP) reflecting upper-limb cortical excitability were mod-
ulated during visually-guided saccades. They clearly showed that
fast saccades toward a visual target were accompanied by changes
in MEP amplitude. The results are in line with the viewpoint
that gaze and limb control partially share a common neural
system.

Two papers offer numerical models to explain changes
in neural dynamics in response to brain stimulation. Chang

et al. (2012) proposed a multivariate autoregressive model that
describes interactions between cortical activities during direct
electrical stimulation of the cortex, which was performed using
implanted electrodes in patients with intractable epilepsy. The
model-predicted responses matched well with real intracranial
recordings. They also succeeded in assessing changes in the level
of consciousness, estimating information integration in wakeful-
ness and deep sleep using the model. Sato (2013) showed that
the transient response of EEG theta-band activity to a theta-band
photic flicker stimulation during memory encoding predicted
the subsequent performance of memory recall. He proposed a
numerical model in which this phenomenon is explained by the
time constant of a driven harmonic oscillator that is smaller
during successful encoding than during unsuccessful encoding.

Several articles have presented works that involve tDCS or
tACS. Neuling et al. (2013) paper demonstrated state-dependent
long-lasting aftereffects of tACS. They observed enhanced indi-
vidual EEG alpha power for at least 30min after tACS under eyes-
open, low endogenous alpha-power conditions, whereas alpha
power could not be further enhanced with tACS under eyes-
closed, high endogenous alpha-power conditions. Marangolo
et al. (2013) demonstrated that anodal tDCS over the left infe-
rior frontal cortex (Broca’s area) combined with “conversational
therapy” improved speech production in patients with chronic
aphasia. Fiori et al. (2013) investigated segregated tDCS effects
on noun and verb naming and found that noun naming was
improved after anodal tDCS over the temporal region, whereas
verb naming was improved after anodal tDCS over the frontal
region in aphasics. Both of these works show that it is possi-
ble to induce changes in altered brain dynamics, possibly lead-
ing to clinical recovery. Lapenta et al. (2013) demonstrated that
tDCS over the left M1 modulated focal brain oscillations asso-
ciated with motor imagery and movement observation. More
specifically, they found that anodal tDCS over M1 led to mu-
rhythm synchronization, whereas cathodal tDCS resulted in mu
desynchronization.

There are four review papers on this topic. Parks (2013)
summarized the current methodology for combining TMS with
non-invasive near-infrared optical imaging techniques, such as
functional NIRS and the event-related optical signal (EROS).
Herrmann et al. (2013) reviewed tACS works mainly on oscil-
latory neural dynamics, physiological mechanisms, and modu-
lation of brain functions, such as motor, perception, and higher
cognitive processes. Saiote et al. (2013) reviewed studies that
combined tDCS or tRNS with fMRI. They summarized and dis-
cussed results and the great potential of these methods to modu-
late human brain activity in a specific way. Carson and Kennedy
(2013) contributed with a review paper on paired associative
stimulation (PAS), focusing on prototypical forms of PAS in
which single-pulse TMS is combined with peripheral nerve stim-
ulation. They reviewed a lot of empirical evidence and inter-
pretations of PAS effects in relation to spike-timing dependent
plasticity mechanisms and concluded that additional explanatory
models are required to go beyond the spike-timing dependent
plasticity account.

There have been technical difficulties in using NIBS tech-
niques together with imaging methods, and there is still a long
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way to go in the field before approaches such as online tACS-
EEG recording become established. However, by virtue of recent
developments in technical instrumentation and analysis, as can
be seen in the TMS-EEG field, concurrent recordings have
become not only possible but also very appealing. This Research
Topic shows how we can now measure and analyze brain activ-
ity with these combined methods to probe the neural dynamics,
brain state, excitability, plasticity, networking, and information
flow in the intact human brain. Moreover, these combined

methods can potentially show causal roles of neural dynamics in
various brain functions. Taken together, manipulative and per-
turbational approaches with NIBS have great potential to give
a better understanding of neural dynamics and functions of the
human brain. We believe that the excellent contributions col-
lected in this e-Book enable the reader to obtain new insights
into non-invasive manipulation of human brain dynamics and
will provide inspiration for future studies in this field of human
neuroscience.
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To improve our understanding of the combined transcranial magnetic stimulation (TMS)
and electroencephalography (EEG) method in general, it is important to study how the
dynamics of the TMS-modulated brain activity differs from the dynamics of spontaneous
activity. In this paper, we introduce two quantitative measures based on EEG data, called
mean state shift (MSS) and state variance (SV), for evaluating the TMS-evoked changes in
the brain-state dynamics. MSS quantifies the immediate TMS-elicited change in the brain
state, whereas SV shows whether the rate at which the brain state changes is modulated
by TMS. We report a statistically significant increase for a period of 100–200 ms after the
TMS pulse in both MSS and SV at the group level. This indicates that the TMS-modulated
brain state differs from the spontaneous one. Moreover, the TMS-modulated activity is
more vigorous than the natural activity.

Keywords: TMS, EEG, state space, brain dynamics, trajectory, recurrence quantification analysis

1. INTRODUCTION
Combined transcranial magnetic stimulation (TMS) and elec-
troencephalography (EEG) is able to probe the dynamics of the
effective connectivity of the brain. Using TMS–EEG it has been
possible to show how the activation induced on one hemisphere
advances to the contralateral side (Komssi et al., 2002). TMS–
EEG can also be used to study the effect of the brain state on the
dynamics of excitability: Nikulin et al. (2003) showed that volun-
tary preparation for hand movement changes the EEG responses
evoked by stimulating the primary motor cortex. Massimini et al.
(2005) showed that changes in the state of consciousness affect
the effective connectivity. Huber et al. (2013) studied the effect
of lack of sleep on cortical excitability, demonstrating increased
TMS-evoked EEG responses with prolonged wakefulness.

Furthermore, TMS can be used to modulate brain dynam-
ics. Combined TMS–EEG studies have shown that even a single
TMS pulse is able to induce changes in the frequency spec-
trum of brain activity (Paus et al., 2001; Fuggetta et al., 2005;
Rosanova et al., 2009). Using preparatory repetitive TMS (rTMS),
it has been possible to modulate subsequent single-pulse TMS–
EEG responses. Van Der Werf and Paus (2006) showed that
facilitatory rTMS at 0.6 Hz on the primary motor cortex had a
significant increasing effect on the subsequent N45 deflections.
Similarly, Esser et al. (2006) showed that by applying rTMS on the
primary motor cortex at 5 Hz, it is possible to significantly poten-
tiate single-pulse deflections with latencies of 15–55 ms. Recently,
frequency-tuned rhythmic TMS has been shown to selectively
bias perception (Romei et al., 2010) via entrainment of ongoing
oscillatory activity (Thut et al., 2011).

However, the differences between pre- and post-TMS activity,
i.e., how a single TMS pulse affects concurrent brain dynam-
ics, have not been well characterized. One difficulty in analyzing
changes from pre- to post-TMS brain state is that at the trial level

the TMS-evoked changes are masked by spontaneous background
activity. Furthermore, the spontaneous activity varies from one
trial to another.

In this paper, we introduce two quantitative recurrence mea-
sures called mean state shift (MSS) and state variance (SV). They
can be computed from unaveraged EEG signals and averaged
afterwards to show possible changes in the brain dynamics due
to TMS. The particular interest of the present work is to study the
effects of TMS on the brain state. We use TMS–EEG data to show
that TMS, indeed, has a significant effect on both MSS and SV.

2. MATERIALS AND METHODS
2.1. CONNECTION BETWEEN THE BRAIN STATE AND TMS–EEG
The current distribution J(r, t) in the brain is often expressed in
two parts:

J(r, t) = Jp(r, t) + Jv(r, t), (1)

where Jp is the primary current density arising from the bioelec-
tric activation of neurons (e.g., post-synaptic currents), Jv is the
volume current density, r is the position, and t is the time. Jv

is passive, ohmic current density driven by Jp (Malmivuo and
Plonsey, 1995) (Figure 1A).

Jp can be thought of as the primary source creating all the cur-
rent density, which in turn affects the charge distribution that
defines the electric potential. Hence, the EEG signal, i.e., the
voltage, measured by channel j can be expressed as

Xj(t) =
∫

Lj(r′) · Jp(r′, t)dv′, (2)

where Lj(r) is the lead field determined by the geometry of the
measurement set-up and the conductivity of the head (Ilmoniemi
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FIGURE 1 | (A) The black arrow represents one primary current source, a
flow of ions in synapses in the left primary motor cortex. The dashed red
lines represent the returning volume current. Jp(r) describes the whole
primary current distribution in the brain. (B) A schematic image of the
hypothesis concerning the effect of TMS on the brain state. The green and
red curves correspond to pre- and post-TMS brain-state trajectories,
respectively. The spontaneous activity draws a trajectory in a certain region.
TMS shifts the brain state to a new region in the state space. Furthermore,
the brain state fluctuates more after TMS because of the increased free
energy until the state gradually returns to the original set of spontaneous
states. The projection of these effects can be seen in the EEG signal space,
spanned by channels i and j . In the signal space, the trajectories are
measured only at discrete time points, which is emphasized with dotted
curves.

and Kičić, 2010). In other words, Lj(r) describes how efficiently
channel j detects primary current at r.

Thus, EEG can be considered the measurement of the pro-
jection of the primary current density on the signal space, the
projection being defined by the lead fields of the channels. Since
the primary current density describes accurately the electric state
of the brain, the EEG signal can be considered a projection of the
electric brain state. As Jp(r, t), i.e., the state of the brain, changes,
it draws a trajectory in the multidimensional state space. The
trajectory is also projected on the EEG signal space (Figure 1B).

On the other hand, TMS can be used to modulate Jp. In the
brain, the changing magnetic field induces an electric field, which
elicits action potentials in the axons. When action potentials reach
synapses, post-synaptic currents that are visible in the EEG signal
are created.

Our hypothesis is that TMS moves the brain higher in the
energy landscape (here the energy landscape describes the ten-
dency of the system to go from low probability to high probability
states; from high energy to low energy) reflecting the informa-
tion processing system. Hence the TMS-modulated activity at the
stimulation site is seen in the brain state trajectory as a sud-
den shift to a new region in the state space (Figure 1B), which
is spontaneously occupied only with a small probability. We test
this hypothesis directly by measuring MSS, which quantifies the
mean distance between the brain states from two different time
intervals. According to the hypothesis, it is expected that due
to TMS there is a transient increase in MSS with respect to the
baseline.

If the state of the brain is higher in the energy landscape, it
means increased free energy for the brain to act. The brain tends

to minimize the free energy and get closer to some local energy
minimum leading to enhanced fluctuation after TMS. This fluc-
tuation is quantified using SV, which we expect to be increased
until the system is closer to spontaneously probable states.

If the changes in the trajectory due to a single TMS pulse
are large enough, they could also be visible in the obtained EEG
signal. Since the EEG signal is a low-dimensional projection of
the original primary current distribution, any significant differ-
ence between the signal vectors also indicates a difference in the
original state vectors.

2.2. DATA USED
We used 16 TMS–EEG datasets from our database to characterize
TMS-elicited changes in the brain activity. The datasets had been
measured from healthy subjects (six males and four females; age
varied between 24 and 28 years) who gave their written consent
before the experiments. The measurements had been approved
by the Ethics Committee of the Hospital District of Helsinki and
Uusimaa and they followed the Declaration of Helsinki.

In all datasets, TMS stimuli were given with the same Nexstim
eXimia system using a figure-of-eight coil with the outer loop
diameter of 70 mm. The stimuli were targeted to the right
hand area at the left primary motor cortex. Similarly, the TMS-
compatible EEG device (Nexstim eXimia) was the same in all
datasets. All the electrodes were prepared so that their impedances
were below 5 k�. Additionally, two electrodes were attached close
to the eyes to record ocular artifacts. The EEG sampling frequency
was 1450 Hz.

The datasets were chosen based on the overall signal qual-
ity, i.e., low muscle- (Mutanen et al., 2012) and ocular-artifact
(Ilmoniemi and Kičić, 2010) levels. The data acquisition and tim-
ing paradigms varied slightly across the analyzed datasets which
ensures that our findings can be generalized over different mea-
surement set-ups. The details of the measurement paradigms and
exceptions are provided in Table 1.

To see the possible changes more clearly, only 12 channels close
to the stimulus location were used to form the signal subspace
under study. Hence, only channels Fc5, Fc3, Fc1, Fcz, C5, C3, C1,
Cz , Cp5, Cp3, Cp1, and Cpz according to the international 10–20
system were studied.

2.3. COMPUTING MEAN STATE SHIFT AND STATE VARIANCE
Recurrence analysis was introduced by Eckmann et al. (1987) to
qualitatively analyze state-space trajectories in order to charac-
terize different dynamical systems. Recurrence analysis describes
how often and for how long a certain physical state occurs. The
basic idea is simple. An appropriate threshold is first chosen. If the
distance between two states is smaller than the threshold value,
the state vectors are considered to represent the same state. In EEG
studies, recurrence analysis has been used to study, for instance,
neurological disorders (e.g., Babloyantz, 1991; Pijn et al., 1997;
Ouyang et al., 2008).

To provide quantitative results, several recurrence quantifi-
cation analysis (RQA) measures, such as recurrence density,
determinism, and entropy, have been introduced (Marwan et al.,
2007). Strictly speaking, our measures do not fall under RQA
category since we do not have any fixed threshold. Instead,
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Table 1 | The measurement parameters in different datasets.

Dataset Stimulation Intensity Noise ISI Number Coil type

target [MT]% masking [s] of stimuli

1 APB 100 Yes 2–3 100 monophasic

2 APB 100 Yes 2–3 100 monophasic

3 ADM 100 Yes 2–3 259 monophasic

4 APB 100 Yes 2–3 113 monophasic

5 APB 110 No 2–3 100 biphasic

6 APB 110 No 2–3 100 biphasic

7 APB 90 No 1, 3, or 5 376 monophasic

8 APB 90 No 1, 3, or 5 306 monophasic

9 APB 90 No 1, 3, or 5 326 monophasic

10 M1 <100 No 2–3 60 monophasic

11 ADM 100 No 2–3 89 monophasic

12 APB 100 Yes 2–3 115 monophasic

13 ADM 100 Yes 2–3 60 monophasic

14 ADM 100 Yes 2–3 60 monophasic

15 ADM 100 Yes 2–3 60 monophasic

16 APB 100 Yes 2–3 60 monophasic

Stimulation target refers to the cortical area controlling the named muscle (abductor pollicis brevis or abductor digiti minimi). In dataset 10, no hand muscle areas

were found and stimulation was given to area usually responsible for controlling the right hand. The stimulus intensities are given with respect to the resting motor

threshold (MT) intensity. When noise masking was given, it was adjusted until the subject reported to not hearing the click. Interstimulus interval (ISI) either varied

randomly between 2 and 3 s or among 1, 3, and 5 s.

we describe the obtained data by measuring average distances
between state vectors. This is sometimes referred to as global
recurrence (Marwan et al., 2007) or unthresholded recurrence
analysis (Iwanski and Bradley, 1998; Marwan et al., 2007).
However, the lack of a threshold value makes our measures more
robust since one does not have to choose any arbitrary thresh-
old. To our knowledge, RQA has not been previously applied to
TMS–EEG data.

Let us now have a trajectory X of a system drawn in the state
space, or as in our case, drawn in the EEG signal space that is
a projection of the original state space. The measured trajectory
consists of signal vectors at discrete time points tl:

X = {X(tl)| tl = t1, t2, . . . , tn}. (3)

The signal vector at time tl is defined as

X(tl) = [X1(tl), X2(tl), . . . , XD(tl)]T, (4)

where D is the dimension of the signal space, defined by the
number of channels, and Xj is the signal measured by channel j,
defined in Equation 2.

As the name implies, MSS describes the mean distance
between state vectors belonging to two different time intervals:

MSS ≡ MSS(Tl, Tk) = 1

NlNk

∑
tl ∈ Tl

∑
tk ∈ Tk

‖X(tl) − X(tk)‖, (5)

where ‖ • ‖ is the Euclidean distance, and Tl and Tk are time
intervals consisting of Nl and Nk discrete time points, respec-
tively. Additionally, in this paper, Tl ∩ Tk = ∅ and Nl = Nk. The

purpose of MSS is to show whether there is a more dramatic
average change in the state due to TMS than due to the normal
fluctuations in time. Hence, MSS quantifies the immediate effect
of TMS on the brain state.

On the other hand, SV measures the rate at which the state
changes during a given time interval. It is anticipated that the
motion of the state would be more vigorous right after the TMS
pulse than before it because of the locally higher free energy which
the system tends to minimize. SV is defined as:

SV ≡ SV(Tl) = 1

Nl

∑
tl ∈ Tl

‖X(tl) − X̄(Tl)‖2, (6)

where

X̄(Tl) = 1

Nl

∑
tl ∈ Tl

X(tl). (7)

Conventionally, TMS-evoked potentials are made visible in the
EEG by performing several trials and averaging the responses
afterwards (e.g., Komssi et al., 2002; Massimini et al., 2005;
Lioumis et al., 2009). This is done to suppress the background
activity that masks the TMS-evoked potentials. However, it is
difficult to design a method to average both the pre- and post-
TMS intervals over trials to show the TMS-evoked changes in the
activity. Therefore, pre- and post-TMS activity are ideally com-
pared at the trial level. Unfortunately, the changes due to TMS
at the trial level are subtle (Mäki and Ilmoniemi, 2010). One
benefit of MSS and SV is that they can be computed from trial-
level data and averaged later on to highlight the TMS-elicited
changes.
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2.4. ANALYZING THE EFFECT OF TMS ON MSS AND SV
Before any further data analysis, all the datasets were visually
inspected. Bad EEG channels and any trials contaminated by
ocular artifacts were removed. The data were also band-pass
filtered to 2–80 Hz using a second-order Butterworth filter.

Both MSS and SV were calculated from unaveraged trial-level
data. Each accepted trial from each dataset was divided into five
different time intervals: T1 = [−200, −100], T2 = [−100, 0],
T3 = [15, 115], T4 = [115, 215], and T5 = [215, 315], where the
times are given in [ms] with respect to the moment of the TMS
impulse (minus sign indicating time before the stimulus). Interval
T3 started 15 ms after the stimulus to ensure that the small mus-
cle artifacts (Mutanen et al., 2012) present in some datasets did
not affect the results. Additionally, two time intervals, Tb1 =
[−400, −300] and Tb2 = [−300, −200], were chosen for baseline
scaling.

MSS was always calculated with respect to time interval T1.
Hence, for each accepted trial from each dataset, four MSS val-
ues were obtained: MSS(T1, T2), MSS(T1, T3), MSS(T1, T4), and
MSS(T1, T5). These MSS values were then averaged over trials
for each dataset. The obtained averages were divided with the
subject-dependent average baseline value, MSS(Tb1, Tb2), to sup-
press the differences in the subjects and to emphasize the changes
due to different time intervals. The effect of time interval on
MSS was studied using one-way ANOVA, with different subjects
corresponding to different samples. After ANOVA, Bonferroni-
corrected post-hoc tests were performed to compare the grand
averages of the MSS values. To minimize the possibility that audi-
tory artifacts contaminated the results, we performed the same
analysis for all the data and only for datasets measured with noise
masking.

SV was calculated for each time interval, providing five numer-
ical values for each trial: SV(T1), SV(T2), SV(T3), SV(T4), and
SV(T5). The same analysis, including averaging, baseline scaling,
and statistical testing described above for MSS was also applied
to SV. In this case, the baseline division was done using SV(Tb2),
again for each dataset individually.

3. RESULTS
TMS seemed to have the anticipated effects: Both MSS and SV
were increased (Figure 2). ANOVA showed that the time interval
had a significant effect on SV (p < 0.001). Furthermore, post-hoc
tests revealed a significant increase in SV during time intervals
T3 and T4 compared to SVs measured at the other time intervals
(Figure 2A). SV(T3) and SV(T4) were 20–25% higher than the
baseline value, SV(Tb2).

To show that the observed changes were not due to auditory
responses, similar analysis was performed over only those datasets
measured with auditory masking. ANOVA showed the same sig-
nificance level for the effect of time interval (p < 0.001). Also the
post-hoc test results were qualitatively very similar (Figure 2B).
In general, only the significance levels had moderately increased,
except that there was no more a statistically significant difference
between SV(T2) and SV(T4).

Also in the case of MSS, the time interval had an overall signif-
icant effect (p < 0.001). Furthermore, post-hoc tests showed that
the MSS value right after the stimulus was significantly increased

when compared to MSS(T1, T2) and MSS(T1, T5) (p < 0.001)

(Figure 2C). With MSS(T1, T3) and MSS(T1, T4), an increase
of 4–6% was observed when compared to the baseline value,
MSS(Tb1, Tb2). With MSS, the only difference between the com-
plete data analysis and the analysis done over auditory-masked
data was that in the latter no statistically significant difference
between MSS(T1, T4) and MSS(T1, T5) could be obtained regard-
less of the large difference in the grand averages. In addition,
the significance level for the difference between MSS(T1,T2) and
MSS(T1,T3) had increased (p < 0.01) (Figure 2D).

The results were not as uniform at the subject level although
13 datasets showed an increase in both SV and MSS due to TMS.
However, the durations of the effects differed between subjects.
In most cases, the effects lasted 100–200 ms, but in a few cases the
measures did not return to the baseline level. Additionally, the
sizes of the changes varied significantly: In SV, the increase was
5–50% depending on the dataset, whereas in MSS the increase
was 5–15%.

4. DISCUSSION
Our results show that the measures introduced in this work are
able to reveal differences in brain dynamics. The grand averages
showed a significant increase both in SV and in MSS after TMS
until they returned back to the baseline level. However, between
the datasets, one could observe some variation even though 13/16
datasets showed an increase in MSS and SV due to TMS.

In the future, the presented measures should be applied to
more homogeneous data to see whether the changes at the subject
level would be repeatable. However, our hypothesis concerning
the effects of TMS on the brain state relates to TMS in general.
Thus, the use of datasets with moderate differences is, in this
sense, justified.

Both SV and MSS could be easily applied to some other
event-related-potential studies where the method to change Jp(r)
would differ from TMS. Furthermore, the connection between
the brain state and the EEG signal space is completely analogous
to magnetoencephalography (MEG) signal space (Ilmoniemi and
Williamson, 1987; Uusitalo and Ilmoniemi, 1997), only the lead
field presented in Equation 2 would be different. Thus, SV and
MSS would be directly applicable to MEG data. Based on our
results, RQA tools seem promising in studying the brain dynamics
affected by any stimulation.

The increase in MSS implies that the brain activation fol-
lowing TMS occupies different regions in the brain state space
than spontaneous activity. Although numerous empirical results
(e.g., Komssi et al., 2002, 2004, 2007; Massimini et al., 2005;
Lioumis et al., 2009) lead to expect that TMS changes the pri-
mary current distribution, it is far from self-evident that the
sudden shift would be measurable from trial-level EEG data,
given that EEG is an extremely low-dimensional projection of the
original brain state. As discussed earlier, here conventional aver-
aging is not an option. Indeed, the results show that, although
the changes in MSS were statistically significant, they were still
quite subtle, which is not a surprise, since the primary activa-
tion due to TMS is very focal (Hannula et al., 2005). Thus, most
of the background activity is likely to stay similar even after the
stimulus.
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FIGURE 2 | The results averaged over subjects. The asterisks show
statistically significant differences between different conditions after the
post-hoc tests. Error bars show ± standard-error-of-the-means calculated
over datasets. Vertical axes are dimensionless and show the differences
with respect to the baseline. T1, T2, T3, T4, and T5 refer to time
intervals (in ms) [−200, −100], [−100, 0], [15, 115], [115, 215], and

[215, 315], respectively. (A,B) SV at different time intervals averaged
over all datasets and averaged over only those with noise masking,
respectively. (C,D) MSS at different time intervals averaged over all
datasets and averaged over only those with noise masking, respectively.
The curvy arrow lines indicate that, with MSS, all the time intervals are
compared to T1.

The increase in SV indicates that TMS-modulated activity dif-
fers in nature from spontaneous activity. In grand averages, there
were differences of up to 25% between pre-TMS SVs and post-
TMS SVs, implying that TMS-modulated activity proceeds faster
in the state space than the spontaneous one.

Because this study was based on analyzing data measured
earlier for other purposes, we lacked sham-TMS data. Hence,
we cannot completely exclude the possibility that the increases
in SV and MSS are partially due to somatosensory or audi-
tory responses. Indeed, white noise was delivered to the subjects’
ears (Paus et al., 2001) to minimize the auditory response at
�100 and �180 ms in only some of the datasets. Thus, especially
the analysis of datasets 5–10 might be affected by the auditory

response (Nikouline et al., 1999). The somatosensory response
due to scalp nerve activation is likely to have a smaller con-
tribution to the observed changes, since the studied channels
were located close to the stimulation site and the somatosensory
responses from the scalp are seen on the contralateral hemisphere
(Bennett and Jannetta, 1980; Hashimoto, 1988). However, in the
future, sham-TMS measurements would be useful to quantify the
auditory and somatosensory artifacts in MSS and SV.

Since the stimulation intensity was in all datasets around
100% of the motor threshold, we have to consider the possi-
bility that the motor-evoked-potential (MEP)-related peripheral
somatosensory signal might have contributed to the studied mea-
sures. Although Nikulin et al. (2003) showed that the MEP-related
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sensations did not significantly affect the average TMS-evoked
EEG responses, it would be advisable to conduct the analysis
described in the present work over data measured when TMS has
been delivered with sub-threshold intensity or to a non-motor
area to ensure that MSS and SV are not affected considerably by
the tactile sensation of a MEP.

In the present work, we did not study the dynamical changes
in solely spontaneous EEG data. However, we are convinced that
the changes in MSS and SV are due to TMS (and indeed possibly
due to sensory stimuli elicited by the magnetic impulse) since the
increase in SV or MSS is short-lived and returns back to baseline
levels.

The effects of TMS on SV and MSS seemed to last 100–200 ms.
However, the length of the studied time intervals was 100 ms,
limiting the temporal resolution. In principle, the temporal res-
olution could be improved simply by reducing the length of
the time intervals. Unfortunately, this is likely to decrease the
signal-to-noise ratio of the measures.

The changes in SV and MSS, in a broad sense, can be explained
with the second law of thermodynamics. Although there is a
substantial physiological system constantly providing energy and
information to the brain, we can approximately consider the brain
as an isolated system for the short period of time (�300 ms)
that we measure it after the impulse. The spontaneous state

before the TMS impulse lies relatively low in the free-energy
landscape. The large impulse changes the brain state to a new
state that normally has a lower probability meaning increased
free energy. The observed activation following the impulse is par-
tially due to the brain settling itself again to a lower energy level.
Similar ideas have also been presented earlier (e.g., Hopfield,
1982; Friston et al., 2006; Friston, 2010), although the earlier arti-
cle discusses the free energy of an artificial neural network and
the latter articles deal free energy of a system in a more gen-
eral level. In short, the results can be interpreted as follows: (1)
With TMS, we do work to change the state of the brain, which
can be seen in MSS. (2) The brain minimizes the locally high
free energy due to work done by TMS, which can be seen as
increased SV.

In conclusion, we introduced two novel quantitative tools
that were able to characterize dynamic differences between spon-
taneous and TMS-modulated activity. The results might help
us better understand the mechanisms of TMS and combined
TMS–EEG method in general.
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Lioumis, P., Kičić, D., Savolainen, P.,
Mäkelä, J. P., and Kähkönen, S.
(2009). Reproducibility of TMS—
Evoked EEG responses. Hum. Brain
Mapp. 30, 1387–1396.

Mäki, H., and Ilmoniemi, R. J. (2010).
The relationship between peripheral
and early cortical activation induced
by transcranial magnetic stimula-
tion. Neurosci. Lett. 478, 24–28.

Malmivuo, J., and Plonsey, R. (1995).
Bioelectromagnetism: Principles
and Applications of Bioelectric and
Biomagnetic Fields. New York, NY:
Oxford University Press.

Marwan, N., Carmen Romano, M.,
Thiel, M., and Kurths, J. (2007).
Recurrence plots for the analysis of
complex systems. Phys. Rep. 438,
237–329.

Massimini, M., Ferrarelli, F., Huber, R.,
Esser, S. K., Singh, H., and Tononi,
G. (2005). Breakdown of cortical
effective connectivity during sleep.
Science 309, 2228–2232.

Mutanen, T., Mäki, H., and Ilmoniemi,
R. J. (2012). The effect of
stimulus parameters on TMS–
EEG muscle artifacts. Brain
Stimul. doi: 10.1016/j.brs.2012.
07.005. [Epub ahead of print].

Nikouline, V., Ruohonen, J., and
Ilmoniemi, R. J. (1999). The role
of the coil click in TMS assessed
with simultaneous EEG. Clin.
Neurophysiol. 110, 1325–1328.

Nikulin, V. V., Kičić, D., Kähkönen,
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Paired Associative Stimulation (PAS) has come to prominence as a potential therapeutic
intervention for the treatment of brain injury/disease, and as an experimental method
with which to investigate Hebbian principles of neural plasticity in humans. Prototypically,
a single electrical stimulus is directed to a peripheral nerve in advance of transcranial
magnetic stimulation (TMS) delivered to the contralateral primary motor cortex (M1).
Repeated pairing of the stimuli (i.e., association) over an extended period may increase or
decrease the excitability of corticospinal projections from M1, in manner that depends on
the interstimulus interval (ISI). It has been suggested that these effects represent a form
of associative long-term potentiation (LTP) and depression (LTD) that bears resemblance
to spike-timing dependent plasticity (STDP) as it has been elaborated in animal models.
With a large body of empirical evidence having emerged since the cardinal features of
PAS were first described, and in light of the variations from the original protocols that
have been implemented, it is opportune to consider whether the phenomenology of
PAS remains consistent with the characteristic features that were initially disclosed. This
assessment necessarily has bearing upon interpretation of the effects of PAS in relation to
the specific cellular pathways that are putatively engaged, including those that adhere to
the rules of STDP. The balance of evidence suggests that the mechanisms that contribute
to the LTP- and LTD-type responses to PAS differ depending on the precise nature of the
induction protocol that is used. In addition to emphasizing the requirement for additional
explanatory models, in the present analysis we highlight the key features of the PAS
phenomenology that require interpretation.

Keywords: long-term potentiation, long-term depression, transcranial magnetic stimulation, peripheral nerve

stimulation, human, cortex, spike-timing dependent plasticity, translational neuroscience

BACKGROUND
In recent years there has been an explosion of interest in electro-
physiological techniques that promote short-term changes in the
excitability of human cerebral cortex, including patterned electri-
cal or mechanical excitation of muscles and peripheral nerves, and
methods of indirectly stimulating regions of the brain by means
of transient magnetic fields or weak electrical currents. At least
two motivations can be discerned. The first derives from the belief
that interventions based on these techniques have the capacity
to augment traditional neurorehabilitation practice, by promot-
ing the physiological changes upon which recovery of function
is based (e.g., Harris-Love and Cohen, 2006). The second is that
such techniques provide means of studying brain plasticity at a
systems level in humans (e.g., Muller-Dahlhaus et al., 2010).

In this context, Paired Associative Stimulation (PAS) has
prominence both as a therapeutic intervention (e.g., Jayaram
and Stinear, 2008; Castel-Lacanal et al., 2009), and as an exper-
imental method with which to investigate Hebbian principles
of synaptic plasticity. In the prototypical form of PAS (Stefan
et al., 2000), a single electrical stimulus is directed to a periph-
eral nerve in advance of a magnetic stimulus delivered to the

contralateral primary motor cortex (M1). The inter-stimulus
interval is adjusted with a view to ensuring that inputs to M1 ini-
tiated by the afferent volley arising from the nerve stimulation
occur simultaneously with the magnetic stimulation. Repeated
pairing of the two sources of stimulation (i.e., association) over
an extended period increases the excitability of corticospinal pro-
jections from M1. In circumstances in which the inter-stimulus
interval is adjusted such that a corollary of the afferent volley may
reach M1 after the magnetic stimulus, a decrease in corticospinal
excitability has been reported (Wolters et al., 2003).

The neuroplastic adaptation revealed by PAS appears to exhibit
several of the criteria designated for long-term potentiation (LTP)
and long-term depression (LTD). Its effects evolve quickly, are
reversible; and persist beyond the period of stimulation (McKay
et al., 2002; Stefan et al., 2002). Pharmacological agents that
interact with NMDA-receptor activity interfere with the out-
comes of PAS, supporting the hypothesis that LTP-like changes are
implicated (Stefan et al., 2002). In consideration of these proper-
ties, and assumptions that the alterations in excitability brought
about by PAS were restricted to the cortical representations of
muscles innervated by the peripheral nerve that was stimulated
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electrically, it has been suggested that PAS induced adaptation
represents a form of associative LTP (and LTD) that is synapse-
specific (Nitsche et al., 2007) and behaves in accordance with
Hebbian principles (Stefan et al., 2000, 2004; Quartarone et al.,
2003). More specifically, since the polarity of the induced effects
appears contingent upon the order of the stimulus-generated cor-
tical events, and the effective inter-stimulus intervals lie within
a restricted (milliseconds) range, it has been proposed that
the resemblance is to spike-timing dependent plasticity (STDP)
(Muller-Dahlhaus et al., 2010).

Subsequent to the first report of this technique in 2000 by
Stefan and colleagues, there have been a wide range of deriva-
tive investigations concerning, for example, the inter-stimulus
intervals (ISIs) that are efficacious (e.g., Wolters et al., 2005;
Kumpulainen et al., 2012), the muscles in which the effects can
be elicited (e.g., Stefan et al., 2000; Stinear and Hornby, 2005;
Carson et al., 2013), and variations in the extent to which they can
be induced in various clinical populations (e.g., Castel-Lacanal
et al., 2009; Monte-Silva et al., 2009; Bologna et al., 2012).
Consideration has also been accorded to the levels of the neu-
raxis that are subject to influence by PAS (e.g., Stefan et al.,
2000; Meunier et al., 2007; Di Lazzaro et al., 2009a,b; Russmann
et al., 2009). As this corpus of work has accumulated, large inter-
individual differences in response to PAS have been noted (e.g.,
Fratello et al., 2006). This has given rise to examination of such
potential mediating factors as age (Fathi et al., 2010), cortical
anatomy (Conde et al., 2012), and the role of specific genetic
polymorphisms (Cheeran et al., 2008), among many others.

In view of the large body of empirical evidence that has
accumulated, and particularly in light of the variations upon
the original protocols that have been implemented, it is per-
haps opportune to consider whether the phenomenology of PAS
remains consistent with the cardinal features that were first dis-
closed. Any such assessment necessarily also has bearing upon
interpretation of the effects of PAS in relation to specific cellular
mechanisms, such as the expression of STDP.

SCOPE OF THE REVIEW
This is an area of enquiry that is already extensive and burgeoning.
In the present paper the focus will be maintained upon proto-
typical forms of PAS, in which stimulation of peripheral afferents
is combined with single pulse transcranial magnetic stimulation
(TMS) applied to contralateral M1. We pay particular atten-
tion to empirical observations that do not concur with standard
assumptions, reasoning that these provide the necessary basis
upon which to gauge the adequacy of current explanatory models.
Consideration is not extended to studies in which PAS has been
combined with other forms of non-invasive brain stimulation, for
example in assessing the expression of homeostatic plasticity (e.g.,
Nitsche et al., 2007), or to the mediation of cognitive factors such
as locus of attention (Stefan et al., 2004). In addition, the analysis
is restricted to the motor system (cf. Schecklmann et al., 2011),
and specifically to adaptations within higher brain centers (cf.
Taylor and Martin, 2009; Cortes et al., 2011; Leukel et al., 2012).

Principally we characterize the effects of PAS in terms of
changes in the excitability of projections from primary motor
cortex—assessed through muscle responses evoked by TMS.

These are brought about primarily by the trans-synaptic excita-
tion of corticospinal cells. Although the amplitude of the motor-
evoked potential (MEP) thus reflects the excitability of neurons
in the motor cortex (Rothwell et al., 1991), it is also influenced
by the state of the spinal motoneuron pool. While paired-pulse
experiments may illuminate the contributory roles of microcir-
cuits within M1, necessarily TMS-based techniques are unable to
resolve changes in synaptic weights in the manner in which these
are discriminable in reduced preparations (Verhoog et al., 2013).

TIMING DEPENDENCY IN PAS
In foundational reports (Wolters et al., 2003) it was noted
that an increase in corticospinal excitability is achieved if
the peripheral nerve stimulation is timed such that the ini-
tial phase of input to M1 arising as its corollary occurs syn-
chronously with the delivery of a magnetic pulse over that
area of cortex. If the relative timing is adjusted such that
TMS is applied prior to the time at which a corollary of
the peripheral afferent stimulation is anticipated to reach M1,
repeated pairings may lead to a subsequent reduction in cor-
ticospinal excitability. Since the conclusion that PAS induced
effects represent a distinct form of synapse-specific associative
plasticity (i.e., STDP) is buttressed by the presence of timing
dependency, the associated empirical findings demand particular
attention.

UPPER LIMB MUSCLES: EXCITATORY EFFECTS
When the targets are projections to intrinsic hand muscles, the
interval between the peripheral nerve stimulus and the TMS
pulse is most commonly fixed (across participants) at 25 ms
(“PAS25”), This protocol generates sustained increases in corti-
cospinal excitability (e.g., Stefan et al., 2000; Wolters et al., 2003;
Sale et al., 2007). It has also been shown that an ISI of 21.5 ms
may have similar effects (Weise et al., 2006, 2011). Such increases
can however also be obtained when a fixed inter-stimulus interval
(ISI) of 35 ms is employed (Stefan et al., 2000).

On other occasions an individualized approach has been
employed, whereby the latency of the N20 component of a
somatosensory-evoked potential (SEP), elicited in each partic-
ipant by stimulating the peripheral nerve, is used as a refer-
ence. In some instances the magnetic pulse has been timed to
coincide with the N20 component (e.g., Ziemann et al., 2004).
In other studies it has been delayed by 2 ms (“N20 + 2 PAS”)
(e.g., Heidegger et al., 2010; Korchounov and Ziemann, 2011;
Voytovych et al., 2012). In a recent investigation by Ilic and col-
leagues in which individual N20 latencies were used, this gave rise
to ISIs ranging from 18.7 to 21 ms in a sample of 14 participants
(Ilic et al., 2011). In this context, it is also worth noting that the
effects of these protocols can vary markedly across participants,
even when the ISI is determined on the basis of an individual’s
SEP. For example, Muller-Dahlhaus et al. (2008) noted that in a
sample of twenty-seven people tested using a N20 plus 2 ms ISI, 14
showed the expected increase in corticospinal excitability, whereas
the other thirteen exhibited a decrease (mean ratio post-PAS/pre-
PAS = 1.00; range = 0.36–1.68). Kang et al. (2011) also failed to
induce reliable changes in corticospinal excitability using a 25 ms
ISI protocol (see also Fratello et al., 2006).
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While for the most part the nature of the processes engaged
by these different versions of the PAS protocol (Table 1) have not
been subject to discrimination, it has been highlighted that the
synaptic relays engaged at the latency of the N20 component may
be distinct from those that are excited during intervals thereafter
(Hamada et al., 2012). Indeed, excitatory effects induced using
an ISI of 25 ms can be attenuated by the concurrent application
of direct current stimulation to the cerebellum, whereas those
brought about via an ISI of 21.5 ms appear to be unaffected by
this manipulation (Hamada et al., 2012). A more general point
is thereby illustrated. In seeking to appreciate the mechanistic
basis of changes in corticospinal excitability instigated by PAS,
consideration must necessarily be given to the presence of mul-
tiple neural pathways through which the constituent elements
of this protocol are liable to exert their influence. With respect
to projections to the muscles of the hand, the range of inter-
stimulus (single nerve shock; single magnetic impulse) intervals
for which excitatory effects can be obtained (18.7–35 ms) rep-
resents asynchronies at M1 well within the window necessary
for the induction of LTP by STDP in reduced animal prepara-
tions (Bi and Poo, 1998; Dan and Poo, 2004, 2006). Nonetheless,
this consistency does not in itself imply that a single mecha-
nism is operative at all latencies within this range, or that the
effects induced at any given latency are mediated principally
by STDP.

In a small number of cases the “classical” PAS protocols—in
which a single peripheral afferent stimulus is delivered in associ-
ation with a single pulse of TMS to the cortex, have been applied
to study projections to muscles in the forearm. In these cases
[in which the flexor carpi radialis (FCR) has typically been the
focus of investigation] the ISI has either been fixed at 20 ms for
all participants (Meunier et al., 2007), or determined through

subtraction of the FCR M-wave onset latency from the MEP onset
latency (to which 6 ms is added as an estimate of the time for the
derivate of the afferent volley to travel from sensory to motor cor-
tex). The resulting effects are however smaller than those observed
for the intrinsic hand muscles, and in some cases they become
clearly expressed only when there is additional cortical excita-
tion promoted by contractions of homologous muscles of the
opposite limb (Kennedy and Carson, 2008). We are not aware
of attempts to examine the effect of changing ISIs for projec-
tions to the forearm muscles, however the intervals that have
proved effective are consistent with those employed for muscles
in the hand, given that the afferent volley traverses a shorter path
(e.g., from a point of stimulation at the elbow) to higher brain
centers.

UPPER LIMB MUSCLES: INHIBITORY EFFECTS
In order to induce LTD-type effects in corticospinal projections
to the hand (Table 2), it has been customary to employ a fixed
ISI of 10 ms (“PAS10”), with a view to ensuring that a corollary
of the afferent volley arrives at M1 after the magnetic corti-
cal stimulus (e.g., Wolters et al., 2003; Monte-Silva et al., 2009;
Thirugnanasambandam et al., 2011a,b; Weise et al., 2011). In a
recent study however, Schabrun et al. (2013) reported that MEP
amplitudes were reduced by a PAS protocol in which electrical
stimulation of the median nerve was applied at fixed inter-
vals of 250, 350, and 450 ms following the delivery of TMS to
contralateral M1.

In several other investigations individual ISIs have been cal-
culated by means of the SEP N20 latency (e.g., Ziemann et al.,
2004; Muller et al., 2007; Potter-Nerger et al., 2009; Ilic et al., 2011;
Voytovych et al., 2012). The ISIs calculated by Ilic et al. (2011)
on this basis (i.e., N20 latency minus 5 ms) yielded values longer

Table 1 | Upper limb muscles: excitatory effects.

Muscle Authors ISI Total number of stimuli Stimulation period

(mins)

Rate of delivery

(Hz)

APB Fratello et al., 2006 25 ms 140 pairs 23 0.1

APB Hamada et al., 2012 25/21.5 ms 180 pairs 15 0.2

APB Heidegger et al., 2010 N20+2 90 pairs 30 0.05

APB Ilic et al., 2011 N20 200 pairs 15 0.25

APB Kang et al., 2011 25 ms 225 pairs 15 0.25

FCR Kennedy and Carson, 2008 18.7 ms
(mean)

84 pairs
42 pairs

28
14

0.05
0.05

APB Korchounov and Ziemann, 2011 N20+2 90 pairs 30 0.05

FCR Meunier et al., 2007 20 ms 240 pairs 20 0.2

APB Muller-Dahlhaus et al., 2008 N20+2 225 pairs 15 0.25

APB Sale et al., 2007 25 ms Short duration: 132 pairs
Long duration: 90 pairs

Short duration: 11
Long duration: 30

Short duration: 0.02
Long duration: 0.05

APB Stefan et al., 2000 25 ms 90 pairs 30 0.05

APB Voytovych et al., 2012 N20+2 225 pairs 15 0.25

APB Weise et al., 2006 21.5 ms 180 pairs 30 0.1

APB Weise et al., 2011 21.5 ms 180 pairs 30 0.1

APB Wolters et al., 2003 25 ms 90 pairs 30 0.05

APB Wolters et al., 2005 N20 180 pairs 30 0.1

APB Ziemann et al., 2004 N20 200 pairs 15 0.25
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Table 2 | Upper limb muscles: inhibitory effects.

Muscle Authors ISI Total number

of stimuli

Stimulation

period (mins)

Rate of delivery

(Hz)

FDI/APB Amaya et al., 2010 N1-5 ms 200 pairs 13 0.25

APB De Beaumont et al., 2012 10 ms 200 pairs 13 0.25

APB Ilic et al., 2011 N20-5 200 pairs 15 0.25

APB Kang et al., 2011 10 ms 225 pairs 15 0.25

ADM Monte-Silva et al., 2009 10 ms 90 pairs 30 0.05

APB Muller et al., 2007 N20-5 225 pairs 15 0.25

FDI Potter-Nerger et al., 2009 N20-5 200 pairs 15 0.25

APB Rajji et al., 2011 10 ms 180 pairs 30 0.1

APB Schabrun et al., 2013 250, 350,450 ms
following TMS

90 pairs 30 0.05

ADM Thirugnanasambandam et al., 2011a 10 ms 90 pairs 30 0.05

ADM Thirugnanasambandam et al., 2011b 10 ms 90 pairs 30 0.05

APB Voytovych et al., 2012 N20-5 225 pairs 15 0.25

APB Weise et al., 2006 10 ms 180 pairs 30 0.1

APB Weise et al., 2011 10 ms 180 pairs 30 0.1

APB Wolters et al., 2003 10 ms 90 pairs 30 0.05

APB Ziemann et al., 2004 N20-5 200 pairs 15 0.25

than the conventional 10 ms interval used to induce inhibition
(13.7–16 ms).

A number of investigators have however failed to obtain con-
sistent reductions of corticospinal excitability following admin-
istration of a PAS10 protocol (e.g., Kang et al., 2011; Rajji et al.,
2011). Weise et al. (2006), recorded a reliable reduction in APB
MEP amplitudes at 45–55 min, but not at five other time points
following the intervention.

In the only study of which we are aware that has been con-
ducted in non-human primates, Amaya et al. (2010) applied
13 min of PAS to two awake trained rhesus monkeys. On the basis
of an estimate of 12 ms for the latency of the N1 component of the
SEP generated by contralateral median nerve stimulation, ISIs of
5 and 15 ms were employed (analogous to the PAS-10 and PAS-
25 protocols used in humans). Whereas PAS based on an ISI of
15 ms led to reliable facilitation of MEP amplitude (265% of base-
line) during a 2 h period following the intervention, no changes
in corticospinal excitability were obtained when an ISI of 5 ms
was used.

LOWER LIMB MUSCLES
PAS protocols (Table 3) are also capable of inducing changes in
the excitability of corticospinal projections to the muscles of the
lower limb (Uy et al., 2003; Stinear and Hornby, 2005; Mrachacz-
Kersting et al., 2007; Kumpulainen et al., 2012). In a study in
which common peroneal nerve (CPN) stimulation and bilateral
TMS were paired during treadmill walking, an ISI equivalent to
the estimated MEP latency for the tibialis anterior (TA) muscle
plus 5 ms was employed with a view to producing LTP-like effects.
This ISI was gauged to result in a corollary of the CPN stimu-
lation reaching M1 no more than 10 ms prior to TMS (during
late swing around heel strike). In a further condition, the ISI was
10 ms shorter than the estimated MEP latency—judged to have
ensured that the TMS was delivered prior to the corollary of the

peripheral volley arriving in cortex (Stinear and Hornby, 2005).
The excitability of corticospinal projections to TA (obtained dur-
ing the late swing phase of walking prior to and following the
10 min intervention) was increased by the first protocol, and
diminished by the second protocol. It emerges however that an ISI
(MEP latency + 5 ms) that induces facilitation when the stimulus
pairs are delivered during the late swing phase, leads to inhi-
bition of the projections to TA when the PAS is administered
during mid swing. Indeed, facilitation could only be induced
using this ISI when the application occurred in a narrow time
window against a background of voluntary EMG activity in TA
(Prior and Stinear, 2006). Nonetheless, it also appears possible
to obtain facilitation (assessed during subsequent walking) when
this ISI is used at rest, although there is a dependency upon
the intensity of the magnetic stimulus (Jayaram et al., 2007).
Corresponding inhibitory effects (assessed during walking) have
been obtained when PAS is administered at rest using an ISI 8 ms
shorter than the estimated MEP latency (Jayaram and Stinear,
2008).

Mrachacz-Kersting et al. (2007) also demonstrated that the
effects of PAS directed at the projections to TA were accentu-
ated markedly when the pairing of electrical stimulation of the
CPN (at motor threshold) and bilateral magnetic stimulation
of M1 was delivered during dorsi-flexion contractions [∼5–10%
maximum voluntary contraction (MVC)]. On the basis of SEP
recordings (N34 peak), it was estimated that the corollary of the
afferent volley reached M1 46–57 ms poststimulation. In this con-
text, ISIs of 45, 50, and 55 ms yielded facilitation. In contrast, an
ISI of 40 ms—TMS in advance of the estimated arrival of afferent
evoked volley at M1, decreased the amplitude of MEPs elicited
in TA. Notably however, facilitation of corticospinal projections
to TA can also be obtained using ISIs tailored to achieve arrival of
sensory mediated inputs to M1 over a range of 15–90 ms following
cortical stimulation (Roy et al., 2007).
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Table 3 | Lower limb muscles.

Muscle Authors ISI Total number

of stimuli

Stimulation period

(mins)

Rate of

delivery (Hz)

TA Jayaram and Stinear, 2008 MEP latency −8 ms 120 pairs 4 0.5

TA Jayaram et al., 2007 MEP latency +5 ms 120 pairs 4 0.5

SOL Kumpulainen et al., 2012 6, 12, 18, and 24 ms 200 pairs Variable 0.2

TA Mrachacz-Kersting et al., 2007 20, 30, 40, 45, 50, 55, 60 ms 360 pairs 30 0.2

TA/SOL Prior and Stinear, 2006 MEP latency +5 ms 120 pairs 10 0.2

TA Roy et al., 2007 15–90 ms after TMS 90 pairs 15 0.1

TA/SOL Stinear and Hornby, 2005 MEP latency +5
MEP latency −10

120 pairs 10 0.2

TA Uy et al., 2003 35 ms 180 pairs 30 0.1

When projections to the soleus (SOL) muscle is the focus of
investigation (Kumpulainen et al., 2012), and the first negative
peak (P32) of the lower limb SEP (corresponding to the N20 com-
ponent of the median nerve SEP) is used as a reference, reliable
increases in corticospinal excitability have been obtained using an
ISI of the P32 latency plus 18 ms. No such changes were registered
for ISIs corresponding to the P32 plus 12 or plus 24 ms. A decrease
in MEP amplitude was however reported when an ISI of P32 plus
6 ms was employed.

In summary, although the number of completed studies
remains relatively small, it is apparent that the range of ISIs that
is effective in inducing the facilitation of corticospinal projec-
tions to muscles of the lower limb is wider than that employed
customarily in experiments on the upper limb, and beyond the
upper boundary of intervals used to examine STDP in reduced
preparations (e.g., Table 1 of Dan and Poo, 2006). Critically, in
this context potentiation of corticospinal output can be achieved
using PAS protocols that are likely to result in a corollary of
the peripheral afferent volley reaching M1 after magnetic stim-
ulation applied to the same brain region (Roy et al., 2007).
Furthermore, the effects of these interventions are generally
accentuated when there is additional cortical excitation associ-
ated with background contraction of the target muscle (Prior
and Stinear, 2006; Mrachacz-Kersting et al., 2007). It has been
noted that the physiological effects of (bilateral) magnetic stim-
ulation applied using large double cone coils may differ from
those arising from the impulses applied to cortical representa-
tions of hand muscles, particularly with respect to the relative
contribution of I1 and later waves (Di Lazzaro et al., 2001). In
addition, the excitability of M1 circuits projecting to leg mus-
cles appears to be more readily modified by (electrical) peripheral
afferent stimulation than those of the intrinsic hand muscles (Roy
et al., 2007). These qualifications serve to highlight the limita-
tions of using phenomenology alone as a basis upon which to
infer mechanism. More specifically, there exist variants of PAS for
which the associated effects fail to exhibit some of the cardinal
features upon which attributions of mechanism have previously
been based.

TRAINS OF STIMULATION
While with respect to the upper limb, investigations employing
single pulse peripheral nerve stimulation appear to corroborate

the assumption that the precise inter stimulus interval is critical
in determining the nature of PAS induced effects, somewhat dif-
ferent conclusions may be drawn on the basis of experiments
in which trains of afferent stimulation have been utilized. In
several studies focusing on the state of corticospinal projec-
tions to hand and forearm muscles in healthy adults, trains of
500 ms duration consisting of 1 ms square waves delivered at
10 Hz (i.e., 5 stimuli per train) have been employed (Ridding
and Taylor, 2001; McKay et al., 2002; Castel-Lacanal et al., 2007;
Carson et al., 2013). In a seminal study in which the peripheral
stimulation was applied over the motor point of FDI, Ridding
and Taylor administered TMS stimuli 25 ms after the onset of
each train. Following a 30 min intervention, substantial [200 ±
153% (SD)] increases in the amplitude of MEPs elicited in FDI
were reported. Using the same protocol, comparable results were
reported by McKay et al. (2002). When the TMS is adminis-
tered 25 ms following the last shock of the train, effects of a
similar nature are obtained when either the ECR (Castel-Lacanal
et al., 2007) or the FCR (Carson et al., 2013) motor point are
in receipt of stimulation. In the two variants of the train pro-
tocol therefore, there is a disparity of 50 ms with respect to
the relative timing of the magnetic stimulus and the proximate
peripheral shock. Yet both variants appear effective in poten-
tiating the excitability of descending projections to the target
muscle.

Equivalent outcomes were reported when the method intro-
duced by Castel-Lacanal et al. (2007) was applied in stroke
survivors, both early in the recovery phase and at 1-year post
injury (Castel-Lacanal et al., 2009). In other circumstances in
which both the peripheral nerve stimulation and TMS has
been applied at 5 Hz over a 2 min interval, increases in the
excitability of projections to the APB muscle were obtained
if each TMS pulse was delayed by 25 ms with respect to the
preceding peripheral (median) nerve stimulus. Reliable changes
in corticospinal excitability were not however expressed if the
delay was set at 10 ms (Quartarone et al., 2006). In the two
cases of which we are aware, PAS protocols based on trains
of electrical stimulation applied to the CPN have given rise
to weak effects on the excitability of projections to TA that
were not expressed consistently within samples of healthy young
adults (Perez et al., 2003) or older stroke survivors (Uy et al.,
2003).
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A REFLECTION UPON TIMING DEPENDENCY
In PAS protocols in which a single shock is applied to a peripheral
nerve in the upper limb in close temporal contiguity (<35 ms)
with a magnetic pulse delivered over the contralateral hemi-
sphere, the order in which the physiological sequelae exert their
effects upon neural circuits within M1 (when paired repeatedly),
determines the polarity of the changes in corticospinal excitabil-
ity that follow. If the corollary of the ascending afferent volley
is in advance of excitation arising from TMS, potentiation tends
to occur. If the sequence of these events is reversed, inhibition is
more likely.

On the basis of the most common PAS variants alone, it is
tempting to conclude not only that the order of the stimulus-
generated cortical events is critical, but also that the effective
inter-stimulus intervals lie within a very restricted range. If how-
ever consideration is extended to other contexts in which PAS has
been employed, a somewhat different set of inferences is likely to
be drawn. This is due to the fact that with respect to projections
to the lower limb, PAS protocols that result in a corollary of the
peripheral afferent volley reaching M1 tens of milliseconds after
the application of TMS result in sustained increases in excitabil-
ity. Furthermore, when trains of electrical stimulation are applied
to the upper limb, the ISIs that are effective in potentiating the
corticospinal response extend over a span of at least 50 ms.

As there is a paucity of studies in which ranges of inter-
stimulus intervals have been varied systematically, particularly for
target muscles in the upper limb, it is not possible to offer defini-
tive conclusions concerning those that might prove effective in
inducing facilitation or inhibition of corticospinal projections. As
such, some of these questions remain open. Wolters et al. (2003)
assessed ISIs of −10, 0, 5, 10, 15, 20, 25, 35, and 50 ms. Although
reliable facilitation was seen only at 25 ms and reliable inhibition
only at an ISI of −10 ms, intervals greater than 20 ms tended to
produce facilitation, whereas ISIs of 0, 5, and 10 ms tended to
produce inhibition. Weise et al. (2013) used ISIs adjusted to the
N20 latency (i.e., N20 – ISI) of 5.5, 7.0, 8.5, 10, and 11.5 ms, and
observed that inhibition of APB could be obtained at adjusted
ISIs of 8.5 and 10 ms. Dileone et al. (2010) reported on the basis
of a sample of five participants that no changes in MEP ampli-
tude were induced by an ISI of 100 ms. A similar observation was
made by Kang et al. (2011) in the context of an investigation in
which ISIs of 10 and 25 ms were similarly ineffective. There is cer-
tainly considerable variability across individuals. In some people
an ISI of 25 ms can depress MEP amplitude, whereas an ISI of
10 ms has a potentiating effect (Huber et al., 2008). In light of
the range of inter-stimulus intervals that have proved to be effec-
tive in studies of the lower limb, and when trains of peripheral
nerve stimulation are applied to the upper limb, the possibility
remains that the upper boundary of that range is beyond that
which is characteristic of STDP—as studied in reduced prepa-
rations. We will return to this issue in some of the sections that
follow.

MUSCLE SPECIFICITY OF PAS INDUCED EFFECTS
It has frequently been proposed that PAS induced adaptation
represents a form of neuroplastic modification that is synapse-
specific (e.g., Nitsche et al., 2007). In this regard, the term

“topographical specificity” (e.g., Morgante et al., 2006; Castel-
Lacanal et al., 2007; Quartarone et al., 2008) has been used to
imply that alterations in excitability brought about by PAS are
restricted to the cortical representations of muscles innervated by
the peripheral nerve that was stimulated electrically (Stefan et al.,
2000). The empirical origins of these suppositions are however
difficult to discern. In this section we assess the degree to which
the extant literature supports the notion of topographical (i.e.,
muscle) specificity.

UPPER LIMB MUSCLES: UNITARY PERIPHERAL STIMULUS
In many studies in which PAS protocols are employed, EMG
recordings are obtained only from a single (target) muscle. This
is typically either the ulnar nerve innervated abductor digiti min-
imi (ADM), the median nerve innervated abductor pollicis brevis
(APB), or the ulnar nerve innervated first dorsal interosseus
(FDI). In some cases however potentials evoked in other mus-
cles are recorded prior to and following the administration of
PAS. For example, in the seminal study by Stefan et al. (2000),
the median nerve was stimulated electrically (at the level of the
wrist), and although APB was the primary focus of interest, MEPs
were also recorded from ADM and the musculocutaneous nerve
innervated biceps brachii (BB) muscle. PAS induced increases in
the amplitude of MEPs recorded in each of these three muscles.
Although the magnitude of the effect was larger for APB than for
BB, the changes registered for the ulnar nerve innervated ADM
were not distinguished from those obtained for APB—which is
innervated by the nerve that received the electrical stimulation
(p. 577). In at least one instance this protocol has yielded effects
that are markedly larger for ADM than for APB (Cheeran et al.,
2008).

Using precisely the same intervention, Quartarone et al. (2003)
reported that for healthy adults, increases in the amplitudes of
MEPs recorded in the ulnar nerve innervated FDI were of com-
parable effect size to those obtained for the (target) APB (see
also Rosenkranz and Rothwell, 2006; cf. Quartarone et al., 2008;
Elahi et al., 2012). Notably, Potter-Nerger et al. (2009) demon-
strated elevations in the amplitude of MEPs recorded from the
ulnar nerve innervated FDI, using a median nerve stimulation
PAS protocol, and a similar trend for ADM, in the absence of
corresponding changes for the APB muscle (see supplementary
figure S1). Employing a variation of the Stefan et al. protocol
in which the peripheral electrical stimulation was applied to the
ulnar nerve at the wrist, Dileone et al. (2010) reported increases
in the excitability of corticospinal projections to the target FDI
and the median nerve innervated APB, although the latter were
most prominent immediately following the cessation of the inter-
vention. In other cases in which the changes in the excitability
of corticospinal projections to non-target muscles have not been
statistically reliable, the effects have consistently been in the same
direction as those induced in the target muscle (e.g., APB target—
ADM comparison: Fratello et al., 2006; Morgante et al., 2006;
Weise et al., 2011; Popa et al., 2013; APB target—FDI comparison:
Quartarone et al., 2009; ADM target—APB comparison: Weise
et al., 2006).

Notably, the limited number of studies in which MEPs have
been obtained for multiple muscles prior to and following the
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administration of 10 ms ISI PAS protocols also reveal changes
in the excitability of corticospinal projections to muscles (in the
hand) which are innervated by peripheral nerves other than the
one that is the target of the electrical stimulation. Specifically,
Weise et al. (2006, 2011) reported that when the median nerve was
stimulated, 10 ms ISI PAS gave rise to decreases in MEP amplitude
for the median nerve innervated APB, and increases for the ulnar
nerve innervated ADM (see also Weise et al., 2013). Whereas,
using a protocol in which TMS was delivered 5 ms in advance
of the individual N20 latency of the median nerve SEP, Potter-
Nerger et al. (2009) decreases in MEP amplitude were obtained
both for the target APB and for the ulnar nerve innervated FDI
(see supplementary figure S1).

UPPER LIMB MUSCLES: TRAINS OF PERIPHERAL STIMULATION
When trains of peripheral stimulation are employed, the dis-
tributed nature of the effect does not appear to be contingent
upon the specific muscle that is the target of the stimula-
tion. Castel-Lacanal et al. (2007) applied PAS comprising 10 Hz
(500 ms) trains of electrical stimulation to the ECR motor point
(and single pulse TMS), and obtained increases in the magni-
tude of MEPs that corresponded to large effect sizes for both ECR
(eta-squared = 0.27) and FCR (eta-squared = 0.26). Ridding and
Taylor (2001) induced a mean increase of 128 ± 132% (SD) in
the excitability of corticospinal projections to the median nerve
innervated FCR, by means of PAS applied to FDI. Employing
the same stimulation protocol, and recording MEPs in ADM and
APB, McKay et al. (2002) noted that the increases in corticospinal
excitability obtained for FDI were expressed similarly for ADM. A
corresponding trend was also apparent for the APB muscle.

Carson et al. (2013) demonstrated that when trains of elec-
trical stimulation were applied to the musculocutaneous nerve
innervated BB, the effects of PAS were also expressed in FCR, and
in ECR—which is innervated by the radial nerve. When the FCR
was the target, increases in the excitability of corticospinal projec-
tions to BB and ECR were obtained—in addition to those present
for FCR. No impact of either BB or FCR focused PAS was appar-
ent for projections to the lateral head of triceps brachii, which
shares with ECR the property of innervation by the radial nerve.
In contrast, Quartarone et al. (2006) reported no distributed
effects in FDI and ECR, when TMS was delivered over the APB
“motor hot spot” and the median nerve was stimulated at the
wrist.

LOWER LIMB MUSCLES
Assessing somatotopy in relation to lower limb muscles is compli-
cated by the use in many instances of background contractions as
elements of the induction protocol. These necessarily give rise to
patterns of facilitation and (e.g., antagonist) inhibition, the effects
of which cannot easily be dissociated from those of the PAS.
When applied during treadmill walking for example, cycle-phase-
specific facilitation of TA arising from electrical stimulation of the
CPN paired with TMS, also results in the suppression of MEPs
recorded from semimembranosus (SM)—which is innervated by
the tibial nerve (TN; Prior and Stinear, 2006). Using a (treadmill
walking) PAS protocol designed to decrease the excitability of pro-
jections to TA, Stinear and Hornby (2005) reported increases in

the area of MEPs recorded to SOL. Using ES delivered to the CPN,
and TMS latencies determined from the N34 peak, Mrachacz-
Kersting et al. (2007) reported that increases in the amplitude
of TA MEPs arising from PAS delivered during weak (∼5–10%
MVC) dorsiflexion, were not accompanied by similar changes for
SOL.

Employing ISIs designed to achieve arrival of CPN stimula-
tion generated inputs to M1 over a range of 15–90 ms following
TMS, Roy et al. (2007) observed that when PAS was delivered
with the muscles quiescent, increases in the excitability of cor-
ticospinal projections were obtained not only for the target TA
muscle, but also for the homologous muscle of the opposite limb.
In a related context, Roy and Gorassini (2008) reported that elec-
trical stimulation of the TN at the ankle and the posterior tibial
nerve (PTN) at the knee had strong facilitatory effects on MEPs at
latencies a few milliseconds after the arrival of afferent inputs at
the somatosensory cortex, and that these effects were both non-
specific and diffuse. Stimulation of TN at the ankle, for example,
had “homotopic” (occurring at the corresponding part of the
body) effects on projections to abductor hallucis (AH) and “het-
erotopic” effects on those to TA (see also Uy et al., 2003). Using
a PAS protocol in which stimulation was delivered to the TN at
the popliteal fossa, Kumpulainen et al. (2012) obtained increases
in the excitability of corticospinal projections to SOL, but did not
report (“P > 0.05”) similar outcomes for TA.

A REFLECTION UPON MUSCLE SPECIFICITY
Contrary to received wisdom the empirical evidence indicates
that restriction of the effects of PAS to muscles innervated by
the peripheral nerve in receipt of electrical stimulation is the
exception rather than the rule. Furthermore, there are several
reported instances in which changes in the excitability of corti-
cospinal projections induced by classic PAS protocols have been
more pronounced for muscles that are innervated by a differ-
ent nerve (e.g., Cheeran et al., 2008; Potter-Nerger et al., 2009).
Indeed, given effects obtained for the ulnar nerve innervated
ADM that could not be distinguished from those obtained for
APB (innervated by the median nerve that received the electrical
stimulation), Stefan et al. (2000) referred in their formative paper
to a “somatotopic gradient.” The point that the muscle specificity
of the changes in corticospinal excitability brought about by PAS
is relative rather than absolute, has also been made by other com-
mentators (e.g., Quartarone et al., 2003). In some of the sections
that follow we will give further consideration to mechanisms via
which somatotopic gradients might emerge.

NEURAL CIRCUITS THROUGH WHICH THE EFFECTS OF PAS
ARE MANIFESTED
CORTICAL
Paired pulse TMS is a tool widely used to investigate inhibitory
and facilitatory circuits in the human cerebral cortex (Ortu et al.,
2008). The technique involves delivery of a conditioning stimulus
(s1) and a test stimulus (s2) through the same coil, with the ISI
and the intensities of the two pulse being adjusted in a manner
appropriate for investigation of the interneuronal circuits that are
the focus of interest (Kujirai et al., 1993; Alle et al., 2009; Wagle-
Shukla et al., 2009). In regards to PAS, the phenomena that have
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been investigated by this means include short interval intracor-
tical inhibition (SICI) and long interval intracortical inhibition
(LICI) (Kujirai et al., 1993), and intracortical facilitation (ICF).

SHORT INTERVAL INTRACORTICAL INHIBITION (SICI)
The term SICI reflects the elicitation of a response to the test
stimulus that is diminished in size when it is preceded by a con-
ditioning stimulus—at intervals typically ranging between 1 and
5 ms. It is thought that the cellular processes underlying this
effect are mediated, at least in part, by GABAa receptors (Di
Lazzaro et al., 2006; Peurala et al., 2008). While it is an over-
simplification to consider changes in SICI simply as an index
of GABAa activity—since there is little direct evidence for this
association in humans, benzodiazapines, which are positive mod-
ulators of GABAa, receptor function enhance SICI (Di Lazzaro
et al., 2001). In contrast, GABA reuptake inhibitors decrease lev-
els of SICI (Werhahn et al., 1999; Ziemann, 2004). The potential
impact that PAS may have upon intracortical circuits mediating
the expression of SICI has been investigated in a large num-
ber of studies. By and large these have failed to yield consistent
changes in SICI following the administration of PAS25 proto-
cols for which an intrinsic hand muscle is the target (Stefan
et al., 2002; Quartarone et al., 2003; Rosenkranz and Rothwell,
2006; Sale et al., 2007, 2008; Cirillo et al., 2009; Russmann et al.,
2009; Di Lazzaro et al., 2011; Elahi et al., 2012; Schabrun et al.,
2013). To some degree this may reflect the fact that the expression
of SICI is highly variable both within and between individuals
(Wassermann, 2002). While there is very little evidence to indi-
cate that PAS25 has a reliable effect on the manifestation of SICI
(see also Ridding and Taylor, 2001; Castel-Lacanal et al., 2007; Roy
et al., 2007), this does not preclude the possibility that the efficacy
of the intervention is influenced by the state of the inter-neuronal
networks to which the SICI technique is sensitive (Ridding and
Flavel, 2006). Consistent with this hypothesis, Elahi et al. (2012)
demonstrated that when SICI is evoked simultaneously with the
administration of a PAS25 protocol, the usual facilitation of cor-
ticospinal excitability is not obtained. With respect to PAS10
protocols, we are aware of only two studies in which SICI has
been monitored in conjunction with this variant. Both Russmann
et al. (2009) and Di Lazzaro et al. (2011) reported decreases
in this measure of intracortical inhibition as a result of the
intervention.

LONG INTERVAL INTRA-CORTICAL INHIBITION (LICI)
Long interval intra-cortical inhibition (LICI) is measured at ISIs
between 50 and 200 ms. It is putatively mediated by GABAb

receptors (Werhahn et al., 1999; McDonnell et al., 2006). While
the effects of a facilitating PAS protocol (N20+2) are blunted
by the prior administration of Baclofen (BAC)—a selective
GABAb receptor agonist, it does not necessarily follow that
the state of cortical circuits sampled by the LICI technique
will be altered by its administration. Meunier et al. (2012) did
however observe that LICI decreased when afferent stimula-
tion was paired (25 ms ISI) with “low intensity” TMS (evoking
a MEP of 0.5 mV), but not when an intensity of TMS suf-
ficient to generate an MEP of 1 mV in the target FPB mus-
cle was used. Similarly, Russmann et al. (2009) reported that

LICI was reduced by administration of a PAS25 protocol (evok-
ing a MEP of 0.5 mV in FPB), and increased transiently by a
PAS10 variant. De Beaumont et al. (2012) found no signifi-
cant changes in LICI arising from the application of a PAS10
intervention in which afferent stimuli were paired with TMS at
an intensity that produced a MEP of 1 mV in the target APB.
Notwithstanding other variations in protocol, on the basis of the
small number of studies that have been completed, it appears that
when the intensity of the cortical stimulus is moderate (lead-
ing to 0.5 mV MEPs in intrinsic hand muscles), PAS25 leads
to a decrease in LICI, whereas PAS10 may cause an increase in
LICI.

INTRACORTICAL FACILITATION (ICF)
The term ICF refers to the elicitation of a response to the test
stimulus that is increased in size when it is preceded by a con-
ditioning stimulus—at intervals typically ranging between 7 and
20 ms, in the context of protocols similar to those used to elicit
SICI (Kujirai et al., 1993; Ziemann et al., 1996). While it is
believed that the net facilitation arises from a strong potentiat-
ing effect and a weaker inhibitory component (Hanajima et al.,
1998; Hanajima and Ugawa, 2008), pharmacological studies that
the dominant element is mediated by glutamatergic M-methyl-
D-asparate (NMDA) receptors (Ziemann et al., 1998; Schwenkreis
et al., 1999). As benzodiazepines also increase ICF however, a con-
tribution of GABAa receptors—expressed through the inhibitory
component cannot be excluded (Ziemann, 2008). No changes in
ICF have however been reported when PAS25 protocols have been
employed, and hand muscles are the focus of interest (Di Lazzaro
et al., 2011—15 ms ISI; Elahi et al., 2012 and Sale et al., 2007—
10 ms ISI; Schabrun et al., 2013—13 ms). Similarly, no impact
upon ICF has been observed when muscles in the lower limb (Roy
et al., 2007) or the forearm (Castel-Lacanal et al., 2007) have been
investigated. As Elahi et al. (2012) failed to demonstrate that ICF
evoked simultaneously with the administration of a PAS25 proto-
col, exerted an impact upon the usual facilitation of corticospinal
excitability, it can also be surmised that the efficacy of the inter-
vention is insensitive to the state of the inter-neuronal networks
sampled by the ICF technique.

SHORT-INTERVAL INTRACORTICAL FACILITATION (SICF)
It is also possible to obtain facilitation of a subthreshold test
stimulus when a prior conditioning stimulus of threshold or
suprathreshold intensity is delivered at discrete intervals of 1.0–
1.5 ms, 2.5–3.0 ms and at ≈4.5 ms (Tokimura et al., 1996; Ilic
et al., 2002). As the effect is not obtained when transcranial elec-
trical stimulation (TES) is substituted for the magnetic stimulus,
a M1 locus for what is termed short-interval intracortical facili-
tation (SICF) is presumed. In particular, as the effective ISIs are
closely related to I-wave periodicity, an instrumental relationship
is suspected (e.g., Hanajima and Ugawa, 2008). Benzodiazepines
and barbiturates, which enhance the action of GABAa receptors,
attenuate SICF (Ziemann et al., 1998; Ilic et al., 2002), whereas the
NMDA receptor antagonist memantine does not alter the effect.
To the best of our knowledge, the impact of PAS upon SICF has
been investigated in only one instance. Ridding and Taylor (2001)
reported that SICF increased at short ISIs (0.8–1.7 ms) following
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administration of a protocol that comprised trains of afferent
stimulation.

CORTICAL SILENT PERIOD (CSP)
Following the elicitation of a MEP in a contracting peripheral
muscle, there occurs a period of EMG silence. While spinal cir-
cuitry may be implicated in the early (∼50 ms) part of the silent
period, the subsequent portion appears to be due to processes
operating at the level of the cerebral cortex (Wilson et al., 1993;
Ziemann et al., 1993; Brasil-Neto et al., 1995; Chen et al., 1999b;
Tergau et al., 1999). The duration of the cortical silent period
(CSP) is influenced to a greater degree by TMS intensity than
level of muscle contraction (Kojima et al., 2013). As it shares this
property with the degree of SICI induced by TMS (i.e., CS inten-
sity), which is not the case for ICF, it has been proposed that the
CSP duration is governed by the state of inhibitory interneurons
within M1 that also mediate the expression of SICI (Kojima et al.,
2013). On the basis of a review of pharmacological interventions
it has been suggested previously (Ziemann, 2004) that, as with
LICI, the duration of the late part of the CSP is mediated by
GABAb receptors. An elongation of CSP duration following the
administration of PAS25 protocols has been reported on numer-
ous occasions (Stefan et al., 2000, 2004; Quartarone et al., 2003;
Sale et al., 2007, 2008; Cirillo et al., 2009; De Beaumont et al.,
2012; Elahi et al., 2012; cf. Di Lazzaro et al., 2011). In the sin-
gle study in which this measure has been used to examine a PAS
protocol that utilizes trains of afferent stimulation (Ridding and
Taylor, 2001), no such prolongation was obtained. In addition,
it appears that duration of the CSP is not influenced by a PAS10
protocol (Di Lazzaro et al., 2011; De Beaumont et al., 2012) or a
N20-5 protocol (Potter-Nerger et al., 2009).

SHORT AFFERENT INHIBITION (SAI)
The term short afferent inhibition (SAI) refers to the diminu-
tion of MEP amplitude that occurs following administration of
a prior conditioning afferent stimulus (typically 0.2–1 ms dura-
tion at an intensity 2—3 times perceptual threshold or that which
evokes a visible twitch in the target muscle) applied to a periph-
eral nerve. The latency at which the effect is most prominent is
13–19 ms when forearm muscles (FCR and ECR) are the focus
of interest, and the nerve is stimulated at the level of the elbow
(Bertolasi et al., 1998), and ∼20 ms when hand muscles (i.e.,
FDI and APB) are under investigation and nerve (i.e., median)
stimulation is applied at the wrist (Tokimura et al., 2000). It is
thought that the effect is produced by modulation of the I2 and
I3 waves of the descending corticospinal volley (Tokimura et al.,
2000). As scopolamine (an Ach antagonist) reduces SAI, but does
not exert a similar influence on SICI, distinct mediating neural
circuits are presumed (Di Lazzaro et al., 2000). In addition, the
benzodiazepine lorazepam increases SICI, but decreases SAI (Di
Lazzaro et al., 2005). Electrophysiological studies of the interac-
tions between SICI and SAI further suggest that these phenomena
are expressed via the influence of distinct, but convergent and
reciprocally connected, GABAergic inhibitory interneurons that
project onto corticospinal neurons (Alle et al., 2009). When MEPs
are recorded during the administration of PAS, they are atten-
uated initially (with respect to pre-intervention controls), most

likely as a consequence of SAI type effects. This effect declines
through the time course of the induction period (e.g., Di Lazzaro
et al., 2011; Elahi et al., 2012; Hamada et al., 2012), presumably
due to the overall increase in the excitability of the corticospinal
projections brought about by the intervention. When however the
amplitude of the MEP obtained following the conditioning affer-
ent stimulus is normalized with respect to the amplitude of a test
stimulus alone, no changes in SAI are seen to occur as a result
of conventional PAS25 protocols (Stefan et al., 2002; Di Lazzaro
et al., 2011; Elahi et al., 2012; Hamada et al., 2012; Schabrun et al.,
2013). In this respect therefore, SAI mirrors SICI. The two mea-
sures do however diverge in so much as no change in SAI has been
reported following PAS10 (Di Lazzaro et al., 2011), whereas in this
context a decrease in SICI is obtained (Russmann et al., 2009; Di
Lazzaro et al., 2011).

LONG AFFERENT INHIBITION (LAI)
The attenuation of MEP amplitude that is also obtained when
the interval between the peripheral afferent stimulation and the
subsequent TMS is in the region of 200 ms is referred to as
long-latency afferent inhibition (Sailer et al., 2002, 2003). As the
amplitude of the F-wave evoked by supramaximal stimulation of
the peripheral nerve is not reduced at a conditioning-test inter-
val of 200 ms, the post-synaptic state of spinal motoneurons is
not believed to be a principal determinant (Chen et al., 1999a).
A contribution of cortical structures in addition to the primary
sensory and motor areas, and of sub-cortical elements, to the
expression of LAI cannot however be excluded (Classen et al.,
2000; Sailer et al., 2003, 2007). On the basis of observations that
LAI interacts with (inhibits) LICI, it has been inferred that there
is some degree of shared mediation by GABAb receptors (Sailer
et al., 2002), however the neurotransmitters involved in LAI have
not yet been corroborated using pharmacological approaches (Ni
et al., 2011). Using a PAS25 protocol based on “low intensity”
TMS (evoking a MEP of 0.5 mV), Meunier et al. (2012) reported
immediate and sustained decreases in LAI (150 ms ISI) evoked for
projections to the target FPB—an effect that was broadly similar
to that expressed for LICI. No such changes were obtained when
an intensity of TMS sufficient to generate an MEP of 1 mV in the
target FPB muscle was used in the delivery of PAS. Consistent with
these outcomes, Russmann et al. (2009) demonstrated a reduc-
tion in LAI (150 ms ISI) evoked in FPB that followed the time
course of decreases in LICI induced by a PAS25 (low intensity
TMS) protocol (there was no consistent change attributable to
PAS10). In contrast, marked increases in LAI (240 ms ISI) were
observed following PAS25, whereas decreases were seen following
PAS10 (Russmann et al., 2009).

SPINAL
In the small number of studies that have sought to examine poten-
tial changes in excitability at the level of the spinal cord following
PAS, F-waves have most commonly been obtained, even though
this technique has characteristics that limit its effectiveness as a
test of spinal motoneuron excitability, a problem that is partic-
ular acute when comparisons are drawn with responses evoked
by cortical magnetic stimulation (Carson et al., 2004; Taylor,
2006). Investigations utilizing this approach have generally failed
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to obtain indications of changes in spinal motoneuron excitability
following PAS (Stefan et al., 2000; Wolters et al., 2003; Quartarone
et al., 2006; Meunier et al., 2007; Mrachacz-Kersting et al., 2007;
Thabit et al., 2010). Converging findings have however been
derived using electrical transmastoid (cervicomedullary) stimu-
lation, which activates corticospinal axons below the level of the
cortex (Ugawa et al., 1991; Taylor et al., 2002). As this technique
is uncomfortable it has been used sparingly in PAS studies, and in
each case a very small number of participants has been assessed
(Stefan et al., 2000; McKay et al., 2002; Wolters et al., 2003).

Employing FCR as the target muscle, and using a PAS pro-
tocol in which median nerve stimulation was paired with TMS,
Meunier et al. (2007), reported that changes in the slope of the
H reflex recruitment curve occurred in parallel with intervention
induced increases in corticospinal excitability. A similar pattern
was obtained in the small number of participants from whom H-
reflexes could be elicited in APB, when a PAS25 protocol was used
with this muscle as the target. In a follow up study, it was demon-
strated that the PAS-induced change in the H-reflex is mediated
by a decrease of presynaptic Ia inhibition of FCR terminals (Lamy
et al., 2010). On the basis of the evidence currently available, it
is not possible to resolve whether this effect is contingent upon
alteration of descending inputs to presynaptic interneurons act-
ing on the Ia pathway, or changes in presynaptic networks at the
spinal level. It has been remarked that presynaptic [primary affer-
ent depolarization (PAD)] interneurons, which receive extensive
projections from Ia, Ib, and cutaneous afferents, may play an
instrumental role in the latter regard (Lamy et al., 2010). It is
also worth noting in this context that conventional PAS proto-
cols (e.g., Stefan et al., 2000) employ a level of peripheral nerve
stimulation (i.e., 3 × perceptual threshold) that is sufficient to
elicit a contraction of the target muscle (Kennedy and Carson,
2008), and thus generate secondary reafference. The implications
of this will be given further consideration in sections that follow.
Roy et al. (2007) failed to obtain changes in the amplitude of H-
reflexes recorded in TA, arising from a PAS protocol that induced
increases in corticospinal excitability.

A REFLECTION ON THE EXPRESSION OF PAS-INDUCED EFFECTS
The most direct source of evidence available in humans—that
based on recording corticospinal volleys via electrodes implanted
in the cervical epidural space (of 4 individuals), indicates that
the PAS25 protocol does not alter the first wave of descending
excitation generated by TMS given subsequently, but increases
the amplitude of later waves (Di Lazzaro et al., 2009a). The
complementary finding (from 2 individuals) is that the PAS10
protocol does not alter the first wave of descending excitation,
but decreases the amplitude of later waves (Di Lazzaro et al.,
2009b). In light of these results, and given indications that the
post-synaptic state of spinal motoneurons is not altered by PAS,
it is reasonable to conclude that the observed changes in corti-
cospinal excitability are mediated principally at the level of the
cortex. Is it also possible to resolve specific circuits within cortex
that are implicated?

The summary conclusions that can be drawn from the stud-
ies described above are that (corticospinal) excitability enhancing
PAS protocols (e.g., PAS25) do not alter expressions of SICI, ICF,

or SAI. They do however elongate the CSP, and may decrease
LICI and LAI (when the peripheral stimulation applied during
PAS is paired with low intensity TMS). Inhibitory protocols (e.g.,
PAS10) have been investigated less thoroughly. As a consequence,
it is possible to surmise only that they tend to decrease SICI, and
have no apparent influence on the CSP.

On the basis of indications that TMS invoked silent periods
were shortened by the delivery of (single pulse) high-intensity
peripheral nerve stimulation over a range of intervals from 30 ms
before to 70 ms after TMS (with the largest effect present at
20 ms before), Hess et al. (1999) concluded that the somatosen-
sory input generated by the peripheral stimulation has privileged
access to inhibitory interneuronal circuits within M1. In respect
of observations that both the extent of LICI and the duration
of the CSP increased with eliciting stimulus intensity, Hammond
and Vallence (2007) proposed that the long-latency inhibitory cir-
cuits that mediate the LICI effect, are also those through which
afferent feedback from the contracting muscle acts to modulate
the time course of the silent period (see also Taylor et al., 1997;
Thabit et al., 2010; Farzan et al., 2013). Given the equivalent pat-
tern of variation that is obtained for LICI, LAI and the duration
of the CSP, it might therefore be surmised that the state of these
long latency inhibitory circuits is altered by facilitatory variants
of PAS. Is it possible that the changes in late I-waves engendered
by excitability enhancing forms of PAS reflect tonic modification
of GABAbmediated projections operating via these circuits (e.g.,
Humeau et al., 2003).

With respect to LAI, it is notable that the measure itself does
not exhibit muscle specificity. If the conditioning stimulus is
applied to the median nerve at the wrist, in a fashion similar
to that used in PAS protocols, the inhibition of MEP amplitude
that is observed at an ISI of 200 ms is obtained not only for APB
(median nerve innervated), but also for the FDI (Chen et al.,
1999a; Abbruzzese et al., 2001), FCR (Abbruzzese et al., 2001),
and ECR (Chen et al., 1999a) muscles. When an ISI of 100 ms is
used, median nerve stimulation evokes equivalent levels of LAI in
projections to APB, ADM, and FDI (Kotb et al., 2005). Similarly
in relation to SAI, if the median nerve is stimulated at the wrist
and an ISI ≈20 ms is employed, inhibition is obtained not only
for APB, but also for FDI (Tokimura et al., 2000; Kotb et al.,
2005; Devanne et al., 2009), ADM (Kotb et al., 2005), and ECR
(Devanne et al., 2009). Median nerve stimulation at the antecu-
bital fossa and radial nerve stimulation in the spiral groove each
generate comparable SAI in projections to both FCR and ECR. If
the ISI is defined in relation to the N20 component of the SEP, ISIs
of N20, N2+2, and N20+4 elicit SAI in both FDI and APB when
either the median and ulnar nerve are stimulated. In both cases,
the level of inhibition is accentuated by increasing the intensity
of afferent stimulation (Fischer and Orth, 2011). As such, with
respect to both SAI and LAI there is a parallel with the lack of
muscle specificity that characterizes the effects of PAS.

While consideration of the intracortical neural circuits that
mediate the expression of phenomena such as SAI and LAI may
provide insights in relation to those that are instrumental in rela-
tion to the effects of PAS, in any such assessment, it is necessary
to maintain a conceptual distinction between circuits that may be
necessary for the induction of changes in corticospinal output,
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but which are not altered functionally by the administration of
PAS, and those that are modified acutely by PAS. In some but not
necessarily all of these latter cases, the PAS induced changes may
impact upon the excitability of descending corticospinal projec-
tions as registered through responses to TMS (i.e., at rest), or on
voluntary motor output. For example, while it may be the case
that a lack of muscle specificity is a characteristic shared by SAI,
LAI and the effects of PAS, only the expression of long-latency
afferent inhibition (LAI) but not that of SAI is altered by the
intervention. Furthermore, although levels of SICI are not altered
by PAS25, increases in corticospinal excitability normally induced
by this protocol are blocked when SICI is evoked simultaneously
with its administration (Elahi et al., 2012; see also Weise et al.,
2013). In seeking to understand the roles played by specific cir-
cuits within cortex in mediating the effects of PAS, it would be
extremely useful to have further interference studies of this type.
To date however, pharmacological studies have provided the main
source of evidence upon which to derive causal inferences, albeit
at a systems level.

PHARMACOLOGY OF PAS-INDUCED EFFECTS
As there are authoritative and comprehensive reviews dealing
with the pharmacology of neuroplastic responses to non-invasive
brain stimulation (Nitsche et al., 2012), and of cortical excitabil-
ity measures (Ziemann, 2004, 2008; Paulus et al., 2008), we hereby
provide only a summary pertinent to PAS that draws in part upon
these previous works. Indeed, we explicitly adopt the structure
of presentation of Nitsche et al. (2012)—conceiving of the gluta-
matergic system, voltage-gated ion channels and the GABAergic
system as “drivers” of neuroplastic adaptation, and referring
to the dopaminergic, cholinergic, serotonergic, and adrenergic
systems as “modulators” of neuroplastic adaptation.

THE GLUTAMATERGIC SYSTEM—A DRIVER OF NEUROPLASTIC
ADAPTATION
As the N-methyl-d-aspartate (NMDA) receptor antagonist dex-
tromethorphan (150 mg dose) blocks both the excitability
enhancing effects of PAS25 (Stefan et al., 2002) and the excitabil-
ity reducing effects of PAS10 (Wolters et al., 2003), a general-
ized dependence upon on NMDA receptor activation has been
deduced. This drug is however also thought to act as a non-
selective serotonin reuptake inhibitor, and as a sigma-1 receptor
agonist with influence upon calcium signaling.

VOLTAGE-GATED ION CHANNELS—A DRIVER OF NEUROPLASTIC
ADAPTATION
It has been reported that the voltage-gated sodium channel
blocker lamotrigine tends to reduce the facilitating effect of
a N20+2 PAS protocol (Heidegger et al., 2010). Nimodipine,
which blocks L-type (long-lasting) voltage-gated calcium chan-
nels, eliminates the excitability reducing effects of PAS10 when
given as a 30 mg dose (Wolters et al., 2003). It is thought that
when applied chronically, but not acutely, in experimental sys-
tems, Gabapentin inhibits calcium currents through an influence
on the trafficking of voltage-gated Ca2+ channels (Hendrich et al.,
2008; but see also Eroglu et al., 2009). Administration of the drug
(1100 mg) does not impact on the usually obtained effects of

N20+2 PAS (Heidegger et al., 2010). Although the precise mode
of action of the anticonvulsant levetiracetam has not always been
clear, it is now believed that it inhibits voltage-gated Ca2+ chan-
nels (Vogl et al., 2012). A 3000 mg dose of this drug abolishes the
increases in MEP amplitude otherwise induced by N20+2 PAS
(Heidegger et al., 2010).

THE GABAERGIC SYSTEM—A DRIVER OF NEUROPLASTIC
ADAPTATION
The facilitating effects of N20+2 PAS are blunted by 50 mg of the
GABAb receptor agonist baclofen (McDonnell et al., 2007). They
are also diminished by administration of diazepam (20 mg)—a
positive allosteric (binding to a specific subunit on the GABAa

receptor at a site distinct from the that of the endogenous
GABA molecule) modulator of GABA (Heidegger et al., 2010).
Tiagabine (25 mg) that is thought to act as a selective GABA reup-
take inhibitor, permitting increased GABA availability for post-
synaptic receptor binding, exerts a similar action (Heidegger et al.,
2010). On the other hand, topiramate—having pharmacological
properties that may include augmentation of GABAa mediated
inhibition (blockage of voltage-dependent sodium channels), has
no such effects in 100 mg dosage (Heidegger et al., 2010).

THE DOPAMINERGIC SYSTEM—A MODULATOR OF NEUROPLASTIC
ADAPTATION
Thirugnanasambandam et al. (2011b) delivered low (25 mg),
medium (100 mg), or high (200 mg) doses of levodopa prior to
PAS in 12 healthy volunteers. In low dose, levodopa abolished
the usual effects of both PAS10 and PAS25 variants. In medium
dosage, the induced effects were indistinguishable from those
obtained in placebo conditions. At high dosage, the prior delivery
of levodopa gave rise to an inhibitory influence of the PAS25 pro-
tocol on MEP amplitude, whereas the impact of PAS10 could not
be differentiated from the placebo condition. This set of outcomes
contrasts with the results of Kuo et al. (2008) who observed that
a 100 mg dose of levodopa enhances the magnitude and duration
of increases in corticospinal excitability induced by PAS25.

Administration of 400 mg of the selective dopamine D2 and
D3 receptor antagonist sulpiride (with the intent of increasing the
relative contribution of D1 receptors to dopaminergic activity)
eliminates the inhibitory effects of PAS10, but has no impact upon
increases in excitability brought about by PAS25. When how-
ever sulpiride (400 mg) was given in combination with 100 mg
of levodopa, the inhibitory effect of PAS10 was preserved (and
a typical profile of response to PAS25 obtained) (Nitsche et al.,
2009). A 2 mg dose of the selective dopamine D2 receptor ago-
nist Cabergoline does not appear to influence the excitability
enhancing effects of N20+2 PAS (Korchounov and Ziemann,
2011). The D2 receptor agonist ropinirole exhibits an inverted
“U”-shaped dose–response curve, whereby both high (1.0 mg) or
low (0.125 mg) dosages of the drug impair the effects of a PAS25
protocol, whereas the attenuation exhibited following a medium
dose (0.5 mg) is less pronounced. In contrast, ropinirole has no
apparent impact upon the impact of PAS10 (Monte-Silva et al.,
2009).

Haloperidol exhibits high affinity dopamine D2 receptor
antagonism. When a 2.5 mg dose of the drug is given 2 h in
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advance of a N20+2 protocol, the usual facilitating effects of
this intervention are not obtained (Korchounov and Ziemann,
2011). Methylphenidate acts primarily to inhibit the reuptake of
dopamine and to a lesser extent norepinephrine, thus increasing
the extracellular concentrations of these neurotransmitters. The
prior delivery of 40 mg of this agent has no apparent impact upon
the efficacy of N20+2 PAS (Korchounov and Ziemann, 2011).

THE CHOLINERGIC SYSTEM—A MODULATOR OF NEUROPLASTIC
ADAPTATION
If the activity of the two major acetylcholine receptor subtypes
[muscarinergic (mAChR) and nicotinergic (nAChR)] is pro-
moted by administration of the cholinesterase inhibitor rivastig-
mine (3 mg), the positive impact on corticospinal excitability of
PAS25 is enhanced relative to a placebo condition, between 20
and 30 min following the cessation of paired stimulation. The
inhibitory effects of PAS10 are also accentuated, and particularly
pronounced during a period from 25 min to 2 h post stimula-
tion (Kuo et al., 2007). In contrast however, the cholinesterase
inhibitor Tacrine (40 mg) does not appear to alter the effects
of a N20+2 protocol (Korchounov and Ziemann, 2011). Using
transdermal patches able to deliver 15 mg of nicotine (i.e., a
nAChR receptor agonist) over 16 h, Thirugnanasambandam et al.
(2011a) reported that when paired stimulation commenced 6 h
following application of the patch, the effects of PAS25 were
not distinguished from a placebo condition. On the other hand,
the usual inhibitory influence of PAS10 was eliminated by the
administration of nicotine. Biperiden is a M1 muscarinic receptor
(mAChR) antagonist. When an 8 mg dose is delivered 2 h before
N20+2 PAS, there is marked attenuation of the increases in cor-
ticospinal excitability otherwise obtained in placebo conditions
(Korchounov and Ziemann, 2011).

THE SEROTONERGIC SYSTEM—A MODULATOR OF NEUROPLASTIC
ADAPTATION
Batsikadze et al. (2013) administered 20 mg of the selective sero-
tonin reuptake inhibitor (SSRI) citalopram 2 h prior to the com-
mencement of PAS. In the presence of the drug there was a failure
to obtain the diminution of MEP amplitude otherwise obtained
in the 30 min following PAS10. There was however no consistent
impact of citalopram on the usual excitability enhancing effects
of a PAS25 protocol.

THE ADRENERGIC SYSTEM—A MODULATOR OF NEUROPLASTIC
ADAPTATION
The mode of action of methylphenidate is such that it leads
to increased extracellular concentrations of both norepinephrine
(i.e., noradrenaline) and dopamine. As noted above, it has no
apparent influence on the effects of N20+2 PAS (Korchounov and
Ziemann, 2011). Prazosin is an alpha-adrenergic antagonist that
is specific for the alpha-1 receptors. The prior delivery of 1 mg
of the drug eliminates the increases in MEP amplitude otherwise
induced by a N20+2 protocol (Korchounov and Ziemann, 2011).

A REFLECTION ON PHARMACOLOGICAL STUDIES OF PAS-INDUCED
EFFECTS
Pharmacological studies such as those described above are con-
ceptually powerful in so much as they offer the prospect of causal

inference with respect to cellular pathways that are necessary for
realizing the effects of non-invasive stimulation protocols such as
PAS. In practice there are caveats. These agents—which are typ-
ically introduced by oral administration, act at a systems level
i.e., not only upon the neural circuits that may be engaged by a
particular intervention. In addition, the drugs used most often
in human experimentation do not have an exclusive mode of
action. It has been highlighted previously (e.g., Paulus et al., 2008)
that strong inferences can generally only be drawn in circum-
stances in which a set of drugs sharing a specific mode of action
exhibit consistency in their effect upon the phenomenon that is
the focus of interest. Furthermore, effective blinding of partici-
pants is often precluded by the side effects of these agents that may
include nausea (e.g., Wolters et al., 2003; Monte-Silva et al., 2009;
Korchounov and Ziemann, 2011) and sedation (e.g., Korchounov
and Ziemann, 2011). There is a paucity of replication studies, and
in only a very small number of investigations have dose depen-
dencies been examined. Indeed, ethical considerations necessarily
impose limits on the dosages of many drugs that can reasonably
be employed with human volunteers.

These matters notwithstanding, is it possible to discern pat-
terns of variation that intimate the cellular mechanisms medi-
ating responses to PAS. With respect to the notional drivers of
neuroplastic adaptation, drugs (with the exception of topira-
mate) that enhance the effects of GABA lead to diminution of the
increases in excitability otherwise brought about by N20+2 PAS
protocols. Dextromethorphan acts in part as an NMDA receptor
antagonist. Its administration blunts the impact of both PAS25
and PAS10 interventions. In relation to drugs that disrupt the
action of voltage-gated calcium channels, the effects of N20+2
PAS are diminished by levetiracetam, and those of PAS10 are
reduced by nimodipine. Taken at face value, these studies suggest
that the effects of both excitatory and inhibitory PAS protocols
are dependent on both NMDA receptor activation and voltage-
dependent Ca2+ channels (cf. Muller-Dahlhaus et al., 2010). In
addition, they indicate that GABAergic circuits may also play a
regulating role in relation to (corticospinal) excitability enhanc-
ing forms of PAS. In this regard, there is as yet no information
readily available concerning GABAergic mediation of excitability
diminishing variants.

Although designated a modulator of neuroplastic adaptation,
as revealed by the impact of D2/D3 receptor antagonists, the
dopaminergic system appears to assume a necessary role in rela-
tion to the changes in corticospinal excitability brought about
by PAS. It is also notable that the administration of levodopa
provides one of the few instances (Kuo et al., 2008) in which a
pharmacological agent accentuates the effects of PAS (see also Kuo
et al., 2007). Nonetheless, the complex influence of this particu-
lar agent and D2 receptor agonists, in particular the presence of
non-linear dose-response relationships, precludes a simple inter-
pretation of the part played by dopamine. The role of the cholin-
ergic system is similarly elaborate. At least one cholinesterase
inhibitor appears to enhance the effects of both excitatory and
inhibitory PAS protocols. In addition, the nAChR receptor agonist
nicotine selectively dissipates the inhibitory influence of PAS10,
whereas the mAChR receptor antagonist Biperiden has a sim-
ilar impact on the efficacy of an excitatory N20+2 protocol.
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With respect to the serotonergic system, at least one agent that
increases the extracellular level of the neurotransmitter impedes
the inhibitory influence of PAS10. Concerning the adrenergic sys-
tem, alpha-adrenergic blockade exerts an attenuating influence on
the otherwise excitatory effects of N20+2 PAS.

Taken together, these studies paint a picture of multiple cel-
lular mechanisms acting via a complex web of relationships that
together mediate the changes in corticospinal excitability induced
by both excitatory and inhibitory variants of PAS. The current
state of knowledge concerning the cellular foundations of PAS-
induced neuroplastic adaptation is sufficiently impoverished that
predictions in relation to the outcome of any particular phar-
macological perturbation are often usurped by the experimental
data. For example, dopamine, norepinephrine, and acetylcholine
receptor agonists fail to further augment PAS-induced effects in
a context in which there is unlikely to have been saturation of
corticospinal excitability (Korchounov and Ziemann, 2011). In
light of the conclusion that multiple cellular pathways are almost
certainly involved in giving expression to the effects of PAS (e.g.,
Muller-Dahlhaus et al., 2010; Hamada et al., 2012), we turn our
consideration now to mechanisms through which the constituent
elements of PAS (i.e., peripheral and cortical) may exert their
influence.

CONSTITUENT ELEMENTS OF PAS—SENSORY
STIMULATION
On the basis of information derived using neuroimaging tech-
niques, the conclusion has been drawn that the form of periph-
eral afferent stimulation applied in PAS protocols, first engages
circuits in the primary somatosensory cortex (S1) within the post-
central gyrus, the second somatosensory area (S2) within the
parietal operculum, and the posterior parietal cortex (Korvenoja
et al., 1999; Boakye et al., 2000). In relation to mediating the
effects of PAS, the temporal characteristics of this engagement are
particularly salient. Electrical stimulation of peripheral afferents
elicits complex cortical responses that are discernible as SEPs in
scalp EEG recordings, and as somatosensory-evoked fields when
magnetoencephalography (MEG) is used. There is widespread
agreement that the earliest N20 SEP response following electrical
stimulation of the median nerve, arises from contralateral (S1)
Brodmann area 3b. The balance of evidence now also suggests
that the P22 SEP component has its origin in Brodmann area 1
(i.e., S1), rather than for example M1 (Baumgartner et al., 2010).
Indeed, a S1 source is in general presumed for short-latency
potentials occurring within the first 40 ms following the median
nerve stimulus (Allison et al., 1991). Nonetheless, the presence
of synchronized neuronal population activity in S2 (registered by
MEG) at these latencies, while suggesting an influence of cortical
afferents from SI, does not preclude a presence of additional par-
allel thalamocortical projections to S2 (Karhu and Tesche, 1999).
Although there is not yet consensus in relation to the medium
latency (>40 ms) components, a distributed pattern of activation
that includes not only S1, but also S2 bilaterally, and contralateral
posterior parietal cortex is indicated (Hari et al., 1984; Allison
et al., 1989a,b, 1992; Forss et al., 1994). These sources continue
to be active simultaneously during a period 70–140 ms follow-
ing the onset of stimulation (Mauguiere et al., 1997). In addition,

when trains of afferent stimulation are applied, the offset of the
train gives rise to a (P100 and N140) SEP signature distinct from
that associated with the individual stimuli (Yamashiro et al., 2008,
2009).

With respect to these temporal features, it is must be empha-
sized that SEPs (or fields) do not afford unambiguous interpreta-
tion. It is well-established that in order to create electrical fields
large enough to propagate through the brain, dura, skull, and
skin, in the order of 107 of neurons must be active simultaneously.
While it is clearly possible to isolate and measure modulations of
averaged SEP waveforms generated by the mass action of many
neurons, it can be argued that such features as the latency of
the peak are arbitrary are no more representative of the tempo-
ral dynamics of the latent neural processes than the beginning
or end of the deflection (Luck, 2005). It is also typically the case
that the voltage fluctuations of the components of a SEP wave-
form inherently overlap with each other in time and space (see
Woodman, 2010, for a review). A deeper problem arises from the
corresponding implication that it is not possible on the basis of
EEG or MEG measurements to infer temporally discrete propaga-
tion of a response to a unitary stimulus (Luck, 2005). These issues
have implications not simply in relation to the interpretation
of somatosensory-evoked field and potentials, they are pertinent
to assumptions that might be made concerning the time course
over which peripheral afferent stimulation exerts its effects in the
context of PAS.

Ambiguity in relation to the routes via which, and the time
course over which, the afferent component of PAS protocols
might exert its influence upon the output circuits of primary
motor cortex is compounded by the customary use of levels
of stimulation above MT. The majority of PAS studies employ-
ing mixed nerve targets have used an intensity defined as three
times perceptual threshold (e.g., Stefan et al., 2000; Wolters et al.,
2003; Sale et al., 2007; Tecchio et al., 2008), which corresponds
to a level at which motor potentials are generated (Litvak et al.,
2007; Kennedy and Carson, 2008). In the case of trains deliv-
ered to the motor point of the target muscle, the stimulation
intensity is defined explicitly in relation to the evocation of a visi-
ble muscle contraction (Ridding and Taylor, 2001; Castel-Lacanal
et al., 2007; Kennedy and Carson, 2008; Carson et al., 2013).
Necessarily therefore, in addition to the initial ascending affer-
ent volley induced directly by electrical stimulation of the nerve,
all current PAS protocols are likely to encapsulate secondary reaf-
ference arising from muscle contractions (Schabrun et al., 2012).
The extent of the neural activity induced in M1 by such reaffer-
ence can be substantially greater than that brought about by the
direct sensory consequences of peripheral stimulation (Shitara
et al., 2013).

There is in addition a related body of evidence concerning
the effects of manipulating the intensity of (electrical) peripheral
afferent stimulation. When registered using fMRI, contralateral
S1 activity scales with levels of stimulation (at least up to MT)
(see also Nelson et al., 2004). The bilateral response obtained for
S2 and in posterior parietal cortex does not vary in this manner,
although a BOLD response in S2 is registered at lower levels of
stimulation than in S1, and is augmented when the participant’s
attention is directed explicitly to the stimulus (Backes et al., 2000).
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Similarly, Smith et al. (2003) reported a dose-response relation-
ship for the S1 BOLD response when stimulation was delivered
over the quadriceps muscle. Furthermore, the representational
overlap of adjacent fingers derived from the BOLD signal in dif-
ferent subdivisions of S1 increases as the intensity of single digit
electrical stimulation is increased (Krause et al., 2001).

When median nerve stimulation (0.2 ms pulse) is delivered at
2 Hz, in a range between the sensory threshold (ST) and 1.2 times
MT, the amplitude of the components N9, N20, and N20-P25
SEP components increases in proportion to stimulation inten-
sity (cf. Lakhani et al., 2012; Gatica Tossi et al., 2013), an effect
that remains evident at 2.5 times MT (Urasaki et al., 1998). While
components of the S1 SEP appear to saturate at some point below
the pain threshold (PT) (Parain and Delapierre, 1991), MEG
recordings suggest that the asymptote of the S2 response occurs at
lower stimulation intensities than for the S1 response (Lin et al.,
2003). In general the relationship between stimulus intensity and
the overall magnitude of the SEP can be characterized as a decel-
erating power function (Hashimoto et al., 1992). This process,
whereby small and desynchronized peripheral volleys are mani-
fested as synchronous cortical potentials has been referred to as
CNS amplification (Eisen et al., 1982; Urasaki et al., 1998). Since
there is no difference in the extent to which this phenomenon
is expressed in the P14 potential that originates from the cervi-
comedullary junction and the cortical N20/P25 component, it
has been concluded that the amplification arises at the cuneate
nucleus, and is maintained at the level of S1 (Urasaki et al., 1998).

Studies in cat indicate that stimulation of sensory cortex can
induce long-lasting potentiation of synaptic potentials evoked in
the motor cortex (Sakamoto et al., 1987). Elevated activity reg-
istered by fMRI (Spiegel et al., 1999) and by MEG (Kawamura
et al., 1996) is evident in both contralateral S1 and M1 when
median nerve stimulation at motor threshold intensity is used. It
is notable therefore that when the intensity of peripheral nerve
stimulation applied in humans is between 30 and 50% of that
required to produce a maximum compound muscle action poten-
tial (M-max i.e., well in excess of that used in SAI paradigms),
MEPs-evoked subsequently by TMS over M1 are facilitated at ISIs
from 25 to 60 ms in APB (following median nerve stimulation at
the wrist), and at ISIs from 40 to 65 ms in flexor hallucis brevis
(following TN stimulation at the ankle) (Deletis et al., 1992). A
similar outcome was noted (Komori et al., 1992) for the thenar
muscle at ISIs between 50 and 80 ms when the peripheral shock
was set to 10% of M-max. Devanne et al. (2009) reported than
even when stimulation intensity is set just above motor threshold,
median nerve stimulation (at the wrist) gives rise to marked facili-
tation of MEPs recorded in APB, FDI, and ECR when ISIs ranging
from 40 to 80 ms are employed. When corticospinal excitability is
assessed prior to and following the delivery of extended (up to
2 h) sequences of (electrical) peripheral afferent stimuli resem-
bling those used in PAS protocols, intensities close to MT tend
to induce facilitation (Kaelin-Lang et al., 2002; Charlton et al.,
2003). These findings are consistent with other indications that
given a sufficient intensity of afferent stimulation—whether this is
achieved by increases in the current/voltage of individual shocks,
and/or by a higher frequency of delivery increases in the excitabil-
ity of corticospinal projections from the primary motor cortex

can be induced by this means alone (e.g., Ridding et al., 2000;
Khaslavskaia et al., 2002; McKay et al., 2002; Knash et al., 2003;
Chipchase et al., 2011; Schabrun et al., 2012, see also Luft et al.,
2002).

While the magnitude and duration of the increase in corti-
cospinal excitability induced by PAS25 scales with the number
of stimulus pairs (Nitsche et al., 2007), we are not aware of any
instances in which the intensity of the afferent stimulation has
been manipulated systematically in this context. In so much as
the impact of an afferent volley on M1 excitability appears to
be proportionately greater for stimulation of nerves in the lower
limb than for those in the upper limb—at levels that are ostensi-
bly equivalent when defined in relation to perceptual thresholds
(Roy et al., 2007), it may however be possible to derive an indirect
indication of the impact of this factor on the effectiveness of PAS
protocols. For example, a 30 min period of CP nerve stimulation
is sufficient to bring about sustained increases in the excitability of
corticospinal projections to TA (Khaslavskaia et al., 2002; Knash
et al., 2003), whereas periods of more than 1.5 h are required to
induce similar changes in the state of projections to intrinsic hand
muscles (e.g., Ridding et al., 2000). It has been noted previously
by Roy et al. (2007) that this difference in the potency of the sen-
sory element of PAS may account for the observation that the
range of ISIs that is effective for lower limb induction protocols
(≈80 ms) is larger than that which is efficacious for muscles in
the upper limb (≈35 ms). The more general point to be made is
that in addition to the relative timing of its delivery in relation
to TMS, the intensity of afferent stimulation may play an instru-
mental role in determining the magnitude of the effects induced
by PAS.

CONSTITUENT ELEMENTS OF PAS—CORTICAL
STIMULATION
There exist a number of authoritative reviews concerning the
impact of TMS upon corticospinal output (e.g., Huerta and
Volpe, 2009; Siebner et al., 2009; Di Lazzaro and Ziemann, 2013).
For the present purposes we draw selectively upon this exist-
ing body of knowledge, highlighting those features that may
be particularly relevant in relation to PAS. TMS evokes high-
frequency repetitive discharge of corticospinal neurons. When it
is delivered at intensities above the threshold necessary to evoke
a motor response in a peripheral muscle, epidural recordings
reveal a series of four or more descending volleys each sepa-
rated by ≈1.5 ms (see Ziemann and Rothwell, 2000; Di Lazzaro
et al., 2012; Di Lazzaro and Ziemann, 2013; for reviews). The
first of these is thought to originate from the direct (“D”) acti-
vation of corticospinal axons in the subcortical white matter.
Those occurring subsequently are believed to require media-
tion of the cortical gray matter, and to arise from indirect (“I”)
trans-synaptic activation of corticospinal neurons.

In PAS induction protocols, it is customary (at least for the
upper limb) to employ a relatively focal figure-of-eight stimulat-
ing coil, and an angle of application such that the current induced
in the brain flows in a posterior to anterior (PA) direction. At sub-
threshold stimulation intensities, this configuration yields a single
I1 wave that is believed to arise from the action of monosynaptic
corticocortical connections projecting onto corticospinal neurons
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(Di Lazzaro et al., 2008). At the higher stimulation intensities uti-
lized in the administration of PAS (e.g., able to generate a MEP
of 1 mV in a hand muscle), further volleys denoted “late I waves”
are also generated. It is understood that this repetitive discharge
is produced by the activation of complex chains of interneurons
that project ultimately onto corticospinal cells (Di Lazzaro et al.,
2009a,b). The conclusion that the mechanisms generating these
late I-waves are at least partially independent of those giving rise
to I1 waves is supported by the observation that the former are
suppressed by GABAa receptor inhibitors, whereas I1 waves are
not (Di Lazzaro et al., 2008). Of particular note in the present con-
text, the inhibition of the compound MEP produced by the SICI
protocol is accompanied by suppression of late I-waves, whereas
this is not the case for the I1 wave (Di Lazzaro et al., 1998;
Hanajima et al., 1998). A similar differentiation is obtained when
LICI protocols employing ISIs of 100 and 150 are employed (Di
Lazzaro et al., 2002). Furthermore, SAI of the MEP generated by
TMS delivered 1–8 ms after stimulation of the median nerve N20
potential is accompanied by depression of the I2 and I3 waves,
whereas the I1 component of the descending volley is relatively
unaffected (Tokimura et al., 2000). Taken together, these studies
indicate that the M1 networks activated by single pulse TMS at the
intensities used customarily in PAS protocols generate I1 waves
which contribute to the compound MEP—the standard measure
of the efficacy of PAS, in a manner that is relatively impervious to
experimental manipulation; and a series of later I-waves that are
subject to the modulatory influence of inhibitory GABAa recep-
tor mediated interneuronal networks. Although PAS25 does not
alter expressions of SICI or SAI, it increases the amplitude of late
I-waves (Di Lazzaro et al., 2009a), whereas PAS10 (which may
decrease SICI) appears to decrease their size (Di Lazzaro et al.,
2009b). Is it sufficient therefore to restrict consideration of the
TMS component of the PAS protocol to its effect on these chains
of interneurons with fixed temporal characteristics that produce a
periodic bombardment of corticospinal neurons (Amassian et al.,
1987), or do its (spatially and temporally) distributed effects also
have to be taken into consideration?

There is a large and rapidly expanding literature that con-
cerns the use of imaging techniques such as PET (Fox et al., 1997;
Paus et al., 1997), fMRI (Bohning et al., 1997), and EEG regis-
tered potentials (ERP) (Ilmoniemi et al., 1997), in conjunction
with TMS, to determine patterns of functional brain connectiv-
ity. If TMS is applied over a discrete cortical site, the instigated
neural activity can be registered as it propagates orthodromi-
cally through a network of connected regions (Fox et al., 1997).
Augmented by analytic techniques such as structural equation
modeling (SEM), which are used to make inferences in relation
to causal relationships, these means have be used to determine,
for example that there are path connections from primary motor
cortex to S2 (bilaterally) (Laird et al., 2008). More generally it
has been proposed that the efficacy of protocols such as PAS may
depend not only on the characteristics of the stimulated regions,
but also upon other elements of the brain network to which they
are interconnected (e.g., Cardenas-Morales et al., 2013).

With respect to the “local” effects of TMS, it has variously been
adjudged that the spatial extent of the cortical surface that is stim-
ulated extends to 1 cm2 (Cowey and Walsh, 2000; Wagner et al.,

2004; Thielscher and Wichmann, 2009), although these estimates
are increased somewhat when conductivity along the major fiber
tracts is taken into account (De Lucia et al., 2007). In relation
to temporal extent, when studied in cat, single magnetic stimuli
applied to visual cortex give rise to episodes of enhanced and sup-
pressed single-unit activity in the context of a general facilitation
that persist for 500 ms (Moliadze et al., 2003).

In relation to the distributed effects of TMS in humans, it is
apparent that the delivery of single pulse TMS to M1 produces
a complex spreading pattern of activation that can be registered
(e.g., by EEG) over 300 ms as it encompasses ipsilateral motor,
premotor, and parietal regions (Ilmoniemi et al., 1997; Komssi
et al., 2002). It is composed of a sequence of negative deflections
peaking at ∼7, 18, 44, 100, and 280 ms, alternating with posi-
tive peaks at ∼13, 30, 60, and 190 ms post-TMS (Ferreri et al.,
2011, 2012). In evidently triggering polysynaptic circuits, vari-
able delays will be introduced with the result that the TMS will
have distinct effects at different synapses (Huber et al., 2008).
It now also accepted that the state of the cortex at the time of
the TMS (i.e., when conditioned by peripheral afferent input)
both determines the overall neuronal response of the stimulated
cortex (Ferreri et al., 2012, 2013), and shapes the responsive-
ness of distinct subpopulations of cortical neurons (Siebner et al.,
2009). Thus, the spatial propagation of TMS invoked coherence,
and the functional consequences of this spread of synchronized
activity, is contingent upon prior events, and indeed upon those
immediately following.

On the basis of observations that rTMS delivered at intensi-
ties below motor threshold failed to elicit a discernable BOLD
response in M1, whereas suprathreshold intensities consistently
do so (Baudewig et al., 2001; Bestmann et al., 2004), Lang et al.
(2006) have argued that regional changes in synaptic activity
induced by magnetic cortical stimulation are driven in large mea-
sure by re-afferent feedback arising from the associated muscle
contractions. Applying single pulse TMS (<0.2 Hz) Hanakawa
et al. (2009) arrived at a similar conclusion having noted that
in the directly stimulated M1, elevated BOLD activity was reg-
istered only when intensities above motor threshold were applied.
In this context, a bilateral elevation of activity in S2 [plus ventral
SMA, caudal cingulate zone (CCZ), and bilateral PMd] was also
observed. The BOLD response in ipsilateral S1 was enhanced by
both subthreshold and suprathreshold intensities of M1 stimula-
tion (Hanakawa et al., 2009). Recent investigations suggest that at
least 10% of the BOLD signal change registered in M1 following
suprathreshold TMS is attributable to inputs from muscle affer-
ents (Shitara et al., 2013). As we argued above in relation to the
effects of the peripheral stimulation, since standard PAS proto-
cols deliver TMS at intensities above motor threshold, it may be
assumed that the associated muscle contraction will give rise to a
subsequent reafferent volley that is delayed by tens of millisec-
onds relative to the initial cortical stimulation and maintained
for an extended period thereafter. Necessarily this will lengthen
the interval over which the TMS pulse may exert an influence on
processes that mediate neuroplastic adaptation.

A handful of studies have been conducted with an explicit
focus upon variations in functional connectivity engendered by
PAS. Huber et al. (2008) observed that changes in TMS-evoked
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cortical EEG responses (induced by PAS25 and PAS10 inter-
ventions) were expressed for up to 200 ms following the mag-
netic probe. The largest effects were obtained for the region in
which SEPs induced by median nerve stimulation overlapped
with TMS-evoked potentials (TEPs). An analysis of movement
related cortical potentials (MRCP) obtained prior to and follow-
ing a N20+2 PAS protocol (15 min duration) suggests that the
effects of the intervention also extend to disruption of movement-
related effective connectivity between PMd and M1 (Lu et al.,
2009). Employing the Ridding and Taylor (2001) protocol that
utilizes trains of afferent stimulation, Tsuji and Rothwell (2002)
noted increases in the cortical N20/P25 (recorded 2 cm posterior
to C3—parietal) and P25/N33 (recorded 5 cm anterior to C3—
frontal) components of the SEP for 10 min post-intervention,
providing further evidence that PAS-induced changes are both
spatially and temporally distributed.

The precise nature of the relationship between the immedi-
ate local effects of TMS and the distributed changes in network
reactivity that follow remain to be resolved (Shafi et al., 2012).
Nonetheless, when applied in the context of a PAS protocol, it is
clear that this mode of brain stimulation gives rise to consequen-
tial variations in neural activity that are not localized in either
space nor time.

MEDIATION OF INTERACTIONS BETWEEN THE
CONSTITUENT ELEMENTS OF PAS
In light of the foregoing analyses of the constituent elements of
PAS, an assumption that there is discrete temporal convergence
of activity generated by the two associated sources of stimulation
cannot necessarily be sustained. Consideration might therefore
be given to the various routes through which neuronal activ-
ity generated by TMS applied to M1, and by peripheral nerve
stimulation, may converge and interact.

CORTICO-CORTICAL CONNECTIONS FROM SOMATOSENSORY CORTEX
TO M1
In spite of initial controversy (Gandevia et al., 1984; Halonen
et al., 1988) concerning the relative contribution of muscle affer-
ents and cutaneous fibers to SEPs evoked by electrical stimulation
of mixed nerves (e.g., median nerve at the wrist), there is now
consensus that the initial (i.e., N20) responses are dominated
by cutaneous rather than muscle afferent input (Gandevia and
Burke, 1990; Kunesch et al., 1995). On the other hand, EEG
potentials associated with movement-generated reafference are
largely contingent on input from muscle spindles. The origin
of the N20 response to cutaneous inputs is taken to be a deep
tangential generator in area 3b (e.g., Desmedt and Ozaki, 1991;
McLaughlin and Kelly, 1993). This is consistent with the char-
acteristics of area 3b that have been defined on the basis of
comparative studies in primates (Kaas, 1983). It is likely that
the source generator for cortical potentials invoked by muscle
spindle afference is principally area 3a, although additional con-
tributions from area 2 cannot be excluded (Mima et al., 1996;
Mackinnon et al., 2000). This is likewise consonant with the inter-
pretation drawn from comparative studies that that the major
driving input to area 3a is from muscle spindle afferents (Kaas,
1983). Thus, the form of peripheral nerve stimulation that is

applied in PAS—consisting of an electrical shock (or series) of
shocks, will give rise to cutaneous afferent mediated activity in
area 3b of primary somatosensory cortex (SI), and also to activity
in area 3a and area 2 (Wiesendanger and Miles, 1982) by virtue
of contraction induced reafference brought about by the use of
stimulation intensities above motor threshold.

Studies in primates (e.g., Jones et al., 1978; Pons and Kaas,
1986; Ghosh et al., 1987; Huerta and Pons, 1990) and in cat
(Grant et al., 1975; Zarzecki et al., 1978; Waters et al., 1982;
Burton and Kopf, 1984; Yumiya and Ghez, 1984; Porter and
Sakamoto, 1988; Avendano et al., 1992) reveal an extensive net-
work of cortico-cortical connections between SI and primary
motor cortex (M1) (Burton and Fabri, 1995). Only cells in the
superficial layers of M1 (II and III) exhibit short-latency EPSPs—
indicative of direct input, in response to microstimulation of area
2 (Kosar et al., 1985; Porter et al., 1990). In contrast, neurons that
receive short latency input from area 3a are found in all laminae
of the motor cortex, with the exception of layer I (Herman et al.,
1985; Huerta and Pons, 1990; Porter et al., 1990). Indeed it has
variously been suggested that area 3a should be regarded at the
very least as a relay to motor cortex (Jones and Porter, 1980), or
even as a part of area 4 (Jones et al., 1978). Regardless of classifi-
cation, this organization provides a means through which muscle
spindle input that is relayed through area 3a can exert a direct
influence on pyramidal and multipolar neurons in deep (V and
VI) layers of M1 (Porter et al., 1990). Since the former are sus-
pected to have a facilitatory, and the latter an inhibitory influence
on corticofugal cells, this may account, in part, for the alternat-
ing pattern of MEP facilitation and inhibition that is observed
in response to peripheral nerve stimulation at ISIs shorter than
80 ms (Sailer et al., 2002). Relays involving corticocortical input
from area 2 to pyramidal cells in layers II/III of M1 (Kaneko et al.,
1994a,b) and then to layer V/VI pyramidal neurons (Kaneko et al.,
2000) may also play a role in this regard.

In marked contrast, while there are reciprocal connections
between area 3b and area 1 in particular, and further projec-
tions to area 2 (which are seemingly not reciprocated), projections
from area 3b to M1 are sparse (Darian-Smith et al., 1993; Burton
and Fabri, 1995), if present at all (Jones et al., 1978). This being
the case, it worth reflecting upon the use of the N20 response
latency—which is presumed to have a generator in area 3b, as a
reference in determining ISIs in PAS protocols, since this region
has few if any direct projections to M1, and is not engaged to a
significant degree by peripheral input from muscle spindle affer-
ents. When the interval between mixed nerve stimulation and
TMS delivered over S1 is adjusted with a view to ensuring that
the cortical stimulus occurs around the time that reafference aris-
ing from the muscle contraction is maximal (N20 + 100 ms),
changes in tactile sensitivity otherwise observed when the corti-
cal and peripheral stimulation both occur within a 20 ms window
are no longer obtained (Litvak et al., 2007). Since the former
condition also gives rise to a medial shift in the topography of
the multi-channel SEP, these authors concluded that the reaffer-
ence driven effects observed in the N20 + 100 associative protocol
were expressed via selective enhancement of a source in area 3a,
whereas when shorter ISIs were employed, a source in area 3b was
also implicated (Litvak et al., 2007). It might also be remarked
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that PAS protocols employing digital nerve stimulation—which
may excite mechanoreceptor fibers rather than muscle spindle
afferents (and TMS to M1), tends to produce smaller effects than
mixed nerve stimulation (e.g., Stefan et al., 2000; Kujirai et al.,
2006). Thus, to the extent that muscle spindle afferents represent
the most efficacious source of peripheral input in PAS protocols, it
may surmised that area 3a—which has projections onto neurons
in most layers of M1—including laminae II/III which are believed
to represent the origin of late I-waves [and receives substantial
inputs from S1 (Huffman and Krubitzer, 2001)], may play a crit-
ical role in mediating the changes in corticospinal output that are
induced.

Although a direct activation of the motor cortex via sensory
afferents from the periphery (Padel and Relova, 1991) cannot be
dismissed, studies in monkey demonstrate that the ventral poste-
rior complex of the thalamus, the major sensory thalamic relay,
only has minor direct projections to the motor cortex (Darian-
Smith and Darian-Smith, 1993; Huffman and Krubitzer, 2001)
and thus a structural correlate for direct motor cortex activation
after peripheral sensory stimulation has not yet been found. In
addition, as highlighted above, while it has been proposed that
the P22 SEP component may originate from the precentral motor
area, the balance of evidence now indicates that the source is in
area 1 (i.e., S1) (Baumgartner et al., 2010). It is also worth not-
ing in this context that while S1 areas 1, 2 and are represented
across the ventrobasal complex of the thalamus, area 3a has con-
nectional relationships similar to those for area 4 (Jones et al.,
1979), further emphasizing the likelihood that muscle afferent
input relayed via area 3a will have a more direct influence on the
state of the primary motor cortex, than cutaneous input relayed
via other regions of S1.

CEREBELLO-THALAMO-CORTICAL AND THALMO-CORTICAL
CONNECTIONS
The point has been made previously that functional neuroplastic
adaptation is likely to encompass changes in activity distributed
across “non-primary” elements of the sensorimotor network,
including the supplementary motor area and lateral premotor
cortex, cingulum, insula, posterior parietal cortex, cerebellum,
deep gray nuclei and thalamus (Duffau, 2006). As a case in point,
as the VL nucleus is the primary relay station in the cerebello-
thalamo-cortical pathway (Asanuma and Hunsperger, 1975), it
has been proposed that, through receipt of convergent inputs
from both the sensorimotor cortex and the spinal cord, the inter-
positus nucleus of the cerebellum exerts a modulating influence
upon motor network responses to sensory stimulation via tha-
lamic projections to premotor and motor cortices (Luft et al.,
2005). In this vein, hemicerebellectomy blocks the modulation of
cortical motor output associated with repetitive electrical stim-
ulation of the sciatic nerve in the rat (Ben Taib et al., 2005).
The state of the motor cortex itself—acting via the intermediate
cerebellum, may further serve to tune the gain of polysynap-
tic responses to peripheral stimulation (Manto et al., 2006).
Hamada et al. (2012) demonstrated recently that when either
anodal or cathodal transcranial direct current stimulation (tDCS)
was applied to the cerebellum during a PAS25 protocol, the usu-
ally obtained excitability enhancing effect of this intervention

was not exhibited. In contrast, anodal tDCS failed to modulate
the impact of a PAS21.5 protocol. Popa et al. (2013) reported
that 600 prior rTMS stimuli applied over the posterior cere-
bellar cortex in either a continuous (cTBS) or an intermittent
(iTBS) theta burst pattern, has opposing effects on the effi-
cacy of PAS protocol. The iTBS pattern attenuated the increases
in corticospinal excitability brought about by PAS, whereas the
cTBS pattern enhanced and prolonged increases in MEP ampli-
tude.

Area 3a of the primary somatosensory cortex receives projec-
tions from nuclei of the thalamus classically associated with the
motor system, including indirect input from the cerebellum and
basal ganglia via the ventral lateral (VL) nucleus (Huffman and
Krubitzer, 2001). Thalamic processing of somatosensory input
appears however to extend beyond the relaying of primary affer-
ent signals to the cortex. For example, at levels of median nerve
stimulation above PT, thalamic SEPs can be elicited for longer
than 75 ms after the peripheral shock, with this duration extend-
ing to 150 ms when the intensity is set to MT (Klostermann et al.,
2009).

It has been noted previously that since afferent input is relayed
via the cerebellum and VL to area 4, and inputs from the globus
pallidus reach M1 after relaying in VL, the motor cortex is capable
of influencing both its own thalamic afferents and those directed
to the primary somatosensory cortex (Canedo, 1997). Indeed, low
frequency electrical stimulation of the sensorimotor cortex evokes
short and long-latency excitatory and inhibitory postsynaptic
potentials in VL neurons. In this regard, it has been proposed that
the thalamocortical cells operate in two different modes : an oscil-
latory mode and a tonic (transfer) mode. The particular signifi-
cance of this characteristic in the present context is the facility for
corticothalamic fibers to induce thalamic oscillating activity that
renders the thalamic neurons unresponsive to synaptic input—
functionally deafferenting the cerebral cortex (Canedo, 1997). It
remains to be determined whether TMS applied to M1 is capable
of blocking afferent transmission via the thalamus in this fashion.
If so, it may cast a different light on the means through which such
protocols as PAS10—whereby TMS precedes the cortical corollary
of the peripheral stimulus, serves through repetition to decrease
the excitability of projections from M1 (see also Schabrun et al.,
2012). While it is known that TMS can suppress the perception
of subsequent peripheral afferent stimuli (McKay et al., 2003;
Yoo et al., 2008), it is not yet possible to exclude the possibil-
ity that this phenomenon is due to sensory masking rather than
to gating of the ascending volley, for example at the level of the
thalamus.

It has been conjectured that a disruption of basal ganglia-
thalamocortical loops arising from striatal dopamine depletion
may account for the reduced response to PAS25 that is exhib-
ited by patients with Parkinson’s disease (Ueki et al., 2006),
and in the course of normal ageing (Fathi et al., 2010). As yet
however, this proposition has not been studied in detail. It can
nonetheless be concluded that there are a number of neural cir-
cuits extending beyond the S1-M1 axis, encompassing cerebello-
thalamo-cortical and thalmo-cortical pathways that have the
potential to mediate changes in M1 excitability brought about
by PAS.
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MECHANISMS OF NEUROPLASTIC ADAPTATION ENGAGED
BY PAS
In reflecting upon the characteristics of the data obtained in
their seminal study of PAS, Stefan et al. (2000) emphasized that
changes in the excitability of human motor cortex brought about
by such exogenous stimulation are likely to proceed via a num-
ber of different routes. For example, these authors highlighted
the possibility that variations in membrane excitability, such as
those demonstrated in experiments concerning conditional learn-
ing (Woody and Engel, 1972; Aou et al., 1992), may play an
instrumental role. Other commentators have also been careful to
acknowledge that a range of cellular mechanisms may be engaged
(e.g., Muller-Dahlhaus et al., 2010; Nitsche et al., 2012). Why then
is it the case that interpretations of PAS framed in terms of STDP
are so pervasive? In the present section we will consider whether
the empirical evidence presented above, and more general consid-
erations in relation to the complexity of the in vivo human motor
system, support this narrow emphasis.

SPIKE TIMING DEPENDENT PLASTICITY (STDP)
LTP and LTD can be induced by a wide variety of experimental
protocols. It has been suggested (e.g., Wolters et al., 2005) that
STDP occupies a unique position in so much as the polarity of the
induced change in synaptic efficacy is determined by the sequence
of pre- and postsynaptic neuronal activity (for reviews see Dan
and Poo, 2004; Markram et al., 2011). In the classical model of
STDP (e.g., Song et al., 2000), strengthening (potentiation) arises
if the presynaptic neuron fires no more than 50 ms in advance
of the postsynaptic neuron (Feldman, 2000), whereas weaken-
ing (depression) occurs if postsynaptic spikes precede presynaptic
action potentials—(or transpire without activity in the presynap-
tic neuron) (Levy and Steward, 1983; Bi and Poo, 1998; Cooke and
Bliss, 2006). In addition, there is a sharp transition from strength-
ening (LTP) to weakening (LTD) at time differences in the region
(within 5 ms) of zero (Feldman, 2012).

At most glutamatergic synapses in the CNS the NMDA recep-
tor (i.e., post-synaptic) performs the function of coincidence
detection. The binding to AMPA receptors of glutamate released
by presynaptic activation, and the resulting postsynaptic depo-
larization which leads to removal of the Mg2+ block, together
permit the influx of Ca2+ though the NMDA receptors (Mayer
et al., 1984; Nowak et al., 1984). The magnitude and time course
of the calcium flux (and Mg2+ kinetics) determines whether
LTP or LTD is induced (e.g., Verhoog et al., 2013). Transient,
high calcium-fluxes invoke LTP, whereas sustained moderate cal-
cium fluxes generate LTD, and low calcium fluxes do not induce
adaptation (Lisman, 1989; Yang et al., 1999).

In itself, this mechanism is not strictly timing-dependent (and
thus Hebbian) in nature, as the level of activity at individual
synapses and the firing of the postsynaptic neuron need not
necessarily be correlated (Thickbroom, 2007). Back-propagating
action potentials (BAP)—which pass antidromically into the
soma and then to the dendritic tree following the initiation of an
action potential, appear however to provide the retrograde signal
through which a contingent association could be instantiated. In
the context of LTP, the arrival of presynaptic input milliseconds
before the BAP reaches the dendrite can facilitate removal of the

Mg2+ block on NMDA receptors and thus promote Ca2+ influx,
although other types of interactions between the EPSP and the
BAP cannot be excluded (Caporale and Dan, 2008). Conjectures
in relation to the mediating role for the BAP in LTD are based on
the assumption that it produces an afterdepolarization, such that
the generation of an EPSP leads to only a moderate Ca2+influx
through NMDA receptors. Although, as with the induction of
LTP, a number of alternative models have also been proposed
(Caporale and Dan, 2008). With respect to both LTP and LTD,
the primary mechanisms of STDP are putatively postsynaptic,
and instantiated via addition or removal of AMPA receptors
(AMPARs) and changes in single-channel conductance (Malinow
and Malenka, 2002).

STDP IN CONTEXT
Evidently, there exist forms of neuroplastic adaptation that do
not depend on BAPs. In addition, it now widely acknowledged
that the relative timing of postsynaptic spikes and presynaptic
action potentials is only one of several factors, including firing
rate and dendritic depolarization that operate in relation to STDP
(Feldman, 2012). If facilitatory and inhibitory forms of PAS dif-
fer only in respect of the polarity of STDP (cf. Wolters et al.,
2005), one might anticipate that their effects would be expressed
via the same electrophysiological measures, and that they would
be responsive to the same pharmacological manipulations. As
highlighted in the preceding sections however, this is not gen-
erally the case. At least two possibilities are thus admitted. In
the first instance it is possible that the induction of changes in
corticospinal excitability by PAS requires the engagement of cel-
lular mechanisms other than, or in addition to, those associated
with STDP. An alternative possibility is that factors that influ-
ence the expression of STDP exert differential effects depending
on the protocol that is applied (and the neural circuits that are
targeted). It is for example, well-established the range of effective
timing intervals varies across different modes of stimulation and
cell types, as well as across species (Bi and Poo, 2001; Caporale
and Dan, 2008).

With respect to interceding factors, the backpropagation of
action potentials from the site of initiation on the axon to the
dendrites provides a critical element of the associative signal for
the induction of STDP (Magee and Johnston, 1997). Yet the full
expression of STDP—as opposed to LTD only, requires either the
enhancement of BAP propagation, for example by inactivation of
A-type potassium channels, and/or additional sources of depo-
larization, which may include recruitment of dendritic sodium
channels (Sjostrom et al., 2001; Sjostrom and Hausser, 2006). In
addition, the dendritic tree itself is not static. Rather, it is sub-
ject to modification by synaptic activity and by neuromodulators
(e.g., Sjostrom et al., 2008). The latter, including norepinephrine
and acetylcholine, exert an influence on the BAP by altering
the activation and deactivation of various active conductances
(Caporale and Dan, 2008). Of perhaps greater significance in the
context of PAS is the recognition that while LTP occurs at excita-
tory glutamatergic synapses, inhibitory projections mediated by
GABA also play a significant role in its induction in the hip-
pocampus (Davies et al., 1991; Chapman et al., 1998), and that
GABAergic influences must be attenuated for LTP to be induced
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in motor cortex slices in vitro (Hess and Donoghue, 1996). It has
been shown recently that the interceding role of GABA extends to
STDP. Specifically, the polarity of STDP induced experimentally
at corticostriatal synapses in rodents can be reversed by blockade
of GABAA receptors (Paille et al., 2013).

Aside from consideration of factors that influence its expres-
sion in vitro, it is likely that neuroplastic adaptation in general
(Daoudal and Debanne, 2003; Zhang and Linden, 2003), and
synaptic plasticity in particular (Schulz, 2010), is governed by
processes that are much more complex than those tradition-
ally ascribed to STDP. Indeed, the argument has been made
persuasively that, in vivo, backpropagating action potentials are
neither necessary nor sufficient for synaptic plasticity (Lisman
and Spruston, 2005). More pointedly these authors have argued
that textbook accounts of STDP are sufficiently impoverished as
a general model of synaptic plasticity in naturally active neu-
ral circuits that they constitute “a dangerous oversimplification”
(Lisman and Spruston, 2010). With specific regard to the topic at
hand, Thickbroom (2007) has noted that, given the likely tem-
poral dispersion of the nominally coincident inputs contrived
in PAS protocols, the effects that emerge are more probably a
consequence of increased network activity generated by conver-
gent inputs (i.e., an activity dependent mechanism), rather than
STDP. Indeed, there are contemporary models which predict that
potentiation will occur during periods of high pre- and post-
synaptic activity in a manner that is independent of the temporal
order of spikes (Pfister and Gerstner, 2006). Thus, the dependence
on timing expressed empirically may reflect the means through
which network activity is increased, rather than a signature
of STDP.

In animals that are awake, neurons throughout the cerebral
cortex have high spontaneous firing rates, and at any given
moment multiple synaptic inputs to single neurons are active
simultaneously. As a consequence of this high conductance state,
the integrative properties of cortical neurons in vivo are pro-
foundly different from neurons maintained in vitro (Destexhe
et al., 2003). The natural system is inherently stochastic such the
relationship between input and outputs is probabilistic—defined
by the response characteristics of a population of neurons that
share common input (Shadlen and Newsome, 1998). On the
other hand, many neurons, including pyramidal neurons, have
extensive dendritic arborizations and receive and process synaptic
input from widespread sources. In the prototypical experiments
used to define the canonical characteristics of STDP, unitary
EPSPs were evoked by stimulation of a single presynaptic cell, and
a single BAP was induced by the brief injection of current into the
soma of the postsynaptic cell. Recent work conducted under con-
ditions of spontaneous activity in vivo suggest that, with respect
to layer V pyramidal neurons in M1, synaptic input and dendritic
activity are spread uniformly throughout all branches of the den-
dritic tree, rather than it being the case that NMDA spikes are
localized to a single branch (i.e., functioning as the putative unit
of plasticity) (Hill et al., 2013). While to the best of our knowl-
edge there have not yet been corresponding studies focusing on
the layer II/III pyramidal neurons in M1 that are thought to medi-
ate the effects of PAS, in light of the foregoing considerations it
would seem unlikely if the effects of this form of non-invasive

brain stimulation were to be “synapse specific,” at least in the
sense in which this term is understood in relation to STDP.

While in the reduced preparations that have typically been
used to deduce the characteristics of STDP there is only one
connection between the pre- and post-synaptic neurons, at the
more macroscopic scale relevant to electrophysiological manipu-
lations and recordings in humans, there are multiple pathways via
which sensory corollaries of peripheral stimulation may reach and
influence the cortex (Hamada et al., 2012). Similarly, the com-
plex temporal structure of natural neural activity is not reflected
in the intermittent pairing of stimuli used to investigate STDP
in reduced preparations (Jackson, 2012). Thus, there appears to
be little by way of an a priori basis for the assumption that
STDP plays a prominent role in mediating the effects of PAS.
Furthermore, as Lisman and Spruston (2010) have cautioned in
specific relation to this form of neural plasticity, “a field must not
go beyond the data” (p. 3).

THE EXCEPTIONS THAT MAY DISPROVE THE RULE
It has been highlighted previously (Hamada et al., 2012) that there
is a general assumption that only the initial element of the input
to S1 arising from peripheral afferent stimulation (as reflected in
the latency of the N20 component of the SEP) contributes to the
changes in corticospinal excitability brought about by PAS. Yet the
cardinal phenomenological features also emerge when the stimu-
lation that is associated with TMS cannot be rendered in terms of
a discrete series of time locked events (i.e., of fixed latencies).

Thabit et al. (2010) paired TMS (delivered over M1) with each
of a series of contralateral thumb abduction movements, initiated
in the context of an over-learned visually cued reaction time task
(240 pairs at 0.2 Hz over 20 min). When the magnetic stimulus
preceded the mean individualized RT by 50 ms, the intervention
gave rise to increases in the excitability of corticospinal projec-
tions to the target muscle that were sustained for up to 15 min.
There was a corresponding increase in the duration of the CSP
over this period, however no changes in SICI were observed.
With respect to these additional features too therefore, the pat-
tern of outcomes resembled that obtained using conventional
facilitatory PAS protocols. A decrease in corticospinal excitabil-
ity was obtained when TMS was applied 100 ms after the mean
RT, however no changes were observed when it was followed
by 50 or 150 ms, or when the TMS preceded the mean RT by
100 ms. Intracortical recordings in monkey indicate that that
pyramidal cell firing increases 150 ms prior to movement initi-
ation (Evarts, 1966, 1968). The time at which TMS was delivered
in order to induce sustained facilitation (50 ms prior) therefore
falls well within this interval. Although neighboring neurons in
M1 with similar output projections may themselves exhibit syn-
chronous firing (Jackson et al., 2003), since the protocol employed
by Thabit et al. (2010) provided no control over the temporal
relationship between these physiological events and the excitation
brought about by the delivery of TMS over M1, an explanation
of the associative effects framed in terms of activity dependent
mechanism is more parsimonious than one that makes appeal to
the rules of STDP.

The requirement for an alternative model is also suggested by
a recent study in which the other element of PAS—peripheral
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afferent stimulation was paired with motor imagery. Mrachacz-
Kersting et al. (2012) delivered electrical stimulation (inten-
sity = MT) to the CPN while the participants imagined the
kinaesthetics of a ramp and hold dorsiflexion movement, which
was cued visually every 10–12 s for a total of 50 pairings. In
separate conditions, the timing of the afferent stimulation was
delivered 101 ± 110 ms prior to the start of the imagined move-
ment, 134 ± 115 ms after, and 368 ± 196 ms after the start of the
imagined movement. Increases in the excitability of corticospinal
projections to TA were reported when the peripheral stimulation
∼135 ms following the start of the imagined task, but not in the
other conditions (see also Niazi et al., 2012). While these exem-
plars highlight the importance of the timing relationship between
the voluntary engagement of motor output networks and TMS
delivery and on the one hand, and that between the unfolding
of an imagined movement and the administration of peripheral
stimulation on the other, in neither instance can the conclusion
be drawn that the constituent events are sufficiently discrete (i.e.,
in terms of timing) to satisfy the requirements of STDP. There are
alternative models however that can account for the cumulative
impact of temporally proximate events separated by intervals such
as those described above (e.g., Ostojic and Fusi, 2013). It remains
the case however, that since the prevailing explanatory accounts of
the effects of PAS in humans have been framed in terms of STDP,
there are as yet few empirical studies that scrutinize the role of
other mechanisms in this context.

WHAT ARE THE FEATURES FOR WHICH ANY MODEL SHOULD
ACCOUNT?
If accounts based on STDP, at least as it has been characterized
in vitro, fail to provide a complete explanation of the effects of PAS
in humans, what are the key features that must be encapsulated
by alternative models? It is evident for example that the specific
intervals (e.g., Schabrun et al., 2013) and the range of intervals
(Ridding and Taylor, 2001) that are effective in inducing facilita-
tion or inhibition, vary depending on the corticomotor pathway
that is engaged (Roy et al., 2007), and the mode of peripheral
stimulation that is employed (e.g., Suppa et al., 2013). Ideally
therefore a comprehensive model will encompass this diversity.

It is also apparent that restriction of the effects of PAS to mus-
cles innervated by the peripheral nerve that receives stimulation is
the exception rather than the rule. An explanation should there-
fore be sought for a somatotopic gradient that is relative rather
than absolute (e.g., Quartarone et al., 2003). The evidence that
has been derived from a limited number of direct investigations
suggests that the initial I-wave generated by TMS is not affected
by PAS, whereas later I-waves are accentuated by facilitatory, and
attenuated by inhibitory variants of the intervention (Di Lazzaro
et al., 2009a,b). There is however divergence with respect to other
neural circuits through which the effects of PAS are manifested.
Excitability enhancing PAS protocols (e.g., PAS25) do not alter
expressions of SICI, ICF, or SAI, whereas inhibitory protocols
(e.g., PAS10) may decrease SICI. Furthermore, while facilitatory
variants decrease LICI and LAI, and elongate the CSP, inhibitory
protocols do not appear to influence the CSP. Thus, switches
in the polarity of the net change in corticospinal excitability
brought about by different variants of PAS are not accompanied

by corresponding alterations in the reactivity of neural circuits
that act ultimately upon the state of corticospinal neurons. Yet,
since the data concerning some aspects of the preceding synopsis
are sparse, a number of the characterizations remain incomplete.

With respect to the action of pharmacological agents upon
the effects of PAS, NMDA receptor antagonists blunt the impact
of both facilitatory (Stefan et al., 2002; Suppa et al., 2013) and
inhibitory (Wolters et al., 2003) forms of PAS. It should be noted
in this context that a dependence upon NMDA receptors is not
an exclusive property of STDP, nor is it restricted to post-synaptic
mechanisms. Indeed, NMDA receptor activation has the capac-
ity to enhance inhibitory GABAergic transmission via presynaptic
mechanisms mediated by retrograde nitric oxide (NO) signaling
(Xue et al., 2011, see also Rodríguez-Moreno et al., 2010; Duguid,
2013). More generally in the context of PAS, drugs that enhance
the effects of GABA tend to diminish the increases in corticospinal
excitability otherwise brought about by facilitatory protocols.
It is well-established that GABA assumes multiple inter-related
roles in regulating the excitability of brain networks (Olsen and
Sieghart, 2009), encompassing both synaptic activity and extra-
synaptic tone (Semyanov et al., 2004). As such, the impact (i.e.,
on any form of non-invasive brain stimulation) of a drug that
interferes with GABA function is subject to a number of possible
interpretations. Likewise, the dependence of both excitatory and
inhibitory PAS protocols on voltage-dependent Ca2+ channels
is consistent with both STDP and activity-dependent (Lisman,
1989) models of synaptic plasticity.

It is striking that the dopaminergic system appears to assume a
necessary role in relation to the changes in corticospinal excitabil-
ity brought about by PAS. The influence of dopamine is consistent
with a number of different models of neuroplastic adaptation,
including those that emphasize stimulus-response contingencies
(e.g., Samson et al., 2010), although a specific role of dopamine
signaling in relation to STDP has also been mooted (Izhikevich,
2007). Nonetheless, it is apparent that the action of dopamine
(and indeed that of other classes of neuromodulator) must neces-
sarily be an element of any comprehensive model of PAS.

CONCLUSIONS
A large body of empirical evidence has accumulated in the period
since the cardinal features of PAS in humans were first disclosed,
and as variations upon the original protocols have proliferated,
deviations from these features have become more numerous.
While presenting challenges to assimilation, in seeking to deter-
mine the mechanisms that mediate the effects of PAS these
variations are a blessing in disguise. Specifically they serve to
enforce recognition that the cellular pathways that contribute to
the LTP- and LTD-type responses to PAS may differ depending
on the precise nature of the induction protocol that is used. For
example, in circumstances in which trains of afferent stimulation
are applied, it seems likely that classical STDP-type mechanisms
will play a diminished role, at least relative to those contexts in
which the timing relationship between the peripheral and cortical
stimulation can be precisely circumscribed. Furthermore, it need
not be assumed that—even within the context of a protocol in
which a single parameter such as ISI is manipulated, excitabil-
ity enhancing and excitability diminishing variants represent a
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change in the polarity of a specific cellular process. They are not
necessarily two sides of the same coin. Indeed, even in relation to a
single polarity of effect, relatively minor variations of ISI—in the
order of a few milliseconds may alter profoundly the pathways
that are instrumentally engaged (e.g. Hamada et al., 2012). The
challenge now lies in moving beyond accounts predicated only
on the rules of STDP, to encompass the additional physiologi-
cal mechanisms of action that promote neuroplastic adaptation
in natural systems, and appreciate the context-sensitive features
of their contributions.
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Transcranial magnetic stimulation–electroencephalogram (TMS–EEG) co-registration
offers the opportunity to test reactivity of brain areas across distinct conditions through
TMS-evoked potentials (TEPs). Several TEPs have been described, their functional
meaning being largely unknown. In particular, short-latency potentials peaking at 5 (P5) and
8 (N8) ms after the TMS pulse have been recently described, but because of their large
amplitude, the problem of whether their origin is cortical or not has been opened. To gain
information about these components, we employed a protocol that modulates primary
motor cortex excitability (MI): low frequency stimulation of premotor area (PMC). TMS was
applied simultaneously with EEG recording from 70 electrodes. Amplitude of TEPs evoked
by 200 single-pulses TMS delivered over MI at 110% of resting motor threshold (rMT) was
measured before and after applying 900 TMS conditioning stimuli to left PMC with 1 Hz
repetition rate. Single subject analyses showed reduction in TEPs amplitude after PMC
conditioning in a sample of participants and increase in TEPs amplitude in two subjects.
No effects were found on corticospinal excitability as recorded by motor-evoked potentials
(MEPs). Furthermore, correlation analysis showed an inverse relation between the effects
of the conditioning protocol on P5-N8 complex amplitude and MEPs amplitude. Because
the effects of the used protocol have been ascribed to a cortical interaction between
premotor area and MI, we suggest that despite the sign of P5-N8 amplitude modulation
is not consistent across participant; this modulation could indicate, at least in part, their
cortical origin. We conclude that with an accurate experimental procedure early latency
components can be used to evaluate the reactivity of the stimulated cortex.

Keywords: transcranial magnetic stimulation, electroencephalography, TMS–EEG, premotor cortex, non-invasive

brain stimulation, NIBS, motor-evoked potentials, motor cortex

INTRODUCTION
Combining transcranial magnetic stimulation (TMS) with elec-
troencephalogram (EEG) recording makes possible to test the
reactivity of brain areas, i.e., the cortical response to the mag-
netic pulse (Ilmoniemi et al., 1997), by means of TMS-evoked
potentials (TEPs), which are directly generated by the cortex and
provide a marker of the brain state (for a review, see Komssi and
Kähkönen, 2006; Miniussi and Thut, 2010).

Despite their reproducibility across different studies (Komssi
et al., 2002, 2004; Kähkönen et al., 2004; Bonato et al., 2006;
Lioumis et al., 2009; Ferreri et al., 2011; Busan et al., 2012),
TEP components are still not completely understood, and both
their functional meaning and cortical origin are highly debated.
Moreover, EEG analyses have often been restricted to several ms
after the TMS pulse, i.e., starting from 10 ms (Komssi et al., 2002;
Litvak et al., 2007), or even longer intervals. Recently, short-
latency TEPs peaking at 5 and 8 ms after TMS pulse (P5 and
N8, respectively) have been described (Bonato et al., 2006; Esser
et al., 2006; Veniero et al., 2010; Ferreri et al., 2011). In par-
ticular, Veniero et al. (2010) showed that when TMS is applied
over primary motor cortex (MI), P5, and N8 components reach
their peak over motor areas and can be modulated by the fre-
quency of stimulation, suggesting that they might represent the

direct response of the stimulated motor cortex. Because P5 and
N8 are large signal deflections, their cortical origin has remained
uncertain. However, data suggest that P5 and N8 are not resid-
ual magnetic artifacts and that they cannot be fully explained by
spurious muscle activation (Veniero et al., 2010; but see Mäki
and Ilmoniemi, 2011). To gain further information about these
components, we designed a protocol to modulate MI excitabil-
ity by means of premotor cortex (PMC) stimulation. The effects
induced by this type of protocol have been ascribed to a cortical
phenomenon, i.e., a change in excitability of the circuits within
MI after PMC stimulation (Gerschlager et al., 2001; Munchau
et al., 2002; Rizzo et al., 2004; Suppa et al., 2008). Therefore,
a modulation of P5 and N8 components would support their
cortical origin.

MATERIALS AND METHODS
PARTICIPANTS
Fifteen right-handed healthy volunteers participated in the study.
Two participants were excluded from the final analysis due to
excessive noise in the EEG recording. The remaining 13 partic-
ipants (8 males and 5 females) aged between 18 and 30 years.
None had a history of psychiatric, neurological or other relevant
medical disease or any contraindication for TMS (Rossi et al.,
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2009). The protocol was performed in accordance with ethi-
cal standards and approved by the CEIOC Ethics Committee of
IRCCS Centro San Giovanni di Dio Fatebenefratelli, Brescia, Italy.
Informed consent was obtained from participants prior to the
beginning of the experiment.

PROCEDURE
Participants were comfortably seated on an armchair with the
right arm in a resting position, looking at a fixation cross in
front of them. TMS was delivered using a Super Rapid tran-
scranial magnetic stimulator connected to four booster mod-
ules and a double 50-mm figure-eight custom coil (Magstim
Company, Whitland, UK). The coil was placed tangentially to
the scalp, with the longer axes perpendicular to the central sul-
cus. The hot-spot was defined as the point at which the TMS
induced the maximum motor-evoked potentials (MEPs) from
the relaxed right first dorsal interosseous (FDI), and the resting
motor threshold (rMT) was defined as the TMS intensity elicit-
ing MEPs of at least 50 µV in 5 out of 10 trials (Rossini et al.,
1994).

Each session started with TMS over the left MI (pre-
conditioning block), followed by a 10-min rest period as displayed
in Figure 1. The conditioning stimulation was then applied.
Finally, TMS was delivered over the left MI (post-conditioning
block). During the pre- and post-conditioning blocks, 200 sin-
gle TMS pulses were delivered at random intervals (0.2–0.7 Hz)
at 110% of the rMT, which ensured a high signal to noise ratio.
During the conditioning stimulation, 1 Hz TMS was delivered
in three blocks of 300 stimuli at 70% of the rMT, interspersed
with 1-min periods of no TMS (for a total of 900 stimuli).
Two sites were conditioned: the PMC and the MI (as a con-
trol site). For PMC stimulation, the coil was moved 8% of the
nasion-inion distance anteriorly from the MI hot-spot (Munchau
et al., 2002). When stimulating MI the closest electrodes to the

hot-spot were C3 and C1 in all subjects. During the condition-
ing block over PMC, 10 subjects had the stimulated area close
to FC3 and FC1, and three subjects had the spot over a site
located among FC3-FC1-F3. The position of the coil was con-
trolled with a TMS neuronavigation system (SofTaxic, E.M.S.,
Bologna, Italy) via a graphic user interface and a 3D optical digi-
tiser (NDI, Polaris Vicra, Ontario, Canada) to keep a high degree
of reproducibility and accuracy throughout the experimental ses-
sions (Cincotta et al., 2010; Carducci and Brusco, 2012). Two
sessions at least 1 week apart were run for PMC and MI condi-
tioning in counterbalanced order across participants. To reduce
auditory contamination of EEG induced by coil clicks, subjects
wore earplugs during the entire experiment.

TEP AND MEP RECORDINGS
During the pre- and post-conditioning blocks, EEG, electroocu-
logram (EOG), and electromyogram (EMG) were acquired
(BrainAmp, Brain Products GmbH, Munich, Germany). EEG was
recorded from 70 scalp electrodes using electrodes mounted on an
elastic cap following the International 10-10 system of EEG sen-
sor placement. The ground electrode was positioned in Fpz, while
referenced to TP10. Horizontal and vertical eye movements were
detected by EOG. The voltage between two electrodes located to
the left and right of the external canthi recorded horizontal eye
movements. The voltage difference between reference electrodes
and electrodes located beneath the right eye recorded vertical eye
movements and blinks. MEPs were recorded from the right FDI
via surface electrodes in the belly tendon-montage. Skin/electrode
impedance was maintained below 5 k�. Data were digitized at
5000 Hz and bandpass filtered between 0.01 and 1000 Hz (for
recording details see Veniero et al., 2009).

EEG was re-referenced offline to the average signal of TP10
and TP9. For the analysis of cortical and peripheral responses
to TMS, the continuous EEG, EOG, and EMG signals were

FIGURE 1 | A schematic representation of the experimental procedure.

TEPs and MEPs evoked by single pulse TMS over MI were collected for each
participant before (baseline) and after (post-conditioning) TMS at 1 Hz
(conditioning). In the main condition TMS was applied over PMC; MI was

chosen as control site. PMC and MI conditioning were performed in two
separate days. TMS, transcranial magnetic stimulation; MEP, motor-evoked
potentials; MI, primary motor cortex; PMC, premotor cortex; TEP,
TMS-evoked potentials; and the rMT, resting motor threshold.
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divided off-line into epochs from 100 ms before the TMS pulse
(baseline) to 500 ms after, and were baseline corrected. Before
averaging, all epochs were visually inspected to exclude exces-
sively noisy EEG, eye-movement artifacts in the EOG or mus-
cle artifacts in the EEG and EMG. To obtain the cortical
evoked responses to TMS (i.e., TEPs) the epochs were aver-
aged for each subject and condition. P5 and N8 showed the
same topography with opposite polarity (see Figure 2) and were
similarly modulated by our protocol; therefore we considered
that they may represent a unique TEP complex, i.e., P5-N8
complex.

DATA ANALYSIS
P5 and N8 components were calculated as the average signal of
five electrodes (F3, FC5, FC3, FC1, and C3) and defined as posi-
tive peak between 5 and 7 ms and negative peak between 7 and
10 ms, respectively. MEPs were measured on the same trials as
peak-to-peak amplitude in the EMG signal.

To test for cortical modulation of short-latency TEPs
induced by PMC or MI conditioning, a 2 by 2 repeated-
measures ANOVA was performed, considering the peak to
peak amplitude of P5-N8 complex. We tested for significant
effects for the factors Conditioning (MI and PMC) and Time

(pre-and post-conditioning). The same analysis was run to test
for MEP modulation. Additionally, we performed a factorial
ANOVA on each subject’s data to test for significant modula-
tions of P5-N8. The normal distribution of P5-N8 amplitude
was tested using the Kolmogorov–Smirnov test (for all p > 0.20).
When appropriate, the Greenhouse-Geisser correction was used,
and post-hoc comparisons were Bonferroni corrected. We verified
that the intensity of stimulation did not change between sessions
through a paired t-test.

Moreover, we investigated whether PMC conditioning effects
on the P5-N8 complex correlated with the effects on the MEP
amplitude. We calculated the difference in P5-N8 amplitude
between pre- and post-PMC conditioning and divided the result
by the mean P5-N8 complex amplitude in the pre- and post-
conditions. We applied the same procedure to the MEPs and
submitted the data to a Pearson correlation analysis. Considering
the high between-subjects variability of TEPs and MEPs, we
applied this procedure to ensure that the effects of the condi-
tioning protocol were not influenced by the absolute amplitude
of P5-N8 in a single participant. With this analysis we are able
to investigate if cortical components and peripheral measures
of cortical reactivity, i.e., MEPs, are linearly related so that the
participants who show the biggest PMC conditioning effects on

FIGURE 2 | Grand average of the TEPs responses recorded from all subjects showing scalp distribution of P5 and N8 components, starting from 5 ms

after the pulse delivery.
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the TEPs are also the participants who show the biggest effects on
the MEPs.

RESULTS
Mean TMS intensity during conditioning was 63.3 ± 7.6% in the
PMC session and 63.8 ± 7.1% in the MI session [no difference
between sessions: t(12) = 1.05, p = 0.32].

The group analyses did not reveal any significant effect
of the TMS conditioning paradigm on MEPs and on P5-N8
amplitude. Baseline values for MEPs and TEPs were not
different across conditions [MEPs: t(12) = 0.35, p > 0.05;
P5-N8: t(12) = 0.20, p > 0.05]. No significant main effect
of Conditioning [F(1, 12) = 0.16, p > 0.05] or significant
Conditioning by Time interaction [F(1, 12) < 0.01, p > 0.05]
emerged for MEPs (pre-MI: 896.60; post-MI: 905.78; pre-PMC:
832.67 post-PMC: 841.76). P5-N8 showed a decrease in ampli-
tude after PMC conditioning (pre-PMC: 365.98; post-PMC:
276.90) but not after MI conditioning (pre-MI: 340.21 post-MI:
347.31). However this result was not statistically significant—nor
as main effect of Conditioning [F(1, 12) = 0.06, p > 0.05] neither
as Conditioning by Time interaction [F(1, 12) < 0.81, p > 0.05],
suggesting that the TMS conditioning protocol may have induced
subtle or inconsistent effects across subjects. Accordingly,
single subject analyses showed that the PMC conditioning
was effective, by significantly modulating TEPs (P5-N8), in
8 out of 13 participants: TEPs amplitude was reduced in six
participants (Figure 3) [Conditioning by Time interaction,
s01: F(1, 667) = 1887.28, p < 0.05; s02: F(1, 702) = 2941.29,
p < 0.05; s04: F(1, 467) = 281.93, p < 0.05; s05: F(1, 420) = 71.47,
p < 0.05; s13: F(1, 305) = 122.58, p < 0.05; Main effect Time: s11:

F(1, 493) = 19.81, p < 0.05; all post-hoc p < 0.05] and increased
in two participants [Conditioning by Time interaction, s03:
F(1, 553) = 9.22, p < 0.05; s09: F(1, 558) = 287.10, p < 0.05; all
post-hoc p < 0.05] after PMC conditioning. Opposite or null
results in different subjects suggest that the TMS conditioning
did not have a consistent effect across subjects and may have
been ineffective in some participants. Noteworthy, the P5-N8
modulation after PMC conditioning was significantly stronger
than the effect of MI conditioning, as indicated by significant
interactions Conditioning by Time in seven subjects, therefore
suggesting that such modulations were related to the specific
stimulation of PMC.

Moreover, to address the question on the cortical origin
of early TEPs, we took an additional approach by investigat-
ing the correlation between P5-N8 and the MEPs amplitude.
Importantly, we found that the modulation of P5-N8 complex
after PMC conditioning correlated with the modulation of MEPs
(r = −0.60, p < 0.05) so that the stronger the decrease of P5-N8
complex amplitude, the higher the increase of MEPs. In other
words, the participants showing reduced P5-N8 amplitude after
PMC conditioning, showed increased MEP amplitude, and vice
versa, participants showing increased P5-N8 amplitude showed
decreased MEP amplitude (Figure 4). The correlation between
the modulation of P5-N8 complex after MI conditioning and the
modulation of MEPs was not significant (r = 0.41, p > 0.05).

DISCUSSION
The aim of the present study was to provide new informa-
tion about two short-latency TEPs, namely P5-N8, by indirectly
manipulating MI excitability. Although applying an inhibitory

FIGURE 3 | P5 and N8 pre- and post-primary motor cortex (MI) or

premotor cortex (PMC) conditioning as recorded from the marked

electrodes. On the left a representative participant showing a
decrease in P5 and N8 amplitudes after PMC conditioning and an
increase in P5 and N8 amplitudes after MI conditioning. On the right

a representative participant showing an increase in P5 and N8 after
PMC conditioning and the opposite result after MI conditioning.
Electrodes montage is also shown on the upper right side of the
figure. Filled circles indicate five electrodes from which the P5-N8
average signal was calculated.
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FIGURE 4 | The scatter plot shows the significant negative correlation

between the changes in motor-evoked potentials (MEPs) amplitude, on

the x-axis and the changes in P5-N8 complex amplitude. Note that

negative values indicate a reduced amplitude of P5-N8 complex or a
reduction of MEPs amplitude after the conditioning session (see main text for
details about data analysis).

protocol to PMC did not consistently change MI activation across
all subjects, we were able to study the relationship between P5-N8
and peripheral measures of cortical excitability with two specific
analyses: single subject analyses and correlation between P5-N8
and MEPs.

Results from the single subjects analysis indicated a significant
modulation of P5-N8 complex when conditioning session was
performed over PMC, but not over MI. Given that both sites of
stimulation are close to the facial muscles it is highly unlikely that
we were stimulating facial muscles in PMC condition and not in
the MI, thus we can exclude that we are simply manipulating the
responses of the facial muscles. Moreover, it is unlikely that results
are influenced by those artifact generated by the stimulation of the
scalp, because pre- and post-conditioning session have been per-
formed in the same way, so the artifactual activity in all session
is likely to be the same. Last, additional somatosensory activa-
tion generated by the muscle twitch should be very unlikely to be
involved in the generation of the early TEPs because the afferent
response takes about 20 ms to reach the cortex.

By correlating the modulation of P5-N8 with the MEPs mod-
ulation, we were able to show that the P5-N8 complex shares
an inverse linear relationship with the MEPs, i.e., the periph-
eral measure of cortical reactivity. Therefore, P5-N8 complex may
represent an inhibitory process initiated by the premotor area.
Indeed, our data show that the bigger was the conditioning effect
on these early components, the stronger was the inhibition over
MI. Accordingly, some recent TMS–EEG studies (Esser et al.,
2006; Ferreri et al., 2011) localized the cortical source of both P5

and N8 in the PMC. Moreover, it has been shown that a magnetic
pulse delivered over the ipsilateral PMC at 2–15 ms prior to a sec-
ond stimulus over MI can reduce the MEPs amplitude, with the
biggest effect at 6 ms (Civardi et al., 2001).

In contrast with previous studies, the effect of the PMC condi-
tioning on MEP was not significant over all subjects, as indicated
by no change in MEPs and TEPs amplitude in the group analyses.
These results may depend on the TMS intensity (70% rMT) set
during conditioning. Such a low intensity was chosen to avoid MI
stimulation during the PMC conditioning and was comparable
to intensities used in previous studies (Gerschlager et al., 2001;
Munchau et al., 2002). Moreover, because of the PMC localiza-
tion method used, it might be that the same area was not precisely
targeted in all subjects. The spatial precision of the optical TMS
neuronavigation system in the localization of the target area is
generally a few millimetres (Herwig et al., 2001; Julkunen et al.,
2008; Cincotta et al., 2010). Nevertheless this spatial precision is
dependent on the resolution of the MRI data. In this case, the
coil was moved 8% of the nasion-inion distance anteriorly from
the MI hot-spot and it is likely that the actual TMS target site
differed across subjects (Sack et al., 2009). For these reasons, the
conditioning stimulation may have been ineffective in some par-
ticipants, in turn leading to opposite or null results in different
subjects.

The present study shows that P5 and N8 can be modulated
by cortical phenomena such as the PMC conditioning at least
at single subject level. Therefore, according to previous studies
reporting an early TEPs modulation after paired pulse TMS
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(Ferreri et al., 2011) and 20 Hz rTMS (Veniero et al., 2010), it is
possible to conclude that different protocols classically designed
to modulate MI excitability have an impact over P5-N8 ampli-
tude. Importantly, despite not consistently manipulated by the
protocol, the amplitude of the early components was correlated
to MEPs amplitude. Therefore, in our view these results points
to a cortical involvement in P5 and N8 generation. However,
some studies (Julkunen et al., 2008; Mutanen et al., 2012) have
linked the large responses recorded after few ms from the stim-
ulus to an exclusively artifactual phenomenon. In the present
study we cannot totally exclude an involvement of muscular
activity, indeed non-cortical phenomena induced by our pro-
tocol, e.g., the repeated stimulation of facial muscles, should
also be considered because they can affect early TEPs. Moreover,
the modulation of P5-N8 appears to have a significant inter-
individual variability that should be further explored. A possible
parsimonious explanation is that the P5-N8 complex may rep-
resent a cortical response together with muscular activation and
that the influence of this second component on the recorded
signal may vary across individuals. This would be in line with
recent findings by Mutanen et al. (2012) showing that the ampli-
tude of muscular artifact recorded during EEG-TMS experiment
depends on coil rotation, tilt angles and stimulation intensi-
ties. These parameters are not constant across subjects because
when MI is stimulated the final coil position is chosen with the
aim to evoke a reliable MEP with the lowest intensity. Possibly
more sophisticated analyses, e.g., independent component analy-
ses (ICA) and principal component analyses (PCA), can isolate
the cortical component and provide a better index of corti-
cal activity. It has however to be noted that the muscular and
the cortical activation could theoretically overlap in time and
it is also possible that these different components share simi-
lar brain topography. Mäki and Ilmoniemi (2011) applied PCA

to TMS–EEG data to remove muscular activation, by subtract-
ing some components according to their frequency, amplitude
and topography. This procedure however resulted in a flatten-
ing of signals covering the stimulated area. More successful
approach for removing large muscle artifacts from TEPs, after
stimulation of lateral areas of the scalp, have been recently
applied by Korhonen et al. (2011) with the enhanced deflation
method.

It has to be noted that previous studies found a correlation
between late TEP components and MEPs amplitude (Mäki and
Ilmoniemi, 2010; Ferreri et al., 2011). However the latency of
these late components, about 30 ms, is not compatible with the
generation of the descending output responsible for the targeted
muscle activation. On the other hand it appears more plausible
that early component could reflect those activations responsible
for MEPs typically recorded after 20–25 ms from the magnetic
pulse.

In conclusion, we report important results about the nature
of two short-latency TEPs. Because our conditioning protocol
is considered to induce cortical effects (Munchau et al., 2002),
the changes in P5 and N8 amplitude and their correlation with
MEPs amplitude suggest that these early TEPs have a cortical
component and that they can be used to evaluate the reactiv-
ity of the stimulated cortex. Despite the possibility of a residual
muscular activation, our study suggests that with careful study
design, namely keeping the experimental conditions compara-
ble and considering that a muscular activation can as well be
involved, these early TEP components can be informative on the
reactivity of the targeted area.
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Transcranial magnetic stimulation (TMS) has often been used in conjunction with electroen-
cephalography (EEG), which is effective for the direct demonstration of cortical reactivity
and corticocortical connectivity during cognitive tasks through the spatio-temporal pattern
of long-latency TMS-evoked potentials (TEPs). However, it remains unclear what pattern
is associated with the inhibition of a planned motor response. Therefore, we performed
TMS-EEG recording during a go/stop task, in which participants were instructed to click
a computer mouse with a right index finger when an indicator that was moving with
a constant velocity reached a target (go trial) or to avoid the click when the indicator
randomly stopped just before it reached the target (stop trial). Single-pulse TMS to the
left (contralateral) or right (ipsilateral) motor cortex was applied 500 ms before or just at the
target time. TEPs related to motor execution and inhibition were obtained by subtractions
between averaged EEG waveforms with and without TMS. As a result, in TEPs induced
by both contralateral and ipsilateral TMS, small oscillations were followed by a prominent
negative deflection around theTMS site peaking at approximately 100 ms post-TMS (N100),
and a less pronounced later positive component (LPC) over the broad areas that was
centered at the midline-central site in both go and stop trials. However, compared to
the pattern in go and stop trials with TMS at 500 ms before the target time, N100 and
LPC were differently modulated in the go and stop trials with TMS just at the target
time. The amplitudes of both N100 and LPC decreased in go trials, while the amplitude
of LPC decreased and the latency of LPC was delayed in both go and stop trials. These
results suggested thatTMS-induced neuronal reactions in the motor cortex and subsequent
their propagation to surrounding cortical areas might change functionally according to task
demand when executing and inhibiting a motor response.

Keywords: transcranial magnetic stimulation, electroencephalography, motor-evoked potentials, motor cortex,

execution, inhibition

INTRODUCTION
Transcranial magnetic stimulation (TMS; Barker et al., 1985) is
a powerful tool that allows for the non-invasive investigation of
the functional state of the cerebral cortex and corticomotoneu-
ronal (CM) pathways (Hallett, 2000, 2007; Walsh and Cowey,
2000; Reis et al., 2008). Motor evoked potentials (MEP) that are
induced in hand muscles after TMS over the motor cortex can
be modulated during various motor tasks. For example, pre-
movement MEP enhancements within 100 ms before response
onset have been reported in many previous studies (Starr et al.,
1988; Pascual-Leone et al., 1992; Chen et al., 1998; Leocani et al.,
2000; Yamanaka et al., 2002). In contrast, the transient suppression
of MEPs has been demonstrated during no-go trials of go/no-go
tasks (Hoshiyama et al., 1996, 1997; Leocani et al., 2000; Yamanaka
et al., 2002) and during the stop trials of stop-signal tasks (Badry
et al., 2009; van den Wildenberg et al., 2010). The results of those
studies have suggested that such MEP changes might primarily
reflect modulations of CM excitability according to task demand.

Transcranial magnetic stimulation has often been used in
combination with electroencephalographic (EEG) recordings

(Ilmoniemi et al., 1997). This combined TMS-EEG technique
makes it possible to investigate cortical reactivity and corticocorti-
cal connectivity from the spatiotemporal patterns of TMS-evoked
potentials (TEP), which consist of peaks of negative/positive
oscillations lasting about 300 ms (Komssi and Kähkönen, 2006;
Ilmoniemi and Kičić, 2010). Although the functional mean-
ing and cortical origin of the TEP peaks are not completely
understood, a prominent long-latency negative peak has been
commonly observed when TMS is delivered over the motor cor-
tex in many previous studies (Paus et al., 2001; Nikulin et al.,
2003; Komssi et al., 2004; Bonato et al., 2006; Kičić et al., 2008;
Bonnard et al., 2009; Lioumis et al., 2009; Ferreri et al., 2011,
2012; Rogasch et al., 2013). This reproducible large negative
peak at about 100 ms after the TMS pulse is named N1 or
N100.

Previous studies have demonstrated that TEPs are modulated
in various conditions, including arousal states (Massimini et al.,
2005, 2007) and during the performance of motor tasks (Nikulin
et al., 2003; Kičić et al., 2008; Bonnard et al., 2009). Nikulin et al.
(2003) have reported that the N100 peak that is induced by TMS
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over the motor cortex that is contralateral to the response hand is
attenuated during a visually triggered motor response task. Kičić
et al. (2008) have demonstrated that such N100 attenuation is
observed during visually triggered motor response tasks with not
only contralateral, but also ipsilateral, hand responses, although it
is smaller in the ipsilateral hand response. These studies have com-
monly indicated that, during motor preparation and/or execution
periods, MEP amplitudes increase, but the N100 amplitudes in
TEPs to the motor cortex decrease. That is, the N100 of the TEPs
to the motor cortex might be associated with cortical inhibitory
processes (Nikulin et al., 2003; Bender et al., 2005; Kähkönen and
Wilenius, 2007; Kičić et al., 2008). However, it is still unknown
how the N100 in TEPs is modulated when inhibiting a planned
motor response.

Human neuroimaging studies have reported that a scattering
of cortical regions, comprised mesial, medial, and inferior frontal
and parietal cortices, as well as motor cortex, were activated during
tasks with motor inhibition (Garavan et al., 1999; Liddle et al.,
2001; Rubia et al., 2001; Watanabe et al., 2002; Wager et al., 2005).
However, the detailed time course of the motor inhibitory activities
cannot be revealed by neuroimaging studies mainly due to the
limitations of temporal resolution. Moreover, direct relationships
between the motor cortex and motor inhibitory regions cannot be
revealed by them. On the other hand, TMS-EEG study can be used
for assessing cortical reactivity and corticocortical connectivity at
the time when TMS is delivered.

Therefore, we conducted TMS-EEG recordings during a
timing-coincident go/stop task (Coxon et al., 2006, 2007) and
examined the differences in TEPs at the time of motor exe-
cution and inhibition. We especially focused on the N100
and the subsequent late positive component (LPC) in this
study.

MATERIALS AND METHODS
PARTICIPANTS
Six right-handed healthy volunteers (six men, 27.9 ± 5.7 years)
participated in contralateral-TMS session (over the left hemi-
sphere). Another six right-handed healthy volunteers (one woman
and five men, 26.9 ± 4.7 years) participated in the ipsilateral-TMS
session (over the right hemisphere). All participants provided
their informed consent, and the experimental procedures were
approved by the local ethics committee of the Graduate School of
Education at the University of Tokyo.

TASK SETTING
All participants conducted a timing-coincident go/stop task
(Figure 1A). In the task, each trial began with presentation of
a white bar against a gray background with two small black trian-
gles indicating a target at the center of the display. After 600 ms,
a green indicator moved upward from the bottom of the bar at
a constant rate, reaching the target (black triangles) in 1,000 ms
and the top of the bar in 1,400 ms. The time point at which the
indicator began moving upward was referred to as the indicator
onset. Participants were instructed to click the mouse in order to
stop the moving green indicator at the target (referred to as go tri-
als). In half of the trials, the moving green indicator unexpectedly

FIGURE 1 |Task designs of experiments. (A) Illustrations of the display
for the go/stop task. The trial type is noted on the right side, and the time
scale is displayed at the bottom. (B) Illustrations of trial structure for the
go/stop task with and without transcranial magnetic stimulation (TMS). The
time scale is displayed at the bottom. The vertical lines at −1,000 ms
represent the indicator onset, the vertical dashed lines at 0 ms represent
the target, and the vertical dotted lines represent the feedback onset. The
small triangles represent the time points at which TMS was delivered (TMS
time). The trial type is noted on the right side, with the TMS time, stop time
(ST), and total number of trials. In the stop trials, the time points at which
an indicator stopped are shown with vertical thin bars.

stopped and turned red just before it reached the target. The par-
ticipant was instructed to withhold their click when the moving
green indicator stopped and turned red (referred to as stop trials).
The time point at which the indicator stopped (stop time: ST)
was set at −250, −200, −150, and −100 ms relative to the target.
In each go and stop trial, after 1,400 ms of the indicator onset,
visual feedback about a participant’s performance [response time
(RT) relative to target (ms) or “miss” for go trials; “stop!!” or “false
alarm” with RT (ms) for stop trials] was presented for 500 ms
on the central bar. This constant time setting was used to pre-
vent participants’ eye blinks before the visual feedback onset. The
participant was informed that the indicator in some trials would
be easy to stop, and that it would be more difficult or impossi-
ble to stop in other trials because it would be too close to the
target.
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TRANSCRANIAL MAGNETIC STIMULATION
Transcranial magnetic stimulation was applied over the left or
right motor cortex with a Magstim 200 and a figure-8-shaped coil
(Magstim Co. Ltd., Whitland, UK; maximum output, 1.5 T; 7 cm
diameters). In order to keep the coil at the same position and
direction against the scalp of a participant throughout the exper-
iment, we used a mechanical arm and an elastic band. The coil
over the left or right motor cortex was placed in the optimal posi-
tion and direction in order to elicit MEPs in the right or left first
dorsal interosseous (FDI) muscle. TMS intensity was expressed
as a percentage of the motor threshold [MT; ±% of the maxi-
mal stimulator output: mean ± standard deviation (SD) for all
participants], which was defined as the minimum intensity neces-
sary to induce MEPs over 50 μV in the resting FDI muscle in at
least three of five trials. TMS intensity in the experiment was set
to the suprathreshold (120% of MT) in order to obtain MEPs of
matched amplitudes (approximately 1.0 mV) in the resting FDI
muscle. Coil position and MT were repeatedly checked and main-
tained throughout the experiment. All participants wore earplugs
during the entire experiment to reduce the auditory click produced
by the TMS coil.

EEG AND EMG RECORDINGS
During the performance of the go/stop task, EEG, and elec-
tromyograms (EMG) were continuously acquired with a TMS-
compatible EEG recording system (BrainAmp, Brain Products
GmbH, Munich, Germany). EEG was recorded from 61 Ag/AgCl
surface electrodes that were mounted on an elastic cap and that
corresponded to the modified International 10–20 System of elec-
trode placement, and four additional electrodes were attached to
the forehead, left, and right ears, and the site beneath the left eye. In
order to reduce the TMS-induced artifacts, we used the electrode
lead wire rearrangement technique (Sekiguchi et al., 2011). The
data were recorded against a reference electrode that was placed on
the forehead and later re-referenced offline to the averaged value
of the earlobes. The data from the site beneath the left eye was used
for monitoring eye blink and eye movement. EMG was recorded
from the right or left FDI muscle with Ag/AgCl surface electrodes.
Electrode impedance was maintained below 10 k�. EEG and EMG
signals were amplified and filtered (bandpass settings: 0.5–100 Hz
for EEG signals and 50–300 Hz for EMG signals) and continuously
stored with a trigger signal from the computer that indicated task
onset and TMS trigger at a sampling rate of 1,000 Hz for the offline
analysis. In the offline analysis, we resampled all data at a rate of
500 Hz.

EXPERIMENTAL PROCEDURES
Participants were comfortably seated on a chair in an electrically
shielded room facing a 12.1-in. computer display (screen resolu-
tion, 1,280 × 800 pixels; refresh rate, 60 Hz), and she/he placed
her/his right index finger on the main (left) button of a com-
puter mouse. Then, she/he was lectured about the go/stop task,
and she/he practiced it. After completing the experimental set-
tings for the EEG and EMG recordings and TMS, participants
first conducted 1 block of the go/stop task without TMS. This no-
TMS block was conducted in order to assess task performance and
record electrophysiological signals during the go/stop task without

TMS. There were 48 trials in total, 24 go and 24 stop. The inter-
trial intervals were 4.5 s. For the stop trials, the indicator stopped
randomly at an ST of −250, −200, −150, and −100 ms with 2,
2, 18, and 2 trials for each ST. Next, the participants conducted
five blocks of the go/stop task with TMS. There were 240 trials
in total, 120 go, and 120 stop. The intertrial intervals were 7.5 s,
and the interblock intervals were about 3 min. In both the go and
stop trials, TMS was randomly delivered at a TMS time of −500
and 0 ms relative to the target, with a total of 80 trials, 40 go and
40 stop, for each TMS time. That is, TMS was not delivered in
40 go and 40 stop trials in these five TMS blocks. We adopted a
TMS time of −500 ms as a motor preparatory period for partic-
ipants’ brain processes not to separate into go and stop, while a
TMS time of 0 ms was adopted as the period for motor execution
or inhibition. For the stop trials, the indicator stopped consis-
tently at an ST of −200 ms in the stop trials with TMS at a TMS
time of 0 ms or randomly at an ST of −250, −200, −150, and
−100 ms, with 5, 5, 25, and 5 trials for each ST, in the stop trials
with TMS at a TMS time of −500 ms or without TMS. Although
the ratio of each ST that appeared in the stop trials in five TMS
blocks was different at each TMS time, it was totally equal to those
in a no-TMS block (8.3, 8.3, 75, and 8.3% for each ST). This
biased setting in ST and TMS time was used to increase the num-
ber of stop trials with TMS at a TMS time of 0 m and at an ST
of −200 ms for the EEG averaging procedure. None of the partic-
ipants noticed this biased ST setting during the experiments. The
numbers of trials in each ST and TMS time condition are shown
in Figure 1B.

PERFORMANCE DATA
Because the task performance in the trials with TMS was changed
by the effects of TMS (an appearance of MEP and a silent period),
we used only trials of the go/stop task without TMS for task per-
formance assessments. In order to exclude premature responses
and misses in the go trials, outlying RTs were discarded with the
following criteria: <−100 and >150 ms in the go trials (0.7% for
six subjects in the contralateral-TMS experiment and 0.5% for six
subjects in the ipsilateral-TMS experiment). The means and SDs
of the RTs were then calculated for each participant and trial con-
dition. For the stop trials, the percentage of correct responses (%
correct) was calculated for each participant and ST. Next, the ST
for which the probability of successful stopping was 50% (50%
ST) was determined with the least-square fitting curve to the sig-
moid function. The 50% ST was subtracted from the mean go RT
in order to determine the stop-signal reaction time (SSRT), which
is the estimated time required for unobservable stop processes
based on a race model (Logan and Cowan, 1984; Logan et al., 1984;
Verbruggen and Logan, 2008).

MEP DATA
For each trial with TMS, the peak-to-peak MEP amplitudes
were measured from the EMG data. Stop trials with false alarm
responses were excluded from the MEP analysis. The mean MEP
amplitudes were calculated for each participant, trial condition (go
or stop), and TMS time (−500 or 0 ms). Finally, the group mean
MEP amplitudes were calculated for each trial condition and TMS
time.
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EEG DATA PROCESSING
The data from the 61-channel scalp EEG (and 1-channel eye-
related potential) in all conditions were first segmented in
epochs from 1,500 ms before and 1,000 ms after the target
time, and all of the segmented data was bunched together for
each subject. Next, an independent component (IC) analysis
with extended infomax algorithm (Bell and Sejnowski, 1995;
Lee et al., 1999) was applied to the EEG data in order to iden-
tify and remove the components reflecting TMS-related artifacts
and eye-blink- and/or eye-movement-related activities (Jung et al.,
2000a,b; Johnson et al., 2012). From the 62 extracted independent
components (ICs), the TMS-related ICs were chosen mainly by
their time courses; the variance value of the IC during a time
period of 20 ms just after the TMS was 20 times larger than
those during the rest of the time periods and during no-TMS
trials. The results suggested that such ICs impulsively induced
huge potentials only when the TMS pulse was delivered. Eye-
blink- and eye-movement-related activities were also determined
by the time courses, which indicated their inactivation during a
task, and scalp topographies of the projection maps, which pro-
vided their origin on the edge of anterior sites. Based on these
criteria, we could effectively remove TMS-related [11.4 ± 2.7
(mean ± SD for all participants)], eye-blink-related (1 ± 0), and
eye-movement-related (0.8 ± 0.4) components and obtain EEG
waveforms with little distortion, at least during the time period
with two large long-latency TEP components (see Figure A1 in
Appendix).

The artifact-removed EEG data was low-pass filtered below
40 Hz. Next, after the baseline correction (during the 500 ms
before indicator onset), they were separately averaged for 2 trial
(go/stop) × 3 TMS time (no-TMS/TMS at −500 ms/TMS at
0 ms) × 2 TMS side (contralateral/ipsilateral) conditions for each
participant. For no-TMS stop trials, EEG data were averaged only
in stop trials with an ST of −200 ms because the number of trials
with STs of −250, −150, and −100 ms was so small for the aver-
aging procedure. However, for stop trials with a TMS at −500 ms,
the EEG data were collectively averaged in all stop trials with STs
of −250, −200, −150, and −100 ms because the averaged EEGs
around the TMS time (−500 ms) were little affected by the differ-
ences in the STs. Finally, in order to extract the TEP during the
performance of the go/stop task, the averaged EEG waveforms in
no-TMS go or stop trials were subtracted from those in go or stop
trials with TMS at −500 or 0 ms (Nikulin et al., 2003; Kičić et al.,
2008). For the figure representations, we obtained 61-channel
grand-mean-averaged EEGs in no-TMS trials for 2 trial × 2 TMS
side conditions and 61-channel grand-mean TEPs for 2 trial × 2
TMS time × 2 TMS side conditions.

The amplitudes and latencies of the two long-latency com-
ponents (N100 and LPC) were determined as follows. First, we
determined the regions of interest (ROIs) for N100 and LPC from
the TEP waveforms and scalp topographies (see Figures 5 and 6).
Since the distributions of the N100 were lateralized to the stim-
ulated hemisphere, the ROIs of the N100 were defined as nine
electrodes around FC1 (F3, F1, Fz, FC3, FC1, FCz, C3, C1, and Cz)
in the contralateral TMS condition and nine electrodes around
FC2 (Fz, F2, F4, FCz, FC2, FC4, Cz, C2, and C4) in the ipsilateral
TMS condition. On the other hand, the ROI of the LPC was defined

as nine electrodes around Cz (FC1, FCz, FC2, C1, Cz, C2, CP1,
CPz, and CP2) in both TMS side conditions. In the averaged wave-
forms in the ROI of the N100, the amplitudes and latencies were
measured at the largest negative peak during 80–120 ms after TMS.
In the averaged waveforms in the ROI of the LPC, amplitudes, and
latencies were also measured at the largest positive peak during
120–300 ms after TMS.

STATISTICAL ANALYSIS
The main purpose of this study was to examine the effects of 2
trial (go or stop) × 2 TMS time (−500 or 0 ms) × 2 TMS side
(contralateral or ipsilateral) conditions on the TEPs and MEPs
during the performance of a go/stop task. In addition, we needed
to confirm the effects of TMS sides on task performance (mean
go RT, 50% ST, and SSRT in no-TMS trials). Task performances
were compared by two-sample t-tests between the contralateral
and ipsilateral TMS conditions. Mean MEP amplitudes and the
N100 and LPC amplitudes and latencies for the 2 × 2 × 2 condi-
tions were submitted to three-way mixed factorial ANOVAs with
within-participant factors of trial and TMS time and the between-
participants factor of TMS side. If necessary, post hoc multiple
comparisons were conducted by using paired t-tests with Bonfer-
roni correction. The level of significance that was used for all of
the tests was p < 0.05.

RESULTS
TASK PERFORMANCE
In both the contralateral and ipsilateral TMS conditions, all par-
ticipants could click close to but a little behind the target in
the no-TMS go trials, and the longer the time until the target,
the more successfully they could stop their clicking in the no-
TMS stop trials (Figure 2A). For the mean go RTs (contralateral,
16.0 ± 5.1 ms; ipsilateral, 16.7 ± 11.0 ms), 50% STs (contralat-
eral, −157.1 ± 16.0 ms; ipsilateral, −167.9 ± 11.7 ms), and SSRTs
(contralateral, 173.0 ± 14.2 ms; ipsilateral, 184.6 ± 13.6 ms) in the
no-TMS trials, no significant differences were observed between
the contralateral and ipsilateral TMS conditions (Figure 2B).
These results indicated that task performances in the go/stop
task were not very different between the participants in the
contralateral and ipsilateral TMS conditions.

MEP AMPLITUDE
Mean MEP amplitudes increased only in the go trials with the con-
tralateral TMS at 0 ms, and there were not much differences in the
mean MEP amplitudes in the other seven conditions (Figure 3).
The mixed factorial ANOVA of the mean MEP amplitudes revealed
significant within-participant effects of trial [F(1, 10) = 17.7,
p < 0.01] and TMS time [F(1, 10) = 11.4, p < 0.01] and their
significant interaction [F(1, 10) = 17.4, p < 0.01]. There were no
significant between-participants effects of TMS side, while there
were significant TMS side × TMS time [F(1, 10) = 10.4, p < 0.01],
TMS side × trial [F(1, 10) = 12.4, p < 0.01], and TMS side × TMS
time × trial [F(1, 10) = 12.8, p < 0.01] interactions. Therefore,
post hoc multiple comparisons were conducted for all six pairs
among 2 TMS time × 2 trial conditions separately for each TMS
side. There were significant differences of mean MEP amplitudes
in three pairs between go trial with TMS at 0 ms and the other
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FIGURE 2 |Task performance. (A) Distributions of response time (RT) in
go trials without TMS and the percentage of correct responses (% correct)
in stop trials without TMS for each stop time (ST) that was obtained from
six participants in contralateral (upper) and ipsilateral (lower) TMS
conditions. RT denotes a clicking time relative to the target. (B) Group
results of mean go RT (left), estimated 50% STs in stop trials (center), and
stop-signal reaction times (SSRTs) in stop trials (right). The 50% ST is an
estimated stop time in which the probability of successful stopping was
50%. SSRT is the estimated time required for an unobservable stop
process. Error bars show standard error (SE).

FIGURE 3 | Motor-evoked potential (MEP) amplitude. Group means
(±SE) of MEP amplitudes during the go/stop task with contralateral (upper)
and ipsilateral (lower) TMS at −500 and 0 ms. Error bars show standard
error (SE). ∗p < 0.05; significant difference in post hoc multiple
comparisons with Bonferroni corrected paired t -tests.

three conditions for the contralateral TMS condition, while there
was no significant difference of mean MEP amplitudes in all six
pairs for the ipsilateral TMS condition. These results indicated that
MEP enlarged only in go trials with the contralateral TMS at 0 ms.

AVERAGED EEGS IN NO-TMS TRIALS
In the grand-mean-averaged EEG waveforms in no-TMS trials
(Figure 4), gradual negative deflections over the fronto-central

sites were observed as the target time approached in both go and
stop trials. After the stop signal onset of −200 ms, the grand-mean-
averaged EEG waveforms clearly differentiated between go and
stop trials. Distinct negative–positive peaks over the frontocentral
sites appeared around and after the target time in stop trials, while
a mild positive peak over the centroparietal sites appeared after
the target time in go trials. These waveforms in the no-TMS trials
have been typically shown in the go and stop trials of the go/stop
(or stop-signal) task (De Jong et al., 1990; Schmajuk et al., 2006).

TMS-EVOKED POTENTIALS
In the grand-mean TEPs of all 2 × 2 × 2 conditions (Figure 5), a
prominent negative peak around the TMS sites was observed about
100 ms after the TMS onset (N100) after the short-latency, high-
frequency oscillations. Then, a less pronounced positive deflection
over the broad areas that was centered at the midline-central
site appeared about 180–300 ms after TMS onset (LPC). Distinct
large long-latency negative–positive deflections in TEPs have been
typically shown in previous TMS-EEG studies (Paus et al., 2001;
Nikulin et al., 2003; Komssi et al., 2004; Bonato et al., 2006; Kičić
et al., 2008; Bonnard et al., 2009; Lioumis et al., 2009; Ferreri et al.,
2011, 2012; Rogasch et al., 2013).

Regardless of the TMS sides, N100 amplitudes in go trials
with TMS at 0 ms (contralateral, −14.0 ± 8.9 μV; ipsilateral,
−11.5 ± 6.1 μV) were smaller than those in go trials with
TMS at −500 ms (contralateral, −20.6 ± 12.4 μV; ipsilateral,
−16.6 ± 9.7 μV), while there was not much difference in N100
amplitudes in stop trials with TMS at −500 ms (contralateral,
−19.3 ± 10.8 μV; ipsilateral, −17.2 ± 9.1 μV) and 0 ms (con-
tralateral, −19.6 ± 11.8 μV; ipsilateral, −16.4 ± 11.7 μV; Figures 5
and 6, upper). The mixed factorial ANOVA of N100 amplitudes
revealed significant effects of trial [F(1, 10) = 12.9, p < 0.01] and
TMS time [F(1, 10) = 18.4, p < 0.01] and a significant interac-
tion of them [F(1, 10) = 6.2, p < 0.05]. However, it showed no
significant effects of TMS side and second- and third-interactions,
including TMS side. Therefore, post hoc multiple comparisons
were conducted for all six pairs among 2 TMS time × 2 trial con-
ditions without respect to the TMS side. There were significant
differences in the N100 amplitudes in three pairs between go trial
with TMS at 0 ms and the other three conditions. In contrast
to the N100 amplitudes, there were not much differences in the
N100 latencies among the 2 × 2 × 2 conditions (Figure 6, upper).
The mixed factorial ANOVA of N100 latencies revealed neither
significant main effects nor significant interactions. These results
indicated that, regardless of the contralateral or ipsilateral TMS,
N100 appeared at almost the same latencies, but it was attenuated
only in go trials with TMS at 0 ms.

Regardless of the TMS sides, LPC amplitudes in go trials with
TMS at 0 ms (contralateral, 8.4 ± 3.8 μV; ipsilateral, 14.0 ± 5.9 μV)
were smaller than those in go trials with TMS at −500 ms
(contralateral, 18.9 ± 7.1 μV; ipsilateral, 22.2 ± 8.5 μV), and
LPC amplitudes in stop trials with TMS at 0 ms (contralateral,
11.9 ± 5.2 μV; ipsilateral, 12.9 ± 5.9 μV) were smaller than those
in stop trials with TMS at −500 ms (contralateral, 19.5 ± 6.3 μV;
ipsilateral, 22.9 ± 9.8 μV; Figures 5 and 6, lower). In addition,
LPC latencies in the go and stop trials with TMS at 0 ms were
larger than those in go and stop trials with TMS at −500 ms
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FIGURE 4 | Averaged electroencephalography (EEG) data in no-TMS

trials. (A) Averaged EEG waveforms in no-TMS trials during a go/stop task for
six participants in a contralateral-TMS session (left two panels) and for six
participants in an ipsilateral-TMS session (right two panels). For stop trials,
only the waveforms in stop trials with a stop time of −200 ms [stop(−200)
trials] are displayed. The waveforms of all 61 sites are shown as thin black
lines. The vertical thin lines represent indicator onset, the vertical dashed lines

represent target time for the go task, and the vertical thick lines represent
stop-signal onset. Time scales relative to target are displayed at the bottom.
(B) Scalp topographies of averaged EEGs in the go and stop(−200) trials for
six participants in a contralateral-TMS session (left 2 × 4 arrays) and for six
participants in an ipsilateral-TMS session (right 2 × 4 arrays). The
topographies are displayed only at −200, 0, 100, and 200 ms
relative to target.

(Figure 6, lower). The mixed factorial ANOVA of LPC amplitudes
revealed significant effects of TMS time [F(1, 10) = 49.9, p < 0.01]
but no significant effects of trial and no significant interaction of
trial × TMS time. Moreover, it also showed no significant effects of
TMS side and second- and third-interactions including TMS side.
Therefore, post hoc multiple comparisons were conducted for all
six pairs among 2 TMS time × 2 trial conditions without respect to
the TMS side. There were significant differences in the LPC ampli-
tudes in four pairs between both go and stop trial with TMS at
−500 ms and both go and stop trial with TMS at 0 ms. The mixed
factorial ANOVA of LPC latencies revealed significant effects of
TMS time [F(1, 10) = 15.9, p < 0.01] but no significant effects
of trial and no significant interaction of trial × TMS time. More-
over, it also showed no significant effects of TMS side and second-
and third-interactions including TMS side. Therefore, post hoc
multiple comparisons were conducted for all six pairs among 2
TMS time × 2 trial conditions without respect to the TMS side.
There were significant differences in the LPC latencies in two pairs
between go and stop trial with TMS at −500 ms and stop trial with
TMS at 0 ms. These results indicated that, regardless of contralat-
eral or ipsilateral TMS, LPC was reduced and delayed in both go
and stop trials with TMS at 0 ms.

DISCUSSION
In this study, we compared two distinct long-latency compo-
nents of TEPs (N100 and LPC) at the preparatory, executive, and
inhibitory periods during a go/stop task. Consequently, the N100
and LPC of the TEPs were obviously modulated depending on
the TMS time and trial conditions. First, the task performance
in no-TMS trials were typically shown in the go and stop tri-
als of the go/stop (or stop-signal) task (Logan and Cowan, 1984;
Logan et al., 1984; Coxon et al., 2006, 2007; Verbruggen and Logan,
2008). Next, the TEPs were obtained from the subtracted wave-
forms: the averaged EEG responses in go or stop trials without
TMS were subtracted from those in go or stop trials with TMS,
respectively. That is, the effects of overlapped event-related poten-
tials during a go/stop task have been excluded from the TEP
waveforms, indicating different spatiotemporal patterns of cor-
tical responses to the TMS in a go or stop trial 500 ms before
or just at the target time. Therefore, TEP modulations in the
task conditions that were demonstrated in this study were con-
sidered to be representative of TMS-induced neuronal reactions
in the motor cortex and subsequent their propagation to sur-
rounding cortical areas during motor preparation, execution, and
inhibition.

Frontiers in Human Neuroscience www.frontiersin.org November 2013 | Volume 7 | Article 751 | 55

http://www.frontiersin.org/Human_Neuroscience/
http://www.frontiersin.org/
http://www.frontiersin.org/Human_Neuroscience/archive


“fnhum-07-00751” — 2013/11/11 — 19:10 — page 7 — #7

Yamanaka et al. Long-latency TEPs during go/stop task

Before reaching such a conclusion, some methodological lim-
itations of this study should be discussed. First, the number of
participants was small (six for contralateral and ipsilateral condi-
tion each). Data from such few participants is easily affected by
outliers and therefore we need to interpret them carefully. Second,
the long-latency components of the TEP involved not only direct
cortical effects of TMS, but also indirect effects that accompanied
the TMS, such as auditory and bone-conduction sound by the
coil click, somatosensory sensation on the scalp, and afferent pro-
prioceptive/tactile input from twitching muscles (Nikouline et al.,
1999; Tiitinen et al., 1999; Nikulin et al., 2003). Some recent studies
have used a masking noise for reducing auditory coil-click percep-
tion (Tiitinen et al., 1999; Massimini et al., 2005, 2007; Bonnard
et al., 2009; Ferreri et al., 2011, 2012; Rogasch et al., 2013). In con-
trast, we did not take any special precautions for these indirect
effects except for the use of earplugs because such techniques will
not eliminate all indirect TMS effects from the TEP waveforms
completely. Therefore, it cannot be ruled out that the TEP mod-
ulations among the task conditions that were demonstrated in
this study were influenced by the indirect effects that accompani-
ed TMS.

However, considering the within-participant equivalence of the
indirect TMS effects that were involved in TEPs, it was unlikely
that there was a critical difference in the indirect TMS effects, at
least in the within-participant comparisons (2 TMS time × 2 trial
conditions) in our experimental settings. Next, previous stud-
ies reported that the EEG waveforms that were induced only
by coil-click sounds (auditory N1-P2 complex) differed from
the TEP waveforms (Nikulin et al., 2003). In this study, apart
from approximately symmetric auditory evoked potentials (Mäki-
nen et al., 2005; Fuentemilla et al., 2006), TEP (especially N100)
distributions were asymmetric and lateralized to the stimulated
hemisphere (see Figure 5), suggesting that non-auditory effect
might involve the TEPs. Finally, Paus et al. (2001) and Nikulin et al.
(2003) have demonstrated that N100 amplitudes did not correlate
with MEP amplitudes in target hand muscles, suggesting that the
N100 might not be a predominant reflection of peripheral afferent
sensation. In this study, N100 attenuation was accompanied with
the MEP amplitude enhancement in the contralateral TMS condi-
tion but it was observed without the MEP amplitude enhancement
in the ipsilateral TMS conditions. If the N100 attenuation was
related to the afferent proprioceptive/tactile input from twitching

FIGURE 5 |TMS-evoked potentials. (A) TMS-evoked potentials (TEPs)
during go/stop task with TMS at −500 and 0 ms for six participants in a
contralateral-TMS session (left 2 × 2 panels) and with TMS at −500 and
0 ms for six participants in an ipsilateral-TMS session (right 2 × 2
panels). The vertical thick lines represent TMS onset, and the vertical
thin lines represent 100 and 200 ms after the TMS onset. Time scales
relative to target are displayed at the bottom. (B) The scalp topographies

of TEPs in the go and stop trials for six participants in a
contralateral-TMS session (two left 2 × 4 arrays) and for six participants
in an ipsilateral-TMS session (two right 2 × 4 arrays). The bold white
plus in each topography represents the TMS sites. The topographies
are displayed only at 100 and 200 ms relative to TMS onset,
corresponding approximately to N100 and later positive component
(LPC), respectively.
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muscles, it was developed differently in contralateral and ipsilat-
eral TMS conditions. Therefore, it is unlikely that the N100 is a
primary reflection of the reafferent proprioceptive/tactile input.
When we take all things together, the N100 and LPC modula-
tions among the task conditions seemed to be potential changes
that originated from, at least in part, TMS-induced neuronal reac-
tions in the motor cortex and subsequent their propagation to
surrounding cortical areas.

The two long-latency TEP components (N100 and LPC) that
we focused on corresponded to the last two dominant peaks in
typical 300 ms-long waveforms that are induced by TMS to the
motor cortex (Bonato et al., 2006; Komssi and Kähkönen, 2006;
Lioumis et al., 2009; Ilmoniemi and Kičić, 2010; Ferreri et al., 2011,
2012). N100 has been demonstrated to be very sensitive to small
changes in cortical excitability and therefore to be associated with
cortical inhibitory process (Nikulin et al., 2003; Bender et al., 2005;
Kähkönen and Wilenius, 2007; Kičić et al., 2008). Moreover, recent
studies investigating the detailed characteristics of long-interval
cortical inhibition induced in the MEPs and TEPs by paired-pulse
TMS-EEG paradigms (Fitzgerald et al., 2009; Rogasch et al., 2013)
have suggested that the N100 that is evoked by the conditioning
TMS is consistent with the underlying mechanism that results
in long-interval cortical inhibition of MEPs, which most likely
involve GABAB-mediated inhibition of cortical activity. However,
Ferreri et al. (2011) have recently proposed that the long latency
and wide distribution of LPC (P190) suggest the engagement of a
reverberant corticosubcortical circuit.

The main finding of this study was the different N100 and
LPC modulations between go and stop trials. Although there
were not much differences between go and stop trials in the TEP
waveforms that were induced by both contralateral and ipsilat-
eral TMS at −500 ms, there were distinct differences between go
and stop trials in those at 0 ms. These results indicated that the
TEP waveforms were modulated by the underlying cortical and/or
subcortical activities that were required for performing the go/stop
task. N100 distribution was lateralized to the TMS site, and N100
amplitude was decreased only in go trials with both contralateral
and ipsilateral TMS at 0 ms, which was in agreement with the
results of previous studies (Nikulin et al., 2003; Kičić et al., 2008).
This decrease of the N100 amplitudes on both sides during go tri-
als might reflect decreased activity in the cortical inhibitory circuit
for initiating and executing a planned motor response. Unlike in
the case of the contralateral N100, the decrease in the ipsilateral
N100 amplitude was not accompanied with an increase in MEP.
This inconsistency in TEP and MEP modulations between con-
tralateral and ipsilateral TMS might be due to a methodological
difference: TEP is a method that is used for assessing cortical states
directly from cortical responses against TMS while the MEP is a
method that is used for assessing cortical states indirectly through
muscle twitch, including spinal and peripheral effects. However,
regardless of the TMS side, the N100 amplitudes in stop trials with
TMS at 0 ms were similar in size to those in go and stop trials with
TMS at 0 ms. These large N100s in preparatory (at −500 ms in
go and stop trials) and inhibitory (at 0 ms in stop trials) periods
might reflect enhanced activity in the cortical inhibitory circuit for
waiting and inhibiting a planned motor response. As for LPC with
TMS at 0 ms, amplitude was decreased and latency was delayed in

FIGURE 6 | Amplitudes and latencies of long-latency components in

TMS-evoked potential (TEP). Group means (±SE) of N100 (upper) and
LPC (lower) amplitudes and latencies during go/stop tasks with
contralateral and ipsilateral TMS at −500 and 0 ms. Light blue and orange
circles in the scalp electrode drawings represent regions of interest (ROIs).
Error bars show standard error (SE). ∗p < 0.05; significant difference in
post hoc multiple comparisons with Bonferroni corrected paired t -tests.

both go and stop trials. Although LPC has been discussed less
frequently than N100 in previous studies (Ferreri et al., 2011),
these LPC modulations might also be associated with the state
of reverberant corticosubcortical circuits during the performance
of a go/stop task.

Recent studies on the short-latency component of TEPs have
suggested that they can be used to evaluate reactivity in the
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stimulated cortex (Bonato et al., 2006; Veniero et al., 2010, 2013;
Ferreri et al., 2011). In contrast, we used an IC analysis with
extended infomax algorithm (Bell and Sejnowski, 1995; Lee et al.,
1999) to identify and boldly remove large TMS-related artifacts
and eye-blink- and/or eye-movement-related activities (Jung et al.,
2000a,b; Johnson et al., 2012) based on the plausible criteria
described above. Although we consequently obtained the TEP
waveforms with little distortion during the time period between
the appearance of the two large long-latency TEP components, we
cannot rule out the possibility that components that were related
to not only TMS artifacts, but also the reactivity in the stimulated
cortex, were removed particularly during the time period for the
TEP components with a shorter latency than N100. Therefore, we
discussed only the two large long-latency TEP components and
not the TEP components with a shorter latency than N100. Fur-
ther investigations with EEG data with more careful recordings
(Sekiguchi et al., 2011) and stricter TMS artifact-rejection crite-
ria (Veniero et al., 2009) will allow us to understand short-latency
cortical reactivity in the motor cortex during motor execution and
inhibition.

In summary, we conducted combined TMS-EEG record-
ings during a go/stop task and compared the two dominant
long-latency components of the TEPs (N100 and LPC) at the
preparatory, executive, and inhibitory periods during go/stop
tasks. Consequently, N100 and LPC were differently modulated
in go and stop trials that were conducted with contralateral and
ipsilateral TMS just at the target time. The N100 amplitude was
decreased only in go trials while the LPC amplitude was decreased
and the LPC latency was delayed in both go and stop trials. These
results suggested that TMS-induced neuronal reactions in the
motor cortex and subsequent their propagation to surrounding
cortical areas might change functionally according to task demand
in go and stop trials, that is, motor preparation, execution, and
inhibition.
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APPENDIX

FIGURE A1 | Artifact rejection fromTMS-EEG data by using independent

component analysis in a typical participant. (A) Averaged EEG waveforms
in no-TMS stop trials (left panel), stop trials with contralateral-TMS at −500
and 0 ms (middle and right panels) recorded from 61 surface electrodes.
(B) Averaged independent component (IC) waveforms and their projection
maps in no-TMS stop trials (left panel), stop trials with contralateral-TMS at

−500 and 0 ms (middle and right panels) extracted from 61 EEG waveforms.
In order of their variance size, the largest component (IC1), fifth largest
component (IC5), and ninth largest component (IC9) were selectively shown.
(C) Artifact-removed averaged EEG waveforms in no-TMS stop trials (left
panel), stop trials with contralateral-TMS at −500 and 0 ms (middle and right
panels).
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The premotor cortex is one of the fundamental structures composing the neural networks
of the human brain. It is implicated in many behaviors and cognitive tasks, ranging
from movement to attention and eye-related activity. Therefore, neural circuits that are
related to premotor cortex have been studied to clarify their connectivity and/or role
in different tasks. In the present work, we aimed to investigate the propagation of
the neural activity evoked in the dorsal premotor cortex using transcranial magnetic
stimulation/electroencephalography (TMS/EEG). Toward this end, interest was focused
on the neural dynamics elicited in long-ranging temporal and spatial networks. Twelve
healthy volunteers underwent a single-pulse TMS protocol in a resting condition with eyes
closed, and the evoked activity, measured by EEG, was compared to a sham condition
in a time window ranging from 45 ms to about 200 ms after TMS. Spatial and temporal
investigations were carried out with sLORETA. TMS was found to induce propagation
of neural activity mainly in the contralateral sensorimotor and frontal cortices, at about
130 ms after delivery of the stimulus. Different types of analyses showed propagated
activity also in posterior, mainly visual, regions, in a time window between 70 and 130 ms.
Finally, a likely “rebounding” activation of the sensorimotor and frontal regions, was
observed in various time ranges. Taken together, the present findings further characterize
the neural circuits that are driven by dorsal premotor cortex activation in healthy humans.

Keywords: premotor cortex, propagated activity, TMS/EEG co-registration, sLORETA, TMS-evoked potentials

INTRODUCTION
In the last decades, many studies have contributed to disentan-
gle the anatomical and functional organization of the cortical
circuitries characterizing motor structures. Most have focused
on control of motor behavior (see for a brief review Rizzolatti
and Luppino, 2001), and/or on goal-directed movements under
visual guidance (Naranjo et al., 2007). The dorsal premotor cor-
tex (PMd) plays a key role in these motor networks (Davare et al.,
2006). It is actively involved in several functions ranging from
the planning of a proper motor response to the correct allocation
of attentive resources (Rushworth et al., 2003) and/or eye-related
activity (Luppino and Rizzolatti, 2000; Amiez and Petrides, 2009).
As a consequence, the PMd is directly or indirectly linked with a
series of structures in the brain (Hagmann et al., 2008), ranging
from the primary motor cortex (Matsumoto et al., 2007; Huang
et al., 2009) and the supplementary motor area (Matsumoto et al.,
2007) to the superior parietal cortex (Kurata, 1991; Massimini
et al., 2005; Rottschy et al., 2012), parieto-occipital regions (Shipp
et al., 1998; Caminiti et al., 1999), and the prefrontal cortex
(Barbas and Pandya, 1987; Lu et al., 1994), in order to allow
effective exchange and elaboration of information.

Taking into consideration the goal-directed movements under
visual guidance, Milner and Goodale (2006) suggested the
existence of different streams mediating the sensory-motor trans-
formations necessary for visually guided movements. Signals

elaborated in the primary visual cortex are sent to areas for
integration with other sensory information to organize a rep-
resentation of the action to be performed. The information is
then transmitted to the frontal cortex, such as Brodmann area
6, which constitutes the premotor cortex in humans and succes-
sively sends motor programs to the primary motor cortex (see
for a brief review Luppino and Rizzolatti, 2000; Rizzolatti and
Luppino, 2001). Furthermore, the PMd can be functionally sub-
divided in subregions, according to the specific computation it is
mainly involved in. For example, neurons involved in reaching
movements have been identified in the dorsal part of the lat-
eral premotor cortex, whereas its ventral part is likely involved
in grasping movements (Rizzolatti et al., 1998; Rizzolatti and
Luppino, 2001; Matsumoto et al., 2007).

Most of the knowledge about the functional and anatomical
organization of PMd derives from studies on animals, and in
particular on non-human primates (Rizzolatti et al., 1998), but
also on electrophysiological recordings during neurosurgery, as
in the case of epileptic patients (Matsumoto et al., 2003, 2007).
However, the development of non-invasive neuroimaging tech-
niques extended knowledge of PMd connectivity and functions
even in humans (Picard and Strick, 2001; Massimini et al., 2005;
Rottschy et al., 2012). Early electrophysiological studies on mon-
keys have shown that PMd neurons respond, for example, to the
appearance of visual signals and discharge during the preparation
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and execution of movements under visual guidance (Hoshi and
Tanji, 2006). The PMd is also activated by viewing an object that
has motor valence, even in the absence of a subsequent movement
(Grafton et al., 1997). Moreover, it is also involved in motor atten-
tion and motor selection (Rushworth et al., 2003). Some of these
findings have also been observed in humans (Davare et al., 2006)
and it is now clear that the PMd is part of a fronto-parietal cir-
cuit for goal-directed movements, where it plays a key role in the
planning aspects of motor commands (Luppino and Rizzolatti,
2000; Rizzolatti and Luppino, 2001; Davare et al., 2006; Milner
and Goodale, 2006; Naranjo et al., 2007; Busan et al., 2009a).

The PMd organizes and selects appropriate and effective motor
commands, on the basis of representations, provided by the pari-
etal regions, and intentions, elaborated in the prefrontal areas
(Tanne et al., 1995; Matelli and Luppino, 2001; Galletti et al.,
2003). The role of the PMd as an integration center is also
supported by studies that have shown a functional gradient
of neuronal projections with its rostral part mainly connected
to prefrontal regions, and caudal portions sending projections
mainly to the primary motor cortex and spinal cord. This orga-
nization has led to the hypothesis that the former are more likely
involved in higher-level, cognitive aspects of behavior prepara-
tion, whereas the latter are probably involved in less complex
functions that are more related to motor execution (Picard and
Strick, 2001; Matsumoto et al., 2003). The PMd seems to be
involved in the control of eye movements and in the control of
eye-related neural activity or in specific tasks that require eye-
hand coordination (Luppino and Rizzolatti, 2000; Amiez and
Petrides, 2009).

Due to the functional relationship between the parietal and
frontal areas, it has been suggested that the flow of information
is not unidirectional from the former to the latter, but that it
can re-enter the parietal cortex through fronto-parietal connec-
tions. This reciprocity of cortico-cortical connections implies that
coding of information cannot be regarded as a serial sequence
of transformations, each performed by a given cortical area, but
rather as a recursive process that can also involve relatively remote
regions (Paus et al., 1997; Battaglia-Mayer et al., 1998; Massimini
et al., 2005). In spite of all this information, effective and func-
tional connections of PMd in humans are still far from being fully
understood.

Different techniques to investigate brain connectivity have
been developed during recent years, and among these, the
combination of transcranial magnetic stimulation (TMS) with
electroencephalography (EEG) acquisition (TMS/EEG) has been
demonstrated to be a useful approach. It allows the study of the
propagation of neural activity from the stimulated cerebral area to
other brain regions, providing a new way to look for their connec-
tions (e.g., Ilmoniemi et al., 1997). In fact, thanks to the optimal
temporal resolution offered by EEG and the reconstruction of the
EEG neural sources (Michel et al., 2004), it is possible to success-
fully characterize the neural temporal dynamics of events evoked
by TMS (TMS-evoked potentials, TEPs; e.g., Paus et al., 2001;
Bonato et al., 2006).

Although the mechanisms underlying TEPs are not completely
understood, they might provide useful information with respect
to brain functions and networks (Massimini et al., 2005; Komssi

and Kahkonen, 2006; Miniussi and Thut, 2010; Frantseva et al.,
2012; Manganotti and Del Felice, 2013). Furthermore, the devel-
opment of improved methods to obtain a reliable EEG source esti-
mation allows adding spatial information on the evoked neural
activity (e.g., Ilmoniemi et al., 1997; Pascual-Marqui, 2002).

TMS/EEG is usually performed by using an “inductive”
approach (Miniussi and Thut, 2010), and a long-scale network
of neuronal connections has been shown to be engaged when
TMS-related activation spreads from the stimulation site toward
different brain regions, an activity that can last even hundreds
of milliseconds (e.g., Ilmoniemi and Karhu, 2008). The proper-
ties of the TMS-evoked responses have been shown to depend on
a series of parameters, such as the stimulus intensity (Casarotto
et al., 2010). In this regard, while the initial part of the TEP can
reflect the “reactivity” of the stimulated cortex, the later spatio-
temporal propagation of the electrical activity toward different
brain regions might unravel the presence of intra- and/or inter-
hemispheric cortico-cortical connections as well as intermediate
links, such as subcortical structures.

In an effort to better characterize PMd connectivity, we used
TMS/EEG co-registration to investigate the cortico-cortical long
range connections and activity propagation pathways. We focused
on the stimulation of the left hemisphere, usually viewed as
the dominant one in right-handed people (e.g., Iacoboni, 2006;
Vingerhoets et al., 2013). In this sense, the left hemisphere
seems to play a special role also in organizing movements during
visually-guided praxis (e.g., Goodale, 1988; Janssen et al., 2011).

MATERIALS AND METHODS
SUBJECTS AND TRANSCRANIAL MAGNETIC STIMULATION
Twelve healthy subjects (7 males and 5 females, age range 22–26
years, mean age 23.4 years, SD = 1.2) underwent single-pulse
TMS (Medtronic MagPro R30) applied on a scalp position that
putatively allowed the stimulation of the dorsal premotor cor-
tex (see Figure 1). All subjects were right-handed as confirmed

FIGURE 1 | (A) Location of EEG electrodes and point of stimulation.
Exemplification of positioning of EEG electrodes used for recordings is
reported on a model also indicating some of the main brain sulci. The point
on the scalp where TMS was applied is indicated by a mark. (B) Structural
magnetic resonance indicating the point of stimulation. Anatomical
magnetic resonance acquisition performed in a prototypical subject. The
point of stimulation is indicated by the positioning of the vitamin E pill. The
positioning of the dorsal premotor cortex is also indicated on the basis of
Duvernoy (1999).
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by a dedicated questionnaire (Edinburgh Inventory; Oldfield,
1971). Participants gave written informed consent after receiving
exhaustive information about all procedures, in compliance with
the Declaration of Helsinki. Favorable judgment of the Ethics
Committee of the University of Trieste was obtained. Participants
could leave the study at any time, although all completed the
experiments.

The stimulated scalp position was determined using an
adapted EEG coordinate system (see Herwig et al., 2003;
Okamoto et al., 2004; Jurcak et al., 2007) and a proba-
bilistic method (Steinsträter et al., 2002; http://wwwneuro03.

uni-muenster.de/ger/t2tconv/). TMS was delivered on a scalp
location that corresponded to a position situated 10% of the
biauricolar distance to the left of the vertex and 7.5% ahead
the nasion-inion distance (see Figure 1A). A very rough estima-
tion, in MNI (Montreal Neurological Institute) coordinates, of
the center of the stimulated region was: x = −30, y = 10, z = 65
(best match: Brodmann Area—BA—6). The resulting point of
stimulation was marked on the EEG cap.

For each participant, TMS was delivered through a figure-of-
eight coil (diameter of each wing about 7 cm), oriented tangen-
tially to the scalp (single pulse stimulation; biphasic waves; pulse
duration: 280 µsec). The coil was secured on the scalp by hand
and its position was continuously visually checked and readjusted
if necessary. The coil was maintained with a 45◦ orientation with
respect to the inter-hemispheric fissure with the handle pointing
downward and backward. The subject’s head was not restrained,
although participants were asked to maintain a stable position for
the entire experiment with their chin backed on a metal structure.
The stimulation coil was also maintained in the same position
when sham TMS was delivered.

PRE-EXPERIMENTAL PROCEDURES
Before each experiment, the optimal cortical point for activating
the first dorsal interosseous muscle (FDI) of the right hand was
individuated and, successively, resting motor threshold (RMT)
was measured as the stimulus intensity triggering at least a 50 µV
response on electromyography traces (EMG; band pass filtering
20–2000 Hz) in half of the stimulations (Rossini et al., 1994).
A tendon belly montage was used by applying surface Ag/AgCl
electrodes. During experimental sessions, the intensity of TMS
was set at 110% RMT to limit current diffusion to neighboring
areas, such as the primary motor cortex. To check for unintended
current diffusion, the selected stimulation point on PMd was
stimulated immediately after the evaluation of RMT, before the
beginning of the experiment. Specifically, muscular responses on
different right hand and right arm muscles, detected by EMG
(band pass filtering 5–2000 Hz), were considered as unwanted
activation of the primary motor cortex at the individuated experi-
mental intensity. On the same line, it was verified that stimulation
of the premotor cortex did not evoke evident facial muscu-
lar artifacts (e.g., Julkunen et al., 2008; Mütanen et al., 2013).
When a muscular response was highlighted, one of the following
operations or combination was used to reduce these muscu-
lar activations until no response was evident: a) the stimulation
intensity was slightly dampened; b) the coil position was slightly
moved anteriorly; c) the coil was slightly rotated from its original

position. Some of these suggestions have been already shown to
be effective in reducing muscular artifacts (Ilmoniemi and Karhu,
2008; Ilmoniemi and Kicic, 2010). As a consequence, for each
subject we found the methodological solution that minimized
variability with respect to the original setting in terms of stim-
ulation intensity, stimulated scalp position, and coil position. It
is evident that the application of these procedures could make
individuation of the premotor cortex a little bit more uncertain,
but they also allowed minimizing possible contamination from
neighboring neural regions, especially the primary motor cor-
tex, reducing, for example, artifacts related to sensory feedbacks
obtained after distal muscular activations.

TMS/EEG EXPERIMENTAL SETTING
Subjects were asked to sit with eyes closed for the entire dura-
tion of stimulation blocks (real and sham TMS sessions) to reduce
ocular artifacts.

The experiment consisted of three blocks of 65 real magnetic
stimuli (real TMS) and three blocks of 65 sham stimuli (sham
TMS), interleaving one real TMS block and one sham TMS block.
The starting block (real or sham TMS) was randomly defined.
During stimulations, EMG was constantly checked to verify that
the stimuli did not evoke any muscular response that could inter-
fere with EEG recorded potentials, such as that evoked by direct
motor activation or somatosensory feedbacks successive to dis-
tal muscular activations. For this purpose, right hand muscles
(first dorsal interosseous muscle, abductor digiti minimi muscle
and opponens pollicis brevis muscle) were routinely monitored
as well as right arm biceps brachii muscle, right arm deltoid mus-
cle and/or right arm flexor and extensor muscles. Monitoring
was performed by applying surface Ag/AgCl electrodes on the
targeted muscles and using a band-pass filtering of 5–2000 Hz.
Trials showing an evident motor response were discarded from
successive analyses.

Sham TMS was performed by applying the coil on the scalp
in the same manner as real TMS condition, and using the same
intensity of stimulation. In this condition, however, a 3-cm-thick
block of wood was placed between the coil and scalp to reduce the
intensity of the magnetic field that reached the scalp. Both in real
and sham conditions, about 0.5 cm of foam was applied between
the scalp and coil to limit the somatic sensation specifically related
to TMS stimulation; subjects wore earplugs to reduce acoustic
stimulation. In this way, sham TMS allowed to control for the
acoustic activation related to magnetic stimulation (Nikouline
et al., 1999), while a reliable control for the somatic sensation of
TMS is not so simple to obtain. Safety guidelines for TMS were
always taken into consideration (e.g., Wassermann, 1998; Rossi
et al., 2009).

EEG DATA
EEG traces were acquired by using a commercially-available sys-
tem (MIZAR-SIRIUS system, acquisition software Galileo NT,
EBNeuro, Italy). Specifically, an amplifier compatible with mag-
netic resonance acquisition (BASIS BE, EBNeuro, Italy) was used.
Subjects wore an EEG elastic cap with 32 flat electrodes (Bionen
sas, Italy). Electrode positions corresponded to classical positions
and are reported in Figure 1A. More specifically, the following
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sensor positions were placed on the scalp: Fp1, Fp2, Fpz, AFz,
F7, F3, Fz, F4, F8, FT7, FC3, FCz, FC4, FT8, T3, C3, Cz, C4, T4,
TP7, CP3, CPz, CP4, TP8, T5, P3, Pz, P4, T6, O1, Oz, O2. The
reference electrode was positioned between the AFz and Fz elec-
trode, while the ground electrode was placed between the Pz and
Oz electrode. EEG impedances were maintained under 10 K�.
An electro-oculogram (EOG) was also acquired to allow accurate
selection and rejection of noisy epochs. For this purpose, surface
Ag/AgCl electrodes were placed above (near the external canthi)
and below the right eye. Specific hardware and software settings
were used to limit the impact of the TMS artifact on EEG traces.
In particular, the sampling rate was set at 4096 Hz, with an analog
band-pass filtering of 0.01–1843.2 Hz. The acquisition range was
adjusted at ± 65500 µV to limit amplifier saturation. Moreover,
electrode wires were carefully placed to limit the influence of TMS
pulses on the EEG signal (Sekiguchi et al., 2011). Raw data were
subsequently marked (real or sham TMS trials) and digitally fil-
tered (band pass infinite impulse response filter 0.01–1000 Hz)
using Neuroscan software (Compumedics Neuroscan Inc., El
Paso, USA). EOG data were further elaborated by using a similar
low pass filter at 50 Hz. Data were then segmented in epochs, con-
sidering a time window between −100 and 500 ms with respect
to the delivery of TMS (0 ms) and corrected for baseline (from
−100 to −10 ms before the delivery of the TMS pulse). Epochs
were subsequently subdivided according to the considered condi-
tion (real or sham TMS) and visually inspected to discard those
that presented excessive noise. In this sense, epochs that pre-
sented, for example, blink artifacts or that showed the presence
of a drift that did not allow a reliable alignment of the trace
(even if a baseline correction was performed) were not consid-
ered for further analyses. An average of 137.3 (SD = 21.3) epochs
per subject was accepted for the real TMS condition, while 144.7
(SD = 25.8) epochs per subject were considered for the sham
TMS condition. These epochs, grouped by conditions (real and
sham TMS), were further analyzed with EEGLAB (Delorme and
Makeig, 2004). An independent component analysis (Jung et al.,
2000) was conducted to reduce the TMS-induced electric arti-
fact and increase the quality of recorded data (e.g., Hamidi et al.,
2011). Because of the large TMS artifact, which would highly
impair the decomposition in independent components, ICA was
performed considering a time range between 45 and 250 ms after
delivery of the magnetic pulse. This approach allowed exclud-
ing most of the TMS artifacts that appeared immediately after
TMS delivery (fast rising/decaying peak of signal, recharging arti-
facts, etc.) and, as much as possible, the residual part of the TMS
artifact, and specifically the slow recovery of the signal after the
delivery of the pulses (see Figures 2D,E).

It has been decided to reduce the considered time window
of analysis until 250 ms after the delivery of the magnetic pulse
in order to have a more direct comparison with previous works
(Zanon et al., 2010; Busan et al., 2012). In fact, in these previous
studies (Zanon et al., 2010; Busan et al., 2012) the more inter-
esting results were mainly comprised in similar time ranges. A
longer time window (see above) was initially considered only to
allow a more reliable epochs selection for subsequent analyses
even if, generally, it was noted the presence of further components
(see Figures 2F,H), preferably stronger in the real TMS condition.

For example, the component appearing after about 250–300 ms
from TMS delivery, could be ascribed as an evidence arising from
the stimulation of motor networks (e.g., Massimini et al., 2005;
Ferreri et al., 2011), even if the possibility remains that it also
arises from acoustic stimulation (e.g., Nikouline et al., 1999).

A further step was implemented for eliminating as much as
possible the remaining TMS artifact: after averaging the epochs
and obtaining real and sham TMS-evoked potentials, a “linear
detrend” function was applied when needed (e.g., Van Der Werf
and Paus, 2006). Averaged real and sham TEPs were re-referenced
to a common average reference based on all the recorded 32 elec-
trodes. Finally, grand-averaged TEPs were visually inspected by
means of a butterfly-plot representation: this allowed to highlight
the more evident time windows of analysis in a time range com-
prised between 45 and 250 ms (see below the sLORETA analysis
section). In every time window, the relative local maxima peak of
amplitude (and its latency) was highlighted in a series of repre-
sentative electrodes: F3, Fz, F4, FC3, FCz, FC4, C3, Cz, C4, CP3,
CPz, CP4, P3, Pz, and P4. Amplitudes (in µV; with respect to the
zero value), as well as latencies (in ms; with respect to the deliv-
ery of TMS), were averaged among electrodes and considered as
dependent variables. Data were successively analyzed by means of
repeated measures ANOVA by considering main effects and inter-
actions between time windows and stimulation condition (TMS
vs. sham) for every dependent variable. Post-hoc analyses were
conducted by using T-test. Significance was set at p < 0.05. Data
were checked for their normality by means of the Shapiro–Wilk
test and corrections were used in order to manage data that did
not respect the assumption of sphericity and in order to correct
for multiple comparisons.

Characterization of the TMS-induced artifact on the EEG sig-
nal was also performed on a watermelon, using the highest TMS
intensity used in the present experiments and following the sug-
gestions of Veniero et al. (2009). In this case, all EEG settings were
similar to those used for real and sham TMS experiments.

sLORETA ANALYSIS
Although scalp topography of electric potentials can provide
some information about underlying neuronal dynamics, the dis-
tribution of EEG signal sources better allows investigation about
the spatial localization of activated areas (Michel et al., 2004;
He et al., 2011). Therefore, EEG source imaging was applied
to both real and sham TMS evoked-potentials and a statistical
comparison was performed between these conditions.

Standardized low resolution brain electromagnetic tomog-
raphy (sLORETA; Pascual-Marqui, 2002) implemented in
sLORETA-Key software (http://www.uzh.ch/keyinst/loreta.htm)
was used to reconstruct the cortical three-dimensional distribu-
tion of the neuronal activity underlying real and sham TEPs. The
sLORETA algorithm is a standardized discrete, three-dimensional
distributed, linear, minimum norm inverse solution (Pascual-
Marqui, 2002). Computations were realized in a realistic head
model (Fuchs et al., 2002) based on the MNI152 template
(Mazziotta et al., 2001), with three-dimensional space solution
restricted to cortical gray matter, as determined by using the
probabilistic Talairach atlas (Lancaster et al., 2000). Therefore,
the intracerebral volume considered for the analysis comprised
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FIGURE 2 | Real and sham TMS-evoked potentials. Evoked potentials
obtained in real and sham TMS conditions as recorded in all electrodes (A)

and in the representative Cz electrode (B). In EOG data, TMS artifact is fully
reported and appears longer likely due to filtering settings (A). Potential that
has been obtained in a prototypical electrode after the stimulation of the
watermelon is also shown (C), as well as a prototypical independent
component, evidently related to TMS artifacts, that has been removed from

data (D). A TMS-evoked potential of a prototypical subject before and after
ICA removal is also represented (E). Finally, the butterfly plots of the
grand-averaged TMS and sham raw data (before ICA decomposition and
removal, and before linear detrend) are shown (F,H) in order to highlight that
data tend to the baseline after the last components that appeared at about
250–300 ms after the delivery of the magnetic stimuli. An example of data
before and after linear detrend is also shown (G).

6239 voxels at a 5-mm spatial resolution. Finally, electrode posi-
tions were superimposed on the MNI152 scalp (Oostenveld and
Praamstra, 2001; Jurcak et al., 2007) and localization error was
reduced by applying a regularization factor in all source recon-
structions. Specifically, the mean signal-to-noise ratio in ERPs for
each subject and condition was computed using the method of
the 20th percentile, in a time window between 45 and 250 ms
after stimulus onset. Anatomical labels and Brodmann areas were
reported in the MNI space, with the possibility to correct to the
Talairach space (Brett et al., 2002).

A voxel-by-voxel within-subject comparison of EEG sources
was performed, and significant differences in real and sham TMS

conditions were assessed with non-parametric statistical analysis
based on a permutation test (Statistical non-Parametric Mapping:
SnPM; Nichols and Holmes, 2002), implemented in sLORETA-
Key software. Both t-statistic and log of F-ratio were computed,
to obtain a more comprehensive evaluation of the possible activa-
tions elicited by the present protocol.

Furthermore, statistical analyses were conducted comparing
real and sham TMS signals in each time-frame (time-frame by
time-frame analysis) and the mean source signal in selected
time intervals of interest (mean signal analysis). In both cases,
analyses were restricted to time windows ranging from 45 to
213 ms after stimulation, chosen after visual inspection of the
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grand-average butterfly plot of real TMS and sham TEPs and
in order to limit possible biases related to the application of
the linear detrend function, especially when considering the
end of the original time window of interest (i.e., 250 ms after
TMS delivery). Thus, this window was further subdivided in
3 windows of interest: from 45 to 70 ms, from 70 to 130 ms,
and from 130 to 213 ms. Significance was set at p < 0.05;
this threshold was conservatively corrected with respect to the
number of time windows that were considered in each analy-
sis. Importantly, SnPM in sLORETA automatically allowed for
correction of multiple comparisons in each computed analy-
sis even with respect to all examined voxels and time samples.
When considering time-frame by time-frame analyses, in order
to assure a greater confidence in results obtained from the
main statistical analyses, we also reported the number of time-
frames that resulted in a consecutive activation, at a trend level
(p < 0.1; see Tables 1, 2), of every maximal peak of activation
obtained from main analyses. This has been done considering
that reliable and meaningful brain activations should occur in
microstates.

ANATOMICAL LOCALIZATION
In order to verify the cortical areas beneath the selected stimula-
tion site, TMS coil position on the scalp of a prototypical subject
was marked with a vitamin E pill. Immediately after, magnetic
resonance imaging (MRI) anatomical acquisition was performed
(T2-weighted, slide thickness 4 mm, TR = 3833.13 ms, TE =
100 ms, fov 230 × 230, acquisition matrix 256 × 256 pixels, pixel
spacing 0.4 × 0.4).

RESULTS
REAL AND SHAM TMS-EVOKED POTENTIALS
Figure 2 reports typical TEPs from all electrodes (Figure 2A)
and from Cz electrode (Figure 2B), to show, in more detail,
the main peaks of activity we observed. On this representative
electrode, after real TMS, a first positive component (mean ampli-
tude 2.29 µV; SD 2.34), named P60, appeared at a mean latency
of 57.1 ms (SD 3.9), followed by a negative component (mean
amplitude −4.42 µV; SD 3.43), named N95, with a mean peak
latency of 95.2 ms (SD 23.6), and by a second positive component
(P160) at 158.7 ms (SD 20.5), with a mean amplitude of 4.87 µV
(SD 2.75).

Sham evoked potentials showed similar deflections, but with
reduced amplitudes compared to real TMS (Figures 2A,B).
A positive component was observed at 54.6 ms (SD 5.7), with
a mean amplitude of 1.61 µV (SD 1.10); a negative component
appeared at a mean latency of 92.0 ms (SD 16.8) with a mean
amplitude of −2.23 µV (SD 0.81); the third, positive component
was detected at 169.3 ms (SD 17.3) with a mean amplitude of
2.75 µV (SD 1.28). The strict similarity of waves can be ascribed
to acoustic contamination (Nikouline et al., 1999).

Mean real TMS amplitudes obtained for every time window
of interest on a series of representative electrodes (see Materials
and Methods section) were 1.18 µV (SD 0.92), −2.18 µV (SD
1.41), and 2.17 µV (SD 1.24), respectively. On the other hand,
mean sham amplitudes resulted 0.91 µV (SD 0.72), −1.11 µV
(SD 0.42), and 1.31 µV (SD 0.55), respectively. Statistical anal-
yses showed that amplitudes were different with respect to the
different time windows considered [F(1.149, 12.640) = 46.252, p <

Table 1 | Results from time-frame by time-frame sLORETA analysis (t-statistic).

Time of activation (ms) Maximal peak of activation (MPA) Other significant

voxels (BA)

Number of activated

voxels (mean and SD)

Number of MPA

time-frames (∼ms)

at p < 0.1X, Y, Z (MNI

coordinates)

BA Anatomical

landmark

59–60 −65, −15, −5 21 Left middle
temporal gyrus

/ 3 (1.4) 8 (∼2)

132–133 45, −20, 40
40, −20, 40

4 Right pre-central
gyrus

/ 1 (0) 22 (∼5.5)
19 (∼5)

134–137 45, −20, 40
40, 35, 35
45, 40, 30
35, 30, 35
35, 25, 35
45, 30, 25
35, 20, 35
35, 5, 30
30, 35, 30

4, 9,
46

Right pre-central
gyrus,
Right superior
frontal gyrus,
Right middle
frontal gyrus,
Right inferior
frontal gyrus

2 R, 3 R, 6 R, 8 R, 10
R, 24 R, 32 R, 40 R,
46 R

14.8 (13.8) 22 (∼5.5)
18 (∼4.5)
22 (∼5.5)
24 (∼6)
26 (∼6.5)
21 (∼5)
25 (∼6)
19 (∼5)
19 (∼5)

138–139 35, 40, 25
40, 45, 30

10 Right middle
frontal gyrus

9 R 4 (1) 18 (∼4.5)
17 (∼4.5)

140 30, 20, 15 13 Right insula 46 R 4 (–) 9 (∼2)

Time of activation and location of maximal peaks that were significant with analysis made on discrete time windows of interest. The remaining significant voxels

are also reported by indicating BA. BA, Brodmann Area; L, left; R, right.
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Table 2 | Results from time-frame by time-frame sLORETA analysis (log of F-ratio).

Time of activation (ms) Maximal peak of activation (MPA) Other significant

voxels (BA)

Number of activated

voxels (mean and SD)

Number of MPA

time-frames

(∼ms) at p < 0.1X, Y, Z (MNI

coordinates)

BA Anatomical landmark

61–65 −45, 10, 55
−45, 30, 40

6, 9 Left middle frontal gyrus 8 L 10.1 (8.9) 29 (∼7)
27 (∼7)

88–89 −35, 50, 30
−35, 55, 20

10 Left superior frontal gyrus 46 L 2.3 (0.58) 40 (∼10)
34 (∼8)

90 −35, 55, 20
−35, 50, 30

10 Left superior frontal gyrus 46 L 3 (3.5) 34 (∼8.5)
40 (∼10)

199 −45, 10, 55 6 Left middle frontal gyrus 1 L, 2 L, 3 L, 8 L,
40 L

20 (–) 21 (∼5)

Time of activation and location of maximal peaks that were significant with analysis made on discrete time windows of interest. The remaining significant voxels

are also reported by indicating BA. BA, Brodmann Area; L, left; R, right.

0.0009] and also an interaction between stimulation condi-
tion (TMS vs. sham) and time window of interest was present
[F(2, 22) = 7.183, p = 0.004]. Post-hoc analyses showed that real
TMS amplitudes were significantly higher with respect to sham
amplitudes when considering the second and the third time win-
dow of interest [t(11) = 3.26, p = 0.008; t(11) = 2.92, p = 0.014,
respectively].

Mean real TMS latencies on a series of representative elec-
trodes, for every time window of interest (see Materials and
Methods section), were 60.6 ms (SD = 4.3), 101.6 ms (SD =
13.4), and 164.5 ms (SD = 14.2), respectively. On the same line,
mean sham latencies resulted 55.5 ms (SD = 4.5), 99.8 ms (SD =
13.2), and 166.2 ms (SD = 12.5), for every time window of
interest. Statistical analyses showed that latencies were different
with respect to the different time windows of interest [F(2, 22) =
635.013, p < 0.0009], but the interaction between stimulation
condition and time window of interest resulted only in a trend
toward significance [F(2, 22) = 2.865, p = 0.078]. Scalp topogra-
phies, with respect to the different conditions, are also shown in
Figure 3.

Stimulation of the watermelon, carried out according to
Veniero et al. (2009), showed that a slower artifact was evi-
dent, after the initial and greater fast-rising and fast-decaying
TMS-related artifact, which lasted several ms after TMS admin-
istration. Unfortunately, we found it difficult to properly reduce
the impedances, which were generally worse than those obtained
from the subject’s scalp. Therefore, whereas proper conclusions
cannot be achieved, we believe that impedance might influence
the size and the duration of the TMS-related artifacts (for a dis-
cussion see Julkunen et al., 2008; Veniero et al., 2009). Finally, a
further artifact was evident that was related to the TMS recharge
after delivery of the stimulus. A prototypical characterization of
the artifacts related to the delivery of TMS on watermelon is
showed in Figure 2C.

sLORETA: TIME-FRAME BY TIME-FRAME ANALYSIS
Non-parametric time-frame by time-frame statistical tests
showed significantly different cortical activations between real

and sham TMS conditions, in a time window between 45 and
213 ms.

Tests based on t-statistic (Table 1 and Figure 4) revealed sig-
nificant neuronal activity induced by real TMS (minus sham
TMS) at about 60 ms after stimulus delivery and in an inter-
val roughly between 132 and 140 ms. The left temporal cor-
tex (middle temporal gyrus; BA 21) was more active in real
TMS (minus sham TMS) at early time points, whereas at later
time intervals differences were observed in the sensorimotor
regions of the right hemisphere, contralateral to the side of
stimulation. Voxels with significant differences were observed
in the right motor regions (pre-central gyrus; BA 4 and 6)
as well as in somatosensory areas (right post-central gyrus;
BA 2 and 3). In addition, significant voxels were detected
in the right superior, middle, and inferior frontal gyri (BA
9, 6, 8, 10 and 46), in the right inferior parietal lobule
(BA 40), and in the right cingulate gyrus (BA 24 and 32).
Finally, toward the end of the time window, greater activation
for real TMS (minus sham TMS) was observed in the right
insula (BA 13).

On the other hand, analyses based on log of F-ratio (Table 2
and Figure 5) revealed that real TMS (minus sham TMS) induced
greater activation (significant voxels) mainly in the premotor
(BA 6) and frontal regions (BA 9 and 8) of the stimulated left
hemisphere (left middle frontal gyrus, left superior frontal gyrus,
and left pre-central gyrus), in a time range roughly between 61
and 65 ms after stimulation. Furthermore, left frontal regions and
sensorimotor networks showed significantly higher activations
in a time interval roughly between 88 and 90 ms, and around
200 ms after real TMS (minus sham TMS). Significant voxels
were observed in the left superior and middle frontal gyri (BA
10 and 46), while left middle and superior frontal gyri, pre- and
post-central gyri, and the left inferior parietal lobule (BA 6, 8,
1, 2, 3, and 40) were more active in the subsequent time points.
Tables 1, 2 report also the number of consecutive time-frames
that resulted toward a significant activation, at a trend level (p <

0.1), of every maximal peak of activity highlighted from main
analyses.
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FIGURE 3 | Scalp topographies obtained from real TMS and sham conditions. Real TMS scalp topographies are shown on the left and sham topographies
on the right (A). Scalp topographies obtained from the direct comparison of real TMS and sham conditions are also shown (B).

MEAN NEURAL ACTIVITY IN SPECIFIC TIME WINDOWS OF INTEREST
Mean activations in the three time windows of interest induced
by real and sham TMS were compared with paired-sample non-
parametric tests, using both t-statistic and log of F-ratio tests.
Tables 3, 4 summarize the main results, while Figure 6 shows the
main data over models of structural MRI.

T-statistic revealed significant differences only in the second
time window of interest between 70 and 130 ms after real TMS
(minus sham TMS) delivery. Analyses between 45 and 70 ms and
between 130 and 213 ms after stimulus delivery did not reach the
significance threshold. Significant voxels were mainly evident in
the right hemisphere: the lingual gyrus, the middle and inferior
occipital gyri, the fusiform gyrus, and the cuneus (BA 17, 18, 19,
23, 30). Moreover, in the same window, real TMS (minus sham
TMS) induced significantly different activity in the left uncus, left

parahippocampal gyrus (BA 28, 34, 35, 36), left pre-central gyrus,
and in left middle and inferior frontal gyri (BA 6 and 9).

Statistical analyses based on log of F-ratio demonstrated signif-
icant differences between real TMS and sham conditions in two
time windows (70–130 ms and 130–213 ms after stimulus deliv-
ery), while activity in the 45–70 ms time window did not reach
the threshold for significance. After 70–130 ms, significant voxels
were evident in the left hemisphere and also in the right hemi-
sphere. Significant voxels in the real TMS condition (minus sham
TMS) were observed bilaterally in the medial frontal gyrus, supe-
rior and middle frontal gyri, orbital gyrus and anterior cingulate
cortex, and in the left cingulate, rectal, and inferior frontal gyri.
These patterns of activity corresponded to BA 10, 6, 8, 9, 11,
32, and 46. When considering the time range between 130 and
213 ms, significant voxels were bilaterally evident in the superior
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FIGURE 4 | Time-frame by time-frame sLORETA results (1). Principal
sLORETA results obtained when considering a time-frame by time-frame
analysis performed with t-statistic and comparing real TMS minus sham
conditions. Images are plotted with respect to the time windows identified
in a butterfly plot of the evoked potentials obtained from the real TMS
condition. (A) Results obtained in the 59–60 ms time window. Activation
with the maximal peak in the left middle temporal gyrus (BA 21) is shown.
(B) Results obtained in the 132–140 ms time window. Activations with the
maximal peaks in the right sensorimotor and frontal regions (BA 4, 9, 10,
13, and 46) are shown. The time course of the intensity of the signal in

the source space is also shown. Specifically, real TMS signals for a
specific peak (corresponding to a specific voxel) are indicated by a blue
line (standard deviations are indicated by shadows of the same color).
Sham signals for the same peak (and voxel) are indicated by a red line
(standard deviations are indicated by shadows of the same color). The
corresponding significant time-frames are indicated by gray shadows. It is
very important to note that the intensity of the signal in the source space
has, here, the form of an F-statistic, since sLORETA perform the
standardized estimate of the cortical current density, expressed as a
statistical value (F-distribution value; Pascual-Marqui, 2002).
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FIGURE 5 | Time-frame by time-frame sLORETA results (2). Principal
sLORETA results obtained when considering a time-frame by time-frame
analysis performed with log of F-ratio and comparing real TMS minus sham
conditions. Images are plotted with respect to the time windows identified
in a butterfly plot of the evoked potentials obtained from the real TMS
condition. (A) Results obtained in the 61–65 ms time window and results
obtained 199 ms after the delivery of TMS. Activations with the maximal
peak in the left middle frontal gyrus (BA 6) are shown. (B) Results
obtained in the 88–90 ms time window. Activation with the maximal peak
of activation in the left superior frontal gyrus (BA 10) is shown. The time
course of the intensity of the signal in the source space is also shown.

Real TMS signals for a specific peak (corresponding to a specific voxel) are
indicated by a blue line (standard deviations are indicated by shadows of
the same color). Sham signals for the same peak (and voxel) are indicated
by a red line (standard deviations are indicated by shadows of the same
color). The corresponding significant time-frames are indicated by gray
shadows. It is very important to note that the intensity of the signal in the
source space has, here, the form of an F-statistic, since sLORETA perform
the standardized estimate of the cortical current density, expressed as a
statistical value (F-distribution value; Pascual-Marqui, 2002). It has negative
values because they are the logarithmic transformation of source activation
estimates.
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Table 3 | Results from discrete time windows sLORETA analysis (mean neural activity, t-statistic).

Time of activation (ms) Maximal peak of activation Other significant

voxels (BA)

Number of activated voxels

X, Y, Z (MNI coordinates) BA Anatomical landmark

45–70 N.S. N.S. N.S. N.S. N.S.

70–130 15, −95, 15 17 Right lingual gyrus 6 L, 9 L, 18 R, 19 R, 123

23 R, 28 L, 30 R,

34 L, 35 L, 36 L,

130–213 N.S. N.S. N.S. N.S. N.S.

Time of activation and location of maximal peaks that were significant are reported. The remaining significant voxels are also reported in BA. BA, Brodmann Area; L,

left; R, right; N.S., Not Significant, results did not reach threshold for significance.

Table 4 | Results from discrete time windows sLORETA analysis (mean neural activity, log of F-ratio).

Time of activation (ms) Maximal peak of activation Other significant

voxels (BA)

Number of

activated voxels
X, Y, Z (MNI coordinates) BA Anatomical landmark

45–70 N.S. N.S. N.S. N.S. N.S.

70–130 −5, 65, 20 10 Left medial frontal gyrus 6 L/R, 8 L/R, 9 L/R, 10 R, 360

11 L/R, 32 L/R, 46 L

130–213 5, 30, 60 6 Right superior frontal gyrus 6 L, 8 L/R, 9 L 69

Time of activation and location of maximal peaks that were significant are reported. The remaining significant voxels are also reported in BA. BA, Brodmann Area; L,

left; R, right; N.S., Not Significant, results did not reach threshold for significance.

frontal gyrus and medial frontal gyrus, as well as in the left middle
frontal gyrus (BA 6, 8, 9).

ANATOMICAL LOCALIZATION OF THE STIMULATION SITE
Visual classification of brain gyri and sulci of a prototypical sub-
ject was performed on the basis of Duvernoy (1999) on an MRI
scan. A vitamin E pill was used as fiducial and its position on
the scalp allowed confirmation that the stimulation site success-
fully comprised the dorsal premotor cortex, as shown in the right
panel of Figure 1. In this sense, we should also consider that
the projection of particular EEG points on cortical surface could
be estimated with an average standard deviation of 8 mm in a
previous work by Okamoto et al. (2004).

DISCUSSION
SUMMARY OF RESULTS AND GENERAL INTERPRETATION
Our findings might depict the spatial and temporal long-range
neural activity evoked by premotor cortex stimulation. In fact,
PMd stimulation evoked significant activations in discrete and
different time windows of interest, comprised in a larger win-
dow of analysis ranging from 45 ms to about 200 ms after stimulus
delivery, which can be interpreted as evidence for the connectivity
between the PMd and several other brain regions, mainly bilat-
erally within the frontal lobes, and with the posterior, occipital
pole. Specifically, the main pattern of activity suggests stimulus
propagation toward contralateral brain regions, mainly in the
sensorimotor and frontal areas, within discrete time windows,
together with the activation of more posterior, principally visual,
brain areas. Moreover, a pattern of mainly ipsilateral activations
was also found in sensorimotor and/or frontal structures. Thus,
significant voxels were found both in the same hemisphere as well

as contralaterally to the stimulation site. In the first case, both
cortico-cortical connections and/or subcortical pathways possibly
contributed to the pattern of activations (e.g., Zanon et al., 2010;
Busan et al., 2012), whereas in the latter case the flow of TMS-
induced activation was likely carried by transcallosal connections
(Marconi et al., 2003).

Propagation of activity from the left premotor cortex has
already been investigated using TMS/EEG (e.g., Casarotto et al.,
2010; Korhonen et al., 2011). However, to the best of our knowl-
edge, only discrete and early activations were considered (e.g.,
Casarotto et al., 2010), or the study focused on the methodologi-
cal aspects of TMS/EEG (e.g., Korhonen et al., 2011). On the other
hand, when TMS and/or TMS/EEG have been used to investigate
the premotor/motor network, the propagation of activity from
the primary motor cortex, rather than from PMd, was the main
focus (e.g., Komssi et al., 2004; Esser et al., 2006).

The definition of connections among different areas is crucial
not only to understand the functional organization of neural sys-
tems, but it can also be helpful to investigate disease mechanisms,
as in the case of the spread of epileptic discharges to gather new
information for planning surgical intervention (e.g., Engel et al.,
2003).

Functional connections could be present between brain
regions that are both directly linked by axonal fibers and/or
through indirect pathways. Especially when a large interregional
distance is involved, the latter may explain the degree of vari-
ance in functional connectivity that cannot be fully described by
structural connectivity. Indeed, findings here reported could be
more properly related with long-range neural activity. Moreover,
this suggests that connectivity could be variable in time (e.g.,
Bestmann et al., 2008; Moisa et al., 2012) and different cortical
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FIGURE 6 | Mean neural activity in discrete time windows of interest.

Principal sLORETA results obtained when considering the mean of neural
activity in discrete time windows and analysis performed with t-statistic (A)

and log of F-ratio (B,C). Statistics have been performed comparing the real
TMS minus the sham conditions. Images are plotted with respect to the time
windows identified in a butterfly plot of the evoked potentials obtained from
the real TMS condition. (A) Mean results obtained in the 70–130 ms time
window with t-statistic. Activation with the maximal peak in the right lingual
gyrus (BA 17) is shown. (B) Mean results obtained in the 70–130 ms time
window with log of F-ratio. Activation with the maximal peak in the left medial
frontal gyrus (BA 10) is shown. (C) Mean results obtained in the 130–213 ms
time window with log of F-ratio. Activation with the maximal peak in the right

superior frontal gyrus (BA 6) is shown. The mean intensity of the signal in the
source space in the time window of interest is also shown. Averaged real
TMS signal for a specific peak (corresponding to a specific voxel) is indicated
by a blue bar (standard deviations are also indicated). Averaged sham signal
for the same peak (and voxel) is indicated by a red bar (standard deviations
are also indicated). It is very important to note that the intensity of the signal
in the source space has, here, the form of an F-statistic, since sLORETA
perform the standardized estimate of the cortical current density, expressed
as a statistical value (F-distribution value; Pascual-Marqui, 2002). It has
negative values in panels (B) and (C) because they represent the logarithmic
transformation of mean source activation estimates. Asterisks indicate a
significant difference between conditions.

regions could work together forming functional connections
according to the specific tasks they have to process. In this view,
the PMd may form a functional network with frontal, parietal,
and/or occipital cortical regions, varying with specific type of pro-
cesses, like for example the planning of internally-paced rather
than visually-guided sequence of movements (e.g., Bestmann
et al., 2008; Moisa et al., 2012).

In the present study, several components characterized the
electrical potentials evoked by PMd stimulation, namely the P60,

the N95 and the P160, as described in the Results section. They are
similar to those previously described in other TMS/EEG exper-
iments, where TMS was applied to different regions of cortex
(Paus et al., 2001; Komssi et al., 2002, 2004; Bonato et al., 2006;
Lioumis et al., 2009; Zanon et al., 2010; Ferreri et al., 2011; Busan
et al., 2012). Consistent with previous studies, EEG deviations
from pre-stimulus baseline could be induced by activation of local
and remote cortical neurons and/or synchronization of ongo-
ing activity (e.g., Paus et al., 2001; Groppa et al., 2013). Further
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components should not be excluded, and in particular in the time
windows not considered in the present analysis, for example those
between 0 and 45 ms, which were removed because the recorded
potentials were still corrupted by the electric artifact induced by
the strong magnetic pulse.

PROPAGATION OF ACTIVITY TOWARD CONTRALATERAL REGIONS
The novelty of the present investigation relies on the long-range
of the spatial and temporal profile of the activity propagation
that was evoked when stimulating the dorsal premotor cortex in
the left hemisphere. Furthermore, it provides new evidence to
the presence of homo- and heterotopic projections that under-
pin the exchange of information inside the hemispheres and
between them.

Stimulation of the left PMd showed, at about 130 ms from
stimulus delivery, long-range contralateral activations mainly in
the frontal and sensorimotor cortices (see Figure 4B). The present
findings partially confirm what was already observed when inves-
tigating PMd connectivity with different techniques. For example,
when TMS was applied on PMd during functional MRI (fMRI),
a significant BOLD signal increase was observed in regions such
as the contralateral PMd, bilateral premotor ventral regions,
somatosensory cortex or the supplementary motor area, as well as
in subcortical regions, such as the cerebellum and/or the caudate
nucleus (e.g., Bestmann et al., 2005).

Contralateral propagation of activity during TMS/EEG co-
registration was observed by Komssi et al. (2002) by stimulation
of the left sensorimotor cortex, detecting activity in contralat-
eral homologue brain regions, especially when considering the
first 30 ms after the delivery of TMS and ipsilateral activations
mainly in the sensorimotor structures and parietal lobe. In this
regard, Ilmoniemi et al. (1997) showed activation of the con-
tralateral homologous cortex about 20 ms after the delivery of
the magnetic stimulus over central regions. Interestingly, obser-
vations similar to those reported in the present study (e.g., the
transmission of the signal toward contralateral sensorimotor and
frontal regions in discrete time windows of interest), were also
obtained by Massimini et al. (2005) using a similar eyes-closed
approach. For instance, they found contralateral activation of
frontal networks when stimulating a dorsal premotor region
in the right hemisphere, also in comparable time windows of
interest. They could speculatively represent late and reverberant
communications between frontal and sensorimotor regions of the
two hemispheres, which are commonly active in the perform-
ing of specific tasks, like for example motor/cognitive tasks (e.g.,
Bestmann et al., 2008), and here engaged in the considered time
window of interest by the initial and particular mental state of the
brain (i.e., resting with closed eyes). Casarotto et al. (2010), in a
study designed to evaluate the sensitivity and the repeatability of
induced TEPs, performed a TMS/EEG investigation stimulating
a very medial left dorsal premotor/supplementary motor region.
The analysis of the neural generators (until 80 ms after stimulus
delivery) showed that activations mainly propagated around the
site of stimulation and toward more frontal regions with respect
to contralateral and/or posterior regions. Finally, Iwahashi et al.
(2008) observed the propagation of activity in a very early time
window (about 20 ms after the stimulation of motor and parietal

regions in both hemispheres) toward various anterior and pos-
terior regions of the contralateral hemisphere, especially when
stimulating motor regions.

Although the activations found in the sensorimotor cortex
could be related to a somatosensory/peripheral effect evoked by
TMS (see Paus et al., 2001, for a discussion; Ruff et al., 2006), it
was suggested that TEPs were not significantly contaminated by
somatosensory/peripheral effects after left primary motor cortex
stimulation (e.g., Paus et al., 2001). In any case, the possibility of
a somatosensory/peripheral stimulation related with TMS should
be always considered (e.g., Ruff et al., 2006).

PROPAGATION OF ACTIVITY TOWARD FRONTAL REGIONS
Our findings suggest a pattern of activations that could appear,
at a first view, mainly evident in the left hemisphere (Figure 5)
in sensorimotor and/or frontal structures. The suggested connec-
tivity among PMd and regions in the frontal and/or pre-frontal
cortex is in agreement with the hypothesis of a rostro-caudal axis
in the organization of the premotor cortex. According to this
theory, rostral subdivisions are mainly involved in abstract and
higher-order processes, while the caudal ones are mainly involved
in low-order and motor-related processes (e.g., Gangitano et al.,
2008; Goulas et al., 2012; Nee and Brown, 2012). More specifi-
cally, the rostral portion of the dorsal premotor cortex could be
also seen as pre-PMd, while its caudal portion could be indicated
as the proper PMd. This might reflect a parallelism between these
areas and the pre-supplementary motor area (pre-SMA)/SMA
complex. Thus, the pre-PMd seems to be preferentially involved
in the cognitive aspects of brain functioning and more intercon-
nected with other frontal regions, while the proper PMd seems
to be more tightly connected with the motor aspects of behavior,
such as the spatial and temporal characteristics of muscle acti-
vation (e.g., Picard and Strick, 2001; Matsumoto et al., 2003).
As a consequence, activations related to higher-order process-
ing, as could be the case of conditional visuo–motor associations,
response selection, or motor imagery, should be mainly located
in the pre-PMd (Grafton et al., 1998; Toni et al., 1999; Gerardin
et al., 2000; Sakai et al., 2000), even if there is also substantial evi-
dence suggesting an overlap between premotor regions that are
important for both cognitive and motor tasks (Rottschy et al.,
2012). Along these lines, the significant voxels we observed in
regions in the frontal pole could be activated by the stimulation
of rostral portions of PMd that are preferentially interconnected
with more frontal brain regions (e.g., Barbas and Pandya, 1987;
Lu et al., 1994). These regions could be involved in allocation
of cognitive resources, selection of appropriate motor responses,
and/or concurrent inhibition of unneeded ones (Chambers et al.,
2007; Duque et al., 2012), speculatively supporting long-range
timing of interactions, as in the present work.

The present pattern of results (e.g., the flowing of communi-
cation among different premotor and frontal regions) could also
partially represent an interchange of information that could inter-
vene between different eye fields that may be present in these
regions of cortex (e.g., Luppino and Rizzolatti, 2000; see also
Figures 5A, 6C). Finally, the dorsal premotor cortex could mod-
ulate the activity of the ventral premotor one: in fact, both areas
could be interconnected (e.g., Goulas et al., 2012).
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PROPAGATION OF ACTIVITY TOWARD POSTERIOR BRAIN REGIONS
We observed propagation of activity from PMd to posterior,
mainly visual, brain regions (Figure 6A), in agreement with the
already mentioned observations of Massimini et al. (2005) and
Iwahashi et al. (2008). In this sense, also findings reported by
Chouinard et al. (2003) suggest the possibility that motor regions
might influence the activity of posterior brain regions mainly
related to vision. The antero-posterior communications within
the brain have been viewed as reciprocal, allowing not only the
serial but also the recursive coding of information (e.g., Paus
et al., 1997; Battaglia-Mayer et al., 1998; Massimini et al., 2005).
Accordingly, concurrent serial and parallel processing in the
human brain is present during integration of inputs that are nec-
essary to perform, for example, visually-guided behaviors (e.g.,
Busan et al., 2009b; Hinkley et al., 2011). With regards to the PMd,
this cortical region is presumed to be part of a network com-
prising the premotor cortex and superior parietal lobule whose
activities underpin the parallel and recursive exchange of infor-
mation (e.g., Battaglia-Mayer et al., 2003; Naranjo et al., 2007;
Moisa et al., 2012; Rottschy et al., 2012). This model could be
further supported by the present finding that posterior brain
regions are activated in a time window between 70 and 130 ms
after the delivery of TMS on PMd. Furthermore, the neurobio-
logical substrate of this exchange of information can be the dorsal
visual stream (Colby et al., 1988; Tanne et al., 1995; Rizzolatti and
Matelli, 2003; Milner and Goodale, 2006) or the occipito-frontal
fascicle (Jellison et al., 2004; Makris et al., 2007; Forkel et al., 2012)
in this particular time window of interest.

By using the same approach, Casali et al. (2010) showed
that a maximum spread of activation in the ipsilateral frontal
cortex occurred in a time interval roughly between 70 and
100 ms after the stimulation of left superior occipital regions.
Moreover, intracranial recordings in monkeys (Schroeder et al.,
1998; Lamme and Roelfsema, 2000) and humans (Gaillard et al.,
2009) have also demonstrated that visual stimulation could result
in a posterior to anterior propagation of neural activity that
reached the ipsilateral frontal lobe at latencies mainly between
120 and 150 ms. It is likely that these networks and circuits are
indeed more complex (e.g., Zanon et al., 2010; Busan et al., 2012),
as fascicles are simply physical links.

Taken together, these data support the view that different
regions in the brain have different patterns of connectivity with
the bilateral ventral and dorsal extrastriate cortex, which might
be the basis of the differential organization of action and/or cog-
nition (Rottschy et al., 2012). In the present work, the prevailing
stimulation of the rostral PMd would likely involve regions that
are compatible with eye-related neural activity, as for example
frontal eye fields (FEF; Paus et al., 1997; Ruff et al., 2009), sup-
plementary eye fields (Luppino and Rizzolatti, 2000; Amiez and
Petrides, 2009), premotor/cingulate eye fields with the elicitation
of other eye-related activities induced by premotor stimulation
(Amiez and Petrides, 2009). Interestingly, Hinkley et al. (2011)
showed that early high-gamma activity over the FEF during the
saccade preparation moved toward the visual cortex during sac-
cade execution. Overall, these observations suggest the presence
of a connection between these regions (Paus et al., 1997; Ruff
et al., 2006, 2009).

In the present study, magnetic stimuli were delivered to sub-
jects who had their eyes closed. Therefore, the spread of activity
should be considered in the light of the state-dependent the-
ory (e.g., Silvanto and Muggleton, 2008). The findings presented
herein were obtained starting from a condition that could be
considered as similar to a “default mode” neural condition (e.g.,
Raichle et al., 2001; Raichle and Snyder, 2007; Greicius et al.,
2009). In recent years, a growing body of evidence has supported
the hypothesis of the existence of long-range brain networks with
interdependent activities, which likely underpins mental pro-
cesses (Bressler and Menon, 2010). Because these networks are
identified both at rest and/or during the execution of active tasks,
each might represent a distinct and intrinsically organized func-
tional network (Calhoun et al., 2008; Smith et al., 2009). In this
light, we suggest that TMS should have activated remote brain
areas that could be part of the same functional network. This
hypothesis could explain the similar results (e.g., activation of
posterior brain regions) we obtained after stimulation of other
cortical regions that could be part of the same network (Busan
et al., 2012).

LIMITATIONS OF THE STUDY
TMS/EEG is a challenging technique, mainly because the mag-
netic stimulus induces a strong electric artifact that corrupts the
EEG traces for some ms after stimulus delivery (Virtanen et al.,
1999; Rogasch and Fitzgerald, 2013). For this reason, in most
of the previous TMS/EEG studies, the analysis of recorded elec-
tric potentials started several ms after the delivery of the TMS
pulse (e.g., Komssi et al., 2002; Litvak et al., 2007; Zanon et al.,
2010; Busan et al., 2012). Nevertheless, the TMS/EEG technique
allows investigation of the neural changes that happen in brain
regions that are related to the stimulated area by means of direct
and/or indirect links (Ilmoniemi et al., 1997; Massimini et al.,
2005; Daskalakis et al., 2012).

In addition, one should consider that TMS evokes not only
responses directly related to the magnetic stimulation, but also
potentials due to acoustic and somatic stimulations. In this study,
two components were principally observed on central electrodes,
named N95 and P160, and could be mainly related to acoustic
stimulation related to TMS delivery (Nikouline et al., 1999). In
fact, similar components were observed both after real and sham
TMS (slightly reduced in amplitude in the sham condition). In
any case, this observation suggests that sham TMS could be a reli-
able control for acoustic stimulation related to TMS delivery. On
the other hand, a reliable control for the somatic sensation related
to TMS is difficult to obtain. TMS evoked a tactile sensation on
the scalp and excitation of sensory receptors might activate the
somatosensory cortex, for example through the trigeminal path-
way, thus confounding the results such as EEG source imaging.
Nonetheless, the present significant activations for real TMS were
not clearly compatible with the results reported in studies that
investigated the neuronal sources of sensorimotor evoked poten-
tials related to trigeminal activations (e.g., Ohla et al., 2010).
Thus, even if we attempted to eliminate the majority of artifacts,
also by using ICA, a gold-standard method (Jung et al., 2000),
the possibility remains that some artifacts, even if reduced in
strength, were still present in the data collected. Moreover, even
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if we eliminated the major part of the TMS-induced artifacts by
cutting the first 45 ms of post-stimulus EEG traces, and other arti-
facts by visual inspection and ICA, slower TMS artifacts might
still be present in the acquired data. Linear detrend (e.g., Van Der
Werf and Paus, 2006; Zanon et al., 2010) was used to partially cor-
rect for this problem, but all these elements should be taken into
account. Thus, the possibility remains that some of the present
patterns of activations could be related to and/or influenced by a
series of unspecific effects of the magnetic stimulation that could
be difficult to individuate and control in a reliable manner. Also
for these reasons, the present paradigm might not have revealed
some activations that could be part of the network.

The present findings should be considered as based on long-
range neural activity, both from a spatial and temporal point
of view. As a consequence, present findings could rely on poly-
synaptic and task-dependent networks, characterized by state-
dependent, flexible bindings. Thus, different regions, connections
and networks could be highlighted if different paradigms were
applied (e.g., Bestmann et al., 2008). Indeed, during motor activ-
ity or cognitive tasks, PMd could be differently connected with
other brain areas, resulting in networks that are different from
what has been here observed. Thus, the present work might
have revealed one of the possible, task-dependent and long-range
networks related with PMd activation.

Finally, the possible spatial limitations of the EEG and the fact
that the reconstruction of EEG sources is an inferential process,
based on assumptions and a 3D model of the conductive volumes
for solving the ill-posed inverse problem should be considered
(Bai et al., 2007).

CONCLUSIONS
In conclusion, the present study corroborates and extends previ-
ous findings on the connectivity of PMd. In particular, our results
shed light on the late temporal dynamics and connectivity among
left PMd and mainly contralateral and posterior regions of the
brain in right handed healthy humans.
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The dorsal and ventral parts of the lateral prefrontal cortex have been thought to play
distinct roles in decision making. Although its dorsal part such as the frontal eye field
(FEF) is shown to play roles in accumulation of sensory information during perceptual
decision making, the role of the ventral prefrontal cortex (PFv) is not well-documented.
Previous studies have suggested that the PFv is involved in selective attention to the
task-relevant information and is associated with accuracy of the behavioral performance. It
is unknown, however, whether the accumulation and selection processes are anatomically
dissociated between the FEF and PFv. Here we show that, by using concurrent TMS
and EEG recording, the short-latency (20–40 ms) TMS-evoked potentials after stimulation
of the FEF change as a function of the time to behavioral response, whereas those
after stimulation of the PFv change depending on whether the response is correct or
not. The potentials after stimulation of either region did not show significant interaction
between time to response and performance accuracy, suggesting dissociation between
the processes subserved by the FEF and PFv networks. The results are consistent with
the idea that the network involving the FEF plays a role in information accumulation,
whereas the network involving the PFv plays a role in selecting task relevant information.
In addition, stimulation of the FEF and PFv induced activation in common regions in the
dorsolateral and medial frontal cortices, suggesting convergence of information processed
in the two regions. Taken together, the results suggest dissociation between the FEF
and PFv networks for their computational roles in perceptual decision making. The study
also highlights the advantage of TMS-EEG technique in investigating the computational
processes subserved by the neural network in the human brain with a high temporal
resolution.

Keywords: transcranial magnetic stimulation, electroencephalography, frontal eye field, ventral prefrontal cortex,

perceptual decision making, accumulation, selection

INTRODUCTION
Perceptual decision making is understood as a process of accu-
mulating task-relevant sensory information toward a decision
threshold (Gold and Shadlen, 2007). It has been shown that neu-
rons in the frontal eye field (FEF) as well as lateral intraparietal
region of monkeys show build-up of activity after presentation
of a noisy sensory stimulus until the behavioral response. These
activity patterns are taken to reflect the information accumula-
tion process. However, in imaging studies of humans, not only
the FEF but also the ventral prefrontal cortex (PFv) around
the posterior portion of the inferior frontal sulcus are shown
to be active in discrimination of sensory stimuli (Binder et al.,
2004; Pessoa and Padmala, 2005; Ploran et al., 2007; Thielscher
and Pessoa, 2007; Kayser et al., 2010; Liu and Pleskac, 2011).
It has been proposed that the PFv plays a role in allocation of
attentional resources to maintain accuracy of decision making,
possibly by sending selection signals to sensory areas to col-
lect choice-relevant information (Corbetta and Shulman, 2002;
Heekeren et al., 2008).

A crucial question here is whether the selection process in
the PFv can be distinguished from information accumulation
process in the FEF. It also remains open how the processes of
information accumulation and selection interact in the decision
network. To answer these questions, we used concurrent tran-
scranial magnetic stimulation (TMS) and electroencephalogra-
phy (EEG) recording (TMS-EEG) (Komssi and Kähkönen, 2006;
Driver et al., 2009; Siebner et al., 2009; Miniussi and Thut,
2010; Reithler et al., 2011; Daskalakis et al., 2012; Rogasch and
Fitzgerald, 2013), and examined neural network connectivity
involving the FEF and PFv during perceptual decision mak-
ing. A single pulse of TMS over a given cortical region induces
spread of neural impulses from the stimulated region toward
the anatomically connected regions (Ilmoniemi et al., 1997), and
the pattern of neural impulse transmission changes depending
on the state of local and inter-regional neural network down-
stream to the stimulated region (Massimini et al., 2005; Esser
et al., 2009; Morishima et al., 2009; Akaishi et al., 2010). We
reasoned that we can make inference about the cognitive or
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computational processes subserved by the network involving the
stimulated region by analyzing experimental or behavioral factors
that modulate the scalp distribution of TMS-evoked potentials
in EEG (TMS-EPs). Because of the causal relationship between
the stimulation and EEG responses, this technique of TMS-EEG
reveals how the stimulated region interacts with other regions
of the network. In the present study, we analyzed the TMS-EPs
after stimulation of the FEF and PFv, and show double disso-
ciation between the FEF and PFv for their roles in information
accumulation and selection. We also show that the functional net-
works of the FEF and PFv overlap in the medial and dorsolateral
prefrontal cortex.

MATERIALS AND METHODS
SUBJECTS
Twenty normal human subjects participated in the experiment
with FEF stimulation (8 females; age: 20–42), and 13 in the
experiment with PFv stimulation (6 females; age: 21–46). Written
informed consents were obtained from all the subjects prior to the
experiments. The study was approved by the ethics committee of
the Graduate School of Medicine, the University of Tokyo.

BEHAVIORAL PARADIGM
Subjects performed a reaction time version of the two-direction
motion discrimination task with manual response (Figure 1A).

FIGURE 1 | TMS manipulation experiment. (A) Behavioral paradigm.
A single-pulse TMS was given at variable timing between visual
stimulus onset and behavioral response. Trials in which TMS was
given within the time window between 30 and 400 ms before
behavioral response were analyzed. (B) Stimulation sites rendered on
a template MNI brain. Dorsal and ventral clusters indicate FEF and

PFv stimulation sites, respectively. Color bar indicates the number of
overlapped subjects. Note that the number of subjects was 20 and
13 for FEF and PFv stimulation, respectively. (C) TMS effects on
behavior. Accuracy (top) and RT (bottom) for each motion coherence
level (abscissa) are shown separately for FEF (left) and PFv
stimulation (right).
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The stimulus was a set of white dots (123.1 cd/m2, size: 0.06◦ of
visual angle, mean density of 49.6 dots/deg2 ∗s) displayed within
an invisible circular aperture (5◦ in diameter) at the center of
a dark background (1.8 cd/m2). The refresh rate of the monitor
was 60 Hz. A subset of dots was offset from their original posi-
tion every 50 ms to create apparent motion to the left or right
at 5.0◦/s and the remaining dots were moved to random loca-
tions. The percentage of the dots that were moving in the same
direction was manipulated at 0, 3.2, 6.4, 12.8, 25.6, and 51.2%.
Trials with 0% motion coherence were excluded from the analy-
sis of TMS-EPs because the accuracy of performance cannot be
examined. The direction of motion and motion coherence level
were pseudo-randomized within an experimental session, such
that the same number of trials for left- and right-ward motion
for each of motion coherence level were presented. Subjects were
asked to indicate the perceived direction of coherent dot motion
by pressing a button with the index or middle finger of the
right hand, as accurate and quickly as possible. The random dot
motion pattern disappeared when subjects made button press or
when 2 s elapsed without button press. The response-stimulus
interval was varied from 1320 to 1590 ms, and 120 trials x 12
sessions were performed by the subject in the TMS-EEG session.
Before the experiment, the subject performed two practice ses-
sions, 120 trials for each, to achieve stable performance in the
TMS-EEG session.

MEASUREMENT OF TMS-EPs
In the concurrent TMS-EEG session, we gave a single-pulse TMS
on half of the trials in each session of 120 trials using a figure-
eight shaped coil (70 mm diameter) and MagStim 200 stimulator
(MagStim, UK), while TMS-evoked scalp-recorded potentials
were recorded using EEG. Position of the TMS coil was adjusted
using Brainsight (Rogue Research, UK) based on the structural
MRI of the individual subjects’ brain. The FEF was determined
as the region just below the junction between the superior frontal
sulcus and precentral gyrus (Paus, 1996; Blanke et al., 2000; Lobel
et al., 2001; Koyama et al., 2004; Grosbras et al., 2005). The PFv
was determined as the region located just anterior to the junc-
tion of the posterior end of the inferior frontal sulcus and the
inferior limb of the precentral sulcus, which has been shown
to be active during perceptual decision making in the previ-
ous studies (Heekeren et al., 2006; Kayser et al., 2010; Liu and
Pleskac, 2011) (Figure 1B). Mean coordinate for the FEF stim-
ulation was (38, −3, 50), and that for the PFv stimulation was
(53, 13, 30). According to the probabilistic cytoarchitectonic atlas
(SPM Anatomy toolbox), the FEF in the present study corre-
sponds to the border between Brodmann’s area (BA) 6 and 8,
whereas the PFv corresponds to the border between BA44 and
45. For FEF stimulation, TMS coil was oriented 45◦ from the
middle line with its handle pointed posteriorly. For PFv stimu-
lation, TMS coil was oriented parallel to the middle line of the
head with its handle pointed posteriorly. The TMS intensity was
35% of the maximum stimulator output, which did not exceed
the active motor threshold: The TMS intensity was 69.4% (range:
53–88) and 73.7% (55–92) of the active motor threshold for the
FEF and PFv stimulation, respectively. In contrast to other studies
of TMS, the low-intensity TMS was used as a means to probe the

state of the neural network, rather than as a means to manipulate
the underlying neural processes.

TMS was delivered at a variable timing between the stimulus
onset and behavioral response. For each subject, we first deter-
mined the average RT for each motion coherence level based on
the behavioral data in the practice sessions (240 trials in all).
During the TMS-EEG experiment, we gave TMS at a variable
timing relative to the stimulus onset, with the latest timing deter-
mined based on the estimated RT. The estimation of the RT was
updated for each experimental session so as to take into account
the change in behavior during the experiment. When the response
key was pressed earlier than the preprogrammed timing of TMS,
the TMS trigger pulse was aborted and no TMS was given. After
the experiment, trials were sorted post-hoc depending on the time
relative to the behavioral response (Figure 1A). This was to exam-
ine the change in the TMS-EPs according to the relative time to
behavioral response.

Throughout the experimental session, we recorded EEG with
60 electrodes placed according to an extended 10/20 system
using a TMS-compatible amplifier (BrainAmp, Brain Products,
Germany). EEG signals were referenced to the mean of all elec-
trodes, and were low-pass filtered at 1000 Hz, DC-corrected, and
sampled at 2500 Hz with 16 bit resolution. Impedance of each
electrode was kept below 5 k� for all experiments. Eye move-
ments were also recorded by tracking the pupillary position of the
left eye at a sampling rate of 60 Hz using ViewPoint eye tracker
(Arrington Research, AZ).

EEG data were preprocessed with BrainVision Analyzer
(BrainProducts, Germany) and custom programs on MATLAB
(Mathworks, MA). We then used the SPM8 (http://www.fil.ion.

ucl.ac.uk/spm/) for statistical analysis and data visualization.
Artifacts due to TMS were observed on channels around the stim-
ulation site but in the majority of trials they disappeared within
8 ms of the stimulation. Trials with prolonged TMS artifacts were
removed: We rejected trials with amplitude larger than 50 µV rel-
ative to the baseline during the time window of 8–40 ms after
TMS. Trials with muscle activity, blinking artifacts and eye move-
ments were also removed. The mean rejection rate was 31.6%
(24.0–39.7) for FEF stimulation and 31.7% (25.1–41.4) for PFv
stimulation. The pattern of TMS-induced artifacts did not show
a time-dependent change: Trials with large artifacts due to TMS
appeared randomly throughout the experimental sessions. This
may indicate a subtle change in the coil position, and some-
times the coil may have contacted directly with the electrode
leads, causing the artifacts. But the stimulation site monitored
by the navigator system was localized within a region of 5 mm in
diameter and thus in terms of the stimulated cortical region, the
position of the TMS coil was considered to be maintained stably.

After rejection of trials with artifacts, the EEG waveforms on
TMS-trials were aligned at the onset of TMS, and were baseline-
corrected based on the data within the 4-ms pre-TMS period. In
the present study, TMS was given at a variable timing during per-
ceptual decision making, and EEG during the pre-TMS period is
not flat and differs across trials even within the same condition.
We thus chose to use a time-window of 4 ms as a reference to cor-
rect the baseline in order to align the amplitude of EEG at the
time of TMS at the zero point. In other words, this duration was
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arbitrarily chosen to reduce the noise. The problem of using such
an extremely short period for baseline correction is the contribu-
tion of the phase of oscillatory EEG activity at the time of TMS,
and we need to obtain a large number of trials for averaging to
cancel out the effect.

ANALYSIS OF TMS-EPs
We focused on two experimental factors that would modulate
the TMS-EPs, which are the TMS timing relative to the behav-
ioral response (Time-to-Response) and accuracy of behavioral
response (Accuracy). It has been shown that in single unit record-
ing studies in monkeys, activity of neurons in the FEF increases
gradually from 200 ms from the stimulus onset until the time of
behavioral response (Gold and Shadlen, 2007). Based on these
findings, we examined changes in the TMS-EPs according to the
TMS timing relative to the behavioral response: In other words,
we examined changes in the effective connectivity associated with
the amount of accumulated sensory information. The prediction
is that the TMS-EPs after FEF stimulation are modulated by the
factor of Time-to-Response. By contrast, the previous findings
suggest the role of PFv in attentional selection processes (Corbetta
and Shulman, 2002; Heekeren et al., 2008). The efficiency in selec-
tion of task-relevant information is thought to be associated with
accuracy of behavioral performance (Pelli, 1985; Shadlen et al.,
1996). Based on these previous studies, we expected that the
TMS-EPs after PFv stimulation are modulated by the factor of
Accuracy.

During the TMS-EEG experiment, we gave TMS at a variable
timing relative to the stimulus onset. After the experiment, trials
were sorted post-hoc depending on the time relative to the behav-
ioral response. The TMS-EPs data were categorized according to
whether the TMS was given early (400–130 ms before response)
or late (130–30 ms before response) during the decision process
(factor of Time-to-Response, early or late). This categorization
of the time windows for analysis was determined based on the
time course of firing of FEF neurons obtained from monkeys per-
forming the same motion discrimination task for random dot
patterns. It has been shown that when the neuronal firing pat-
terns are aligned to behavioral response, the build-up of FEF
neuronal firing starts from around 400 ms before the onset of
saccade response and takes a peak value at roughly 30 ms before
the saccade response (Ding and Gold, 2012). Although a man-
ual response paradigm was used in the present study instead of a
saccade paradigm used in monkey studies, we consider that the
FEF neurons show a similar build-up of activity in the manual
response paradigm. In fact, a previous imaging study suggests a
similar build-up of activity in the FEF between saccade and man-
ual response paradigms (Liu and Pleskac, 2011). Thus, the time
window of 30–400 ms before response can be taken to correspond
to the build-up phase of neuronal firing, which has been associ-
ated with accumulation of decision-related sensory information.
We further considered that the FEF neuronal activity in a manual
response paradigm may reach a plateau at about 100 ms before the
response: Compared to a saccade paradigm, the reaction time in
the manual response paradigm is longer by about 100 ms. Thus,
the comparison between Early (130–400 ms before response) and
Late (30–130 ms before response) epochs can be taken to reflect

the difference between the neuronal build-up phase and plateau
phase. TMS was given more often during the later period dur-
ing the decision so as to roughly equate the number of trials
between Early and Late. Trials in which TMS was given outside
these time windows were excluded from the analysis. The lim-
itation is that these time windows of analysis are based on the
single unit firing data obtained from monkeys, which may not be
directly applicable to human studies.

We also categorized the TMS-EPs data according to the accu-
racy of choice response given the sensory information on that
trial (factor of Accuracy, correct or error). For the TMS-EPs data
thus arranged in a 2-by-2 factorial design, we tested the main
effects of Time-to-Response and Accuracy, as well as the inter-
action between the two factors. We focused on the TMS-EPs
within the time window of 8–40 ms after TMS in order to avoid
the period that contains artifacts due to the TMS pulse. We also
restricted the analysis within the interval of 40 ms after TMS
because we were interested in initial spreading patterns of the
neural impulse induced by the TMS, which most likely reflects
direct impulse transmission from the stimulated region. Using
SPM8 for EEG (http://www.fil.ion.ucl.ac.uk/spm/), the TMS-EP
data were constructed in a three-dimensional space (x and y for
space, and z for time), and the smoothness of the data across space
and time was estimated to calculate effective degrees of freedom.
To ensure smoothness assumption of the random field theory,
we used Gaussian spatial filter with full width half maximum
(FWHM) of 48 mm and Gaussian temporal filter with FWHM of
8 ms. Average TMS-EPs for each trial type were calculated for each
subject, and the main effects of Accuracy and Time-to-Response
and their interaction were tested across subjects. We used a statis-
tical threshold of p < 0.05 corrected for multiple comparisons in
spatial as well as in time domains.

The effects of the Time-to-Response and Accuracy were also
tested on EEG data on no-TMS trials. This was to examine
whether or not the effect of Time-to-Response or Accuracy that
could be observed on TMS-EPs is due to modulations in the
baseline EEG pattern. For this purpose, we extracted epochs of
no-TMS trials that match with the time window of analysis for
TMS trials. For each TMS trial, we searched a matched no-TMS
trial in which a visual stimulus with the same motion coherence
was presented as in that particular TMS trial and also in which
the RT was within the range of 100 ms relative to the RT of the
TMS trial. The TMS trial was excluded from the analysis when
we failed to find a matched no-TMS trial. Thus the TMS and no-
TMS trials are matched roughly in a pair-wise manner in terms of
the motion coherence level of the stimulus and response time. We
then extracted an epoch for analysis from the matched no-TMS
trial thus selected; the epoch was determined as a 32-ms period
with the same time-to-response as the time window of 8–40 ms
after TMS in the matched TMS trial. The conventional approach
is to subtract the EEG waveforms on no-TMS trials from those
on TMS trials so that we can examine the potentials induced by
the TMS. In the present study, however, the TMS timing is var-
ied across trials. The time window for ERP analysis is also varied.
It can be problematic to subtract waveforms obtained from vari-
able epochs of no-TMS trials in terms of their timing from those
obtained from variable epochs of TMS trials. We tried to extract
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an epoch for no-TMS trial that corresponds to the epoch for a
given TMS trial in a pair-wise manner, but the timings of the
epochs were not matched exactly. We therefore applied Two-Way
ANOVA (with factors of TMS timing and Accuracy) separately for
TMS and no-TMS trials.

In a separate model, we also tested the effect of the timing of
TMS relative to the visual stimulus onset (factor of Time-from-
Stimulus, categorized as early or late depending on whether the
TMS was given between 170 and 470 ms or later than 470 ms
after stimulus onset). These time windows roughly correspond
to the build-up phase of FEF neuronal firing when the neuronal
firing is aligned to visual stimulus onset (Ding and Gold, 2012).
The division between the Early and Late time windows at 470 ms
after visual stimulus onset was to equate the number of trials
between Early and Late. Trials analyzed for the effect of Time-to-
Response and those analyzed for the effect of Time-to-Stimulus
are identical. Of note is that trials categorized as Early in terms
of Time-to-Response do not necessarily corresponds to trials cat-
egorized as Early in terms of Time-from-Stimulus. The same is
true for Late trials.

We also tested the effect of motion coherence level of the stim-
uli, which was categorized as low (3.2 and 6.4%) or high (12.8,
25.6, and 51.2%). This is to examine if the effect of Accuracy is
confounded by the motion coherence (i.e., stimulus strength). In
Table 1, we report the number of trials composing Early and Late
TMS and Correct and Error trials, separately for low and high
motion coherence. As shown in the table, the number of trials dif-
fers greatly between Correct and Error for high coherence motion
trials, but there were at least 25 error trials in high coherence
condition, which were enough, though not ideal, for the analysis.

SOURCE ESTIMATION OF SIGNAL TRANSMISSION FROM
THE FEF AND PFv
We next identified regions that receive signals from the FEF and
PFv using cortical source density analysis based on scalp dis-
tribution of TMS-EPs. TMS-EPs were averaged across all trials
for each subject and for each stimulation site. We then used
sLORETA (Pascual-Marqui, 2002) and estimated the cortical dis-
tribution of current source density (CSD) that accounts for

Table 1 | Number of trials used for TMS-EP analysis (mean and range).

Low coherence High coherence

FEF STIMULATION

Early 149 (101–173) 206 (136–271)

Late 138 (95–197) 229 (171–263)

Correct 213 (195–264) 386 (320–412)

Error 74 (49–105) 49 (25–65)

PFv STIMULATION

Early 158 (119–174) 211 (150–271)

Late 143 (106–188) 208 (176–259)

Correct 219 (195–264) 356 (301–417)

Error 82 (43–129) 63 (27–93)

Motion coherence of low coherence trials: 3.2 and 6.4%.

Motion coherence of high coherence trials: 12.8, 25.6, and 51.2%.

the scalp distribution of TMS-EPs during the time window of
20–40 ms after the TMS. This time window was chosen based on
the previous studies showing TMS-induced activation in distant
regions (Ilmoniemi et al., 1997; Massimini et al., 2005; Morishima
et al., 2009; Akaishi et al., 2010) and also based on the results of
present study showing significant effect of Time-to-Response and
Accuracy on TMS-EPs within this time window. Computations of
CSD were performed in a realistic head model, using a template
brain of the Montreal Neurological Institute (MNI152), with the
three-dimensional solution space restricted to cortical gray mat-
ter. The intracerebral volume was partitioned in 6239 voxels at
5 mm spatial resolution. The logarithmically-transformed CSD
values for each voxel of the MNI space were compared against
zero using one-sample t-test. We used a non-parametric permuta-
tion test with a threshold of p < 0.05 corrected for multiple voxels
based on 5000 randomizations (one-tailed).

RESULTS
TMS EFFECT ON BEHAVIOR
Stimulation of each network had only minimal effects on behav-
ior. Accuracy of task performance decreased slightly after the TMS
(mean across subjects: 1.5 and 2.4% decrease for FEF and PFv
stimulation, respectively), but the effect did not differ signifi-
cantly between the two stimulation sites and across motion coher-
ence levels [Three-Way ANOVA on accuracy, Greenhouse-Geisser
correction: Main effect of TMS: F(1, 26) = 11.4, p = 0.002; inter-
action between TMS and stimulation site: F(1, 26) = 0.62; p =
0.44; interaction between TMS, stimulation site and coherence:
F(2.447, 63.6) = 0.30; p = 0.78, Figure 1C top]. Response time
(RT) of the performance was not affected by the stimulation for
either site, and the interaction with motion coherence level was
not significant [Three-Way ANOVA on RT, Greenhouse-Geisser
correction: Main effect of TMS: F(1, 26) = 0.003, p = 0.96; inter-
action between TMS and stimulation site: F(1, 26) = 0.83; p =
0.37; interaction between TMS, stimulation site and coherence:
F(3.34, 86.9) = 1.11; p = 0.35, Figure 1C bottom].

MODULATION OF TMS-EPs
We examined the change in the TMS-EPs according to the TMS
timing relative to the behavioral response. FEF neuronal activity
has been shown to build up during perceptual decision making
and reach a plateau just before the behavioral response (Kim and
Shadlen, 1999; Ding and Gold, 2012). Based on the finding, we
predicted that the TMS-EPs after FEF stimulation are modulated
by how close TMS was at the time of behavioral response (Early
or Late). By contrast, the previous findings suggest the role of PFv
in attentional selection processes (Corbetta and Shulman, 2002;
Heekeren et al., 2008). The efficiency in selection of task-relevant
information is thought to be associated with accuracy of behav-
ioral performance (Pelli, 1985; Shadlen et al., 1996). Based on
these previous studies, we expected that the TMS-EPs after PFv
stimulation are modulated by whether the subject select action
based on the task relevant sensory information (Correct or Error).

TMS on the FEF produced positive potentials in frontal elec-
trodes and negative potentials in right temporo-parietal elec-
trodes, which after 20 ms of TMS evolved into a pattern of left
centro-parietal positive potentials (Figure 2A left). By contrast,
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FIGURE 2 | TMS-EEG experiment. (A) Scalp patterns of TMS-EPs shown in
time bins of 8 ms after TMS. Data in which TMS was given early or late
during the decision process and data in which subjects made correct or
erroneous response are shown separately. FEF (left) and PFv stimulation
(right). (B) Waveform of TMS-EPs from CP5 electrode in FEF stimulation (left)
and that from PO4 electrode in PFv stimulation (right). Time bins in which
there was a significant main effect of Time-to-Response factor (Early vs. Late)
and those in which there was a significant main effect of Accuracy factor
(Correct vs. Error) are indicated at the bottom of the trace by red tics.

(C) Main effect of Time to Response (contrast: Early vs. Late) on TMS-evoked
potentials. Scalp distribution of t-scores (upper row) and p-values (middle
row, threshold: p = 0.05, corrected for family-wise error). Bottom row
indicates 2-D plot of the continuous time series of p-values (abscissa: time
from TMS; ordinate: electrode position with left anterior to right posterior
electrode shown from top to bottom). Spatial and temporal windows with
significant effects are indicated in black. (D) Main effect of Accuracy
(contrast: Correct vs. Error). Same format as in (C). (E) Interaction between
Accuracy and Time-to-Response. Only the p-value maps are shown.
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TMS on PFv produced positive potentials in the left fronto-
central electrodes and negative potentials in the right central
electrodes, which after 20 ms evolved into a pattern of frontal
positive potentials (Figure 2A right). As for the data at an
electrode level, for FEF stimulation there was a larger posi-
tive deflection of the TMS-EP recorded from the CP5 electrode
for Late than for Early trials (Figure 2B left). For PFv stim-
ulation by contrast, there was a larger positive potential at
the PO4 electrode for Error than for Correct trials (Figure 2B
right).

To overcome the problem of multiple comparisons across elec-
trode space and time, we conducted statistical analysis that took
into account the multiple comparisons based on random field
theory and smoothness estimate of our own data (in terms of
both space and time). We found that TMS-EPs after FEF stimula-
tion were significantly modulated by Time-to-Response especially
in the left centro-parietal region, but not by Accuracy, whereas
TMS-EPs after PFv stimulation were significantly modulated by
Accuracy especially in the right parieto-occipital region, but not
by Time-to-Response (p < 0.05. corrected for multiple compar-
isons across space and time; Figures 2C,D. Significant effects
were observed within the time window of 20–40 ms after the
TMS. Importantly, the interaction between Time-to-Response
and Accuracy was not significant for either stimulation sites (p >

0.1) (Figure 2E). This result of double dissociation between FEF

and PFv stimulation suggests separation between the processes
subserved by the FEF network and those subserved by the PFv
network during perceptual decision making. In contrast to the
significant effect of Time-to-Response and Accuracy on TMS-EPs
in TMS trials, these effects were not significant on the EEG poten-
tials in no-TMS trials (p > 0.1). This suggests that the observed
modulation of the TMS-EPs cannot be accounted for by the
difference in the baseline activity.

The effect of Accuracy in PFv stimulation experiment can
be confounded by the motion coherence level of the stimu-
lus because accuracy changes depending on stimulus strength.
However, the effect of motion coherence (categorized as low or
high) on the TMS-EPs of PFv stimulation was not significant
(p > 0.1) (Figure 3A). The effect of motion coherence on the
TMS-EPs of FEF stimulation was not significant, either. On the
other hand, the effect of Time-to-Response in the FEF stimu-
lation experiment might also reflect the effect of elapsed time
from the stimulus onset. When Time-from-Stimulus was entered
as a factor instead of Time-to-Response, a significant effect of
Time-from-Stimulus on TMS-EP was observed in the FEF stimu-
lation experiment (Figure 3B) although the effect was small and
appeared only at a period around 40 ms of TMS. In contrast, a
robust effect of the Time-from-Stimulus was observed in the PFv
stimulation experiment, despite absence of a significant effect of
Time-to-Response in the previous analysis.

FIGURE 3 | (A) Main effect of motion coherence on TMS-EPs. Same format as in Figure 2C. (B) Main effect of Time-from-Stimulus on TMS-EPs. Same format
as in Figure 2C.
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FIGURE 4 | Effective connectivity based on TMS-EEG. Distribution of
cortical source density estimated from TMS-evoked potentials during
20–40 ms after stimulation of FEF (green) and PFv (red) (threshold: p < 0.05,

corrected after 5000 permutation). Overlap is shown in yellow. Clusters with
significant cortical source density in pre-SMA, left DLPFC (z = 50), MT (z = 5),
and lateral occipital cortex (LOC) (z = −10) are indicated by white circle.

Table 2 | Region and MNI coordinate of the cortical source density

peak of TMS-EPs.

Region Coordinate

FEF STIMULATION

Rt FPC 5, 65, 20
Rt preSMA 10, 10, 50
Lt DLPFC −30, 30, 45
PFv STIMULATION

Rt FPC 10, 60, 30
Rt preSMA 5, 10, 60
Lt DLPFC −35, 20, 50
Lt MT −55, −75, 0
Rt MT 50, −75, 5
Rt IT 70, −25, −10
Lt LOC −45, −80, −10
Rt LOC 45, −80, −10

FPC, fronto-polar cortex; IT, inferior temporal cortex; LOC, lateral occipital cortex.

SPREAD OF SIGNALS FROM THE FEF AND PFv
Short-latency TMS-EPs have been taken to reflect activation
induced by direct neural impulse transmission from the stimu-
lated region. Using cortical source density estimation, we found
that both FEF and PFv stimulations induced spread of impulse
toward common regions in the left dorsolateral prefrontal cortex
(DLPFC) and medial frontal region corresponding to the presup-
plementary motor area (preSMA) and/or supplementary eye field
(SEF) at 20–40 ms of stimulation (Figure 4, Table 2). In addi-
tion, PFv stimulation induced activation in posterior visual areas
including visual motion-sensitive area MT.

DISCUSSION
Using the concurrent TMS-EEG technique and applying Random
Field Theory to the TMS-EPs data for the first time, we have
shown that the connectivity of the FEF network changes depend-
ing on the timing relative to behavioral response, whereas the
connectivity of the PFv network changes depending on the
accuracy of perceptual decision. These results are consistent with
our hypothesis that the networks of the FEF and PFv are involved

in accumulation and selection of information, respectively. We
also obtained results suggesting convergence of signals from the
FEF and PFv in medial and lateral prefrontal regions.

METHODOLOGICAL ADVANTAGE
We used the TMS-EEG technique to examine task-dependent
modulations of neural network connectivity. The idea is that
by examining which experimental or behavioral factors modu-
late the pattern of impulse transmission induced by TMS, we
can make inference about the cognitive/computational processes
subserved by the network connected with the stimulation site.
Compared to fMRI-based effective connectivity analysis such as
Granger causality or Dynamic Causal Modeling (Stephan and
Roebroeck, 2012), the TMS-EEG technique has three advantages.
The first is that by giving TMS on a particular brain region, we
are able to examine the state of neural network without a pri-
ori assumption about the regions functionally connected to the
stimulation site. In fMRI-based effective connectivity analysis, the
network connectivity can only be examined within a group of
preselected regions, while in TMS-EEG functionally-connected
regions can be identified in an exploratory manner.

Secondly, by focusing on short-latency TMS-EPs that occurs in
less than 40 ms of the TMS, we can make inference about an early
effect of impulse transmission from the stimulated region. It has
been shown that inter-regional transmission of neural impulse
takes 20–30 ms (Massimini et al., 2005; Morishima et al., 2009;
Akaishi et al., 2010; Veniero et al., 2010; Rogasch and Fitzgerald,
2013). Also cortical stimulation and recording studies using sub-
dural electrodes have shown that the induced activation at regions
distant from the stimulation site occurs at around 20–30 ms after
the stimulation (Matsumoto et al., 2007). It has also been shown
that perception of moving phosphene is modulated by TMS
on the FEF given 20 ms prior to the MT stimulation (Silvanto
et al., 2006). Based on these findings, we consider that the short-
latency TMS-EPs that we examined reflect an early effect of the
TMS-induced impulse transmission. Our time window of TMS-
EP analysis was 20–40 ms after TMS and this seems to be too
late if we consider the signal conduction time between bilateral
M1s and also between M1 and other regions (SMA, PM, and
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IPS), which is thought to be around 10 ms or less. This value
of 10 ms is based on the results of experiments using two TMS
coils (twin coil study): The inter-stimulus interval with which a
conditioning TMS pulse has the largest effect on motor-evoked
potentials induced by a test TMS pulse is shown to be around
10 ms. By contrast, when the latency of stimulus-induced activa-
tion or stimulus-induced modulation of activation is used, the
signal conduction time can be estimated to be around 15–30 ms.
We consider that the difference is due to the way to measure the
effect of stimulation: Changes in cortical excitability as assessed
by response to a test pulse TMS can be observed at an earlier
timing, whereas the peak of induced response as measured by
EEG or ECoG is observed at a later timing. Had we been able
to identify the onset of the stimulus-induced response, the sig-
nal transmission time based on TME-EPs can be estimated to be
shorter.

Thirdly, the TMS-EEG technique allows us to examine the
neural network state at a particular time point during cognitive
process, that is, at the time point when TMS is given. By varying
the timing of TMS relative to an experimental event, we are able
to examine dynamic changes in the network connectivity with
high temporal resolution. Because of these advantages, there is
a possibility that the TMS-EEG technique is more sensitive to the
change in the state of neural network than conventional analy-
sis of regional activation. It could be that temporally- dynamic
changes in neural activation may not be reflected in the tempo-
rally integrated signals such as BOLD signal of fMRI. The benefit
of the high temporal resolution in TMS-EEG can be exploited fur-
ther by appropriate statistical techniques. A large number of data
points in the time domain are associated with an increase in false
positive results. In the present study, we overcome this problem
using Random Field Theory (Worsley et al., 1996).

METHODOLOGICAL WEAKNESS
The TMS-EEG technique has some weakness as well. First of all,
the signal induced by TMS is artificial and we do not know if
the physiological neural impulses are transmitted across corti-
cal regions in the same way as the TMS-induced signals. Only
when the pattern of TMS-induced activation can be shown to
be associated with behavior, we can make an argument that the
effective connectivity from the stimulated region to the distant
region has functional significance and may be associated with
physiological mechanism of the network. The generator mech-
anism for the TMS-induced signals also remains open. Based
on the analysis of D- and I-waves (direct and indirect waves)
recorded from the hand muscle or spinal cord elicited by M1
stimulation, it is thought that a low-intensity single-pulse TMS
initially excites afferent fibers connected to the neurons in the
stimulated region (Ziemann and Rothwell, 2000). A large-scale
modeling study has shown a more detailed picture for the effect
of TMS on local neural circuits within M1 (Esser et al., 2005).
First, a TMS pulse directly activates cortical fiber terminals, and
induces spiking activity in both excitatory and inhibitory neu-
rons in all cortical layers. The excitatory and inhibitory currents
thus induced results in firing of excitatory neurons in layer 5
via synapses made by neurons from layer 2/3. Layer 5 neurons
respond to this net depolarization with one to 3 more spikes,

which are timed by their intrinsic neuronal properties. It remains
open how such a sequence of physiological events changes accord-
ing to the properties of neural circuits in regions other than
M1. It also remains open how this sequence of events interact
with the state of circuit at the time of TMS. The cascade of
physiological events within the neural circuit elicited by TMS
may change depending on the stage of computational process-
ing within the circuit at which a TMS pulse is given. This results
in a change in the pattern of TMS-EPs as we have shown in the
present study. The underlying neural mechanisms remain open to
future studies.

Second point of the weakness of the TME-EEG technique is
low S/N ratio. Especially when we examine task-related modula-
tion of the TMS-EPs, the amount of modulation is around 1 µV
and we need to average a sufficient number of trials to recover the
signal. In the present study, for example, a better way to test the
effect of Time-to-Response is to use the real value of the Time-to-
Response as a continuous variable and examine the parametric
modulation of the TMS-EPs. We were unable to conduct such
analysis because of the low S/N ratio of the TMS-EPs, and instead
classified trials into binary category of Early and Late. This issue is
also related to the limitation of our analysis time windows based
on the single unit firing data obtained from monkeys. The tim-
ing of neuronal firing in the human brain may differ from that in
monkeys, which could have been examined had we been able to
examine the TMS-EP data for a narrower time window at multi-
ple time points during the decision process. In addition, we used
unusually short pre-stimulus period of 4 ms as the reference for
baseline correction. This was to align the amplitude of EEG at
the time of TMS at the zero point, but because this duration was
arbitrarily chosen this procedure does not guarantee the reliabil-
ity of obtained results. We need to establish methods for selecting
an appropriate pre-TMS epoch for baseline correction and for
selecting corresponding epochs of No-TMS trials for compari-
son, especially when we examine the time varying nature of the
TMS-EPs.

Third problem is the ambiguity in localizing the induced
activation. Using EEG as a means to record the TMS-induced
activation is advantageous in identifying short-latency responses,
but spatial localization of the induced activation needs to be
analyzed with several assumptions. In the present study, we
were unable to identify specific cortical regions in which the
TMS-induced activation is modulated by the experimental fac-
tors. Concurrent use of TMS-fMRI could be another option to
localize the induced activation, which also allows us to exam-
ine induced activation in subcortical structures. We, however,
lose temporal resolution with fMRI and we are unable to make
inference about the efficacy of signal transmission across regions.
EEG, on the other hand, allows us to make inference about
an early effect of induced signal transmission, but there might
be earlier cortico-cortical signal transmission which cannot be
detected using the time window of 20–40 ms after TMS. In the
stimulated region, the peak of the activation can be observed
at 7–9 ms after the onset of the TMS pulse (Ilmoniemi et al.,
1997; Rogasch and Fitzgerald, 2013), and it is likely that neu-
ral signals are already transmitted to other cortical regions
by that time.
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EFFECT OF TIME-TO-RESPONSE AND ACCUMULATION OF
INFORMATION
We found significant changes in the TMS-EPs in FEF stimulation
depending on the timing of TMS relative to subsequent behav-
ioral response (Figure 2C left). Such co-variation with time is
consistent with the findings of previous single unit recording
studies showing build-up of neural discharge in the FEF, which
has been taken to reflect the amount of accumulated sensory evi-
dence used for decision making (Kim and Shadlen, 1999; Ding
and Gold, 2012). It is also possible that time-dependent modu-
lation of TMS-EPs of FEF stimulation reflects build-up of motor
responses. In contrast to the effect of Time-to-Response, the pat-
tern of TMS-EP after FEF stimulation did not change depending
on whether the behavioral response on that trial was correct or
error (Figure 2D left), which suggests that the state of FEF neural
network reflects the amount of accumulated information regard-
less of whether subsequent action is based on relevant sensory
information or not. Importantly, what we have shown here is the
time-dependent modulation in the pattern of signal transmission
induced by FEF stimulation, which may reflect changes in the
influence from the FEF over other cortical regions. In order to
examine temporal dynamics in regional activation using fMRI,
the behavioral paradigm has to be set up to allow longer time
periods for information accumulation (Ploran et al., 2007). In
contrast, the ability of TMS-EEG to examine the network state
at a specific time point allows us to test the time-varying nature
of the network connectivity such as the network dynamics during
fast accumulation processes in decision making.

EFFECT OF ACCURACY AND SELECTION OF TASK-RELEVANT
INFORMATION
In the PFv stimulation experiment, TMS-EPs changed depending
on whether the behavioral response on that trial was correct or
error (Figure 2D right). Essential for accurate perceptual decision
making is the selection of choice-relevant sensory information.
It has been shown that in a visual motion discrimination task,
signals from different motion directions are used for decision
depending on whether the subject performs a coarse or fine
motion discrimination task (Jazayeri and Movshon, 2006). It has
also been shown that neurons in the PFv show task-dependent
changes in firing rate (Zaksas and Pasternak, 2006; Hussar and
Pasternak, 2009), suggesting that these neurons may send task-
related selection signals to sensory areas. Our result is consistent
with the idea that PFv is involved in selection of choice-relevant
information because the network state of the PFv reflects whether
the task-relevant sensory information drives the action selection
or not in a given trial.

We have also shown that stimulation of the PFv induced acti-
vation in the MT (Figure 4), which is consistent with the idea
that the PFv sends selection signals to the region involved in
processing of task-relevant sensory information. The connection
between the PFv and MT has been verified anatomically (Schall
et al., 1995). It has also been reported in a fMRI study that a region
in the inferior frontal sulcus, which is close to the PFv in the
present study, exert causal influence on MT during motion dis-
crimination task for random dot motion with distracting visual
features (Kayser et al., 2010).

Additionally, the TMS-EPs after PFv stimulation was not mod-
ulated by Time-to-Response (Figure 2C right), but was modu-
lated by Time-from-Stimulus (Figure 3B), which suggests that
the state of the PFv network is associated with sensory infor-
mation processing rather than response generation. The main
effect of Time-from-Stimulus, however, can be confounded by
the build-up of the subjects’ expectancy for a TMS pulse. Such
expectancy should exist commonly for FEF stimulation and PFv
stimulation conditions, and we indeed found a significant effect
of Time-from-Stimulus for both conditions. The TMS-EPs after
PFv stimulation, however, did not change depending on stimu-
lus strength (Figure 3A), suggesting that the PFv does not merely
represent the externally-provided sensory information.

DISSOCIATION AND CONVERGENCE BETWEEN THE DORSAL AND
VENTRAL NETWORKS
The major finding in the present study is the double dissoci-
ation between the FEF and PFv networks. The two networks
show significant modulation due to one of the two experimen-
tal factors without significant interaction between the two factors
(Figures 2C–E). This procedure of testing the effects of two inde-
pendent factors in a 2 × 2 design is comparable to the conven-
tional analysis of fMRI-based regional activation, but here it is the
neural network connectivity that has been examined. Segregation
in the functional roles between the FEF and PFv networks, how-
ever, does not necessarily exclude the possibility of interaction
between them. We in fact found that the two prefrontal networks
converge at common regions in the medial and lateral prefrontal
cortices (Figure 4), which can be taken to suggest integration of
information processed in the FEF and PFv. The TMS-EEG did
not show induced activation in all of the anatomically-connected
regions after stimulation of FEF and PFv. For example, the FEF
and PFv are shown to be anatomically connected with each other
(Stanton et al., 1995; Gerbella et al., 2010), but we failed to iden-
tify short-latency signal transmission between the two regions.
This is probably because the technique allows us to identify only
those regions that are functionally connected with the stimulated
region in a given task. Since the TMS-EEG technique allows us to
make inference about the efficacy of signal transmission from the
stimulated region, the regions we have identified, i.e., MT for PFv
stimulation and DLPFC and preSMA/SEF for both stimulations,
may be regarded as the target regions that receive efferent signals
from the FEF and PFv during perceptual decision making.

It is possible that TMS may have stimulated the head skin
and induced different patterns of somatosensory-evoked poten-
tials (SEPs) depending on the stimulation site. The distance
between the stimulation sites, however, was less than 5 cm. We
do not think that such a small difference in somatotopic repre-
sentation within the head can account for the distinct patterns
of TMS-EPs between FEF and PFv stimulation as reported in
Figure 2A. Also the activation induced by TMS over FEF and PFv
was not observed in somatosensory areas, but rather in regions
anatomically connected with the FEF and PFv (Figure 4). We thus
consider that the dissociation in the patterns of evoked potentials
between the FEF and PFv stimulation reflects the difference in the
stimulated cortical regions rather than the difference in stimu-
lated head skin regions. We do accept that the TMS-EPs for each
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stimulation site may contain a component of SEP, but this would
not affect our main conclusion about the dissociation.

In sum, the modulation of the TMS-EPs induced by FEF stim-
ulation by the factor of Time-to-Response is consistent with the
idea that the FEF is involved in accumulation of information,
whereas the modulation of the TMS-EPs induced by PFv stimula-
tion by the factor of Accuracy is consistent with the idea that the
PFv is involved in selection of information. Absence of significant
interactions between the two factors for both FEF stimulation and
PFv stimulation suggests that the processes of accumulation and
selection of information work in parallel during decision mak-
ing. The overlap of cortical regions in which activation is induced
by FEF and PFv stimulations may suggest that the two processes
are integrated in medial and lateral prefrontal regions to generate
behavioral response. The present study also highlights the feasi-
bility of characterizing the computational processes subserved by
a network connected with a particular brain region. What remains
open is the mechanism of the modulation of neural network con-
nectivity. It has been suggested that low-intensity TMS as we used
in the present study primarily activates the afferent fibers that are
connected to the neurons in the stimulated region, which then
activates those neurons that project to other regions (Esser et al.,
2005). Modulation of the TMS-EPs may thus reflect changes in

the balance between the excitatory and inhibitory activity of neu-
rons within the stimulated region (Silvanto et al., 2008; Pasley
et al., 2009). Another possibility is that the modulation occurs at
the regions that receive signals from the stimulated region. More
specifically it may be due to the change in the efficacy of synaptic
transmission within the target regions that receive inputs from the
stimulated region. In either case, the modulation of TMS-EPs can
be taken to reflect the state of neural network and its association
with experimental or behavioral factors allows us to make infer-
ence about the computational processes performed in the neural
network connected with a particular region.
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Electroencephalogram (EEG) phase synchronization analyses can reveal large-scale
communication between distant brain areas. However, it is not possible to identify
the directional information flow between distant areas using conventional phase
synchronization analyses. In the present study, we applied transcranial magnetic
stimulation (TMS) to the occipital area in subjects who were resting with their eyes closed,
and analyzed the spatial propagation of transient TMS-induced phase resetting by using
the transfer entropy (TE), to quantify the causal and directional flow of information. The
time-frequency EEG analysis indicated that the theta (5 Hz) phase locking factor (PLF)
reached its highest value at the distant area (the motor area in this study), with a time
lag that followed the peak of the transient PLF enhancements of the TMS-targeted
area at the TMS onset. Phase-preservation index (PPI) analyses demonstrated significant
phase resetting at the TMS-targeted area and distant area. Moreover, the TE from the
TMS-targeted area to the distant area increased clearly during the delay that followed
TMS onset. Interestingly, the time lags were almost coincident between the PLF and
TE results (152 vs. 165 ms), which provides strong evidence that the emergence of the
delayed PLF reflects the causal information flow. Such tendencies were observed only in
the higher-intensity TMS condition, and not in the lower-intensity or sham TMS conditions.
Thus, TMS may manipulate large-scale causal relationships between brain areas in an
intensity-dependent manner. We demonstrated that single-pulse TMS modulated global
phase dynamics and directional information flow among synchronized brain networks.
Therefore, our results suggest that single-pulse TMS can manipulate both incoming and
outgoing information in the TMS-targeted area associated with functional changes.

Keywords: transcranial magnetic stimulation, electroencephalogram, synchronization, transfer entropy,

information flow, transient phase resetting, oscillations

INTRODUCTION
Increasing evidence indicates that synchronous neural oscilla-
tions play an important role in linking multiple brain regions
dynamically and in establishing information transfer among these
regions (Engel and Singer, 2001; Varela et al., 2001; Ward, 2003).
In general, the stable and constant electroencephalogram (EEG)
oscillatory phase differences among distant brain regions reveal
global synchronization, whereas EEG amplitude typically reveals
the extent of task involvement for a local neural ensemble (i.e.,
local synchronization) (Fries, 2005; Klimesch et al., 2008). It
has been demonstrated in humans that such large-scale phase
synchronizations lead to dynamic brain networks that mediate
cognitive functions, such as visual awareness (Rodriguez et al.,
1999; Cosmelli et al., 2004; Kitajo et al., 2007; Melloni et al., 2007),
working memory (Mizuhara and Yamaguchi, 2007; Kawasaki
et al., 2010; Kawasaki and Yamaguchi, 2013), and attention
(Womelsdorf and Fries, 2007; Doesburg et al., 2008). Although
phase synchronization analyses can evaluate the interaction or

communication among brain areas, it is difficult to identify the
causal relationship, or the directional information flow, among
these brain areas. Considering that neurons are typically direc-
tional cells, the information flow among brain areas should also
be directional.

Transcranial magnetic stimulation (TMS) is an ideal method
to examine this issue, as it allows a non-invasive stimulation of
the human brain that can perturb EEG oscillations (Massimini
et al., 2005; Thut et al., 2005). It has been suggested that single-
pulse TMS can induce transient neural oscillations in several
frequency bands in different cortical areas of the human brain
(Paus et al., 2001; Fuggetta et al., 2005; Van Der Werf and Paus,
2006; Taylor et al., 2008; Rosanova et al., 2009; Thut and Miniussi,
2009; Veniero et al., 2011). Furthermore, some of the afore-
mentioned studies have suggested that TMS-induced oscillations
reflect phase resetting in ongoing cortical oscillations. To our
knowledge, however, almost no study has estimated quantita-
tively TMS-induced phase resetting, although a recent study has
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addressed the signal transmission of TMS-modulated EEG phase
dynamics (Casali et al., 2010). Moreover, previous studies using
event-related brain potential (ERP) analyses have reported that
TMS-induced responses propagate globally among distant brain
areas (Ilmoniemi et al., 1997; Massimini et al., 2005; Morishima
et al., 2009). These findings indicate that it is possible to investi-
gate global frequency-specific phase dynamics by applying TMS
while recording EEG activity. We investigated transient phase
resetting in the TMS-targeted area and distant areas, their time-
course relationships, and directional information flow among the
brain areas.

Here, we used an information theoretic approach to test our
working hypothesis. Transfer entropy (TE), which is an infor-
mation theory measure that evaluates directional information
transfer between 2 systems (Schreiber, 2000; Kaiser and Schreiber,
2002; Vicente et al., 2011), was used to evaluate the causal infor-
mation flow between non-linear oscillators in the brain. TE was
selected for this analysis because it does not require a model
of interaction, and it is not limited to linearity and stationar-
ity, unlike structural equation modeling (Bullmore et al., 2000),
dynamic causal modeling (Friston et al., 2003), and Granger
causality (Brovelli et al., 2004; Roebroeck et al., 2005) in func-
tional magnetic resonance imaging (fMRI) analyses. In fact, TE
was used to show causalities between non-linear biological sig-
nals, such as heart and respiration rates (Schreiber, 2000), and
auditory cortical neurons (Gourevitch and Eggermont, 2007). We
examined TMS-induced global propagations of phase resetting
and used TE to quantify the causal and directional information
flow among human brain regions. By calculating the TE from
the TMS-targeted visual area to another distant area (i.e., motor
area), we estimated directional information flow successfully.

MATERIALS AND METHODS
SUBJECTS
Ten healthy right-handed volunteers (2 females and 8 males;
mean age, 25.8 ± 2.1 years) participated in this experiment.
The subjects reported via subjective questionnaires on having
normal visual acuity (with or without correction), hearing, and
motor abilities. All subjects gave written informed consent prior
to participation in this study. The study was approved by the
RIKEN Ethics Committee (in accordance with the Declaration of
Helsinki). The data obtained from 1 female subject were excluded
from the statistical analysis because of the insufficient amount of
significant EEG data.

TMS
While subjects sat in a relaxed position and rested with their
eyes closed, single-pulse TMS was delivered to the visual cortex
at intervals ranging between 2.5 and 3.5 s. TMS was delivered
through a figure-of-eight coil with a 70-mm wing diameter that
was connected to a biphasic stimulator (Magstim Rapid, Magstim
Company Ltd., UK). To fix the coil at the same position and direc-
tion throughout each session, we used the flexible arm of a camera
stand. Prior to performing the experiments, we determined the
motor threshold (MT) of each subject by applying single TMS
pulses over the left motor cortex and recording the intensity at
which a single pulse evoked a minimally perceptible movement of

the right index finger. When delivering TMS stimulation during
the experiment, we fixed the TMS coil over the occipital pole with
the handle oriented upward. Under the sham TMS condition,
TMS pulses were delivered at a location 15 cm from the top of
the head.

EXPERIMENTAL PROCEDURE
Subjects completed 3 sessions in a counter-balanced order. In
2 sessions, TMS targeting the visual cortex (Oz) was delivered
at either 95% MT (higher-intensity TMS) or 50% MT (lower-
intensity TMS), and in 1 session, subjects underwent a sham-TMS
condition at 50% MT. Each session consisted of 50 TMS applica-
tions. Throughout each session (duration, 2.5 min), subjects were
required to sit in a chair, keep their eyes closed, and maintain
their head position within a chin rest. TMS sessions were con-
ducted in a dim electronic- and sound-shielded room. Subjects
wore earplugs to help attenuate the effects of TMS-related audi-
tory noises. Furthermore, to confirm the arousal, subjects were
asked to respond by pressing a keyboard button by their right
index finger when they sensed a white flashed square (visual angle,
1◦ × 1◦; color, [r, g, b] = [255, 255, 255]; luminance, 60 cd/m2)
that was presented intermittently on a 24 in computer display
(ProLite E2410HDS, Iiyama, Japan) between TMS intervals.

EEG RECORDINGS AND ANALYSES
EEG was recorded continuously from 67 scalp electrodes
(Ag/AgCl) embedded in a TMS-compatible electrode cap
(EasyCap; EASYCAP Gmbh, Germany), and in accordance with
the placement of the international 10/10 system. EEG signals were
referenced digitally to the averaged recordings from the right and
left earlobes. Electrode impedance was maintained below 10 k�.
Electrooculography (EOG) was recorded from electrodes that
were placed above and below the left eye, to monitor eye blinks or
vertical eye movements. EOG electrodes placed 1 cm lateral from
the right and left eyes monitored horizontal eye movements. The
EEG and EOG signals were amplified using a BrainAmp MR+
apparatus (Brain Products, Germany). The sampling rate was
1000 Hz. In accordance with a previous study (Sekiguchi et al.,
2011), we rearranged the lead wires relative to the coil orientation,
to reduce TMS-induced artifacts.

EEG data were preprocessed by first segmenting the EEG data
into 5-s epochs (with 3-s pre-TMS and 2-s post-TMS periods;
5000 time points in total). We removed the EEG data points that
were affected by TMS artifacts (from −1 to 7 ms from TMS onset)
using linear interpolation. The duration of artifacts was consistent
with a previous study (Veniero et al., 2009). The EEG data were
0.1 Hz high-pass filtered. Next, epochs containing artifacts caused
by blinks or eye movements were detected from the EOG and EEG
data using an amplitude criterion (±150 μV) and were excluded
from further analysis. Finally, after the 47 Hz low-pass filter, to
identify the cortical activity with reduced effects of volume con-
duction, we applied current source density transformation to the
voltage distribution on the surface of the scalp using the spherical
Laplace operator (Perrin et al., 1989; Kayser and Tenke, 2006).

To identify the time-frequency phases, we applied wavelet
transforms using Morlet’s wavelet function (Tallon-Baudry et al.,
1996). We used Morlet’s wavelets for the high time and frequency
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resolutions, which allowed us to observe transitions in both the
low and high frequency oscillations better (Herrmann et al.,
2005). The phase for each time point in each TMS application
was the arctangent of the results of the convolution of the original
EEG signal s(t) with a complex Morlet’s wavelet function w(t, f ):

w(t, f ) = √
f exp

(
− t2

2σ 2
t

)
exp

(
i2π ft

)

where σt is a standard deviation of the Gaussian window. The
wavelet used here was roughly characterized by the number of
cycles nco within a 6σt interval (Lachaux et al., 2000), which con-
tains about 99.7% of the power of the Gaussian window. We chose
nco = 3(= 6f σt), with f ranging from 2 to 40 Hz in 1-Hz steps.

PLF
TMS-evoked phase resetting was calculated using phase locking
factors (PLF; (Tallon-Baudry et al., 1996)) at each electrode (ch),
time point (t), and frequency (f ) as follows.

PLF(t, f , ch) = 1

N

∣∣∣∣∣
N∑

n = 1

exp
(
iϕ(t, f , ch, n)

)∣∣∣∣∣
where ϕ is the instantaneous phase of EEG data and N is the total
number of epochs included in the calculation. Using the aver-
aged baseline PLF (PLFb; −1000 to −500 ms from TMS onset),
a standardized PLF (PLFz) was calculated to reduce the formula’s
sampling number bias for epochs:

PLFz(t, f , ch) = PLF(t, f , ch) − PLFb(t, f , ch)

σ (PLFb(t, f , ch))
.

We tested the statistical significance of the difference between
PLFz around the TMS application and pre-TMS periods aver-
aged across subjects. Specifically, we obtained a pre-TMS PLFz

distribution in which we computed PLFz from 200 time points
selected randomly in pre-TMS periods (−1700 to −500 ms).
Subsequently, we tested whether the mean PLFz around TMS was
higher (or smaller) than the upper (or lower) limit of the 99%
confidence interval of the pre-TMS PLFz distributions.

ZPPI
To confirm the PLFz results, we also analyzed another phase reset-
ting measure, the phase-preservation index (PPI) (Mazaheri and
Jensen, 2006). The PPI quantifies the consistency in phase stabil-
ity as a function of time over epochs taking a value between 0 and
1 for each time point (t), frequency (f ), reference time point (tref ),
and electrode (ch) as follows.

PPI(t, f , tref , ch) = 1

N

∣∣∣∣∣
N∑

n = 1

exp
{

i
(
ϕ(t, f , ch, n)

− ϕ(tref , f , ch, n)
)} ∣∣∣∣∣

We tested the statistical significance of the difference between the
decay time of PPI around TMS application and pre-TMS periods

averaged across subjects. The averaged PPI is more strongly biased
by the results of subjects whose number of trials is small (i.e., bad
signal/noise ratio) because PPI increases as the number of trials
decreases. To decrease the effect of this bias, the PPI was trans-
formed to Rayleigh’s Z-value using the formula ZPPI = n × PPI2,
where n is the number of trials for each subject. Then we averaged
ZPPI across subjects (Fisher, 1993; Mazaheri and Jensen, 2006).

First, we obtained 3000 ZPPI for the phase data that were
shuffled randomly in time from pre-TMS periods (−1700
to −1000 ms). This procedure provides a ZPPI estimate with no
temporal correlations for each subject. We computed the criti-
cal value as the upper 5% limit of the null distribution. Next, we
assessed the decay time defined as the interval from a reference
point to the time point where ZPPI became lower than the critical
value.

To detect TMS-induced phase resetting by the ZPPI, the ref-
erence time point has to be close enough to TMS onset because
ZPPI decays to the critical value around 300 ms even in the pre-
TMS baseline periods. If it is too close, however, TMS causes
a biased phase distribution at the reference point, which ren-
ders it hard to detect TMS-induced phase resetting by the ZPPI.
Therefore, we set the reference time point at −300 and −200 ms
for electrodes Oz and C3, respectively. Indeed, the phase distribu-
tions were not biased because PLFz were not significantly high at
the reference points (Figures 2A–C).

Finally, we assessed if the decay time of ZPPI around TMS
application was faster than the decay time of pre-TMS ZPPI.
Specifically, we estimated the 95% confidence intervals of 200
pre-TMS ZPPI curves (and decay time) averaged across sub-
jects, which were computed for pre-TMS periods by setting the
reference points randomly between −1700 and −1000 ms (non-
shuffled data), and compared them with the subject-averaged
ZPPI curve (and decay time) around TMS application.

TRANSFER ENTROPY
To estimate directional information flow among brain regions,
we used TE, which is an information theory measure developed
by Schreiber (2000). TE can quantify the directional information
flow between 2 systems X and Y by quantifying how the future
state of X is determined by the current states of X and Y.

To compute TE, entropy rate (h1) was first calculated using
the current observation values xt and yt and the time-shifted (τ )
observation value xt + τ as follows.

h1 = −
∑

xt + τ ,xt ,yt

p(xt + τ , xt, yt) log2 p(xt + τ |xt, yt),

where p(x|y) denotes the conditional probability and p(x, y)
denotes the joint probability. If we assume that the 2 systems are
independent, the time-shifted observation value (xt + τ ) of system
X is independent of the current observation value of the other
electrode, yt . Therefore, the entropy rate (h2) is defined as:

h2 = −
∑

xt + τ ,xt ,yt

p(xt + τ , xt, yt) log2 p(xt + τ |xt).

The TE (TE) from system Y to X is defined as the difference
between h1 and h2, as follows.
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TEY → X = h2 − h1

=
∑

xt + τ ,xt ,yt

p(xt + τ , xt, yt) log2

(
p(xt + τ |xt, yt)

p(xt + τ |xt)

)

Since the formula is not symmetric, we can estimate the infor-
mation flow between the 2 systems separately for both directions.
More specifically, the TE from system X to Y is obtained by,
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We used the instantaneous phases of CSD signals from 2 elec-
trodes (i.e., the C3 electrode as the left motor area and the Oz
electrode as the visual area) as the observation values of 2 systems,
and then estimated the TE between the 2 signals.

A straightforward approach for estimating TE is to divide the
state space into bins of a given width and construct multidi-
mensional histograms from the data, to evaluate the probability
density (Schreiber, 2000; Vicente et al., 2011). However, the arbi-
trary bin size often biases the estimate when there is a limited
number of data points, which are too sparse in the state space.
Non-parametric estimation using kernel techniques is a use-
ful alternative to binning a distribution (Silverman, 1981, 1986;
Kaiser and Schreiber, 2002). Therefore, we estimated multidi-
mensional probability density functions using the kernel density
estimation method (Silverman, 1981, 1986), rather than using
probabilities estimated by empirical histograms. As phase is a cir-
cular (i.e., π = −π) measure, we used a von Mises distribution,
which is a continuous probability distribution on the circle, as a
kernel density function. The kernel bandwidth (κ = 8) was opti-
mized using the least-squares cross-validation method (Sain et al.,
1994).

Next, we used the estimated multidimensional probability
density function to compute TE, as follows.

TEY→X =
�

p(xt + τ , xt, yt) log2

(
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p(xt + τ |xt)

)
dxtdxt + τ dyt .

The integral was numerically estimated via a 20-point Gauss–
Legendre quadrature.

We used phase data extracted in a 200-ms period around the
time of a TMS pulse (pre-100 ms, post-100 ms) as the current
observation values xt , yt , and phase data from a time-lagged 200-
ms period as the corresponding observation values xt + τ . We
estimated the TE for each subject as the function of the time
lag (τ ) ranging from 0 to 600 ms, in 5-ms steps. We tested the
statistical significance of the difference between TE around the
TMS application and pre-TMS periods averaged across subjects.
We obtained a 200-ms pre-TMS TE distribution in which we
computed TE from 200 sets of randomly selected consecutive
200-ms pre-TMS periods (−1700 to −500 ms). More specifically,
we tested whether the mean TE around TMS was higher (or
smaller) than the upper (or lower) limit of the 99% confidence
interval of the pre-TMS TE distributions.

ADDITIONAL EXPERIMENTS
We conducted additional experiments to address (1) the effects
of the TMS click sound on the EEG (Nikouline et al., 1999), (2)
the influences of the sham TMS intensity (50% MT), and (3) the
signal/noise ratio (i.e., effects of the number of trials).

We included 12 healthy right-handed volunteers (6 females
and 6 males; mean age, 26.3 ± 6.1 years) in this experiment
and used the same subjective questionnaires used in the previous
study. The additional experiments were approved by the institu-
tional ethics committee. The data obtained from 2 subjects were
excluded from the statistical analysis because the TMS intensities
were not large enough to evoke responses.

The additional experiments included 1 visual TMS condition
and 2 sham TMS conditions. The experimental paradigm, envi-
ronment, and equipment were similar to those for the previous
experiments, except for the following points. First, subjects wore
in-ear headphones with earmuffs and listened to a masking white
noise. The noise was adjusted so that the subjects could not hear
the TMS coil click during the TMS experiments (Paus et al.,
2001; Fuggetta et al., 2005; Massimini et al., 2005). Second, the
TMS intensity was set to 95% or 50% MT in all 3 conditions.
Third, we placed a thin layer of plastic foam between the scalp
and the coil when the coil was positioned over the visual area to
attenuate conduction of the TMS click through the bone (Paus
et al., 2001; Massimini et al., 2005; Van Der Werf and Paus, 2006;
Rosanova et al., 2009; Casali et al., 2010; Mäki and Ilmoniemi,
2010; Ter Braack et al., 2013). Fourth, 100 trials were completed
in all conditions.

The sham TMS condition was divided into 2 types. In the first
type (sham1), the TMS coil handle was oriented rightward with
the handle axis rotated 90 degrees so that only one wing of the
figure-of-eight coil was oriented to the scalp. A 3.6-cm plastic
cube with a thin layer of plastic form was used as a spacer that was
placed between the occipital pole and the coil wing (Esser et al.,
2006). In the second type (sham2), the TMS pulses were delivered
at a location 15 cm from the top of head.

The statistical analyses were similar to those performed in the
previous experiments, except that the reference time point in
the PPI analyses was −300 ms from the TMS onset for electrode
C3, whereas the previous experiments used −200 ms. We added
100 ms because the rise time of the C3 PLFz in the additional
experiments was faster than that in the previous experiments.
Representative EEG signals and averaged TMS evoked potentials
for the main and additional experiments are shown in Figures S1
and S2.

RESULTS
PLFz AND ZPPI RESULTS
The time-frequency EEG results showed transient enhancements
of PLFz ranging from 2 to 40 Hz at the TMS-targeted electrode at
the times at which TMS was delivered under the higher-intensity
(95% MT) TMS condition (Figure 1A). These enhancements
were observed ahead of the TMS onsets because of the wavelet
time resolution. In particular, the low frequency PLFz, especially
theta (4–8 Hz) oscillations, increased from the TMS onset at both
the TMS target locations (i.e., Oz) and the distant brain areas
(e.g., C3; the electrode showing the maximum PLFz). The instant
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FIGURE 1 | Subject-averaged (N = 9) time-frequency PLFz of the C3

(left) and Oz (right) electrodes at the onset of TMS applications under

the 95% MT TMS (A), 50% MT TMS (B), and sham-TMS (C) conditions.

The left topographies show the C3 (blue) and Oz (red) electrodes on the
recording montage.

amplifications of PLFz at the TMS target electrodes increased
significantly as TMS increased from lower (50% MT) to higher
intensities (Figures 1A,B; false-discovery rate corrected P < 0.01;
Wilcoxon sign rank test).

We observed global phase resetting in the distant brain regions.
With higher-intensity TMS, transient phase resetting of the theta
(frequency-measuring peak PLFz; 5 Hz) oscillations was trans-
mitted from the visual areas to the motor areas (in particular the
left motor area) (Figure 2A). The TMS-enhanced theta PLFz was
significantly higher than those of the pre-TMS periods in both
the visual and motor areas. In addition, the left motor electrode
showed the highest theta PLFz from approximately 152 ms after
TMS onset, whereas PLFz at the visual electrode reached peak
factors at the time TMS was applied. Such observation of phase
resets at the distant electrode decreased and disappeared with
lower-intensity TMS and with sham TMS (Figures 2B,C).

Next, we analyzed if the TMS-induced increase in PLFz

was associated with changes in another phase-resetting mea-
sure, ZPPI. Figure 3 shows the ZPPI computed for 5-Hz phase
at the TMS target locations (Oz) (Figure 3A) and the distant
brain area (C3) (Figure 3B) averaged across subjects under the
higher-intensity (95% MT) TMS condition. ZPPI around TMS

FIGURE 2 | Subject-averaged (N = 9) time course of 5 Hz PLFz (top)

and their topographies (bottom) of the C3 (blue) and Oz (red)

electrodes at the onset of TMS applications under the 95% MT TMS

(A), 50% MT TMS (B), and sham-TMS (C) conditions. The thick lines in
the upper part of line graphs indicate the time periods in which PLFz was
significantly higher than the pre-TMS periods at the C3 (blue) and Oz (red)
electrodes (P < 0.01). The left topographies show the C3 (blue) and Oz
(red) electrodes on the recording montage.

application (thick black line), which was computed using the
reference time point of −300 ms, showed a significantly shorter
decay time (P < 0.05) to the critical value (red line) than did
the pre-TMS ZPPI curves (−1700 to −500 ms) (95% confi-
dence intervals, greenish areas in Figure 3) for the Oz electrode.
ZPPI around TMS application, which was computed using the
reference time point of −200 ms for the C3 electrode, was signif-
icantly shorter (P < 0.05) in decay time to the critical value (red
line), than was the pre-TMS ZPPI. Figures 3C,D show the results
obtained for the lower-intensity TMS (50% MT) condition. ZPPI
around TMS application was not significantly different from ZPPI
of pre-TMS periods for both the Oz and C3 electrodes. In the
sham condition, we did not observe any significant changes in
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FIGURE 3 | Subject-averaged (N = 9) PPI for the electrodes Oz and C3

under the 95% MT TMS (A,B), 50% MT TMS (C,D), and Sham-TMS

conditions (E,F). The black thick lines indicate PPI around TMS
applications (reference time point at −300 and −200 ms for the
electrodes Oz and C3, respectively). The red lines indicate the critical
values defined as the upper 5% limit of the null distribution. The

greenish areas indicate the 95% confidence intervals of pre-TMS PPI.
Using the 95% confidence intervals, we assessed if the decay time of
PPI to the critical value around TMS application was significantly shorter
than the decay time of pre-TMS PPI (blue circles and P-values). The blue
thick lines in the lower part of graphs indicate the time periods in which
PPI decayed significantly faster than pre-TMS PPI.

ZPPI around sham TMS application for both the Oz and C3
electrodes compared with pre-TMS periods (Figures 3E,F).

These results indicate that the TMS-induced increase in PLFz

is accompanied by a significantly shorter decay time in ZPPI
compared with pre-TMS periods more prominently in the higher-
intensity TMS (95% MT) condition.

TRANSFER ENTROPY RESULTS
Considering that we found the most prominent time-delayed
TMS-induced phase resetting from Oz to C3 at 5 Hz, we evalu-
ated the information transfer between electrodes Oz and C3 by
computing TE for 5-Hz phase signals. Figure 4A demonstrates
mean TE (Oz to C3) as a function of TE time lag with the
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FIGURE 4 | Subject-averaged (N = 9) TE as a function of time lag. TE (Oz
to C3) (A) and TE (C3 to Oz) (B) under the 95% MT TMS conditions.
Greenish areas indicate the 99% confidence intervals calculated using these
pre-TMS periods. The red and blue thick lines in the lower part of line graphs

indicate the time periods in which TE was significantly higher than the
pre-TMS TE (P < 0.01). (C,D) TE (Oz to C3) and TE (C3 to Oz) under the 50%
MT TMS condition. (E,F) TE (Oz to C3) and TE (C3 to Oz) under the
sham-TMS condition.

higher-intensity TMS. In the higher-intensity TMS condition, we
observed a prominent peak in the subject-averaged TE (Oz to C3)
at a 165-ms lag. We also computed pre-TMS TE from 200-ms
periods selected randomly between −1700 and −500 ms pre-
TMS, which is a stable period that precedes TMS. Using these
pre-TMS periods, we computed the 99% confidence intervals
(greenish areas in Figure 4). We observed that the pre-TMS peri-
ods were not affected by the previous TMS (i.e., the minimum
time interval was 2500 ms) or the PLFz enhancements preceding
the TMS in that epoch (see Figure 1). TE around TMS application
(Oz to C3) was significantly higher than the pre-TMS TE (Oz to
C3) with a time lag between 5 and 325 ms in the higher-intensity
TMS condition. In addition, we observed a baseline information
flow between Oz and C3 in pre-TMS data. These results suggest
the existence of information flow from TMS-targeted visual areas
(Oz) to motor areas (C3), which was enhanced by single-pulse
TMS maximized at a 165-ms lag.

In contrast, we found a significantly lower TE around the time
of TMS application (C3 to Oz) compared with the pre-TMS TE

with a lag (C3 to Oz) between 50 and 265 ms in the higher-
intensity TMS condition. These results indicate that the infor-
mation flow from C3 to Oz around the time of TMS application
was suppressed within this time-lag range. Moreover, TE (C3 to
Oz) showed a later peak at a time lag of approximately 400 ms
(Figure 4B). The peak of TE around the time of TMS application
was significantly different from TE for the pre-TMS periods.

Figures 4C,D show the results obtained for the lower-intensity
TMS (50% MT) condition. We observed a less prominent and
later peak for TE (Oz to C3) compared with what was observed
for higher-intensity TMS. TE (Oz to C3) around the time of TMS
application was not significantly different from pre-TMS TE (Oz
to C3). Moreover, TE (C3 to Oz) was not significantly different
from TE (C3 to Oz) of the pre-TMS periods. In the sham con-
dition, we did not observe any significant changes in TE around
TMS application for either direction (i.e., Oz to C3 and C3 to Oz)
from pre-TMS periods (Figures 4E,F).

The TE results showed that TMS can enhance directional
information flow from the TMS-targeted visual area to motor
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areas with higher-intensity TMS, which is consistent with the
PLFz and ZPPI results that indicated prominent propagation of
transient phase resetting from the TMS-targeted visual areas to
the motor areas.

ZPPI RESULTS OF THE ADDITIONAL EXPERIMENTS: PLFz , ZPPI, AND TE
Figures 5–7 presents the results of the additional experiments.
These results include the PLFz, ZPPI, and TE results in the 5-Hz
phases under the visual TMS, as well as the sham1 and sham2
TMS conditions (all TMS intensities were 95% MT).

The PLFz results from the additional experiments replicated
those from the previous experiments (Figure 5). In the visual
condition (95% MT), the TMS-enhanced 5-Hz PLFz was signif-
icantly higher than those in the pre-TMS periods for both the
visual (Oz) and motor areas (C3). Moreover, the C3 electrode
showed the highest theta PLFz from 116 ms after TMS onset,
whereas the Oz electrode PLFz peaked at the time TMS was
applied. Such prominent increases in PLFz were not observed in
the 2 sham conditions at 95% MT or any condition at 50% MT.

The ZPPI results for the additional experiments also were
similar to those for the previous experiments (Figure 6). The
ZPPI measured around the time of the TMS application for
the Oz and C3 electrodes showed a significantly shorter decay
time (P < 0.05) to the critical value than did the pre-TMS ZPPI
curves in the visual TMS condition at 95% MT. In contrast, the
ZPPI measured around the time of the TMS application was
not significantly different from the ZPPI of the pre-TMS peri-
ods for either the Oz or C3 electrodes in the sham2 condition
at 95% MT. However, the ZPPI for the C3 electrode showed a
significantly shorter decay time in the sham1 condition at 95%
MT. Such a decay in ZPPI was not observed in any condition
at 50% MT.

The TE results for the additional experiments also were similar
to those for the main experiments. In the visual TMS condition,
we observed a prominent peak in the subject-averaged TE (Oz
to C3) at 175 ms. The TE-values were significantly higher than
those for the pre-TMS TE. The TE modulations appearing around
the TMS application for the opposite direction (C3 to Oz) in the

visual TMS condition and for either direction (i.e., Oz to C3 and
C3 to Oz) in the 2 sham conditions were partially significant (see
Figure 7).

These results indicate that any artifact produced by the TMS
click or a low number of trials should not have affected our find-
ing that TMS can enhance directional information flow from the
TMS-targeted visual area to motor areas.

DISCUSSION
The present study demonstrated that single-pulse TMS can
induce a large-scale propagation of transient phase resetting
that is accompanied by causal information flow from the TMS-
targeted area to distant areas via bottom-up synchrony networks
during TMS-induced brain states. Previous TMS–EEG studies
have shown either TMS-induced oscillations within local areas
(Paus et al., 2001; Fuggetta et al., 2005; Van Der Werf and
Paus, 2006; Taylor et al., 2008; Rosanova et al., 2009; Thut and
Miniussi, 2009; Veniero et al., 2011) or global propagation of aver-
aged responses (Ilmoniemi et al., 1997; Massimini et al., 2005;
Morishima et al., 2009). In addition, the present study revealed
several important findings. First, the time-frequency EEG analysis
showed that the PLFz reached the highest factor at the distant area
with a time lag that followed the peak PLFz enhancements of the
TMS-targeted area. Second, the TMS-induced increase in PLFz

was accompanied by a significantly shorter decay time in ZPPI
compared with pre-TMS periods more prominently in the higher-
intensity TMS (95% MT) condition. Third, the TE from the
TMS-targeted area to the distant area clearly increased with a time
lag from the TMS onset. Interestingly, the averaged time lags were
almost coincident between the PLFz (152 ms) and TE (165 ms)
results. This finding provides strong evidence that the emergence
of the delayed phase resetting, which was indicated by the delayed
PLFz peaks, is associated with the incoming causal information
flow from the TMS-targeted visual area to the non-target motor
area, as was indicated by TE.

TMS appears to manipulate the oscillatory phase dynamics
and causal information flow among large-scale brain networks
in a TMS-intensity-dependent manner, as such TMS-induced

FIGURE 5 | Subject-averaged (N = 10) time course of 5 Hz PLFz at the

onset of TMS applications under the 95% MT TMS (A), 95% MT sham1

TMS (B), and 95% MT sham2 TMS (C) conditions in the additional

experiments. The thick lines in the upper part of line graphs indicate the time
periods in which PLFz was significantly higher than the pre-TMS periods at
the C3 (blue) and Oz (red) electrodes (P < 0.01).
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FIGURE 6 | Subject-averaged (N = 10) ZPPI for the electrodes Oz and C3

under the 95% MT TMS (A,B), 95% MT sham1 TMS (C,D), and 95% MT

sham2 TMS (E,F) conditions in the additional experiments. The black
thick lines indicate ZPPI around TMS applications (reference time point
at −300 and −200 ms for the electrodes Oz and C3, respectively). The red
lines indicate the critical values defined as the upper 5% limit of the null

distribution. The greenish areas indicate the 95% confidence intervals of
pre-TMS ZPPI. Using the 95% confidence intervals, we assessed if the decay
time of ZPPI to the critical value around TMS application was significantly
shorter than the decay time of pre-TMS ZPPI (blue circles and P-values). The
blue thick lines in the lower part of graphs indicate the time periods in which
ZPPI decayed significantly faster than pre-TMS ZPPI.

modulations were observed only in the higher-intensity TMS
condition. The slightly increased PLFz observed under the sham
and low-intensity TMS conditions in the main experiment might
not be due to the information transfer from the visual area to the
motor area, because the TE was not significantly different from TE
observed in the pre-TMS periods. Global oscillatory modulations
were found in the theta range (peak frequency, 5 Hz), although
TMS consistently induces frequency-specific oscillations in each

brain area, such as alpha oscillations in the occipital areas and
beta oscillations in the motor areas (Rosanova et al., 2009).
Previous findings indicate that the slow-oscillatory (i.e., theta)
synchronization plays an important role in linking dynamically
brain areas within the resting-state networks (Von Stein and
Sarnthein, 2000; Buzsaki and Draguhn, 2004; Jensen and Colgin,
2007). Slow-oscillatory (i.e., theta) synchronization is similar
to the global theta phase synchronization observed for several
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FIGURE 7 | Subject-averaged (N = 9) TE as a function of time lag. TE (Oz
to C3) (A) and TE (C3 to Oz) (B) under the 95% MT TMS conditions. Greenish
areas indicate the 99% confidence intervals calculated using these pre-TMS
periods. The red and blue thick lines in the lower part of line graphs indicate

the time periods in which TE was significantly higher than the pre-TMS TE
(P < 0.01). (C,D) TE (Oz to C3) and TE (C3 to Oz) under the 95% MT sham1
TMS, and (E,F) TE (Oz to C3) and TE (C3 to Oz) under the 95% MT sham2
TMS conditions in the additional experiments.

cognitive functions, including working memory (Sauseng et al.,
2005; Mizuhara and Yamaguchi, 2007; Klimesch et al., 2008;
Kawasaki et al., 2010). Therefore, the PLFz patterns of differ-
ent frequency oscillations in different brain regions, and the
relationships between resting and cognitive functions, should be
clarified in future studies.

Although the PLF and ZPPI results possibly suggest the macro-
scopic phase resetting at the EEG level, the findings are not direct

evidence for the microscopic phase resetting at the single neuron
level. Previous studies argued that such phase modulations could
be either related to additive evoked responses or phase resetting
(Sauseng et al., 2007; Becker et al., 2008). Moreover, it is not
clear whether the macroscopic phase resetting of EEG oscilla-
tions reflects the microscopic phase resetting or additive evoked
responses at the single neuron level (Telenczuk et al., 2010).
Therefore, it is necessary to examine the issues by combining
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experimental data at different spatial scales using several indices
and mathematical modeling.

Moreover, synchronous and oscillatory phenomena in the
brain actually show very transient dynamics. We therefore think
it is very difficult to identify whether the TMS-induced response
observed in the current study were perfect phase resetting or
additive evoked responses. We therefore used the phrase “tran-
sient phase resetting” in our study. In addition the transient
TMS-evoked phase dynamics in the present study are novel and
important.

Moreover, it should be noted that artifacts such as volume con-
duction of TMS-evoked activity do not explain the propagation
of transient phase resetting and directional information flow, as
there was a time lag between PLFz peaks that matched the optimal
lag at which the TE from Oz to C3 was maximized. If the global
propagation of transient phase resetting and information transfer
was a spurious phenomenon caused by volume conduction, then
there should be no time lag.

Furthermore, it is possible that the EEG data was slightly
affected by indirect TMS effects, such as the air- and bone-
conducted sound produced by the TMS coil click (Nikouline
et al., 1999) in the main experiments. To reduce such effects,
we applied TMS slightly (about 0.5 cm) above the scalp over the
occipital area and asked subjects to wear earplugs. Unfortunately,
the method did not prevent auditory effects perfectly, because
a weak increase in PLFz was observed under the sham-TMS
condition, which does not have direct TMS effects on brain
activity (Figure 2C). Moreover, the main experiments lacked
higher-intensity sham-TMS data (95% MT).

To address these issues, we conducted additional experiments
in which the subjects listened to a masking white noise sound
with headphones. In addition, we included two sham condi-
tions in which the TMS intensity was 95% MT or the TMS was
applied near the visual area. The PLFz, ZPPI, and TE results for
the additional experiments were similar to those for the previ-
ous experiments. The increased PLFz, faster ZPPI decay, and TE
enhancements from Oz to C3 were observed in only the visual
TMS condition but not the sham2 condition (i.e., the TMS pulses
were delivered at a location 15 cm from the top of head). These
results suggest that our findings were not influenced by auditory
evoked potentials evoked by the associated TMS click sound or by
the TMS intensity and location in the sham conditions.

Note that the enhancement of the ZPPI decay in the motor
area was significant only in the sham1 condition (i.e., with placing
a cube with thin layer of plastic foam between the scalp and the
rotated coil) in the additional experiment, whereas the enhanced
ZPPI decay was not observed in the visual area. Such results
might be due to somatosensory stimulation by bone-conducted
vibration from the TMS click but not by auditory effects of the
TMS click. It is because that the phase resetting was not found
in the sham2 condition, although the auditory masking was same
between the sham1 and sham2 conditions. However, this possi-
bility did not influence our findings regarding phase resetting in
the motor area in the 95% MT visual TMS condition because the
phenomenon was commonly found in both the main experiments
(without the somatosensory effects) and additional experiments
(without the auditory effects).

Our findings suggest the existence of a potential bottom-up
network from the sensory input regions to the motor output
regions (i.e., the motor areas) through the corticocortical and/or
subcortical networks (Ilmoniemi et al., 1997) in the TMS-induced
state. We hypothesized that the motor area that is contralateral to
the dominant hand appears to be a goal of the TMS-induced brain
state network, based on the convergence of transient phase reset-
ting on the left motor areas in the right-handed subjects included
in this study. The bottom-up mechanism would be related to a
spontaneous preparation of reaction series, such as the task used
in this study. For example, we can imagine seeing a visual stimu-
lus, making a decision, and then responding via output from the
motor areas.

We asked the subjects to respond to a visual flash (with their
eyes-closed), to monitor and keep the arousal level. Thereafter, the
visual flashes possibly influence the arousal level and indirectly
affect the excitability of the visual cortex, although the visual
flashes are assumed to be temporally far from the TMS timing,
not to be presented in every TMS interval (10 flashes and 50 TMS
applications in each session), and not to affect the TMS-induced
response directly.

It has been reported that TMS induces rapid (<50 ms)
increases in firing rates in the cat V1 cortex (Moliadze et al., 2003).
This should be related to the transient phase resetting of local
oscillations in the targeted area. In response to the TMS-induced
increase in spike rate, the targeted area can subsequently increase
the strength of its outputs to other areas. This might account
for the enhanced bottom-up information flow observed in the
current study.

TE is a model-free measure of information flow without the
assumption of linearity and stationarity (Schreiber, 2000; Kaiser
and Schreiber, 2002; Vicente et al., 2011). TE would be an
appropriate information theoretical measure for an exploratory
investigation of information flow in complex networks, such as
the brain. Our results provide evidence that TE is an appro-
priate information theoretical measure that evaluates the causal
and directional information flow in the brain. Interestingly, it
has been shown that Ganger causality and TE are equivalent to
Gaussian variables (Barnett et al., 2009). As phase is a circu-
lar measure, however, we cannot use Granger causality, which
assumes a Gaussian distribution in predicting signals, for detect-
ing causal information flow in phase signals. Therefore, we
propose that TE is useful to detect information flow in phase sig-
nals, as it evaluates the causal and directional information flow
between specific brain areas in synchronous networks. Although
we focused our analyses on information transfer between 2 spe-
cific brain areas in the current study, future work should analyze
information flow more extensively across the entire brain. In fact,
TE has been used to detect information flow in complex systems,
such as social information flow on the web (Oka and Ikegami,
2012).

The results of the current study indicate the possibility that
TE is a quantifiable index of causal information flow among
brain networks. Our experimental paradigm had the explicit con-
sequence of information flow by virtue of TMS. In fact, TE
indicates that TMS can modulate large-scale causal information
flow in the brain, particularly in the case of higher-intensity TMS.

Frontiers in Human Neuroscience www.frontiersin.org March 2014 | Volume 8 | Article 173 | 101

http://www.frontiersin.org/Human_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Human_Neuroscience/archive


Kawasaki et al. TMS-induced directional information flow

Therefore, future studies should examine whether TE reflects
causality among brain areas without TMS application.

In conclusion, we demonstrated that single-pulse TMS mod-
ulated global phase dynamics and information flow among syn-
chronous networks in the human brain. Our results suggest that
single-pulse TMS modulates both incoming and outgoing infor-
mation flow in the TMS-targeted areas associated with functional
changes.
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Figure S1 | Representative EEG data from 1 subject in the main

experiments under the 95% MT TMS, 50% MT TMS, and 50% sham-TMS

conditions. Upper panels: 20 single-trial EEG signals (dashed lines) for the

C3 and Oz electrodes randomly selected from all trials for each TMS

condition. 0 ms indicates TMS onset. EEG signals were low cut filtered

(30 Hz) by a Butterworth filter. Lower panels: Corresponding averaged

TMS evoked potentials (solid lines) for each condition in each subject.

Figure S2 | Representative EEG data from 1 subject in additional

experiments under the 95% MT TMS, sham1, and sham2 conditions.

Upper panels: 20 single-trial EEG signals (dashed lines) for the C3 and Oz

electrodes randomly selected from all trials for each TMS condition. 0 ms

indicates TMS onset. EEG signals were low cut filtered (30 Hz) by a

Butterworth filter. Lower panels: Corresponding averaged TMS evoked

responses (solid lines) for each condition in each subject.
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The occurrence of dynamic changes in spontaneous electroencephalogram (EEG) rhythms
in the awake state or sleep is highly variable. These rhythms can be externally modulated
during transcranial magnetic stimulation (TMS) with a perturbation method to trigger
oscillatory brain activity. EEG-TMS co-registration was performed during standard wake,
during wake after sleep deprivation and in sleep in six healthy subjects. Dynamic changes
in the regional neural oscillatory activity of the cortical areas were characterized using
time-frequency analysis based on the wavelet method, and the modulation of induced oscil-
lations were related to different vigilance states. A reciprocal synchronizing/desynchronizing
effect on slow and fast oscillatory activity was observed in response to focal TMS after
sleep deprivation and sleep. We observed a sleep-related slight desynchronization of alpha
mainly over the frontal areas, and a widespread increase in theta synchronization. These
findings could be interpreted as proof of the interference external brain stimulation can
exert on the cortex, and how this could be modulated by the vigilance state. Potential
clinical applications may include evaluation of hyperexcitable states such as epilepsy or
disturbed states of consciousness such as minimal consciousness.

Keywords: EEG,TMS, cortical excitability, wavelet analysis, vigilance state

INTRODUCTION
Oscillatory human brain activity occurs at different frequencies
(Niedermeyer, 1999) and can be rapidly modulated over the occip-
ital regions by eyes opening and over the central parietal regions by
movement and sensory stimulation. The occurrence of dynamic
changes in spontaneous electroencephalogram (EEG) rhythms in
the awake state or sleep is highly variable. These rhythms can be
externally modulated with a perturbation method to trigger oscil-
latory brain activity. The method involves delivering an external
stimulus by transcranial magnetic stimulation (TMS) and record-
ing its effects on cortical activity by EEG. Advanced EEG systems
compatible with TMS (EEG-TMS co-registration) offer the ability
to study EEG reactivity in humans in the awake state.

Most studies to date have focused on slow EEG responses
evoked by a single magnetic stimulus in the time domain
(Ilmoniemi et al., 1997; Izumi et al., 1997; Paus et al., 1998, 2001;
Komssi et al., 2002; Thut et al., 2003; Bonato et al., 2006; Thut
and Pascual-Leone, 2010; Del Felice et al., 2011) by investigating
more complex and widespread brain oscillatory activity induced
by external stimulation (Thut and Miniussi, 2009). The applica-
tion of EEG-TMS co-registration to high frequencies instead of
low frequencies (i.e., cortical evoked potentials) has opened new
and intriguing lines of research, yielding a wealth of data on rhyth-
mic brain activities (Fuggetta et al., 2008; Thut and Miniussi, 2009;
Manganotti et al., 2012) and on the connectivity of brain areas
during the wake state or sleep (Massimini et al., 2005, 2007, 2009).
Indeed, single-pulse TMS (Paus et al., 2001; Fuggetta et al., 2005;

Van Der Werf et al., 2006; Rosanova et al., 2009; Manganotti et al.,
2012) or a TMS pulse train (Brignani et al., 2008; Fuggetta et al.,
2008; Plewnia et al., 2008; Noh et al., 2012) induce synchronous
rhythmic rapid brain activity that preferably oscillates in the nat-
ural frequency of the target site. Such an experimental paradigm
was proposed by Johnson et al. as a way to clarify the behavioral
effects of TMS, e.g., by studying TMS-induced oscillatory activity
modifications (Johnson et al., 2010).

Although the real meaning and site of rapid oscillatory syn-
chronization evoked by TMS remain to be elucidated, cortical
and subcortical sources have been suggested (Van Der Werf et al.,
2006; Rosanova et al., 2009). In a previous work (Manganotti et al.,
2012), we documented the different and dynamic time course of
all frequencies, defined as slow (delta and theta) and fast (alpha
and beta) activities, after single, paired and transcallosal TMS
using wavelet time-frequency analysis, where we suggested possi-
ble inhibitory network activation by brain stimulation in the rest
awake state for these synchronized evoked rhythms. This method is
appealing for studying different states of the brain and it is feasible
with different EEG systems.

Recent research into the effects of sleep and sleep depriva-
tion has largely focused on standard TMS parameters, so-called
transcranial evoked potentials (TEPs), which are the slow, early
components recorded on EEG after a TMS pulse. Standard TMS
studies have shown decreased motor excitability in normal subjects
during sleep (Manganotti et al., 2001; Grosse et al., 2002; Avesani
et al., 2008), while a discordant effect on motor evoked potentials

Frontiers in Human Neuroscience www.frontiersin.org November 2013 | Volume 7 | Article 767 | 104

http://www.frontiersin.org/Human_Neuroscience/
http://www.frontiersin.org/Human_Neuroscience/editorialboard
http://www.frontiersin.org/Human_Neuroscience/editorialboard
http://www.frontiersin.org/Human_Neuroscience/editorialboard
http://www.frontiersin.org/Human_Neuroscience/about
http://www.frontiersin.org/journal/10.3389/fnhum.2013.00767/abstract
http://www.frontiersin.org/people/u/74004
http://www.frontiersin.org/people/u/70990
http://www.frontiersin.org/people/u/102802
http://www.frontiersin.org/people/u/73629
http://community.frontiersin.org/people/AlessandroZamboni/120297
http://www.frontiersin.org/people/u/69952
http://www.frontiersin.org/people/u/80652
http://www.frontiersin.org/people/u/80587
mailto:paolo.manganotti@univr.it
http://www.frontiersin.org/Human_Neuroscience/
http://www.frontiersin.org/
http://www.frontiersin.org/Human_Neuroscience/archive


“fnhum-07-00767” — 2013/11/18 — 11:00 — page 2 — #2

Manganotti et al. EEG modulation by TMS

(MEPs), with a mild amplitude decrease according to Manganotti
et al. (2001) or an increase according to Civardi et al. (2001), was
described in normal subjects after sleep deprivation. Conversely,
sleep deprivation in epileptic patients results in a marked increase
in cortical excitability (Manganotti et al., 2006). TEP modula-
tion by vigilance states appears to be more nuanced. While the
reproducible slow components evoked by TMS during wake and
sleep have been identified (Komssi et al., 2004; Bonato et al., 2006;
Massimini et al., 2007), the main difference with standard TMS
parameters lies in the marked increase in the amplitude of evoked
potentials during NREM sleep (Massimini et al., 2009; Del Felice
et al., 2011) and during anesthesia (Ferrarelli et al., 2010), with a
pronounced increase seen after sleep deprivation (Del Felice et al.,
2011). Indeed, Huber et al. (2013) observed that the excitability of
the human frontal cortex, measured as the immediate (0–20 ms)
EEG reaction to TMS, progressively increases with time awake,
from morning to evening and after one night of total sleep depri-
vation, and that it decreases after recovery sleep. Finally, in an
altered hyperexcitable cortex, as in epilepsy, TEPs reflect this state,
showing an impressive augmentation in amplitude during sleep
and particularly after sleep deprivation (Del Felice et al., 2011).

The aim of this study was to investigate slow and fast oscillatory
activities synchronized by single-pulse TMS delivered over the pri-
mary motor area (M1) in the time-frequency domain during wake,
NREM sleep, and sleep deprivation. The time-frequency approach
was applied to detect dynamic changes in the regional neural oscil-
latory activity of cortical areas and to relate the modulation of these
induced oscillations to the different brain states.

MATERIALS AND METHODS
SUBJECTS
The study sample was 6 healthy subjects (3 men and 3 women;
mean age, 28.6 years ± standard deviation 4.7 years), right-handed
as assessed by the Edinburgh Handedness Inventory (Oldfield,
1971). None of the subjects had a medical history of neurologi-
cal disease or was taking any medications. Basal EEG was normal
in all subjects. Sleep was scored according to American Academy
of Sleep Medicine (AASM) guidelines on monopolar montage,
considering frontal, central and occipital leads, with additional
electro-oculogram and electromyogram derivations on a 30 s
basis (Silber et al., 2007). Continuous EEG recordings showed
unmistakable N1 and N2 sleep stages in all subjects. Only brief
lapses of N3 sleep stage were scored in the majority subjects.
None of the EEG recordings showed REM sleep (see Table 1
for polysomnographic data). All subjects initially experienced
difficulty in falling asleep owing to the effect of TMS before enter-
ing a distinct sleep stage. In accordance with the Declaration of
Helsinki, written informed consent to participate in the study was
obtained. The study design and protocol were approved by the
Local Ethics Committee of the Verona University Department and
Hospital.

EEG RECORDINGS
Electroencephalogram data were acquired using a magnetic res-
onance (MR)-compatible EEG amplifier (BrainAmp 32MRplus,
BrainProducts GmbH, Munich, Germany) and a cap providing
30 TMS-compatible coated-electrodes positioned according to a

10/20 system. Additional electrodes were used as ground (AFz)
and reference (FCz). The EEG data were bandpass-filtered at
0.1–500 Hz and digitized at a sampling rate of 5 KHz.

TMS STIMULATION
Transcranial magnetic stimulation was performed using a
Magstim-Rapid Stimulator in biphasic pulse configuration
(Magstim Company Ltd, London, UK) which generates a max-
imum magnetic field of 1.5 T. TMS was delivered through a
figure-of-eight focal coil oriented so that the induced electric cur-
rent flowed in a posterior-anterior direction over the left M1. MEPs
were recorded from the right thenar eminence (TE) muscle with
Ag/AgCl surface electrodes fixed to the skin with a belly tendon
montage. The coil was placed tangentially to the scalp, with the
handle pointing backwards and laterally at a 45◦ angle away from
the midline. The stimulation coil was positioned with the han-
dle pointing backwards and over the optimal scalp position to
obtain the highest MEP, corresponding approximately to between
C3 and P3 in all subjects. Induced currents were directed postero-
anteriorly. Stimulus intensity was set at 110% of motor threshold
(MT) intensity. MT intensity was approached from individual
suprathreshold levels by reducing the stimulus intensity in 1%
steps. MT intensity was defined as the lowest stimulator output
intensity capable of inducing MEPs of at least 50 μV peak-to-peak
amplitude in relaxed right TE muscles in at least half of 10 tri-
als over the optimal scalp position (Rossini et al., 1994). Stimulus
intensities are expressed as a percentage of maximum stimulator
output.

The click associated with the coil discharge propagates through
air and bone and can elicit an auditory N1–P2 complex at latencies
of 100–200 ms (Nikouline et al., 1999; Tiitinen et al., 1999). In this
study, we inserted earphones to mask the coil-generated click in all
subjects to avoid any effect of clicks in the modulation of cortical
oscillatory activities. A white noise (90 dB) was played through the
inserted earphones to mask the coil-generated click (Fuggetta et al.,
2005). All subjects confirmed that the white noise was sufficient
to mask the auditory input.

Table 1 | Polysomnographic parameters. Mean and standard deviation.

PSG parameters

Total sleep time 53.4 (±10.7) min

Total recording time 103 (±18.8) min

Sleep onset latency 27.2 (±10.8) min

WASO 12.4 (±9.6) min

NREM 100%

REM 0%

N1 37 (±4.1) min

N2 49 (±6.5) min

N3 14 (±3.2) min

WASO, wakefulness after sleep onset, NREM, non-rapid eye movement, REM,
rapid eye movement, N1, N2, N3, NREM sleep stages.
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EXPERIMENTAL DESIGN
The subjects were asked to maintain a regular sleep schedule for
at least 5 days prior to the beginning of the study. The first TMS
recording was performed between 1 p.m. and 3 p.m. in basal con-
ditions (T0), and the second TMS recording from 1 p.m. to 3 p.m.
the day after partial sleep deprivation (T1). Partial sleep depriva-
tion was achieved by having the subject stay awake from 3 a.m.
until morning; no napping was permitted. Sleep was recorded in
the same session as the sleep deprivation recording, immediately
after the latter (T2). Subjects were asked to refrain from taking
any stimulating substances (e.g., coffee, cola, smoking). The EEG
recording was performed before, during and after each TMS stim-
ulation. An EEG baseline acquisition in resting state condition was
also performed before the beginning of each stimulation (before
T0, T1, and T2), with eyes open at T0 and T1 and with eyes closed
at T2. Although the eyes open condition produced a higher num-
ber of trials that had to be discarded due to blinking artifacts, it
ensured the subjects did not fall asleep during the experiment.
During the awake and sleep deprivation recordings, the subjects
were seated in an armchair with the elbow semi-flexed; the fore-
arm was pronated, fully relaxed and supported by the arm of the
chair. During the sleep recordings, the subjects lay in bed in a
dark, sound proof laboratory room; the head was reclined over
an ad hoc tailored foam-rubber pillow to allow correct position-
ing of the coil over the scalp (Del Felice et al., 2011). To ensure
that masking would be effective, the subjects had the earphones
inserted with the white noise turned on for the entire duration of
the experiment.

Transcranial magnetic stimulation single-pulse stimuli were
delivered at random, with a minimum inter-trial interval (ITI)
of 0.8 s and a maximum of 3 s (Figure 1). During the awake and
sleep deprivation sessions, at least 150 stimuli were administered;
during the sleep session, stimulation continued throughout the
entire sleep period.

WAVELET ANALYSIS
The EEG data were analyzed using a time-frequency procedure to
characterize TMS-induced oscillations (Manganotti et al., 2012).

The EEG data were downsampled to 250 Hz and all recordings
were visually inspected; trials with artifacts produced by envi-
ronmental noise, muscle activity or eye movement were rejected.
Only trials recorded during N1–N2 stages were included in the
analysis, whereas trials recorded during N3 stage were excluded
in order to ensure the maximum possible homogeneity. Epochs
with interstimulus interval greater than 2.2 s were selected for the
analysis, to ensure the results were comparable with the previous
study (Manganotti et al., 2012). Since magnetic artifacts were con-
tained in the first 130 ms, the EEG traces were analyzed 130 ms
after magnetic stimulation. In this way the early, slow TEP was
excluded from the analysis, focusing on the time-course of the
power of all frequency ranges during the relative long-term. Trials
of 2 s were selected from 130 to 2130 ms after the stimulus by
visual inspection.

Time-frequency analysis was performed on the most repre-
sentative channels (F3, Fz, F4, C3, Cz, C4, P3, Pz, and P4)
with continuous Morlet wavelet transform, which provides a time
course after magnetic stimulation of the relative power in the main
frequency bands: delta (1–4 Hz), theta (4–8 Hz), alpha (7–12 Hz),
and beta (15–22 Hz). A family of Morlet wavelets was constructed
at 1 Hz frequency intervals ranging from 1 to 30 Hz. Each wavelet
function has a Gaussian distribution in the time (SD: σt) and
frequency domains (SD: σf ) around the center frequency f0 and
it depends on a parameter, the number of oscillations (f0/σf ),
which has to be chosen by the user. The number of oscillations
in each data window can be critical. There is no rule for deter-
mining this parameter. After several attempts, we choose these
parameters because we could best investigate power changes as
the optimal compromise in time-frequency using a 1–30 Hz fre-
quency range and a temporal window of 2 s. Our wavelet family
was computed using a ratio of 4 oscillations for delta, 8 for theta,
12 for alpha and 22 for beta bands (coinciding with the high-
est frequency). 20 epochs of 2 s of basal EEG devoid of artifacts
were selected for each subject and for each condition. The refer-
ence baseline spectra was calculated by averaging wavelet spectra
across time and frequency, obtaining one value for each band.
The mean and the standard deviation of relative power for each

FIGURE 1 |Time schedule for measuring EEG data during the stimulation (left). Topographic distribution of the nine electrodes analyzed with the site of
stimulation (in red; right).
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channel were computed. Profiles for each subject were averaged
from the post-stimulus trials (a mean of 86 epochs of 2 s at T0,
94 at T1 and 455 at T2; Figure 2) and normalized to the baseline
value (expressed as 1) after the grand-average. The EEG baseline
acquisition was performed in a resting state condition, differently
from TEP study paradigms, where the evoked high amplitude EEG
deflections are compared to a very short epoch of some ms preced-
ing the stimulus. Nevertheless, our aim was to compare changes
of oscillatory activity induced on EEG by a series of stimulation
during the three vigilance states to a reference value, devoid of
any pre-planned external perturbation, in a 2 s interval, thus eval-
uating the long term effect of the stimulation and not the early
short-lasting TEP.

ANOVA for repeated measures was applied to relative pow-
ers with the factors “condition” (T0, T1, T2) and “time point”
(number of time point in 2 s: 500). Post-hoc paired t-test
adjusted for multiple comparisons with Bonferroni method was
used. Statistical significance was set at p < 0.05. In order
to check whether post-stimulus activity differed significantly
from the basal level, a paired samples t-test was performed
at each sampling time (p < 0.05) to evidence the intervals
during which the relative power differed significantly from base-
line.

RESULTS
The times/latencies below mentioned, in which EEG modifications
were observed, refer to the time in the processed epochs and not

latency with respect to TMS. Trials of 2 s were indeed selected from
130 to 2130 ms after the stimulus.

ALPHA BAND
In the alpha band, TMS induced a decrease of power in proximity
of the stimulation site, followed by progressive synchronization
in time, especially over the frontal and central electrodes. Basal
conditions returned about 1 s or more after the stimulation
(Figure 3).

The power of the frontal electrodes (F3-Fz-F4) decreased (by
about 20%) in the 1-s period during the wake state and sleep
deprivation (time limited significant decrease in F4 at T0, T1 , and
T2), followed by a more evident increase lasting from 1 to 2 s; the
decrease was less clear over Fz. During sleep, the power decrease
was more evident (significant decrease in F3) (40% in F3 and
F4). An asterisk above the bars indicates a statistically significant
difference between the post-stimulus activity and the basal value.
A similar pattern was observed over the central electrodes (C3-
Cz-C4): during the wake state and after sleep deprivation, the
power decreased (by 50% at T0 and 30% at T1in C3) over baseline
during the first 1-s period, followed by an increase lasting from 1
to 2 s, which was clearly visible over C3. The power during sleep
decreased significantly by about 30% only in C3. This pattern,
though also observable over the parietal electrodes (P3-Pz-P4), was
not significant.

ANOVA testing the alpha power for each electrode disclosed a
significant main effect for the factor “condition” (T0, T1, and T2)

FIGURE 2 | Schematic representation of the different steps of the

analysis at single subject level. For each EEG channel trials with
intervals greater than 2.2 s were selected for the analysis. Time-
frequency analysis was performed on each trial with continuous Morlet
wavelet transform in the main frequency bands: delta (1–4 Hz), theta

(4–8 Hz), alpha (7–12 Hz), and beta (15–22 Hz). The power was then
averaged in the frequency ranges of interest, producing a power time
course for each trial. Finally, profiles for each trial were averaged and
normalized to the baseline value. This procedure was applied for each
condition (wake state, sleep deprivation and sleep).
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FIGURE 3 | Average (N = 6) relative wavelet power and standard error in alpha range (7–12 Hz), after single-pulseTMS, during wake (green), sleep

deprivation (red), and sleep (black). Asterisk (*) above the bars indicates values significantly different from basal level. Data are analyzed from 130 to 2130 ms
after the stimulus onset.

in Fz (F(2,10) = 4.192, p < 0.05). No significant differences were
observed between the conditions.

BETA BAND
We observed a more rapid initial decrease in power in the beta
band than in the alpha band, followed by an increase in power
again more marked in proximity of the stimulation site and
the homolateral frontal regions, but also over the parietal areas
(Figure 4).

The power of the frontal electrodes (F3-Fz-F4) decreased sig-
nificantly in F3 and F4 by about 40% after sleep and by more
than 40% during all three conditions in F4. The power over
the F4 electrode remained below the baseline value during the
entire post-stimulus interval. An increase lasting from 1 to 2 s
was observed in the three frontal electrodes during all the condi-
tions. During sleep, the power of the central electrodes (C3-Cz-C4)
decreased (significant decrease of 50% in C3 and C4) from the
baseline value and lasted 0.3 s, followed by an evident rebound.
In Cz the power at T0 and T2 remained below the baseline value
during the entire post-stimulus interval, even if no significant
change was noted. After stimulation, the power of the parietal elec-
trodes (P3-Pz-P4) decreased significantly from the baseline value
in Pz and in P4 at T1. A significant power modification from

the baseline was also observed in Pz during sleep from 0.2 to
0.7 s.

ANOVA testing the beta power for each electrode disclosed a
significant main effect for the factor “condition” (T0, T1, and T2)
only in Cz (F(2,10) = 6.778, p < 0.05). No significant differences
were observed between conditions.

THETA BAND
An increase in amplitude of theta relative power was observed in
the first 0.3 s (Figure 5).

During the wake state and after sleep deprivation, the power
of the frontal electrodes (F3-Fz-F4) increased markedly but not
significantly from the baseline value, with a maximum at 0.2 s and
lasting 0.5 s; while the power increased significantly during sleep
in F3 and F4. A significant decrease was also observed in F3 from
0.5 to 2 s at T0, from 0.5 to 1 at T1 and from 0.7 to 1 s at T2; in
Fz from 0.5 to 1.5 s at T2; in F4 from 0.5 to 1 s at T2 and from
1.3 to 1.5 s at T1. A similar pattern was observed in the central
electrodes (C3-Cz-C4), but the increase was significant only after
sleep deprivation in Cz and C4 and during sleep in C4. During
the wake state, the power remained below the baseline value for
the entire interval of 2 s, and this trend was significant for C3 and
C4. The same pattern was also observed in the parietal electrodes
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FIGURE 4 | Average (N = 6) relative wavelet power and standard error in beta range (15–22 Hz), after single-pulseTMS, during wake (green), sleep

deprivation (red), and sleep (black). Asterisk (*) above the bars indicates values significantly different from basal level. Data are analyzed from 130 to 2130 ms
after the stimulus onset.

(P3-Pz-P4), but the power increased significantly (by about 40%)
only in P3 and in P4 during sleep deprivation and in Pz and in P4
during sleep. The decrease in power after 0.5 s was significant in
P3 during sleep, and in P4 during the wake state.

ANOVA testing the theta power for each electrode disclosed a
significant main effect for the factor “condition” (T0, T1 and T2)
in P4 (F(2,10) = 3.956, p < 0.05). A t-test disclosed a signifi-
cant difference between wake state and sleep (p < 0.05) from 0 to
0.08 s and between sleep deprivation and sleep (p < 0.05) from
1.6 to 2 s.

DELTA BAND
The delta rhythm was characterized by synchronization, with a
peak at about 0.3 s, followed by a gradual reduction in power until
returning to the basal condition (Figure 6).

During the wake state and after sleep deprivation, the power of
the frontal electrodes (F3-Fz-F4) increased significantly by about
40% in F4 over the baseline value, with a maximum at 0.3 s and
lasting 1 s. This pattern was also observed in F3 and Fz. During
sleep, the power increased significantly in F3, Fz and F4, peaking
after 0.3 s. In Fz a significant difference from the baseline value
was observed from 1.8 to 2 s during T1. During T0, T1 and T2,
the power of the central electrodes (C3-Cz-C4) increased from the
baseline value, with a maximum at 0.3 s and lasting less than 1 s.

There was a significant increase only in C3 during sleep. After
sleep deprivation, the power remained below the baseline value
in Cz and C4. The pattern, though also observable in the parietal
electrodes (P3-Pz-P4), was significant only in P3, where the power
increased from the baseline with a maximum at 0.3 s during sleep,
and in Pz where the power remained below the baseline from 1.8
to 2 s during sleep.

ANOVA testing the delta power for each electrode disclosed
a significant main effect for the factor “condition” (T0, T1,
and T2) in F3 (F(2,10) = 34.626, p < 0.05) and in C4
(F(2,10) = 3.849, p < 0.05). A t-test disclosed a significant dif-
ference only in F3 between wake state and sleep from 0.8 to 1.2 s
(p < 0.05).

DISCUSSION
This study investigated the time course of different patterns of
the main brain oscillatory activities after brain stimulation dur-
ing different states of vigilance: wake, sleep deprivation and sleep.
Insight on externally modulated brain rhythm patterns can be
gained from the effects of single-pulse TMS on brain oscilla-
tions. Single-pulse TMS can induce synchronization of rapid brain
rhythms (Paus et al., 2001; Fuggetta et al., 2005; Van Der Werf
et al., 2006; Rosanova et al., 2009; Manganotti et al., 2012), and
the behavioral correlates of such oscillatory modulations have

Frontiers in Human Neuroscience www.frontiersin.org November 2013 | Volume 7 | Article 767 | 109

http://www.frontiersin.org/Human_Neuroscience/
http://www.frontiersin.org/
http://www.frontiersin.org/Human_Neuroscience/archive


“fnhum-07-00767” — 2013/11/18 — 11:00 — page 7 — #7

Manganotti et al. EEG modulation by TMS

FIGURE 5 | Average (N = 6) relative wavelet power and standard error in theta range (4–8 Hz), after single-pulseTMS, during wake (green), sleep

deprivation (red), and sleep (black). Asterisk (*) above the bars indicates values significantly different from basal level. Data are analyzed from 130 to 2130 ms
after the stimulus onset.

been identified in the phase locking of ongoing brain oscilla-
tions (Dugué et al., 2011), the encoding of different aspects of
the stimulus by different frequencies (“multiplexing;” Siegel et al.,
2009; Panzeri et al., 2010), or by aligning two oscillatory neural
populations to their high excitability phase (“communication-
through-coherence” Fries, 2005). The novelty of the present
method stands in the application of a time-frequency analysis
to the time course of different rapid and slow brain oscillations
induced by TMS not only in an awake state, but also in sleep
deprivation and sleep.

The dynamic and short-time modulation of brain activity
is confirmed by the fact that low-intensity single-pulse TMS,
applied on the sensorimotor areas in the awake state, induces
early desynchronization over the frontal and central-parietal elec-
trodes, followed by a rebound of synchronization in the alpha
and beta bands, paralleled by early synchronization in delta and
theta activities and subsequent desynchronization. This pattern
reveals the distinct behavior of oscillations after an external per-
turbation, (TMS), and suggests the possibility to differentiate each
brain rhythm solely on the basis of a single shock of depolarization
by TMS (Manganotti et al., 2012). In the awake state, this pattern
of EEG reactivity to TMS was consistent in our group of subjects.

The main study finding was that this pattern can be also slightly
affected by brain intrinsic states: during light NREM sleep (N1

and N2) there was slight precocious desynchronization of alpha
over the stimulated areas, with a minimal contralateral effect, as
well as a similar desynchronization of beta band rhythms over the
antero-central cortex, whereas an early, not well localized increase
in theta synchronization, and a more anterior and site-related
synchronization of delta emerged again in sleep. Given that the
stimulation site was over the primary motor area, this peculiar
localization of rhythms responses bears an important physiologi-
cal meaning that will be discussed below. Indeed, these results are
of interest also because they seem to be maintained throughout
the trials, where a potential bias could have been generated by the
very short ITI intervals. The very short ITI might influence the
findings, since we reported results obtained analyzing epochs with
ITI greater than 2.2 s, discarding the epochs shorter. Differences
found in oscillatory activity could possibly not completely depend
on stimulation itself, but also to some spurious state-dependent
differences between the two EEG states (resting state/baseline con-
dition and stimulation conditions). Indeed, the reproducibility of
the results throughout states and subjects hints to the major effect
of TMS, that could nonetheless be endowed with endogenous pro-
cesses, the course of which were beyond the aim of our study. Since
not all stimulations were delivered in exactly the same condition,
the persistence of analogous responses adds robustness to our data
and possibly points to a strong modulating effect of vigilance states,

Frontiers in Human Neuroscience www.frontiersin.org November 2013 | Volume 7 | Article 767 | 110

http://www.frontiersin.org/Human_Neuroscience/
http://www.frontiersin.org/
http://www.frontiersin.org/Human_Neuroscience/archive


“fnhum-07-00767” — 2013/11/18 — 11:00 — page 8 — #8

Manganotti et al. EEG modulation by TMS

FIGURE 6 | Average (N = 6) relative wavelet power and standard error in delta range (1–4 Hz), after single-pulseTMS, during wake (green), sleep

deprivation (red), and sleep (black). Asterisk (*) above the bars indicates values significantly different from basal level. Data are analyzed from 130 to 2130 ms
after the stimulus onset.

in which the neurotransmitters balance is distinct in each condi-
tion, on brain rhythms. Interestingly, partial sleep deprivation was
not responsible for any clear-cut modulating effect, except for a
minor desynchronization of theta over the frontal bilateral leads
and a precocious synchronization over the posterior areas, in con-
trast with our previous data (Del Felice et al., 2011) on the massive
impact of sleep deprivation on cortical excitability.

WAKE OSCILLATORY ACTIVITY
Early research on EEG-TMS co-registration reported only syn-
chronization in beta activity after single magnetic stimulation and
linked it to a sort of resetting or disruption of the ongoing oscilla-
tory activity of M1 produced by external magnetic stimulation of
the brain (Paus et al., 2001). Fuggetta et al. observed that single-
pulse TMS produces an increase in power in both the beta and
alpha bands, unlike the self motor finger movement which pro-
duces a well-known decrease in alpha and beta powers. Also, using
MT and minimal intensity stimulation, they noted a significant
effect on brain modifications, which suggests an effect of magnetic
stimulation on the cortical sources (Fuggetta et al., 2005).

An increase in beta power has been observed by other authors
(Van Der Werf et al., 2006; Rosanova et al., 2009). However, in
most of these studies, spectral estimation was performed using
fast Fourier transform which does not detect dynamic changes.

To overcome this limitation, methods that can monitor the tem-
poral variation of EEG power are needed. In this study we used
a wavelet-based method to detect the temporal modulation of
brain oscillations in the main frequency bands. This approach
has already been applied to experiments with single, paired-pulse
and transcallosal TMS (Manganotti et al., 2012). Single pulse,
paired-pulse and transcallosal TMS, which investigate intra- and
transcortical inhibition, induce similar patterns. Specifically, sin-
gle pulse TMS provokes an initial mainly anterior decrease of
power in the alpha and beta bands, followed by a more promi-
nent increase of power in beta activity over the ipsilateral and
contralateral M1. Similar results are observed also on our data,
although the significance is not robust as in our previous study,
with a minimal precocious desynchronization of the anterior alpha
and a slow desynchronization of beta mainly over the contralat-
eral motor area, as well as the late desynchronization of theta over
the frontal and central areas, mainly on the stimulated site. These
results, in line with the previous ones (Manganotti et al., 2012),
differ from other literature data on the basis of the innovative
analysis approach that defines the time course of the oscillation
and does not rely on an averaged analysis.

Finally, the spontaneous EEG signal is the indistinguishable
summation of the activation of both fast and slow excitatory post-
synaptic potentials (fEPSPs and sEPSPs, respectively) as well as
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fast and slow inhibitory postsynaptic potentials (fIPSPs and sIP-
SPs, respectively) (Rosenthal et al., 1967). fIPSPs are mediated
by γ-aminobutyric acid (GABAA) postsynaptic receptors lasting
approximately 20–30 ms (Davies et al., 1990). TMS can explore
the inhibitory system of motor areas. Short intracortical inhibi-
tion ([SICI] as evaluated by means of MEP amplitude modulation
at ISI 3 ms) is thought to explore the net effect of the activation of
inhibitory GABAA circuits in M1. We can hypothetically exclude
that single TMS, which induces patterns similar to paired TMS
on brain oscillations, can investigate similar inhibitory circuits in
sleep and sleep deprivation.

SLEEP DEPRIVATION, BRAIN EXCITABILITY AND OSCILLATORY
RHYTHMS
The homeostatic process regulates the propensity to sleep in
relation to the length of prior wakefulness (Borbély and Acher-
mann, 1999), and the amount slow-wave sleep (SWS) during
subsequent NREM sleep has been proposed as a measurement
for sleep homeostasis, equated to sleep intensity or sleep depth
(Steriade, 2005). Sleep deprivation impairs cognition and per-
formance, as measured on verbal and non-verbal memory tasks
(Smith and MacNeill, 1994; Walker et al., 2002a,b), and cognitive
and attentional abilities (Linde and Bergstrom, 1992; Harrison
and Horne, 1999; Doran et al., 2001; Belenky et al., 2003; Drum-
mond et al., 2006; Kendall et al., 2006), and primarily affects frontal
executive functions. In clinical practice, sleep deprivation is an
established method to provoke EEG epileptiform abnormalities
(Bennett, 1963; Pratt et al., 1968; Jovanovic, 1991; King et al., 1998)
and seizures in most types of epilepsy (Dinner, 2002). Neuro-
physiologically, sleep deprivation modulates the frequency power
of EEG rhythms, enhancing the frontal predominance of delta
(Kattler et al., 1994; Achermann et al., 2001), with a main effect
over the left hemisphere, increasing theta rhythms (Cajochen
et al., 1995; Dumont et al., 1999) predominantly over the frontal
(Cajochen et al., 1995) and temporal sites (Forest and Godbout,
2000), and increasing alpha in an eyes-open condition (Stampi
et al., 1995; Corsi-Cabrera et al., 1996) while decreasing it in an
eyes-closed state (Drapeau and Carrier, 2004).

A brain stimulation paradigm has rarely been applied to inves-
tigate sleep deprivation. A recent study by Del Felice et al. (2011)
looked into its effects on TEPs in a group of healthy volunteers and
patients with generalized epilepsy (juvenile myoclonic epilepsy,
JME). The authors found that sleep deprivation enhanced corti-
cal excitability, as measured by TEP amplitude, more markedly
over the frontal areas in the epileptics, possibly due to involve-
ment of the frontal cortex in the pathogenesis of JME. EEG-TMS
was also used to monitor cortical excitability in healthy individu-
als as a function of time awake (Huber et al., 2013). The authors
observed that the immediate cortical response to direct stimulation
progressively increases with time awake.

Our data detected a possible theta synchronizing effect of
sleep deprivation over the posterior cortical areas, whereas a
not significant phenomenon was observed over the frontal elec-
trodes. The almost negligible effect that sleep deprivation exerts
on late-response brain oscillation contrasts with the strong effect
it demonstrates on TEP. Although we do not have an explanation
for this observation, we could suppose a different susceptibility

to sleep deprivation effects of the superficial TEPs generators
that rely on short interconnections in contrast to the long-
loop, deep structures that reverberate in the long-term aftermath
of the TMS.

Nonetheless, the reaction we were able to demonstrate seems to
bear a physiological meaning. Since theta rhythm is the signature
of sleepiness – the so called theta of drowsiness – the response
to an external perturbation of a sleepy brain appears to reflect its
physiological state: a disturbed brain increments these oscillations
in the frequency range more abundant in the stage it is in and over
the areas where it is usually represented – i.e., theta over the tempo-
ral and parietal. An experimental paradigm aiming at simulating
a higher sleep pressure proved an analogous brain reaction: Kirov
et al. (2009) applied transcranial slow oscillation stimulation at a
frequency of 0.75 Hz during the wake state observing a diffuse
theta increase. Although in their experiment a rhythmic entrain-
ing effect might have artificially boosted slow brain oscillations, in
our view a physiological state of increased slowed rhythms, such
as sleep deprivation, has the intrinsic capacity to reverberate at the
frequency that is more consistent with its state – theta rhythm in
the specific case.

SLEEP AND OSCILLATORY RHYTHMS
No general consensus exists on the generation of ongoing EEG
rhythms in wake and in sleep. The prevailing model according
to Steriade sees corticofugal slow oscillations (<1 Hz) that group
thalamic-generated delta rhythms (1–4 Hz) and spindling activ-
ity (7–14 Hz), with delta dominating the EEG and low amplitude
alpha (8–12 Hz; Steriade, 2003). When arousing stimuli, either
exogenous or endogenous, are delivered, spindling, slow and ultra-
slow oscillations are blocked by inhibition of the reticulothalamic
(7–14 Hz), thalamocortical (1–4 Hz) and intracortical (<1 Hz)
generators. They are replaced by beta (12–18 Hz) and gamma (up
to 40 Hz) rhythms paced by the basal forebrain (Steriade, 2003).
Instead, during the wake state, alpha is the dominant rhythm, with
a low amplitude delta (Steriade and Llinás, 1988; Pfurtscheller and
Lopes da Silva, 1999), suggesting a reciprocal inhibition between
their generators.

Our data seem to provide the experimental setting to repli-
cate the aforementioned rhythms alternation: during sleep, the
brain response to TMS consisted of an early alpha desynchro-
nization over the stimulation site, with a minimal effect over the
contralateral omologous areas (possibly due to the transcallosal
spread) coupled with an early delta synchronization over the ante-
rior areas and over the stimulation site. Of interest is the main
anterior effect on the slow rhythm: the frontal cortex is the main
source of the so-called slow traveling wave of sleep (Massimini
et al., 2004; Ferri et al., 2005; Murphy et al., 2009) over which there
is a higher chance of eliciting, through TMS pulses, waves resem-
bling the physiological oscillation of SWS (Massimini et al., 2004).
This mechanism, associated with a recently demonstrated entrain-
ment phenomenon, could contribute to the observed higher delta
power over the frontal brain area. As demonstrated by Veniero
et al. (2011), stimulating at the frequency of the underlying brain
rhythms (alpha in that case) leads to a progressively enhanced
oscillatory response in the same frequency band. In our experi-
ment, this seems to hold true over the anterior areas, where the
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slow wave is physiologically generated, and over the stimulated
hemisphere, which is thus the more solicited.

To sum up, our results hint to the change of tagging the brain
physiological state by its reaction to external perturbations: the
coupled desynchronization of faster, wake-like rhythms, and the
rise of slow ones induced by an external perturbation during sleep
could indicate that the brain reacts accordingly to its actual state.

CONCLUSION
Our results show a reciprocal synchronizing/desynchronizing
effect on slow and fast oscillatory activity in response to focal,
standardized TMS after sleep deprivation and sleep, as detected by
time-frequency analysis. Nevertheless, this preliminary study has
some limitations. Well-designed studies with larger sample size
and more detailed data are needed to confirm these conclusions.
However, these findings highlight the pronounced interference
that external brain stimulation can exert on the cortex modulated
by the vigilance state and open up new perspectives regarding
automated detection systems of brain state modifications, as well
as giving a more detailed insight in the functional modifica-
tion in pathological conditions. This holds true, for example,
in the evaluation of hyperexcitable states, as epilepsy, or states
of disturbed consciousness, as in minimal consciousness: the
detection of rhythmicity patterns modification could point to a
forthcoming clinical manifestation – either a seizure developing
or the consciousness level modification, with a potential clinical
application.
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Sleep alterations are among the most important disabling manifestation symptoms of
Major Depression Disorder (MDD). A critical role of sleep importance is also underlined by
the fact that its adjustment has been proposed as an objective marker of clinical remission
in MDD. Repetitive transcranial magnetic stimulation (rTMS) represents a relatively novel
therapeutic tool for the treatment of drug-resistant depression. Nevertheless, besides
clinical evaluation of the mood improvement after rTMS, we have no clear understanding
of what are the neurophysiological correlates of such treatment. One possible marker
underlying the clinical outcome of rTMS in MDD could be cortical changes on wakefulness
and sleep activity. The aim of this open-label study was to evaluate the efficacy of a
sequential bilateral rTMS treatment over the dorsolateral prefrontal cortex (DLPFC) to
improve the mood in MDD patients, and to determine if rTMS can induce changes
on the sleep structure, and if those changes can be used as a surrogate marker of
the clinical state of the patient. Ten drug-resistant depressed patients participated to
ten daily sessions of sequential bilateral rTMS with a low-frequency TMS (1 Hz) over
right-DLPFC and a subsequent high-frequency (10 Hz) TMS over left-DLPFC. The clinical
and neurophysiological effects induced by rTMS were evaluated, respectively by means
of the Hamilton Depression Rating Scale (HDRS), and by comparing the sleep pattern
modulations and the spatial changes of EEG frequency bands during both NREM and REM
sleep, before and after the real rTMS treatment. The sequential bilateral rTMS treatment
over the DLPFC induced topographical-specific decrease of the alpha activity during REM
sleep over left-DLPFC, which is significantly associated to the clinical outcome. In line with
the notion of a left frontal hypoactivation in MDD patients, the observed local decrease of
alpha activity after rTMS treatment during the REM sleep suggests that alpha frequency
reduction could be considered as a marker of up-regulation of cortical activity induced by
rTMS, as well as a surrogate neurophysiological correlate of the clinical outcome.

Keywords: major depression, repetitive transcranial stimulation, REM sleep, dorsolateral prefrontal cortex, alpha

activity

INTRODUCTION
Major depression disorder (MDD) is considered not only a
remarkable affliction for patients but also an economic bur-
den for modern society (Luppa et al., 2007). The World Health
Organization estimates that about 350 million people globally are
affected by depression and that by 2030 it will rank as the largest
contributor to disease. MDD represents a syndrome that encom-
passes many different symptoms which brutally affect several
domains of the patient’s life, with specific disturbances in mood,
cognition and physical status. Among the physical symptoms,
sleep alterations represent one of the most disabling manifesta-
tions of MDD and an early marker of the depression recurrence
onset (Perlis et al., 1997; Baglioni et al., 2011). Insomnia, delayed
sleep onset, non-restorative sleep with frequent awakenings

during the night, and shorten duration of sleep are the most
reported subjective complaints of MDD patients. Besides clin-
ical observation, an altered macro- and micro-architecture of
sleep characterizes the electroencephalographic (EEG) recordings
of those patients (Lustberg and Reynolds, 2000; Armitage, 2007;
Steiger and Kimura, 2010). An increase of rapid-eye-movement
(REM) density, an increase of fast-frequency EEG activity, a
prolongation of the first REM sleep period (Lauer et al., 1991;
Riemann et al., 1994) with a reduction of sleep efficiency, an
increase in REM sleep latency (Reynolds and Kupfer, 1987)
and EEG slow-wave activity during non-REM sleep (NREM)
(Mayers and Baldwin, 2005) represent the main neurophys-
iological correlates underlying subjective sleep complaints in
the MDD.
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Among EEG sleep disturbances, the REM sleep alterations are
considered not only the main feature that characterize the sleep
of depressed patients (Kupfer, 1976) as their adjustment are even
used as biomarkers of disease remission. In that regard, several
studies reported how antidepressant treatments have a clear-cut
and immediate effects on REM sleep (Reynolds and Kupfer, 1987;
Sandor and Shapiro, 1994; Sharpley and Cowen, 1995; Riemann
et al., 2001), in terms of latency increase (Kupfer et al., 1981) and
density decrease (Buysse et al., 1999), whereas the action on non-
REM sleep are quite inconsistent (Sharpley and Cowen, 1995).
Those data support the hypothesis of a specific link between REM
sleep and depression.

Aiming at facing the drug-resistance in MDD, several non-
pharmacological interventions have been proposed, including
brain stimulation techniques [i.e., electroconvulsive therapy
(ECT), deep brain stimulation (DBS)].

In the last decade, due to its ability to stimulate focally
and non-invasively cortical brain areas (George et al., 2013),
repetitive transcranial magnetic stimulation (rTMS) has been
introduced for the treatment of medication refractory depres-
sion. TMS can induce a transient and painless electro-magnetic
field through the skull, allowing the depolarization of the cor-
tical neurons under the stimulated scalp location, and into
connected areas (Li et al., 2010). Specifically, rTMS allows
to modulate the cortical excitability, in a specific frequency-
manner, with changes that persist beyond the duration of rTMS
application. If applied at high frequency (≥5 Hz), TMS has
been shown to induce a cortical excitability increase, while
at low frequency (≤1 Hz) it induces a cortical excitability
decrease.

Functional neuroimaging studies suggested that the prefrontal
cortex, with its specific involvement in mood regulation, should
be the cortical target of rTMS treatment in depression (Padberg
and George, 2009). A typical abnormality observed in the cortical
activity of major depressed patients is represented by prefrontal
cortex asymmetry, with hypoactivity in the left dorsolateral pre-
frontal cortex (L-DLPFC) and relative hyperactivity of the right
DLPFC (R-DLPCF) (Drevets, 2000; Walter et al., 2007; Grimm
et al., 2008). That characteristical activation pattern has been
shown both by examining resting cerebral glucose metabolism
and blood flow with PET (Drevets et al., 1997; Videbech et al.,
2002) and with EEG (Bruder et al., 1997; Debener et al., 2000;
Allen et al., 2004). In agreement with those findings, several stud-
ies support the hypothesis that rTMS can increase with high
frequencies and dampening with low frequencies the DLPFC
excitability, rebalancing the altered functioning of the L-DLPFC
and R-DLPFC, respectively involved as neurophysiological medi-
ators of positive and negative mood (Silberman and Weingartner,
1986; Davidson, 1992). The clinical efficacy of rTMS for the
treatment of the MDD (George et al., 2013), has been val-
idated utilizing both unilateral (Lisanby et al., 2009; Pallanti
et al., 2010) and bilateral approach, i.e., low frequency right-
sided and high frequency left-sided over DLPFC (Fitzgerald et al.,
2006). The latter is considered more effective for the treatment
of major depression due the potential additive effect of both fre-
quency stimulations, provided sequentially (Blumberger et al.,
2012).

Although the clinical outcome of rTMS in depressed patients is
relatively established, few studies have investigated the EEG effects
of a rTMS treatment in depressed patients, in terms of corti-
cal frequency changes, on wakefulness (Funk and George, 2008;
Valiulis et al., 2012) and sleep activity (Saeki et al., 2012). In a
recent study, Saeki et al. (2012), focusing their attention on slow
wave activity (SWA) and sleep spindle activity, highlighted a local
increase of SWA during NREM sleep and no change in REM sleep
parameters after five sessions of high frequency rTMS to the left
DLPFC.

Considering the role of other frequency bands, specifically
the alpha activity as a cortical hypoactivity marker of depres-
sion syndrome, we hypothesized that the study of sleep changes
induced by rTMS on all frequency bands, could allow to iden-
tify the biomarkers of the clinical remission and to better disclose
the sleep neurophysiological correlates which could contribute to
the improvement in clinical outcome observed in depressed drug
resistant patients.

In the present open-label study, we aimed at verifying three
outcomes. First, we wanted to evaluated the efficacy of a 10-
days sequential bilateral rTMS treatment over the DLPFC to
modulate mood in the MDD drug resistant patients, as assessed
by the Hamilton Depression Rating Scale (HDRS). The second
aspect was to evaluate if it was possible to induce changes on
macro and micro-structure of sleep by means of rTMS, assessed
by scoring EEG sleep recordings. Finally, we aimed at explor-
ing the possible correlation between the clinical outcome and the
neurophysiological changes.

According to these aims, sequential bilateral rTMS to DLPFC
in treatment-resistant depressed patients, with a low-frequency
TMS (1 Hz) over R-DLPFC and a subsequent high-frequency
(10 Hz) TMS over L-DLPFC was applied. Spatial changes of EEG
frequency bands were investigated by comparing maps not only
of all EEG power bands but also of Hz-by-Hz EEG power values
before and after rTMS treatment, during both NREM and REM
sleep. The choice to investigate the cortical topography of REM
and NREM sleep separately was dictated by the interest to dif-
ferentiate the neuromodulator effects induced by rTMS on these
sleep stages, considering their specific involvement and recipro-
cal relationship in the pathophysiological changes of depression
(Armitage, 2007). Finally, the magnitude of the relative EEG sleep
changes after rTMS was correlated with the changes of HDRS
with the aim to identify if EEG sleep changes can be considered
a biomarker of clinical outcome.

MATERIALS AND METHODS
PATIENTS
Ten patients (5 males and 5 females, of mean age 52.8 ± 6.3 years,
range 42–63 years) were included in this study. All of them had
a diagnosis of MDD, formulated by an expert psychiatrist on
the basis of a structured clinical interview for DSM-IV Axis I
(SCID-I) according to the diagnostic and statistical manual of the
American Psychiatric Association (APA. Diagnostic and statistical
manual of mental disorders. 4th—TR ed. Washington, DC: APA
Press; 2000). The MDD patients had no psychiatric comorbidity
according to DSM-IV criteria, history of neurological disorders,
epilepsy or substance abuse and contraindication for TMS (Rossi
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et al., 2009). For none of them the previous clinical outcome
showed any improvement following the pharmacological antide-
pressant treatment. The pharmacological treatments are detailed
in Table 1.

Patients with primary sleep disorders (International
Classification of Sleep Disorders, 2nd Edition- ICSD-2, 2005) as
evaluated by polysomnographic recordings during an adaptation
night in our laboratory, were excluded from the study.

Additional inclusion criteria were: a score ≥17 at the 21 items
HDRS, or clinical improvement ≤50% obtained on the HDRS
obtained and absence of improvement at the Clinical Global
Impression (CGI) during the drug treatment with at least two
classes of antidepressant drugs in standard doses for a period of
at least 2 months. Prior to the inclusion, all patients had had a
period of constant medication for 2 months and continued the
same medication at the enrolment and for the full duration of
the study. Therefore, pharmacological dosages were kept constant
during the treatment. None of the patients received additional
non pharmacological treatments, such as psychotherapy, during
the study.

This study was approved by the CEIOC Ethics Committee of
IRCCS Centro San Giovanni di Dio Fatebenefratelli, Brescia, Italy.
Prior the beginning of the study and after a complete description
of it, written informed consent was obtained from each patient.

PROCEDURE
None of the patients was familiar with the rTMS procedure. An
open-label experimental design was used in the present study.
Therefore, before the real treatment, each patient was subjected
to a 3 days administration of a sham rTMS treatment applied
over the parietal cortex, to allow their adaptation to the experi-
mental setting (specifically, to the noise of rTMS). The real rTMS
treatment consisted of 10 daily sessions of stimulation (Monday
through Friday), for two weeks. Each subject underwent the
stimulations at the same time each day, in the late afternoon.
Before the real rTMS treatment and the following day the end
of the whole treatment, the clinical symptoms were evaluated

Table 1 | Concomitant pharmacological medications are detailed for

all patients.

Pharmacological treatment Patients (n = 10)

BZD + SNRI 1

BZD + SNRI + Aneuro 3

BZD + SNRI + Tneuro 1

BZD + SNRI + TCA 1

BZD + SNRI + TCA + Aneuro + MS 1

BZD + TCA + MS 1

BZD + SSRI + SARI + Aneuro 1

SSRI + Tneuro 1

BZD, benzodiazepines; Antidepressants: SSRI, selective serotonin reuptake

inhibitors; SNRI, serotonin-noradrenalin reuptake inhibitors; SARI, serotonin2-

antagonists/serotonin reuptake inhibitors; TCA, tricyclic antidepressants;

Antipsychotics: Tneuro, typical neuroleptic; Aneuro, atypical neuroleptic; MS,

mood stabilizer.

by means of the HDRS. An expert psychiatrist blind to the
treatment performed the clinical rating. As reported above, the
pharmacological treatment was kept constant during the rTMS
treatment.

Each patient participated in the study for five nights. The sleep
recordings, carried out in a sound-proof room, were scheduled in
the adaptation night followed by a baseline night (BSL) in corre-
spondence respectively of the second and third session of sham
pre-treatment, and three nights during the real rTMS treatment,
respectively after the first (R1), the ninth (re-adaptation night—
R2) and tenth (final treatment—R3) rTMS session. Before the
sleep recordings, all patients were stimulated 60 min before light
off. Time in bed after lights off was ∼7 h.

TRANSCRANIAL MAGNETIC STIMULATION
rTMS was delivered by a Magstim Super Rapid Magnetic
Stimulator (50 Hz—biphasic, four boosters) with a standard dou-
ble 70-mm coil (Magstim Company Limited, Whitland, UK). We
alternated two coils, in order to allow cooling during the repet-
itive stimulation without interruption. Before starting the rTMS
treatment, the motor threshold (MT) was determined for each
subject, respectively over the left and right motor area, following
international standards (Rossini et al., 1994).

Aiming to align all patients into a balanced baseline state,
a sham rTMS treatment was employed in the 3 days before
real rTMS. For sham treatment, a 25-mm thick plywood shield,
build to appear as an integral part of the apparatus, was inter-
posed between the coil itself and the scalp, separating the two.
Moreover, the ventral surface of the coil, from which the mag-
netic field was delivered, was upside down and the stimulus
intensity was at 110% of MT. In the sham session, 1200 pulses
at 1 Hz frequency for 20 s, with an inter-train interval of 10 s,
were delivered over the parietal cortex. The real rTMS treatment
was delivered at 110% of MT on the frontal scalp area overly-
ing the R-DLPFC and L-DLPFC. For the identification of the
stimulated brain areas, the left and right DLPFCs were local-
ized on the basis of a reconstruction of cerebral cortex in the
Talairach coordinate system using the SofTaxic neuronavigation
system (EMS, Bologna, Italy www.softaxic.com). Using this sys-
tem, we marked the stimulation sites over the left and the right
DLPFC, coinciding with Brodmann areas 46. These localiza-
tions were in accordance to previous reports (e.g., Saeki et al.,
2012).

The coil was placed tangentially to the scalp with the handle
pointing backwards and laterally at about a 45◦ angle away from
the midsagittal axis of the patient’ heads and oriented to elicit a
postero-lateral-anteromedial current flow in the brain tissue. The
rTMS was first applied at low frequency over the R-DLPFC and
then at high frequency over the L-DLPFC.

Low frequency rTMS consisted of 60 trains of stimuli at 1 Hz
frequency for 20 s with an inter-train interval of 10 s. High fre-
quency rTMS consisted of 60 trains of stimuli at 10 Hz frequency
for 2 s, with an inter-train interval of 28 s. An interval of ∼30 min
separated the two sessions. Each session lasted ∼30 min and the
total number of pulses was the same between the two stimula-
tion paradigms (in total 1200 pulses both for the 1 Hz-TMS and
that for the 10 Hz-TMS). These parameters are in line with safety
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recommendations for rTMS (Wassermann, 1998; Wassermann
and Lisanby, 2001).

POLYSOMNOGRAPHIC RECORDINGS
A BrainAmp Recorder System (BrainAmp 32 channel,
BrainProducts GmbH, Munich, Germany) was used for
polygraphic recordings. EEG signals were high pass filtered
with a time constant of 0.3 s and low pass filtered at 70 Hz, and
digitized at a sampling rate of 250 Hz. The nineteen unipolar EEG
derivations of the international 10–20 system (Fp1, Fp2, F7, F8,
F3, F4, Fz, C4, C3, Cz, P3, P4, Pz, T4, T6, T3, T5, O1, O2) were
recorded from scalp electrodes. Additional electrodes were used
as the ground and reference. The ground electrode was placed in
the midfrontal (Fpz) position. The reference electrode was placed
from a left mastoid, while recordings obtained from right mastoid
electrode was used off-line to re-reference the scalp recordings.
Ten additional unipolar EEG derivations were recorded. One
electrode was positioned exactly over the individual right DLPFC
(R-DLPFC), and other four electrodes were placed around this
point in each orthogonal direction at a distance of 1 cm. The
R-hotspot (R-DLFPC) resulted very close to the F3 electrode of
the 10–20 system. As a denotation, the four orthogonal positions
will be indicated as “anterior to right dorsolateral prefrontal
cortex” (aR-DLPFC), “medial to right DLPFC” (mR-DLPFC),
“posterior to right DLPFC” (pR-DLPFC), and “lateral to right
DLPFC” (lR-DLPFC). The same montage and denotation was
also used for the left dorsolateral prefrontal cortex (L-DLPFC,
aL-DLPFC, mL-DLPFC, pL-DLPFC, and lL-DLPFC). Horizontal
and vertical eye movements were detected by recording the
electro-oculogram (EOG) in order to monitor subject behavior
on-line and reject, off-line, trials with ocular artifacts. The
submental electromyogram was recorded with a time constant of
0.03 s. Bipolar horizontal eye movements were recorded with a
time constant of 1 s. The bipolar horizontal electrooculogram was
recorded from electrodes placed about 1 cm from the medial and
lateral canthi of the dominant eye. Impedance for all electrodes
was kept below 5 k�.

DATA ANALYSIS
Clinical data analysis
The effect of the rTMS treatment on the clinical outcome (HDRS)
was assessed by means of an analysis of variance (ANOVA),
in which the clinical data at BSL and at R3 nights were
compared.

Sleep measures
Sleep stages of BSL and R3 nights were visually scored in 20 s
epochs, according to the standard criteria (Rechtschaffen and
Kales, 1968). The following were considered as dependent vari-
ables: (a) stage 1 latency; (b) stage 2 latency; (c) REM latency; (d)
percentage of stage 1; (e) percentage of stage 2; (f) percentage of
REM sleep; (g) wakefulness after sleep onset (WASO), expressed
as the intra-sleep time (min) spent awake; (h) number of awak-
enings (the number of >10 s episodes of WASO); (i) number of
arousals (the number of <10 s episodes of WASO); (j) total sleep
time (TST), defined as the sum of time spent in stage 1, stage
2, SWS, and REM; (k) total bedtime (TBT); (l) sleep efficiency

index (SEI = TST/TBT × 100). The polysomnographic EEG mea-
sures were submitted to one-way repeated measure ANOVAs,
comparing BSL, and R3 nights.

Quantitative analysis of sleep EEG
The polygraphic signals (29 EEG channels, EOG, and electromyo-
graphy) were low pass filtered at 30 Hz, analog to digital con-
verted on-line with a sampling rate of 128 Hz, and stored on
the disk of a personal computer. Ocular and muscle artifacts
were excluded off-line by visual inspection. We investigated the
0.50–25.00 Hz frequency range, computing the power spectra by
a Fast Fourier Transform routine for 4 s periodgrams. Before
conducting the statistical analyses, the data were reduced to the
traditional EEG bands of sleep, by collapsing adjacent 0.25-Hz
bins: delta (0.50–4.75 Hz), theta (5.00–7.75 Hz), alpha (8.00–
11.75 Hz), sigma (12.00–15.75 Hz), and beta (15.00–24.75 Hz).
The power spectra were calculated separately for the NREM sleep
(stage 2 + 3 + 4) and the REM sleep. These EEG power values
were considered as dependent measures. The values were log-
transformed, color coded, plotted at the corresponding position
on the planar projection of the scalp surface, and interpolated
(biharmonic spline) between electrodes.

The EEG power maps were computed separately for the BSL
and the R3 nights, and separately for NREM and REM sleep.
Then, power values of the BSL vs. R3 nights were compared for
each band and scalp location by means of paired t-tests. Finally,
the statistical maps of the t-value comparisons were color coded
and plotted separately for NREM and REM sleep.

The Bonferroni correction for multiple comparisons was
applied. Considering the mean correlation between the variables
of the NREM sleep (r = 0.49), the alpha level was then adjusted
to ≤0.0039 (t ≥ 3.84). Similarly, considering the mean correla-
tion between the variables of the REM sleep (r = 0.57), the alpha
level was then adjusted to ≤ 0.0059 (t ≥ 3.58).

RESULTS
CLINICAL DATA
The analysis on the HDRS scores revealed a significant improve-
ment of the clinical status as a consequence of the rTMS treatment
[BSL = 22.2, ± 2.15; R3 = 15.7, ± 5.46; F(1, 9) = 14.16; p =
0.0045]. As shown in Figure 1, nine out of ten patients improved
at HDRS after the rTMS treatment, and their mean percentage
decrease was 35.0% (±13%).

POLYSOMNOGRAPHY
Table 2 reports the results of the analyses of variance on
polysomnographic (PSG) variables. The macrostructural vari-
ables of sleep pointed to a lack of significant differences between
baseline and post-treatment nights (R3), with the exception of a
slight reduction of the time spent in WASO (BSL = 76.9 min, ±
54.4; R3 = 52.6 min, ±31.4). Notably, there was no change in the
measures of latency and of time spent in the REM sleep.

QUANTITATIVE ANALYSIS OF EEG
NREM sleep
Figure 2 shows the EEG activity in the NREM sleep, averaged
over all the 29 scalp locations during baseline and post-treatment
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sleep. Power maps of both nights indicated stable patterns within
different frequency ranges, and the data of maxima and min-
ima exhibited the typical features of power spectra during the
NREM sleep. The delta and alpha bands showed a frontal midline
predominance and minimum values over the temporal regions.
In the theta band, the highest values were at the fronto-central
midline areas, while the sigma band showed a centro-parietal
maxima. These topographical maps were substantially stable in
the different conditions. The lower part of the figure reports the
results of the statistical comparisons, and no significant difference

FIGURE 1 | The effects of rTMS on mood in patients with major

depression. Individual Hamilton Depression Rating Scale (HDRS) score
evaluated at baseline (BSL) and after rTMS treatment (R3). After rTMS
there is a significant decrease of HDRS score that corresponds to a clinical
status improvement.

was highlighted for any frequency band and scalp location as a
consequence of rTMS sessions.

REM sleep
Similarly, Figure 3 shows EEG activity in REM sleep during the
BSL and R3 nights. The same stable patterns within different
frequency bands were roughly maintained in REM sleep, with
the notable exception of the 8–15 Hz range. Topographical maps
confirmed a prevalence of the delta band at frontal midline sim-
ilar to NREM sleep, with minimum values over the temporal
regions. In the theta band, the highest values were at the fronto-
central midline areas, while the alpha and sigma bands showed a
centro-parietal maxima. Both the sigma and beta activity showed
minimal values in correspondence of the temporal sites.

The lower part of the figure reports the results of the statistical
comparisons, which pointed to a significant decrease of the alpha
power (t = −3.79; p = 0.0043) over the lL-DLPFC site in the R3
compared to the BSL night.

A further analysis of EEG changes with a 1-Hz frequency
resolution, aimed to refine the significant difference found for
the alpha band, clearly showed that the decrease of EEG activ-
ity during REM sleep, mainly regarded the 9 (9.00–9.75 Hz) and
10 (10.00–10.75 Hz) Hz bins. The statistical maps comparing
the BSL and the R3 nights showed that even for those fre-
quency bins the observed differences were significant (Figure 4).
Specifically, we observed a significant decrease in the alpha band
on lL-DLPFC, respectively at 9 Hz (t = −4.14; p = 0.0025) and
at 10 Hz (t = −4.12; p = 0.0026).

RELATION BETWEEN EEG CHANGES AND CLINICAL IMPROVEMENT
According to the findings of the topographical analyses, the main
questions remains: “Is the EEG difference associated to the extent
clinical improvement?” For this reason, we assessed the cor-
relation between the magnitude of decreased alpha activity in

Table 2 | Means and standard deviations (SD) of the polysomnographic variables, before (BSL) and after rTMS treatment (R3), based on visual

scoring for all patients.

Variables BSL R3 F (1, 9) P

Mean SD Mean SD

Stage 1 latency (min) 32.17 27.27 27.36 29.12 0.63 0.45

Stage 2 latency (min) 35.63 30.23 29.80 31.20 0.61 0.45

REM latency (min) 129.90 21.12 122.50 46.68 0.38 0.55

Stage 1 (%) 17.41 16.74 16.99 14.01 0.02 0.88

Stage 2 (%) 66.76 20.55 64.17 18.69 0.94 0.36

REM (%) 15.83 9.41 18.84 6.37 1.76 0.21

WASO (min) 76.88 54.44 52.62 31.35 4.09 0.07

Awakenings (#) 24.20 13.98 21.30 8.65 0.91 0.36

Arousals (#) 82.80 51.42 85.70 53.16 0.22 0.65

TST (min) 414.40 65.62 420.83 69.55 0.13 0.73

TBT (min) 573.23 148.67 501.97 36.98 2.47 0.15

SEI % (TST/TBT) 75.68 18.55 83.74 12.24 2.08 0.18

The results of one-way repeated measure analyses of variance are also reported. No significant difference is present between BSL and R3, with the exception of a

slight reduction of wakefulness after sleep onset. REM, rapid eye movement; WASO, wake after sleep onset; TST, total sleep time; TBT, total bed time; SEI, sleep

efficiency index.

Frontiers in Human Neuroscience www.frontiersin.org August 2013 | Volume 7 | Article 433 | 120

http://www.frontiersin.org/Human_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Human_Neuroscience/archive


Pellicciari et al. REM changes after rTMS-depression treatment

FIGURE 2 | Topographic distribution of EEG power during NREM sleep

of the baseline night (BSL) and of the night after the rTMS treatment

(R3). Average values are normalized by total power, color-coded, plotted at
the corresponding position on the planar projection of the scalp surface and
interpolated (biharmonic spline) between electrodes. The maps are based
on the 19 unipolar EEG derivations of the international 10–20 system with
averaged mastoid reference, and on 10 additional derivations, positioned in
both hemispheres respectively over left and right dorsolateral prefrontal
cortex and in each orthogonal direction at a distance of 1 cm from the
hotspot (electrode positions indicated by dots). In the upper part, the first
two rows show the absolute EEG power during NREM sleep of the
baseline night (BSL) of the night after the rTMS treatment (R3). Maps are
plotted for the following EEG bands: delta (0.50–4.75Hz), theta
(5.00–7.75Hz), alpha (8.00–11.75Hz), sigma (12.00–15.75Hz), and beta
(15.00–24.75Hz). To optimize the contrast, each map was scaled separately
between minimal (min) and maximal (max) power values. In the lower part,
the statistical maps (t-values maps) of the comparison between R3 vs. BSL
are illustrated for each frequency band (positive t-values indicate a
prevalence of the first over the second term). Please note that the color
code reports the actual t-values (the two-tailed level of significance of
p = 0.0039, after the Bonferroni correction, corresponds to a t = 3.84).

REM sleep at the lL-DLPFC site and the corresponding clin-
ical improvement (in 9 out 10 patients), as expressed by the
post-treatment minus pre-treatment HDRS scores. As shown in
Figure 5, a significant correlation (r = 0.74), although on a small
sample size, was highlighted with larger decreases of alpha activity
in REM sleep associated to larger clinical improvements.

DISCUSSION
The present study was aimed at evaluating the clinical efficacy of
a sequential bilateral rTMS treatment in patients with treatment-
resistant MDD and to assess the rTMS-induced macro- and
microstructural sleep changes. Keeping in mind the limitations
of our open-label design, we observed that rTMS treatment with
high frequency over L-DLPFC and low frequency over R-DLPFC
was able to induce antidepressant effects. The application of rTMS
induced a significant decrease of HDRS score, a clinical marker
of mood improvement. Despite no changes detected in the sleep
macrostructure after the treatment, a frequency-dependent rTMS
effect was observed on the microstructural REM sleep pattern.
Specifically, the rTMS induced an alpha power decrease in the
REM sleep over the L-DLPFC, that resulted strongly correlated
to the clinical outcome.

FIGURE 3 | Topographic distribution of EEG power during REM sleep of

the baseline night (BSL) and of the night after the rTMS treatment

(R3). Average values are normalized by total power, color-coded, plotted at
the corresponding position on the planar projection of the scalp surface and
interpolated (biharmonic spline) between electrodes. The maps are based
on the 19 unipolar EEG derivations of the international 10–20 system with
averaged mastoid reference, and on 10 additional derivations, positioned in
both hemispheres respectively over left and t right dorsolateral prefrontal
cortex and in each orthogonal direction at a distance of 1 cm from the
hotspot (electrode positions indicated by dots). In the upper part, the first
two rows show the absolute EEG power during REM sleep of the baseline
night (BSL) and of the night after the rTMS treatment (R3). Each columns
reports maps of the EEG power in the delta, theta, alpha, sigma, and beta
frequency ranges. To optimize the contrast, each map was scaled
separately between minimal (min) and maximal (max) power values. In the
lower part, the statistical maps (t-values maps) of the comparison between
R3 vs. BSL are illustrated for each frequency band (positive t-values
indicate a prevalence of the first over the second term). Please note that
the color code reports the actual t-values (the two-tailed level of
significance of p = 0.0059, after the Bonferroni correction, corresponds to a
t = 3.58). Specifically, the alpha power decreased significantly (t = −3.79;
p = 0.0043) during REM sleep at R3 respect to BSL night on lL-DLPFC.

FIGURE 4 | Topographic statistical distribution of the change in alpha

power (8.00–11.75Hz), assessed by comparing (t-tests) R3 and

baseline nights, for the REM sleep. Values are expressed in terms of
t-values: negative t-values indicate a decrease at R3 over the baseline night.
Filled white circles indicate electrodes showing a significant difference. The
analysis of EEG changes with a 1-Hz frequency resolution highlighted an
alpha power decrease on lL-DLPFC both to 9 Hz (t = −4.14; p = 0.0025)
and to 10 Hz (t = −4.12; p = 0.0026).

The observed clinical improvement was in accordance with
previous studies that demonstrated the antidepressant efficacy of
rTMS (George et al., 2000; Burt et al., 2002; Grunhaus et al.,
2003; Fitzgerald et al., 2009). The inclusion of patients with a
diagnosis of medication-resistant depression, in our study, could
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FIGURE 5 | Changes after rTMS treatment in REM alpha power and

clinical improvement, assessed by Hamilton Depression Rating Scale

(HDRS). After 10 days of treatment, the decrease of REM alpha power
results strongly correlated to the treatment outcome.

have limited the magnitude of the therapeutic response, as those
patients show a lower response rate to antidepressant intervention
compared to non-treatment-resistant patients (Fitzgerald, 2003;
Fregni et al., 2006; Brakemeier et al., 2007; Padberg and George,
2009). Even if the mean HDRS response rate decrease was sta-
tistically significant while not clinically relevant, declining from
very severe and severe depression before the treatment to moder-
ate and mild depression after the treatment, our results should be
interpreted positively as the mean percentage of improvements in
HDRS score is 35% after rTMS in nine out of ten non-responders
patients. To that regard, we hypothesized that the lack of clinical
improvement of the non-responder patient to rTMS treatment
could be due to his older age, considering the inverse relation-
ship between age and antidepressant response (Manes et al., 2001;
Fregni et al., 2006); however the direct assessment of the rela-
tion between older age and cortical atrophy has not been viable
in the current protocol. The impact of atrophy, in fact, increasing
the distance of the coil from the prefrontal cortex (Kozel et al.,
2000) would decrease the strength of the induced electrical cur-
rent and limit the effectiveness of treatment. Probably, a rTMS
dose adjusted to overcome cortical atrophy or a more long TMS
course (Lisanby et al., 2009) could have been more effective for
that patient.

Our clinical results support the notion that the sequen-
tial bilateral rTMS combining high frequency left-side and low
frequency right-side is an effective antidepressant treatment
(Fitzgerald et al., 2006), even though by a point of view of
sleep pattern we did not found any macrostructural correlate
to that outcome. Considering the role of the REM sleep as a
diagnostic and prognostic biological marker of depression, the
absence of changes observed on the sleep macrostructure should

be considered unexpected. Some changes on the REM variables
after the rTMS treatment was expected in the direction of inhi-
bition of REM sleep, manifested by an increase of its latency
and a decrease of its amount. However, those changes are fre-
quently observed in the between-subjects protocols that compare
the data of depressed patients with those of healthy control
subjects (Giles et al., 1993). We hypothesized that with the within-
subjects protocol used in this study, it was unlikely to observe
evident changes in sleep parameters, like the REM sleep latency or
density, that could be well stabilized by depressive disorder, rep-
resenting a “trait” characteristic (Rush et al., 1986; Giles et al.,
1989; Tsuno et al., 2005; Rao and Poland, 2008; Pillai et al.,
2011). Moreover, our results confirm the previous findings point-
ing out how some EEG sleep structural measures remain stable
even after pharmacological (Steiger et al., 1989; Kupfer et al.,
1994; Murck et al., 2003), non-pharmacological antidepressant
treatment (Thase et al., 1998) or combined therapy (Giles et al.,
1993).

Although we did not find any changes in the REM macrostruc-
tural variables, the main result of the present study regards a
specific modulation of the cortical activity during the REM sleep.
The observed decrease of cortical activity in the alpha band dur-
ing the REM sleep after rTMS treatment could represent a specific
microstructural marker of depression’s remission.

From lesion and neuroimaging studies (Baxter et al., 1989;
Martinot et al., 1990; Henriques and Davidson, 1991; Bench et al.,
1992; Biver et al., 1994), it is well established as major depres-
sion is considered as a hypoactivity syndrome associated with
reduced left prefrontal metabolism and cortical dysfunction, in
terms of cortical activation decrease (Drevets, 2000; for a review
see, Koenigs and Grafman, 2009). Several studies have reported
that a marker of this dysregulation could be identified in the alpha
power increase, given the inverse relationship between EEG alpha
and neural activity, and the consequent role of alpha activity as
an inhibitory oscillatory rhythm (Henriques and Davidson, 1990,
1991; Pollock and Schneider, 1990; Ricardo-Garcell et al., 2009;
Kemp et al., 2010). Even though the lack of a control healthy
group does not allow us to verify if our patients were characterized
by a left hypoactivity syndrome (Lubar et al., 2003; Jaworska et al.,
2012), our results can be explained by that model. Regarding the
alpha power decrease observed during the REM sleep and local-
ized over the left cortex stimulated with high frequency rTMS, we
hypothesized that such rTMS frequency, increasing the cortical
excitability, might act toward normalizing the DLPFC dysreg-
ulation, expressed by the cortical activity modulation observed
during the REM sleep. That result is strongly in line with the
increase of the cortical excitability after the high frequency rTMS
(Fitzgerald et al., 2002; Hallett and Rothwell, 2011). Our results
confirm the previous findings that the decrease of the frontal
hypoactivity, probably in terms of cortical activity’s normaliza-
tion, could represent the underlying mechanism by which not
only antidepressant drugs (Baxter et al., 1989; Mayberg et al.,
2000) but also high frequency TMS fosters improvements in
depressive disorder, as highlighted by the higher cerebral blood
flow values and the cortical excitability increase (George et al.,
1999, 2000; Teneback et al., 1999; Speer et al., 2000; Nahas et al.,
2001; Rossini et al., 2010). We hypothesize that the high frequency
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rTMS, stimulating the underlying cortical region and changing
the activity of the corresponding neural tissue, could determine
an up-regulation of the local activity (Chen, 2000; Fitzgerald
et al., 2002). Specifically, the antidepressant effect of the high
frequency TMS could be the result of a re-activation of hypo-
functional L-DLPFC, in terms of increase of cortical activity, and
the neurophysiological biomarker of this effect could be objec-
tified in the decrease of local alpha activity during REM sleep.
Our result is strongly in line with the recent hypothesis that rTMS
alters and resets cortical oscillators, regulating the intrinsic cere-
bral rhythms and restoring normal brain function (Leuchter et al.,
2013). In particular, the high frequency rTMS could act as an
exogenous input, affecting the cortical components, normaliz-
ing the intrinsic brain activity and ameliorating the depressive
symptoms.

Moreover, the high frequency rTMS could modulate not only
the local neuronal firing rate, depolarizing the excitability of neu-
rons, but could also produce a therapeutic effect through the
modulation of the monoaminergic receptors involved in the REM
sleep. In that regard, an attractive hypothesis to explain both
the antidepressant effects induced by rTMS and the REM sleep
modulations could be identified in the involvement of serotonin-
ergic mechanisms (Cohrs et al., 1998; Ben-Shachar et al., 1999;
Gur et al., 2000; Post and Keck, 2001; Adrien, 2002; Padberg
and George, 2009; Baeken et al., 2011). These mechanisms are
the same that are involved in other pharmacological (Maudhuit
et al., 1997) and non-pharmacological (i.e., total or REM sleep
deprivation) (Prevot et al., 1996) antidepressant interventions.

Regarding the bidirectional relationship between sleep distur-
bance and depression (Riemann et al., 2001; Tsuno et al., 2005)
and even though the connection between sleep modifications and
clinical improvement have not yet been established, two possi-
ble scenarios could be hypothesized to explain our results. In the
first one, the rTMS treatment could have acted modulating the
clinical symptoms and their improvement could causally affect
the EEG sleep topography. In the second one, the rTMS-induced
effects on sleep cortical activity could represent the physiolog-
ical framework, underlying the clinical outcome. Although our
results do not allow us to clearly discriminate whether the alpha
activity change observed during REM sleep after rTMS treatment
was the trigger for the clinical improvement or only an its passive
consequence, we speculate that the topographical sleep change
was causally determined by the clinical improvement induced by
rTMS treatment, representing a neurophysiological correlate of
clinical outcome.

The main neurophysiological results of the present study,
namely an alpha decrease during the REM sleep in the same
frequency range of high frequency rTMS applied in this proto-
col (i.e., 10 Hz) allow us to speculate that high frequency rTMS
could act by saturating the local alpha power and producing an
excitability increase functional to remission of the depressive dis-
order. A similar change in the alpha band was observed in REM
sleep after a protocol of sleep deprivation (Roth et al., 1999;
Marzano et al., 2010), supporting such frequency as a quantitative
and distinctive marker of REM sleep. In that regard, we specu-
late that the alpha frequency decrease could represent a biological
marker of the sleep pressure for the REM sleep, as the delta power

represents a well-recognized index of sleep homeostasis for the
NREM sleep (Tononi and Cirelli, 2006).

Another important issue is the topography-specificity of the
alpha change between the stimulated DLPFCs. Even though no
sleep frequency changes were observed over the right stimu-
lated cortex, we speculate that the topographical effect over the
L-DLPFC didn’t exclude a sequential effect of low frequency
rTMS applied over the R-DLPFC cortex, most probably through
trans-synaptic connections (Paus et al., 1997; Nahas et al., 2001).
Probably, the application of low frequency before the high fre-
quency rTMS may have contributed to prime the effects observed
over the left cortex, determining a synergetic effect on the clini-
cal outcome (Fitzgerald et al., 2006) even though no detectable at
cortical level.

Finally, even though our study was focused on all EEG fre-
quency bands, our results are partially in agreement with the only
study in which the sleep electrophysiological effects induced by
rTMS treatment on patients with a major depressive episode were
investigated (Saeki et al., 2012). Regarding NREM sleep, in this
latter study a delta power increase at left DLFPC was observed
after the initial five rTMS sessions, but not after the total 10 rTMS
sessions. In agreement to these authors, also our negative finding
on SWA during NREM sleep after 10 rTMS sessions could be due
to the involvement of homeostatic regulation mechanism. On the
other hand, the discrepancy of results during REM sleep, when
we observed a local decrease of alpha activity, could be due to
their focus on two specific EEG frequency bands (slow wave and
spindle activity), not considering all sleep bands.

Several limitations need to be addressed. The first limitation
was the experimental design. The open-label experimental design
and the lack of a sham comparison group (with subsequent sleep
recordings) doesn’t allow us to thoroughly exclude a placebo
effect in the clinical response of our patients (Miniussi et al.,
2005), though the observed linear relationship between EEG and
HDRS changes suggests a specificity of the relationship.

Moreover, our sample size was relatively small and the patients
were all under pharmacological therapy during rTMS treatment,
making it impossible to evaluate the clinical and neurophysio-
logical effect of rTMS as stand-alone treatment. In that regard,
the non-suspension of the drug treatment could be responsible
for the lack of significant macrostructural differences, highlighted
both in the REM (in terms of latency and density) and the NREM
sleep. Specifically, it is well known how the REM sleep dura-
tion is reduced by the antidepressant drug action until to its
suppression (Holshoe, 2009), and how the NREM sleep, and in
particular the sigma band and SWA are affected by benzodi-
azepines (e.g., Bastien et al., 2003). Only additional studies with
a wider patient sample and patients pharmacological washing
out, as well as a sham condition may allow a better understand-
ing of the macro- and microstructural effects induced by rTMS
treatment on depressive disorder.

CONCLUSION
Concluding, in line with the theory of the left frontal hypoacti-
vation during the rest in depression, the observed local decrease
of alpha activity after rTMS treatment during the REM sleep
confirms the possibility of identifying that EEG frequency as a
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marker of the cortical activity up-regulation induced by high
frequency rTMS as well as a neurophysiological correlate of clini-
cal outcome, providing also an important information regarding
the underlying neuronal circuit responsible of antidepressant
response. The observed correlation between cortical activity
modulation and clinical response indicate clearly that these
results are not respectively related to a TMS-induced brain acti-
vation independent of the treatment response or to the antide-
pressant response to rTMS but are determined by their causal
and direct relationship. This is the first study, to our knowl-
edge, that combining clinical rTMS-induced effects and neu-
rophysiological evaluation of the EEG sleep changes after a
long-term treatment, allows to delineate not only the behavioral
outcome, but also the involved sleep cortical circuits, showing
that the antidepressant effects of rTMS might be mediated by a

significant sleep influence. We conclude that rTMS, and specif-
ically the high frequency stimulation, can represent a relevant
strategy in the modulation of hypoactivity syndrome, like in
MDD and that the study of the microstructural sleep pattern rep-
resents a potential tool for understanding the neurophysiological
mechanisms of the mood disorders and their possible regula-
tion. Finally, we propose the left frontal alpha frequency of the
REM sleep as a state-dependent marker for depression and its
remission.
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Neuroimaging combined with transcranial magnetic stimulation (TMS) to primary motor
cortex (M1) is an emerging technique that can examine motor-system functionality through
evoked activity. However, because sensory afferents from twitching muscles are widely
represented in motor areas the amount of evoked activity directly resulting from TMS
remains unclear. We delivered suprathreshold TMS to left M1 or gave electrical right
median nerve stimulation (MNS) in 18 healthy volunteers while simultaneously conducting
functional magnetic resonance imaging and monitoring with electromyography (EMG).
We examined in detail the localization of TMS-, muscle afferent- and superficial afferent-
induced activity in M1 subdivisions. Muscle afferent- and TMS-evoked activity occurred
mainly in rostral M1, while superficial afferents generated a slightly different activation
distribution. In 12 participants who yielded quantifiable EMG, differences in brain activity
ascribed to differences in movement-size were adjusted using integrated information from
the EMGs. Sensory components only explained 10–20% of the suprathreshold TMS-
induced activity, indicating that locally and remotely evoked activity in motor areas mostly
resulted from the recruitment of neural and synaptic activity. The present study appears
to justify the use of fMRI combined with suprathreshold TMS to M1 for evoked motor
network imaging.

Keywords: connectivity, motor cortex, multimodal neuroimaging, proprioceptive afferents

INTRODUCTION
For online control of movement, the status of muscles controlling
the target effector needs to be properly monitored and integrated
with a motor plan. Somatosensory afferents from the effector
carry critical information for this somatosensory-motor integra-
tion. Such integration likely occurs at multiple levels in the central
nervous system, from the spinal cord up through cortical motor
areas. In primates, both superficial and proprioceptive sensations
reach cortical motor areas including the primary motor cortex
(M1) (Strick and Preston, 1978; Fetz et al., 1980; Lemon, 1981)
presumably via the thalamus (Horne and Tracey, 1979) and pri-
mary somatosensory cortex (S1) (Pons and Kaas, 1986). We can
therefore expect afferent-induced neural activity in motor areas
during overt movement. Indeed, previous studies in humans have
reported motor-area activity during peripheral nerve stimulation
that elicits muscle-twitching (Korvenoja et al., 1999; Spiegel et al.,
1999; Del Gratta et al., 2000; Shitara et al., 2011) and during
vibrotactile stimulation to muscles (Naito et al., 2002; Gizewski
et al., 2005; Bardouille and Ross, 2008). In contrast, few human
neuroimaging studies have addressed the issue of motor-area
activity ascribed to sensory afferents. This omission likely results
from difficulty controlling the effects of sensory afferents during

voluntary movement accompanying a complicated temporal pat-
tern of muscle activity.

Neuroimaging combined with transcranial magnetic stimula-
tion (TMS) to M1 is an emerging technique for non-invasively
studying the organization of motor-control neural networks
in humans. Suprathreshold TMS to M1 consistently induces
increased brain metabolism or hemodynamic responses in the
stimulated area as well as remote motor areas (Bestmann et al.,
2003; Speer et al., 2003; Komssi et al., 2004; Fox et al., 2006;
Hanakawa et al., 2009; Shitara et al., 2011). However, because
suprathreshold TMS induces motor evoked potentials (MEPs)
visible on surface electromyography (EMG), we must consider
the effects of proprioceptive afferents from the twitching muscles
when interpreting such motor-area activity.

Technical advances now allow us to measure MEPs with sur-
face EMG in a simultaneous TMS-fMRI (functional magnetic res-
onance imaging) environment (Bestmann et al., 2004; Hanakawa
et al., 2009; Shitara et al., 2011). An MEP is composed of a brief
oligophasic potential similar in shape to a compound muscle
action potential (CMAP) evoked by peripheral nerve stimula-
tion. Motor-area activity during peripheral nerve stimulation,
if any, should reflect processing of sensory afferents without
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preceding motor commands. Given the similarity of MEPs and
CMAPs, using peripheral nerve stimulation as a control condi-
tion for muscle afferents during suprathreshold M1 stimulation
seems reasonable. However, MEPs are always smaller than CMAPs
because of phase cancellation of action potentials at the corti-
cospinal and spinal neuron levels (Magistris et al., 1998). Still,
CMAPs and MEPs should provide rough yet comparable esti-
mates of proprioceptive afferent size because the phase cancel-
lation occurs at the motor efferent level, not at the muscular or
afferent level. Additionally, peripheral nerve stimulation between
the motor and sensory thresholds can provide a condition akin to
superficial sensory stimulation.

Based on these assumptions, here we conducted a multi-
modal imaging study to differentiate neural activity in the motor
network that generates movement from those used for afferent
information processing resulting from the movements. The main
goal was to compare local and remote brain activity resulting
from suprathreshold single-pulse TMS to M1 with those resulting
from electrical median nerve stimulation (MNS) above the motor
threshold. In particular, we were interested in assessing TMS-
evoked and sensory-evoked activity in M1 subdivisions (M1a
and M1p) that are reported to have a differential distribution of
proprioceptive and superficial afferent information (Strick and
Preston, 1982; Geyer et al., 1996).

MATERIALS AND METHODS
SUBJECTS
We analyzed data from 18 healthy adults (female, 15; male, 3;
mean age, 29.3 years; range, 20-46 years) in our previous study
(Shitara et al., 2011). From this previous study, we selected par-
ticipants who underwent both the TMS and MNS conditions
in the same experimental session. All participants were right
handed. None reported any history of neuropsychiatric disor-
ders, including epilepsy. The Institutional Review Board of the
National Center of Neurology and Psychiatry approved the study
protocol. The participants were fully informed about the experi-
mental procedure, and all gave written informed consent prior to
the participation.

STIMULATION AND ELECTROMYOGRAPHY MONITORING
We used a 3-Tesla whole-body MRI scanner equipped with a cir-
cular polarization head coil (Siemens Magnetom Trio; Erlangen,
Germany). The “motor hot spot” at which TMS evoked a max-
imal motor response in the right abductor pollicis brevis (APB)
muscle was identified for each participant while lying supine on
the scanner bed. The APB was the primary muscle of interest
in this experiment, as with our previous TMS-fMRI experiments
(Hanakawa et al., 2009; Shitara et al., 2011). An MRI-compatible
figure-eight TMS coil with an outer-wing diameter of 70 mm
(MR coil, Magstim, Witland, Wales, UK) was positioned tan-
gentially to the scalp at the “motor hot-spot.” TMS-coil ori-
entation was ∼45◦ from the medial-lateral axis. The TMS coil
was connected to a stimulator (SuperRapid, Magstim, Witland,
Wales, UK) via a 7-m cable running through a wave-guide tube
appropriate for radiofrequency wave filtering. The TMS stimu-
lator produced a biphasic electrical lasting ∼250 µs with a rise
time of 50 µs.

For the MNS-fMRI experiment, electrical stimulation was
delivered through a pair of MRI-compatible silver/silver chlo-
ride electrodes (Nihon Kohden, Tokyo, Japan). The electrodes
were connected to an electric current stimulator (Nihon Kohden,
Tokyo, Japan) placed outside the scanner room. The maximum
stimulator output was 50 mV. Constant-voltage square waves with
pulse duration of 0.3 ms were applied to the right median nerve
at the wrist. The sensory threshold was determined by each par-
ticipant’s verbal report of sensation in the first three fingers
without muscle twitching. A motor threshold for eliciting APB
activity was defined according to the recommendations of the
IFCN Committee (Rossini et al., 1994a) as the minimum stim-
ulus intensity that produced a liminal EMG response (more than
50 mV in 50% of trials). No participants reported a sensation of
pain. The stimulation procedure did not cause any artifacts in the
functional MR images.

MEPs were recorded from the APB and abductor digiti min-
imi (ADM) muscles bilaterally, using BrainAmp ExG MR (Brain
Products, Gilching, Germany). The amplifier and MRI scan-
ner were synchronized using SyncBox (Brain Products, Gilching,
Germany). Surface electrodes were placed over the bilateral APB
and ADM muscles with an inter-electrode distance of ∼2 cm.
EMG signals were fed into a battery-driven amplifier placed on
the scanner bed. EMG data were sampled at a digitization rate of
5 kHz with an amplitude resolution of 0.5 µV/bit and a dynamic
range of 16 mV.

To minimize joint movements and reflexive antagonistic mus-
cle contraction, both upper limbs were tightly fixed onto custom-
made, non-magnetic splints (covering the hand, wrist, and elbow
joints) with elastic bandages. Hence, both TMS- and MNS-
evoked movements were primarily isometric contractions. Fixing
the hand position also helped minimize EMG changes and imag-
ing artifacts throughout the experiment. The position of the TMS
coil was adjusted while stimulation was delivered every 5 s until
MEPs were consistently recorded from the right APB muscle.
The TMS coil was then fixed immobile to the scanner bed with
a custom-made holder made from polyetheretherketone plastic.
Foam pads and vacuum cushions were used to minimize head
motion during scanning. After participants’ heads were fixed, the
resting motor threshold (RMT) was defined individually as the
percentage of stimulator output that elicited MEPs of greater than
50 µV peak-to-peak amplitude in the APB at rest in more than
5 of 10 successive trials (Rossini et al., 1994a). The active motor
threshold (AMT) was similarly determined during weak isomet-
ric contraction of the APB muscle at ∼20% of the maximum
contraction under EMG monitoring.

EXPERIMENTAL TASKS
During the fMRI experiments, participants were instructed to
relax and remain awake. Vision was not constrained. In each fMRI
run, 42 single-pulse TMS or MNS were given during 110-ms
inter-volume acquisition delay periods. Stimulus onset asyn-
chrony (SOA) was semi-randomized between 7.98 and 13.97 s
(stimulus frequency, 0.072-0.125 Hz). All participants under-
went the TMS-fMRI and MNS experiment. The experimental
conditions were composed of suprathreshold TMS at an inten-
sity of 120% of the RMT (supra-TMS), MNS above the motor
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threshold (motor-MNS), and MNS between the sensory and
the motor thresholds (sensory-MNS). The sensory-MNS condi-
tion was included to account for the sensory-component stim-
ulation of the MNS condition and to map representations of
non-muscular afferents to motor areas. Stimulus intensity during
motor-MNS varied semi-randomly between the motor threshold
and 120% of the motor threshold to yield variability similar in
evoked movement size as in the supra-TMS condition. Intensity
of sensory-MNS was kept between the motor and the sensory
thresholds for all participants and was not varied.

Stimulation timing was controlled by Presentation software
(Neurobehavioral systems, Albany, CA, USA) on a personal com-
puter synchronized with the MRI scanner via transistor-transistor
logic pulses converted from the default optic signals of the scan-
ner. To avoid image degradation, TMS pulses were delivered
during the inter-volume delay periods. The same stimulation
timing was used for all conditions.

IMAGE ACQUISITION
We measured hemodynamic signals with echo planar imaging
(EPI) as follows: repetition time (TR) = 998 ms, inter-volume
acquisition delay = 110 ms, echo time (TE) = 25 ms, flip angle
(FA) = 60◦, 64 × 64 matrix, 12 slices, 500 volumes, field of view
(FOV) = 192 mm, and 3 × 3 × 4-mm voxel size. Bilateral cortical
motor and somatosensory areas, basal ganglia, and thalami were
covered with approximately coronal acquisition. Most of the cere-
bellum was outside the search volume. A short TR was employed
originally to investigate the signal time-course of TMS-evoked
activity with fine temporal resolution (Shitara et al., 2011). The
timing of gradient pulses was carefully designed and the MRI
scanner and amplifier were synchronized so that EMG signals
could be constantly sampled at 1 kHz without being disturbed by
gradient pulses (Anami et al., 2003). The inter-volume acquisi-
tion delay allowed us to acquire EPI without interference from
induced electromagnetic fields or vibration of the TMS coil.

For anatomic registration, T1-weighted three-dimensional
structural images were also acquired with a magnetization-
prepared, rapid-gradient echo sequence (TR = 2000 ms,
TE = 4.38 ms, FA = 8◦, FOV = 192 mm, matrix = 176 × 192,
voxel size = 1 × 1 × 1 mm). For correcting distortion of func-
tional images, field-map imagers were obtained in the same
space as the functional image (TR = 511 ms, TE = 5.19 and
7.65 ms, FA = 60◦, FOV = 192 mm, matrix = 64 × 64, voxel
size = 3 × 3 × 4 mm).

EMG AND IMAGE DATA ANALYSIS
To remove gradient artifacts, we pre-processed all EMG data
using an averaged subtraction method implemented in Analyzer
2 (Brain Products, Gilching, Germany). A band-pass filter of
20-200 Hz was applied. We visually checked the quality of artifact-
removed EMG data from the target (right APB) for quantitative
assessment of right APB activity and those of non-target (left
APB and bilateral ADM) muscles to confirm the absence of EMG.
The artifact-free EMG data from the right APB were rectified
and integrated to produce an integral EMG value (iEMG) as a
parameter of movement size. iEMG is adequate for quantifying
total muscle activity with surface EMG (Hermens et al., 1991;

Shitara et al., 2011) especially because we aimed to estimate the
amount of muscle afferents in two types of evoked movements
(MEP and CMAP) with slightly different temporal profiles. These
different temporal profiles result from larger temporal jittering
in TMS-evoked descending volleys than MNS-induced peripheral
nerve excitation. Thus, it would be difficult to estimate the size of
efferent signals by comparing iEMG between different modalities.
However, iEMG can still serve as a surrogate marker for the quan-
tity of afferent signals from the twitched APB. For computing the
iEMG, time windows for the integration were modified to extract
EMG signals specific to experimental conditions as purely as pos-
sible. Time for integration was between 20-40 ms for TMS and
between 5–25 ms for the MNS (Shitara et al., 2011).

Two parameters were computed from the iEMG. First, mean
iEMG was defined as the average of raw iEMG values divided
by the EMG-evoking events in an fMRI run for the supra-
TMS and the motor-MNS conditions. Mean iEMG data were
compared across conditions with a paired t-test. Second, the min-
imum and maximum iEMG values across all EMG-evoking events
were determined for each individual. Then, normalized iEMG
was computed individually for each EMG-evoking event as fol-
lows: (iEMG - minimum iEMG)/(maximum iEMG - minimum
iEMG). Normalized iEMG represented the variation of iEMG val-
ues across all the EMG-evoking events and served a parametric
modulator in the first-level general linear model (GLM) analysis.

Imaging data were pre-processed with SPM5 (Wellcome
Department of Imaging Neuroscience, UCL, London, UK)
using Matlab (MathWorks, Inc., Natick, MA, USA) and FSL
(FMRIB, Oxford University, Oxford, UK) using VMware player
(VMware, Palo Alto, CA, USA). The first 10 volumes in each
experimental run were discarded to allow for T1 equilibrium
effects. The remaining functional images were corrected for
differences in slice acquisition timing. The non-linear dis-
tortion of EPI data resulting from inhomogeneity of the
magnetic field was corrected using FUGUE (FSL) by ref-
erencing to the field map image acquired for each partic-
ipant before the fMRI experiment. The functional images
were motion-corrected, and residual noise was detected with
an independent component-analysis filter (MELODIC, FSL).
We removed ICA components with time-course that showed
abrupt spikes and those with maps showing alternating pat-
terns of signal variation for every other slice (corresponding to
motion during interleaved MRI data acquisition) (Tohka et al.,
2008). The motion-corrected and artifact-removed images were
then spatially normalized to fit to the Montreal Neurological
Institute (MNI) template based on the standard stereotaxic
coordinate system. Subsequently, all images were smoothed
with an isotropic Gaussian kernel of 8-mm full-width at
half-maximum.

Statistical analysis was performed using SPM5. A train of delta
functions representing stimulus onsets was convolved with the
canonical hemodynamic response function (HRF) and its tem-
poral derivative, and these served as regressors for each condition
(supra-TMS, motor-MNS, and sensory-MNS) in the first-level
GLM analysis. Although neural events associated with these con-
ditions may differ in the range of several tens of milliseconds,
our previous study investigating fine temporal time-course of
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fMRI responses has clearly showed that we can estimate size of
brain activity using the same HRF function for the three condi-
tions (Shitara et al., 2011). We built two types of first-level design
matrix: one with the normalized iEMG regressor as a parametric
modulator of the EMG-evoking events and the other without. The
latter design was used for analysis that included the sensory-MNS
condition, which did not evoke muscle activity. Six parameters
representing the head motion were included in the design matrix
as covariates. Global signal normalization was performed only
between runs. Low frequency noise was removed with a 128-s
high-pass filter, and serial correlations were adjusted using an
auto-regression model. We computed summary images reflecting
the effects of interest on fMRI signals by applying linear contrasts
to the parameter estimates. These summary images were fed into
the subsequent second-level random-effect model analysis.

First, group-level statistical parametric maps (SPMs) were
generated by performing one-sample t-tests on the summary
images representing the effects of each experimental con-
dition relative to the implicit baseline. Second, we defined
proprioceptive and superficial sensory-evoked brain activity
using the motor-MNS and sensory-MNS conditions. Muscle
proprioception-evoked activity was defined by the difference in
activation between the motor-MNS and sensory-MNS condi-
tions (motor-MNS minus sensory-MNS). To define areas related
to superficial afferent processing, a conjunction analysis was
performed between the motor-MNS and sensory-MNS condi-
tions since both types of stimulation should involve superficial
afferents. Furthermore, we explored variation of brain activity
explained by the size variation of the normalized iEMG regressor.

In the group-level SPM, the threshold was initially set at a
voxel-wise height-level of P < 0.05 corrected for multiple com-
parisons (family-wise error; FWE). Clusters exceeding a height
threshold of uncorrected P < 0.005 were reported as a trend.
The cytoarchitectonic nomenclature of significant brain activ-
ity was identified according to the SPM5 anatomy toolbox when
applicable.

DISTRIBUTION OF TMS- AND AFFERENT-INDUCED BRAIN ACTIVITY IN
M1 SUBDIVISIONS
Previous animal and human studies have indicated differences
in proprioceptive and superficial afferent information coded in
M1 (Strick and Preston, 1982; Geyer et al., 1996). We there-
fore assessed the difference in spatial distribution between TMS-
and two afferent-induced activities in M1 subdivisions (M1a and
M1p). We created M1a and M1p mask-images (SPM5 anatomy
toolbox) according to the MNI coordinates. The transformed
M1a and M1p images were thresholded at 40% of their prob-
abilistic distributions, and were then transformed into binary
mask images (M1a and M1p masks). Brain activity obtained from
the conjunction analysis of motor-MNS and sensory-MNS con-
ditions was defined as the activity coding superficial afferents.
Muscle afferent-related activity was defined as the contrast motor-
MNS minus sensory-MNS (as described above). The “pure”
TMS-induced activity was defined as the contrast supra-TMS
minus muscle afferent-related activity to exclude the contribution
of sensory components. In this particular analysis, we will report
significant activities thresholded at P < 0.05 (FWE-corrected)

after small volume correction according to our previous reports
(Hanakawa et al., 2009; Shitara et al., 2011).

We also used small-volume correction (svc) analysis with
spherical volumes of interest (VOIs). We applied a 5-mm radius to
left M1 (x, y, z = −36, −24, 52), right M1 (x, y, z = 34, −30, 64),
left dorsal premotor cortex (x, y, z = −32, −10, 60), left S1 (x, y,
z = −32, −32, 68), left supplementary motor area (SMA) (x, y,
z = −6, −12, 48), left putamen (x, y, z = −30, −10, 0), and left
thalamus (x, y, z = −14, −22, 4), and a 3-mm radius to the left
subthalamic nucleus (x, y, z = −12, −18, −4) (Hanakawa et al.,
2009; Shitara et al., 2011). We also report trends toward activation
thresholded at uncorrected P < 0.005.

DISTRIBUTION OF TMS-INDUCED AND AFFERENT-INDUCED ACTIVITY
IN M1SUBDIVISIONS
We evaluated the spatial distribution of afferent-related activity
and “purely” TMS-evoked activity represented in M1 subdivi-
sions. We measured the total number of suprathreshold voxels at
uncorrected P < 0.005 for “purely” TMS-evoked activity, muscle
afferent-related activity, and superficial afferent-related activity
within the M1a and M1p masks. To semi-quantify the differ-
ences in muscle- and superficial-afferent representations within
the M1 subdivisions, an M1 divisional index (M1-DI) was cal-
culated as follows: DI = (VM1a − VM1p)/(VM1a + VM1p), where
VM1a and VM1p refer to the number of activated voxels within the
M1a and M1p masks, respectively. DI ranged from −1.0 to 1.0.
A positive DI value indicates that the activity is distributed dis-
proportionately in M1a and a negative DI means that the activity
is distributed disproportionately in M1p. Additionally, we com-
puted DI for supra-TMS induced activity to test its distribution
in the M1 subdivisions. A non-parametric statistic was applied
to assess differences in DI for muscle afferents and superficial
afferents. To gain knowledge about spatial distribution of TMS-
induced activity within M1 subdivisions, we also computed DI
for voxels related to the “pure” TMS.

REMOVAL OF MUSCLE AFFERENT-INDUCED ACTIVITY CORRECTED FOR
MOVEMENT SIZE FROM TMS-INDUCED ACTIVITY IN MOTOR AREAS
By controlling differences in muscle activity across conditions,
we were able to explore supra-TMS-evoked activity that could
not be explained by sensory afferent responses to twitching
movements. Supra-TMS and motor-MNS induced activities
were corrected using iEMG size as a parametric modulator.
The corrected activities are referred to as supra-TMSiEMG_corr.
and motor-MNSiEMG_corr., respectively. Data from 12 partici-
pants were available for this comparison of motor MNS- and
TMS-evoked brain activities. fMRI signals (beta values) were
extracted from the motor area VOIs (as described above; left
M1a mask, left M1p mask, left premotor cortex, and left
SMA) using MarsBaR (Brett et al., 2002) for the contrast
that compared motor MNS- and TMS- induced brain activ-
ity with and without iEMG correction. We then calculated
how much of the activity during the supra-TMS condition
could be ascribed to responses induced by the muscle affer-
ents and how much could be explained purely by TMS with
and without correction for iEMG differences. For this pur-
pose, muscle afferent-induced activity was defined as motor-MNS
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minus sensory-MNS as above. “Pure” TMS-induced activity was
defined as supra-TMS activity minus muscle afferent-induced
activity. We computed these values with and without correc-
tion for iEMG size during the supra-TMS and motor-MNS
conditions.

RESULTS
TMS INTENSITY AND MEAN IEMG VALUES
The mean RMT was 80.6% (SD = 8.7) of the machine output
within the MRI scanner. Accordingly, the mean stimulus-intensity
for the supra-TMS condition was 96.7% (10.4). For participants
who required stimulation above 100% of the machine output to
reach the 120% RMT stimulation, the maximum machine output
of the TMS stimulator was reset to 110% of the default machine
output (enhanced mode), which was within the safety guidelines
of the manufacturer and its distributor in Japan (Magstim and
Miyuki Giken). All participants completed the planned exper-
imental conditions, and none experienced significant adverse
events.

We visually checked artifact-removed EMG data to confirm
sufficient data quality for quantitative analysis. As reported pre-
viously (Shitara et al., 2011), muscle activity was only observed
in the right APB muscle in both supra-TMS and motor-MNS
conditions. We did not find any muscle activity in the bilat-
eral ADM or the left APB muscle(s). This finding indicated that
TMS-evoked muscle activity did not spread to neighboring mus-
cles. However, EMG data from six subjects were excluded from
the iEMG analysis in the motor-MNS condition because artifacts
substantially overlapped with CMAP. Hence, only data from 12
participants were available for the comparison between the motor
MNS- and TMS-evoked brain activities that used iEMG as a para-
metric modulator. The mean iEMG expressed in mV × ms was
5.0 (SEM = 1.2) in the supra-TMS condition, and 34.7 (6.8) in
the motor-MNS condition. A paired t-test showed a significant
difference in iEMG across conditions (P < 0.0001).

MUSCLE AFFERENT-RELATED ACTIVITY: COMPARISON BETWEEN
MOTOR-MNS AND SENSORY-MNS
Whole-brain analysis revealed significant activation related to
muscle afferents in bilateral superior temporal gyri, bilateral
insula, left middle cingulate cortex, left postcentral gyrus, and
right supramarginal gyrus at the formal threshold (P < 0.05,
FWE-corrected). After small volume correction, significant acti-
vation was observed in left precentral gyrus, left SMA, left puta-
men, left thalamus, and the subthamamic nucleus at a threshold
of P < 0.05, FWE-corrected. Trends were found in the right infe-
rior frontal gyrus, right inferior temporal gyrus, and left inferior
parietal lobule (P < 0.005 uncorrected) (Figure 1A; Table 1A).

BRAIN AREAS RELATED TO SUPERFICIAL AFFERENTS
Significant activation related to superficial afferents was found
in left insula, bilateral superior temporal gyri, right Rolandic
operculum, right temporal pole, and inferior frontal gyrus at
the formal threshold (P < 0.05, FWE-corrected). After small
volume correction, significant activation was observed in left pre-
central gyrus, left SMA, and left putamen at the threshold of
P < 0.05, FWE-corrected. Trends toward activation (P < 0.005

FIGURE 1 | Group-level statistical parametric maps (n = 18) showing

the categorical comparison of conditions (thresholded at P < 0.005

uncorrected for display purpose). (A) Muscle afferent-related activity
(contrast, motor-MNS minus sensory-MNS). Brain activation was observed
in bilateral insula, middle and posterior cingulate cortices, bilateral thalami,
bilateral dorsal premotor cortices, bilateral hippocampi, bilateral inferior
parietal cortices, right cerebellum, left M1, and left S1. (B) Superficial
afferent-related activity (conjunction, motor-MNS and sensory MNS). Brain
activation was observed in bilateral Area 44, bilateral putamen, bilateral
insula, middle cingulate cortex, bilateral dorsal premotor cortices, SMA,
bilateral S2, bilateral inferior parietal cortices, left M1, and left S1. (C)

Supra-TMS-induced activity after removing the effects of muscle
afferent-induced activity [contrast, (supra-TMS minus implicit baseline)
minus (motor-MNS minus sensory-MNS)]. Brain activation was observed in
bilateral insula, middle cingulate cortex, SMA, bilateral thalami, bilateral
hippocampi, bilateral S2, bilateral inferior parietal cortices, left dorsal
premotor cortex, left M1, and left S1. MCC, middle cingulate cortex; PCC,
posterior cingulate cortex; SMA, supplementary motor cortex; PMd, dorsal
premotor cortex; M1, primary motor cortex; S1, primary somatosensory
cortex; S2, secondary somatosensory cortex; IPL, inferior parietal lobule;
Hipp, hippocampus; Cereb, cerebellum.

uncorrected) were found in the left postcentral gyrus, right pre-
central gyrus, left paracentral lobule, bilateral middle cingulate
cortices, left supraparietal lobule, right middle frontal gyrus, and
right thalamus (Figure 1B; Table 1B).

COMPARISON BETWEEN SUPRA-TMS AND MUSCLE
AFFERENT-INDUCED ACTIVITY WITHOUT CORRECTION FOR IEMG SIZE
Because iEMG during motor-MNS was significantly larger
than that during supra-TMS, a simple subtraction of mus-
cle afferent-related activity from supra-TMS-induced activity
would overcorrect the muscle afferent-related components in
the supra-TMS-induced activity. Hence, although the com-
ponents evoked by supra-TMS should be underestimated,
the contrast supra-TMS > motor-MNS minus sensory-MNS
revealed significant activation in the bilateral insula, right infe-
rior frontal gyrus, right supraparietal lobule, and right middle
temporal gyrus (P < 0.05 FWE-corrected). After small volume
correction, significant activation was observed in the left pre/post
central gyrus, left SMA, and left putamen at the threshold of
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Table 1 | Results of group-level statistical parametric mapping

analysis.

N = 18 Coordinates (mm) Z -values

Activity clusters (functional anatomy) x y z

(A) MOTOR-MNS MINUS SENSORY-MNS (UNCORRECTED P < 0.005)

Left superior temporal gyrus (Insula) −40 −6 −12 5.06*

Right superior temporal gyrus (IPL) 58 −34 20 4.71*

Right supramarginal gyrus (OP1, IPL) 62 −22 22 4.55*

Left middle cingulate cortex −6 10 34 3.84*

Left postcentral gyrus (S1) −30 −34 72 3.81*

Right superior frontal gyrus (SMA) 20 −10 60 3.82

Left subthalamic nucleus −12 −20 −2 3.63#

Left thalamus −12 −22 0 3.59#

Left SMA −4 −10 44 3.51#

Left putamen −34 −12 −2 3.33#

Left precentral gyrus (M1) −32 −32 68 3.29#

Right inferior frontal gyrus (Area 44) 40 10 30 2.89

Left precentral gyrus (M1) −22 −28 54 2.87

Left precentral gyrus (S1, M1) −24 −36 50 2.77

Right inferior temporal gyrus 44 −12 −28 2.67

Left inferior parietal lobule (S1) −50 −38 56 2.62

(B) CONJUNCTION OF MOTOR-MNS AND SENSORY-MNS
(UNCORRECTED P < 0.005)

Left insula (OP3) −38 −8 2 5.71*

Left superior temporal gyrus (OP1) −64 −28 16 5.14*

Right superior temporal gyrus 52 −36 22 5.03*

Left putamen −34 −8 −2 5.03#

Right rolandic operculum (OP1) 56 −22 22 4.39*

Right temporal pole-Insula 46 2 −18 4.27*

Right inferior frontal gyrus (Area 44) 50 14 14 4.11*

Right temporal pole 50 10 −22 3.90*

Left postcentral gyrus (M1/S1) −28 −36 64 3.58

Left postcentral gyrus (S1) −16 −34 50 2.96

Left middle cingulate cortex −12 −14 34 3.48

Right middle cingulate cortex 10 −6 38 3.27

Left precentral gyrus (PMd) −30 −8 54 3.25

Left precentral gyrus (PMd/M1) −40 −14 52 2.84

Left SMA −2 −6 52 3.08

Left paracentral lobule (SMA) −6 −22 66 2.97

Right precentral gyrus (PMd/Area 44) 52 10 40 3.09

Right PMd 20 −12 56 3.00

Right middle frontal gyrus 28 10 50 3.00

Left SMA −4 −8 50 3.00#

Left SPL −20 −40 40 2.70

Right thalamus 4 −20 −6 2.59

Left precentral gyrus (M1) −38 −20 54 2.47#

(C) (SUPRA-TMS GREATER THAN MOTOR-MNS) MINUS

SENSORY-MNS (UNCORRECTED P < 0.005)

Right middle temporal gyrus 52 −14 −16 5.27*

Right insula 46 −4 −22 4.88*

Right inferior frontal gyrus (Area 44) 48 14 4 4.87*

Right SPL 34 −32 34 4.89*

Left insula −46 4 6 4.85*

Right PMd 34 −24 32 4.66*

(Continued)

Table 1 | Continued

N = 18 Coordinates (mm) Z -values

Activity clusters (functional anatomy) x y z

Right cerebellum 18 −24 −30 3.86

Left paracentral lobule (M1) −16 −32 72 3.83

Left paracentral lobule (SMA/M1) −4 −22 72 3.50

Left PMd −30 −10 58 3.16

Left M1 −18 −30 52 3.14

Left Hippocampus −42 −24 −14 3.77

Left middle temporal gyrus −46 −8 −22 3.39

Left S1 −28 −32 70 3.33#

Left superior temporal gyrus (OP1) −60 −30 14 3.70

Left IPL −40 −38 22 3.18

Left M1 −32 −32 68 3.03#

Right middle frontal gyrus 38 4 58 2.76

Left SMA −4 −8 46 2.73#

Left putamen −34 −8 2 2.41#

Left M1 −34 −20 50 2.35#

Right parahippocampal gyrus
(Hippocampus)

22 −38 −10 2.65

Right superior frontal gyrus (SMA) 18 6 66 2.64

Right hippocampus 32 −20 −10 2.61

*FWE P < 0.05.
#P < 0.05 (FWE-corrected) after small volume correction.

M1, primary motor cortex; S1, primary somatosensory cortex; SPL, supe-

rior parietal lobe; hIP, intraparietal sulcus; OP, parietal operculum/secondary

somatosensory cortex; IPL, inferior parietal lobule; TE, auditory cortex; Area 44,

45, Broca’s areas.

P < 0.05 FWE-corrected. Trends toward activation were found in
the left paracentral lobule (M1 and SMA), left middle-superior
temporal gyrus, right middle-superior frontal gyrus, bilateral
hippocampi, and right cerebellum (Figure 1C; Table 1C).

COMPARISON BETWEEN SUPRA-TMS AND MUSCLE
AFFERENT-INDUCED ACTIVITY WITH CORRECTION FOR IEMG
Because motor-MNS produced larger muscle activity than supra-
TMS, simple subtraction of muscle afferent-induced activity from
supra-TMS-induced activity should overcorrect the effects of
muscle afferents included in the supra-TMS-induced activity. We
therefore reanalyzed data from the twelve participants for whom
iEMG values were available for both supra-TMS and motor-
MNS conditions. Specifically, to correct for differences in iEMG
sizes, we used iEMG values as a parametric modulator of stim-
ulation events for supra-TMS and motor-MNS. The contrast
supra-TMS minus motor-MNS-corrected-for-iEMG revealed sig-
nificant activity in left M1, left SMA, and left PMd (P < 0.05
FWE-corrected for small volume within VOIs) according to our
previous reports (Hanakawa et al., 2009; Shitara et al., 2011)
(Table 2). Trends toward activation were found in left postcen-
tral gyrus (S1), middle frontal gyrus, bilateral precentral gyri
(PMd), bilateral Rolandic operculum, bilateral insula, bilateral
inferior temporal gyri, right thalamus, right SMA, left paracentral
lobule, bilateral superior temporal gyri, left middle temporal
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Table 2 | Supra-TMS compared with motor-MNS (Uncorrected P < 0.005).

N = 12 Functional anatomy iEMG correctionCoordinates (mm)

Activity clusters x y z (+) (−)

Z -values Z -values

Left middle frontal gyrus PMd −24 −6 48 3.75 NA
Left precentral gyrus PMd −32 −8 58 3.43# NA
Left rolandic operculum −44 −2 16 3.44 NA
Left insular lobe Insula −34 2 14 3.11 NA
Right inferior temporal gyrus 52 −4 −34 3.38 3.19
Left inferior temporal gyrus −44 0 −32 3.23 NA
Right thalamus 24 −28 12 3.15 NA
Right SMA 10 8 52 3.05 NA
Left postcentral gyrus S1 −18 −32 74 3.05 3.00
Left paracentral lobule M1a, S1, SMA −10 −32 72 2.82 2.80
Right superior temporal gyrus IPL, OP1 60 −34 10 2.91 NA
Left middle temporal gyrus −56 4 −18 2.83 NA
Right precentral gyrus PMd 42 −2 38 2.82 NA
Left paracentral lobule M1a, SMA −8 −28 74 2.79 2.66
Left inferior parietal lobule SPL −36 −34 38 2.76 NA
Right insula lobe Insula 36 −20 6 2.68 NA
Left superior temporal gyrus TE1 −50 −24 10 2.62 NA
Right rolandic operculum Area44 54 10 0 2.60 2.64
Right middle cingulate cortex SMA 8 −12 44 2.60 NA
Left precentral gyrus M1a −34 −20 52 2.51# NA
Left SMA −8 −14 48 2.49# NA

#P < 0.05 (FWE-corrected) after small volume correction, NA: voxels not available within 5-mm sphere VOIs with sphere center at the coordinate in the iEMG

corrected analysis.

gyrus, left inferior parietal lobule, and right MCC. Less promi-
nent activity compared to a similar analysis without iEMG
correction (described above) resulted from a lower degree of free-
dom. In fact, when the data from the same twelve participants
were reanalyzed without using the iEMG parameter (Table 2),
the iEMG-corrected analysis tended to yield greater Z values
than the non-iEMG-corrected version. This finding supports the
notion that a simple comparison between supra-TMS and motor-
MNS would have underestimated “pure” TMS-induced activity.
Therefore, the non-iEMG corrected analysis above is conservative
in claiming that muscle afferents alone cannot explain motor-area
activity during supra-TMS delivered to M1 (Figure 2; Table 2).

LOCALIZATION OF TMS-, MUSCLE AFFERENT- AND SUPERFICIAL
AFFERENT-INDUCED BRAIN ACTIVITY WITHIN M1 SUBDIVISIONS
We assessed the spatial distribution of activated voxels repre-
senting “pure” TMS-, muscle afferent-, and superficial afferent-
induced activity in the two subdivisions of M1, M1a and M1p
(Figure 3). Visual inspection showed muscle afferent-related
activity primarily in M1a and superficial afferent-related activ-
ity in M1p. To semi-quantify any biased distribution across the
two MNS conditions, we calculated the M1-DI for the supra-
threshold voxels representing muscle afferent- and superficial
afferent-induced activity. The M1-DI for muscle afferent-induced
activity (mean ± SEM, 0.30 ± 0.26) was significantly larger
than that for superficial afferent-induced activity (0.01 ± 0.24)

FIGURE 2 | A group-level statistical parametric map categorically

comparing hemodynamic changes of the supra-TMS- and

motor-MNS-induced activity after iEMG correction (P < 0.005

uncorrected for display purpose), corresponding to “pure”

TMS-evoked activity. This activity was observed in bilateral insula, bilateral
secondary somatosensory area (S2), bilateral thalami, left primary motor
cortex (M1), bilateral dorsal premotor cortex (PMd), supplementary motor
cortex (SMA) and middle cingulate cortex (MCC).

(P = 0.043 by Mann-Whitney U test). This indicates that mus-
cle afferents were mainly represented in the M1a subdivision,
while superficial afferents were distributed evenly across the two
divisions. Similar DI analysis showed that “pure” TMS-evoked
activity was predominantly distributed in M1a (0.32 ± 0.21).

AMOUNT OF MUSCLE AFFERENT-INDUCED ACTIVITY INCLUDED IN
SUPRA-TMS-INDUCED ACTIVITY WITH AND WITHOUT CORRECTION
FOR MOVEMENT SIZE
The muscle afferent-related responses included in the pure
TMS-evoked responses without iEMG correction were around
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40% in motor-related areas (Figure 4). When adjusted with the
iEMG, motor-MNS-induced fMRI signals within supra-TMS-
induced signals were 0, 10.0, 22.9, and 8.5% in left M1a, left
M1p, left PMd, and left SMA, respectively. Thus, the present anal-
ysis indicates that “pure” supra-TMS components can explain
approximately 80–90% of activity in motor areas during supra-
TMS (120% RMT) delivered to M1.

DISCUSSION
The present study evaluated motor-area activity ascribed to deep
and superficial sensory afferents in an effort to understand
the properties of motor-area activity evoked by suprathresh-
old TMS delivered to M1. The present study used standard
HRF to compare the size of TMS- and MNS-induced activities

FIGURE 3 | Representations of TMS-, muscle afferent- and superficial

afferent-induced brain activity within M1 subdivisions. Muscle
afferent-related brain activity was predominantly distributed in M1a while
superficial afferent-related activity was seen in both M1a and M1p. Pure
TMS-evoked activity was mainly distributed in M1a. Red, pure TMS-related
brain activity [(supra-TMS minus implicit baseline) minus (motor-MNS
minus sensory-MNS)]. Dark blue, muscle afferent-related brain activity
(motor-MNS minus sensory-MNS). Yellow, superficial afferent-related brain
activity (conjunction of motor-MNS and sensory-MNS). Activity was
thresholded at P < 0.005 uncorrected for display purpose.

FIGURE 4 | Percentage of fMRI signals ascribed to the “pure” TMS-

and muscle afferent-induced activity within supra-TMS-induced

activity. Data are shown for representative motor areas. Black, percentage
of the contrast Supra-TMS minus Motor-MNS. Gray, percentage of the
contrast Motor-MNS minus implicit baseline. (−), without iEMG correction.
(+), with iEMG correction. L, left; M1a and M1p, anterior and posterior
subdivisions of primary motor cortex; PMd, dorsal premotor cortex; SMA,
supplementary motor area.

because previous evidence supported the use of standard HRF
for detecting single-pulse TMS-induced and MNS-induced activ-
ities (Shitara et al., 2011). Distribution of cortico-cortico evoked
activity in the motor network agreed with previous findings
from simultaneous fMRI/PET studies (Bestmann et al., 2003; Fox
et al., 2006; Hanakawa et al., 2009) and simultaneous EEG studies
(Nikulin et al., 2003; Komssi et al., 2004; Fuggetta et al., 2005;
Bonato et al., 2006) during TMS applied to M1. Additionally,
the present MNS-induced brain activity was consistent with pre-
vious studies (Davis et al., 1995; Manganotti et al., 2009). Key
novel findings here were: (1) muscle afferent-induced activity was
mainly located in the rostral sector (M1a) of M1 also in humans
and (2) “pure” TMS-induced activity in motor areas remained
significant after removal of muscle afferent-induced activity and
was located in both M1a and M1p.

TMS INTENSITY
In the present study, for participants who required stimulation
above 100% of the machine output to reach the 120% RMT stim-
ulation, the maximum machine output of the TMS stimulator
was reset to 110% of the default machine output, within the safety
guidelines of the manufacturer. No adverse effects were reported
by the participants or observed by the investigators during or after
the stimulation.

The mean RMT of 80.6% of machine output may seem high,
considering TMS to M1 in standard, outside-MRI environments.
There are a couple of reasons for this. First, we placed the TMS-
coil orientation ∼45◦ from the medial-lateral axis, but the handle
of the TMS coil had to be placed toward the back because
of the interference between the TMS coil and MRI head coil.
This set-up induces currents in the posterior-to-anterior direc-
tion. With the bisphasic stimulation (Magstim Rapid), the RMT
for the posterior-to-anterior current is higher than that for the
anterior-to-posterior current (Kammer et al., 2001). Moreover,
since we connected the MRI-compatible TMS coil to the TMS
stimulator outside the radiofrequency shielded cabin via an 8-m
cable, the TMS output intensities were supposed to be reduced
by ∼20% (Bestmann et al., 2003). We consider that these two
factors primarily make RMT seemingly high in this simultane-
ous TMS-fMRI experiment. In fact, the mean RMT was 79.6 and
85.4% of the default machine output, respectively, in our previous
TMS-fMRI studies (Hanakawa et al., 2009; Shitara et al., 2011).
Hence, 80.6% of the machine output was not particularly high
as for RMT in the simultaneous fMRI environment. In consis-
tent, we observed MEP only in the right APB muscle although we
recorded MEPs also from non-target muscles (right ADM and left
hand). This finding indicated that TMS-evoked muscle activity
did not spread to neighboring motor representations.

TMS- OR MNS-INDUCED NEURAL ACTIVITIES AND fMRI SIGNALS
We are able to capture fMRI signal changes associated with
short-lasting transient neural activity because fMRI measures
slow haemodynamic changes (lasting several seconds after brief
neuronal activations) as a surrogate marker of neural/synaptic
activities (Friston et al., 1994). A proposed model to describe
the temporal relationship between the neural/synaptic activities
and vascular signals is called neurovascular coupling or HRFs.
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Because of the delays in hemodynamic responses, fMRI sig-
nal changes following neural/synaptic activities, which would
last for only tens to hundreds of milliseconds after TMS- or
MNS-stimulation, last over several seconds. To account for hemo-
dynamic delay, convolution of modeled neural/synaptic activity
changes with HRF is widely used to create regressors for fMRI
data analyses. As we sampled such fMRI signals every 1 s, we were
able to detect fMRI signal change correlated with neural/synaptic
activity.

One may wonder if there are correlations in activity size
between brief neuronal/synaptic activities and fMRI signals.
Logothetis and colleagues have pioneered the simultaneous
acquisition of electrophysiological and fMRI signal acquisition
in primates. This work has shown that the fMRI signals are
tightly coupled with electrophysiological activity, particularly
local field potentials that represent synchronized synaptic inputs
to a given neural population (Logothetis et al., 2001). This
agrees with data showing a significant correlation between fMRI
responses and evoked potentials in humans (Arthurs et al., 2000).
Moreover, ample evidence from animal studies indicates corre-
lations between short-lasting evoked field potentials and slow
hemodynamic changes (Tsubokawa et al., 1980; Mathiesen et al.,
1998; Brinker et al., 1999; Ngai et al., 1999; Nielsen et al., 2000;
Ogawa et al., 2000). This justifies the “cognitive subtraction”
method in which one may assume that motor-MNS condition
would induce additional activity ascribed to muscle afferents on
top of superficial sensory activity evoked by sensory-MNS.

EFFECT OF MUSCLE AFFERENTS ON SUPRA-TMS-INDUCED BRAIN
ACTIVITY
Many simultaneous TMS-imaging studies have reported that
stimulated M1 shows increased activity only with suprathresh-
old TMS (Bestmann et al., 2003; Fox et al., 2006; Hanakawa
et al., 2009; Shitara et al., 2011). When different TMS inten-
sities are applied, non-linear responses emerge in M1 around
the motor threshold (Hanakawa et al., 2009), meaning that only
supra-TMS accompanying MEPs induces activity in the region
of M1 that is directly stimulated. One natural interpretation
of these observations is that M1 activity during suprathreshold
TMS may at least partially reflect proprioceptive afferents from
twitched muscles, as discussed in previous reports (Bestmann
et al., 2003; Komssi et al., 2004; Fox et al., 2006; Hanakawa
et al., 2009). Previous evidence supports this “muscle afferent”
hypothesis. Magnetoencephalography (MEG), intracranial elec-
trical recording, and fMRI studies have consistently revealed M1
activity during MNS-induced muscle twitching (Spiegel et al.,
1999; Huang et al., 2000; Balzamo et al., 2004). Furthermore, M1
plays essential roles in motor perception based on the processing
of muscle-afferent information (Naito et al., 2002). Here, results
partially support the idea that muscle afferents affect motor-area
activity during supra-TMS applied to M1. We found widespread
muscle afferent-induced activity in motor areas even though
the experimental setup should have minimized their effects. In
M1, moderate activity was observed during motor-MNS after
removing the effects of sensory-MNS that induced only superfi-
cial sensory perception. Because motor-MNS induced activation
in remote motor areas other than M1, muscle afferent-induced

activity may even explain activity in the remote motor network
during supra-M1 stimulation. Previous research has shown that
MNS above the motor threshold can evoke long-latency corti-
cal potentials, but not short-latency potentials, in motor-related
areas such as the SMA (Allison et al., 1991). Although a wide rep-
resentation of muscle-afferent information in motor-related areas
is already recognized, previous neuroimaging studies have largely
neglected the contribution of muscle afferents to motor-area
activity during movement.

Here, we carefully examined the effect of muscle afferents
on motor-area activity during supra-TMS. A simple compari-
son of activity between supra-TMS and motor-MNS revealed
motor-area activity, strongly indicating that neither local nor
remote activity induced by supra-TMS could be explained
solely by muscle afferents. However, this finding was difficult
to interpret, especially quantitatively, because of the significant
differences in the amount of muscle activity (iEMG) across con-
ditions. We therefore re-analyzed the data correcting for muscle
afferent-induced activity using iEMG. The effects of muscle affer-
ents on supra-TMS-induced activity can never be neglected. In
M1, ∼10% of activity during supra-TMS was ascribed to mus-
cle afferents. Nevertheless, the analysis of supra-TMS-induced
activity after removal of muscle afferent-related activity sup-
ports the claim that supra-TMS evoked neuronal and/or synap-
tic activity. Surplus activity during supra-TMS that is greater
than the muscle-afferent component would include M1 neu-
ral activity involving both inter-neurons and pyramidal neurons
to produce a significant number of descending volleys to the
spinal motoneuron pools (Barker et al., 1985; Hallett, 2007).
Although the small contribution of muscle afferent-induced
activity to supra-TMS induced-activity is not surprising, pre-
vious TMS-fMRI studies only discussed this possibility. To our
knowledge, the present study was the first to quantify contribu-
tion of muscle afferent-induced activity to supra-TMS induced
activity. Since the muscle afferent contribution to supra-TMS-
evoked motor network activity was relatively modest, we con-
sidered that it would be reasonable to use PET/fMRI with
supra-TMS to M1 as a technique for evoked motor network
imaging.

LOCALIZATION OF THE TMS-, MUSCLE AFFERENT- AND SUPERFICIAL
AFFERENT-INDUCED BRAIN ACTIVITY WITHIN M1 SUBDIVISIONS
The findings here support the existence of two M1 subdivisions
(M1a and M1p) in humans. Human thumb movements have
been shown to be dually represented within these two subdivi-
sions, each with a specific though not exclusive function (Geyer
et al., 1996). M1a is considered to be “executive” and its activ-
ity directly results in actual movement. In contrast, M1p appears
to be involved in a number of cognitive tasks and non-executive
functions. M1p is activated by sensory inputs, modulated by
attention (Binkofski et al., 2002; Johansen-Berg and Matthews,
2002), and affected by ageing (Ward and Frackowiak, 2003).

The rostral region of M1 (M1a) in squirrel monkeys primar-
ily receives deep sensations from muscles and tendons, while
the caudal region (M1p) receives superficial sensations from the
skin (Strick and Preston, 1982). Consistently in other single-unit
recording studies in non-human primates, the rostral M1 (M1a)
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predominantly receives non-cutaneous inputs while the cuta-
neous input is primarily confined to the caudal part of M1 (M1p)
(Tanji and Wise, 1981; Picard and Smith, 1992). To our knowl-
edge, no studies have shown detailed localization of TMS-, muscle
afferent- and superficial afferent-induced brain activity within
M1 subdivisions. The present results support the notion that in
humans, muscle afferent-induced activity is localized primarily
in M1a, although superficial afferent-induced activity is located
in both M1a and M1p, despite being modest in intensity. Wide
representations of superficial sensory inputs in humans could be
related to dexterity of hand movements. Here, the supra-TMS
condition did not include cognitive or attentional components
and it should not evoke much activity in M1p. Another simple
explanation for the M1a-predominant supra-TMS induced activ-
ity may be that M1a is closer to the scalp than M1p, and thus is
more susceptible to TMS.

By capitalizing on superior temporal resolution, previous
single-pulse TMS-EEG studies identified temporal evolution of
TMS-evoked cortical activities. In addition to early activation
of the stimulated and contralateral motor cortex (Komssi et al.,
2002, 2004), several TMS-EEG studies have reported subsequent
activation of frontal regions that likely coincide with ipsilateral
supplementary/premotor areas (Paus et al., 2001; Komssi et al.,
2004; Bonato et al., 2006; Litvak et al., 2007). It is not entirely
clear if these late frontal activations reflect direct cortico-cortical
evoked activity only or include effects of somatosensory afferents.

Suprathreshold TMS to the motor cortex results in muscle
activations measured as MEP, accompanying muscle contraction
and possibly joint movement. Such peripheral reactions should
yield somatosensory afferents especially from muscles and joints
and may generate somatosensory-evoked potentials detectable
with EEG (Paus et al., 2001; Schürmann et al., 2001; Komssi
et al., 2002; Nikulin et al., 2003). The early components of the
TMS-evoked potential (<40 ms) are unlikely to be affected by
somatosensory-evoked potentials, taking into account the con-
duction time from the cortex to the muscle and back again (Paus
et al., 2001; Komssi et al., 2002). Evidence is available to argue
for an idea that later components such as N45 and N100 may
also be independent of sensory afferents as their peak amplitudes
do not correlate with MEP size and they even occur at sub-
threshold intensities (Paus et al., 2001; Nikulin et al., 2003; Komssi
et al., 2004, 2007). Although these studies can obviously claim the
presence of cortico-cortical potentials evoked by TMS, possible
somatosensory components in the suprathreshold TMS-evoked
EEG potentials have not been well specified.

Esser and colleagues reported that the early peaks of the global
mean field power (<40 ms after suprathreshold TMS to M1) cor-
responded to activity in the ipsilateral M1-premotor cortex and
that the later peaks (>40 ms after stimulation) corresponded to
activity in the ipsilateral M1-S1 (Esser et al., 2006). They inter-
preted that later peaks included somatosensory components of
MEP, and suggested the location of “pure” TMS-evoked activ-
ity was located more anteriorly than that of the sensory afferents
induced activity. Ferreri and colleagues described that, in addition
to N7 that likely reflected cortico-cortical TMS-evoked potentials
in the premotor cortex, N44 might be related to somatosensory
evoked potentials generated by TMS-induced muscles twitches

(Ferreri et al., 2011). N44 showed a diffuse spatial distribution
with antero-posterior amplitude gradient. This study indicated
that “pure” TMS-evoked activity was distributed in M1 and pre-
motor cortex and muscle/superficial afferent induced activities
were diffusely located. These two TMS-EEG studies indicate that
the comparison with somatosensory-evoked components can
better characterize “pure” TMS evoked potentials. In reference to
these TMS-EEG findings, we consider that the present study has
advanced understanding of TMS-evoked motor network activity.
By taking advantage of superior spatial localization, we showed
precise localization of “pure” TMS-evoked activity in comparison
with superficial/deep sensory mapping of motor areas. This infor-
mation cannot be obtained with TMS-EEG only. We propose that
TMS-EEG and TMS-fMRI are complementary methods, which
together propel the understanding of motor network.

To interpret the relation between the superficial afferent and
the muscle afferent, we referred to previous reports using cuta-
neous anaesthesia. Intriguingly, anesthesia of fingers induces
short-term enlargement and spatial shifts of the cortical repre-
sentation of the unanesthetized fingers (Rossini et al., 1994b).
When the target muscle was totally “enveloped” within the anes-
thetized area but was still dispatching a normal proprioceptive
feedback by temporal cutaneous block, the cortical represen-
tation of the target muscle was significantly reduced (Rossi
et al., 1998). Moreover, variability in MEP and F-wave signif-
icantly decreased in the target muscle. Thus, those anesthesia
studies have shown that the disruptions of superficial affer-
ents induce modifications of the corticospinal pathways and
somatotopical representations, suggesting complex interactions
among superficial and deep sensory inputs, and motor rep-
resentations. However, it should be noted that these complex
processes most likely result from short-term neuroplasticity after
anesthesia interventions. Although these plasticity issues are
interesting, we should also possess basic knowledge of super-
ficial and deep sensory representations in motor cortex with-
out influence of plastic changes. For example, although we had
previously measured fMRI activity induced by suprathreshold
TMS (Hanakawa et al., 2009; Shitara et al., 2011), contribu-
tion of muscle twitch-induced sensory activity to the induced
fMRI activity was unknown. Presence of plastic changes would
make the interpretation of the findings difficult. We hence
employed a simple approach by comparing fMRI activities across
supra-TMS, motor-MNS and superficial-MNS conditions. This
approach should provide a fundamental knowledge about sen-
sory representations in the motor areas, without ongoing inter-
actions between the motor commands and sensory afferents as
seen in object manipulation or by short-term plasticity after
anesthesia.

STUDY LIMITATIONS
In the present study, we contrasted the supra-TMS condition with
the two MNS conditions, not with other TMS conditions. The
effects of TMS to M1 could be non-specific such as eye blinking,
tactile sensation on the scalp and loud auditory clicks (Jahanshahi
and Rothwell, 2000; Anand and Hotson, 2002). Sounds induced
by TMS may influence M1 since large sounds temporary sup-
press M1 excitability (Furubayashi et al., 2000). However, it is
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disputable if the TMS-induced click sounds significantly activates
M1 during TMS-fMRI experiments. Hart et al. reported that
activity in motor areas did not change in relation to sound levels
(Hart et al., 2003). In contrast to the auditory cortex show-
ing activity in proportion to sound levels, M1 activity changes
abruptly at around the RMT (Hanakawa et al., 2009). Thus, it
seems less likely that motor area activity in the present experiment
was significantly affected by the levels of click sound produced
by TMS. Similarly, we cannot completely exclude the possibility
that tapping sensation of the scalp associated with TMS since it
is exaggerated in the MRI environment even with careful fixation
of the coil. The overlapping of the supra-TMS-induced activity
with the MNS-induced activity strongly supports that the present
supra-TMS-induced activity was localized to hand representation
of the M1. However, the non-specific effects of TMS in the con-
current TMS-fMRI set-up need to be addressed formally in the
future studies.

Finally, we applied peripheral nerve stimulation as control
conditions for muscle afferents during supra-TMS stimulation
to M1 and for superficial afferents. Since they are not natural
somatosensory stimuli, it is uncertain if we can extend the present
observations to the case of somatosensory stimuli associated with
natural movements on one hand. On the other, we consider the
MNS conditions have best served as control conditions to address

somatosensory effects associated with supra-TMS as addressed
here.

CONCLUSION
Using simultaneous measurements from fMRI, TMS/peripheral
nerve electrical stimulation, and EMG, our results provide the
first evidence for detailed localization of TMS-, muscle afferent-
and superficial afferent-induced brain activity within human M1
subdivisions. Muscle afferent-induced activity was mainly located
in the rostral M1. Moreover, the present study demonstrated rel-
atively limited effects of muscle afferents on supra-TMS-evoked
local and remote activity in the motor network. Considering this,
the present findings favor the interpretation that recruitment
of neural populations contributes to motor-area activity during
supra-TMS applied to M1. Based on these and previous findings
(Hanakawa et al., 2009), we propose that the non-linear emer-
gence of brain activity at the stimulated site might be a useful
marker for threshold-level TMS.
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Hand pointing to objects under visual guidance is one of the most common motor
behaviors in everyday life. In natural conditions, gaze and arm movements are commonly
aimed at the same target and the accuracy of both systems is considerably enhanced if
eye and hand move together. Evidence supports the viewpoint that gaze and limb control
systems are not independent but at least partially share a common neural controller. The
aim of the present study was to verify whether a saccade execution induces excitability
changes in the upper-limb corticospinal system (CSS), even in the absence of a manual
response. This effect would provide evidence for the existence of a common drive for
ocular and arm motor systems during fast aiming movements. Single-pulse TMS was
applied to the left motor cortex of 19 subjects during a task involving visually guided
saccades, and motor evoked potentials (MEPs) induced in hand and wrist muscles of the
contralateral relaxed arm were recorded. Subjects had to make visually guided saccades
to one of 6 positions along the horizontal meridian (±5◦, ±10◦, or ±15◦). During each
trial, TMS was randomly delivered at one of 3 different time delays: shortly after the
end of the saccade or 300 or 540 ms after saccade onset. Fast eye movements toward
a peripheral target were accompanied by changes in upper-limb CSS excitability. MEP
amplitude was highest immediately after the end of the saccade and gradually decreased
at longer TMS delays. In addition to the change in overall CSS excitability, MEPs were
specifically modulated in different muscles, depending on the target position and the TMS
delay. By applying a simple model of a manual pointing movement, we demonstrated
that the observed changes in CSS excitability are compatible with the facilitation of an
arm motor program for a movement aimed at the same target of the gaze. These results
provide evidence in favor of the existence of a common drive for both eye and arm motor
systems.

Keywords: eye-hand coupling, saccade, transcranial magnetic stimulation, motor evoked potentials, motor

excitability

INTRODUCTION
Reaching and manipulating objects under visual guidance is
one of the most common motor behaviors in everyday life.
Converging evidence from a large number of studies indicates that
a tight coordination of gaze and arm movements is of paramount
importance for the accurate execution of visually guided aiming
tasks.

Typically, a saccade is made shortly before a hand move-
ment is initiated (Prablanc et al., 1979; Lünenburger et al.,
2000; Dean et al., 2011), thereby bringing the target into the
fovea. If foveation of the target is prevented, pointing accu-
racy decreases considerably (Vercher et al., 1994; Henriques
et al., 1998; Neggers and Bekkering, 1999; van Donkelaar and
Staub, 2000; Medendorp and Crawford, 2002; Horstmann and
Hoffmann, 2005). Moreover, subjects cannot fixate to a new tar-
get before the hand reach is completed, indicating that the gaze
is anchored to the target during the entire pointing movement
(Neggers and Bekkering, 2000, 2002). Finally, a high correla-
tion between hand position and gaze error has been reported
in pointing tasks to remembered visual targets (Flanders et al.,

1999; Admiraal et al., 2003, 2004) or during an illusion in which
the perceived direction of target motion is altered by a mov-
ing background (Soechting et al., 2001). Experimental evidence
strongly supports the viewpoint that extraretinal gaze signals are
required for precise pointing and reaching movements and that
eye and arm motor control systems are mutually coupled (van
Donkelaar and Staub, 2000; Engel and Soechting, 2003; Dean
et al., 2011).

Some clinical observations also support the existence of a tight
coupling between arm and eye control systems for fast aiming
movements. Patients suffering from bilateral parietal lobe atrophy
sometimes show a slavish dependence of reach on gaze (Buxbaum
and Coslett, 1997; Carey et al., 1997). In fact, these patients are
incapable of reaching objects they do not look at and inevitably
move their hand to the place their eyes are fixating on (“mag-
netic misreaching”). A possible interpretation of these data is that
whenever the eyes move, a motor plan is formed that carries the
arm to the same target. Normally, eye or hand motor responses
can be separately inhibited, depending on the ongoing behavioral
goal. However, neurological disorders can induce a pathological
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incapacity to disjoin eye and upper-limb movements to the same
visual target.

In a previous transcranial magnetic stimulation (TMS) study,
we showed that smooth pursuit eye movements are linked to a
modulation of corticospinal system (CSS) excitability of the rest-
ing arm (Maioli et al., 2007). Excitability changes were found to
be compatible with a motor plan encoding an aiming movement
of the hand toward the same target tracked by the eyes. In the
presence of a common drive to ocular and arm motor systems,
we expect that the execution of an eye saccade would also induce
excitability changes in the upper-limb CSS in a pure oculomotor
task. In this paper, we demonstrate that similar to smooth pursuit
eye movements, highly specific changes in the upper-limb CSS
excitability also occur in a strict temporal relationship with eye
saccades, even if the task does not demand a manual response.

MATERIALS AND METHODS
SUBJECTS
Nineteen adult volunteers (10 males and 9 females, mean age:
20.7 years, range: 20–23 years) with no history of head trauma
or neurological disease participated in the study. All subjects were
right-handed (as measured by the Edinburgh handedness inven-
tory) and naïve to the purpose of the experiment. This study
was conducted in accordance with the ethical guidelines set forth
by the Declaration of Helsinki. Written informed consent was
obtained from all participants.

EYE MOVEMENT AND EMG RECORDING
Horizontal and vertical eye movements were recorded (DC-
200 Hz low-pass filtered) by means of electrooculography (EOG).
Ag-AgCl electrodes were placed at the external canthi and above
and below the right eye. EOG calibration was frequently repeated
during the experimental session. Drift of DC offset was com-
pensated within each trial by making the subject look at a
central fixation cross before the presentation of the saccade tar-
get. Surface electromyograms (EMG) were recorded on the right
hand side from the first dorsal interosseous (FDI), abductor dig-
iti minimi (ADM), extensor carpi radialis (ECR), and flexor carpi
ulnaris (FCU) muscles (1000× amplification; 0.2 Hz −1 kHz
bandwidth). EOG and EMG signals were digitally converted at
a sampling rate of 5 kHz (National Instruments PCI-MIO-16E-
4) and analyzed off-line using custom-written Labview software
(National Instruments, Austin, TX).

TRANSCRANIAL MAGNETIC STIMULATION
A 70 mm figure-of-eight double coil connected to a MagStim
Super Rapid magnetic stimulator (Mag-1450-00, MagStim Co.
Ltd Whitland, UK) was positioned over the left motor cortex,
contralateral to the EMG recorded muscles. The coil was placed
tangentially to the scalp with the handle pointing backwards and
laterally at a 45◦ angle to the sagittal plane. This orientation
was chosen because the lowest motor threshold is achieved when
the induced electrical current in the brain flows approximately
perpendicular to the central sulcus (Mills and Nithi, 1997).

The scalp site at which motor evoked potentials (MEPs) were
elicited at the lowest stimulus strength in the FDI muscle was
determined. Once the optimal scalp site was found, the coil was

securely fixed in place with an appropriate mechanical device.
The response threshold was defined as the stimulus intensity at
which 5 out of 10 consecutive stimuli at the optimal site evoked
an MEP with a peak-to-peak amplitude of at least 100 μV in the
relaxed muscle. Stimulus intensity during the entire stimulation
paradigm was set at 1.2 times the FDI motor threshold. The mean
stimulation intensity across subjects was equal to 71.5% of the
maximum power of the magnetic stimulator. This stimulation
intensity at the optimal scalp site for FDI also evoked MEPs in
the ADM, ECR, and FCU muscles in almost all experimental ses-
sions, although these MEPs generally occurred at a considerably
lower amplitude. In order to ensure that excitability changes were
measured against a reliable baseline for each muscle, subjects were
included in the analysis only if the evoked responses were larger
than the above defined threshold amplitude. This acceptance cri-
terion was fulfilled in 15, 18, and 18 subjects for the ADM, ECR,
and FCU muscles, respectively. Furthermore, 2 subjects had to be
excluded from the analysis of the ADM muscle due to technical
issues in recording.

EXPERIMENTAL PROTOCOL
Subjects sat comfortably, with their right upper-limb resting in a
relaxed position on a horizontal support. The support was formed
by a polystyrene-bead vacuum splint and molded on the hand
palm and forearm of the subject. This device enabled the limb
to be loosely restrained in order to maintain the longitudinal
axis of the pronated hand horizontally aligned with the forearm
and pointing toward the central vertical meridian (Figure 1A).
The head was stabilized using a combination chin-rest and head-
support device. White visual stimuli were rear-projected on a
wide tangent black screen (160 cm in width and 120 cm in height)
that was placed 1 m in front of the subject. Participants had to
fixate on a central cross for 3 s. One second after a warning tone,
the fixation cross turned off, and a new target (a square subtend-
ing 0.6◦ of visual angle) randomly appeared for 3 s at one of 6
peripheral positions along the horizontal meridian, at eccentrici-
ties of 5◦, 10◦, or 15◦, in the left or right visual field. Subjects were
instructed to quickly respond by moving their gaze to the periph-
eral stimulus, and to fixate it as accurately as possible. After the
target turned off, the central fixation cross was presented again,
marking the beginning of a new trial.

Particular attention was paid during task explanation to avoid
drawing the subject’s attention to the possibility of making an
aiming arm movement toward the target. In addition, the lack of
any imagery of manual pointing movements was assessed through
a subject interview after the experimental session. In order for
a trial to be included in the analysis, the following criteria had
to be fulfilled: (1) subjects had to keep their muscles completely
relaxed, as defined by the absence of any detectable EMG activ-
ity for the entire task duration; (2) the latency of the saccadic
response had to be shorter than 300 ms in order to ensure the
presence of a high and constant arousal level in the subject; and
(3) the saccadic responses could not be anticipatory. To this end,
trials with a saccadic latency shorter than 90 ms were discarded.

During each trial, single-pulse TMS was triggered by the EOG
signal at one of 3 different time delays, with respect to the saccade
onset (Figure 1B). Labview software controlling the experiment
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FIGURE 1 | Experimental Setup and Protocol. (A) The target stimulus
was projected at one of six possible spatial locations. The filled square
represents the actual visual target, while empty squares indicate the other
possible positions. The head was immobilized using a chin-rest and a
head-support device (not shown). Notice the arm-hand posture imposed on
the subject with respect to the central vertical meridian (see text). (B) An
EOG recording (solid line) during a representative saccadic eye movement
executed toward a 15◦ eccentric target. Dashed lines indicate the onset
(vertical) and the possible eccentricities (horizontal) of the visual target,
which was presented 1000 ms after a warning tone. TMS pulses were
randomly delivered at 60 ms (D1), 300 ms (D2), or 540 ms (D3) after the
beginning of the saccade.

was programmed in order to randomly deliver TMS pulses at 0,
250, or 500 ms after saccade onset, as identified by a real-time
analysis of the EOG signal. However, the buffered data acquisition
(with buffer time epochs of 40 ms) imposed a certain degree of
uncertainty to the recognition of saccadic occurrence. Therefore,
actual TMS delays with respect to the precise saccade onset
were computed off-line, trial-by-trial, using a semi-automatic
computer-based analysis. The mean values (±SD) of TMS laten-
cies with respect to saccade onset for the 3 delay conditions were
as follows: 56 ± 15 ms (shortly after the end of saccade execu-
tion), 296 ± 19 ms, and 537 ± 23 ms. For the remainder of this
report, these 3 delay conditions will be conventionally referred to
as D1 = 60 ms, D2 = 300 ms, and D3 = 540 ms.

Each experimental session comprised 5 blocks of 36 trials
(with 3 min intervals between blocks), yielding an overall num-
ber of 180 trials (10 trials for each of the 18 target-eccentricity ×
TMS-delay conditions).

STATISTICAL ANALYSIS
MEP amplitudes are continuous variates characterized by a very
large variability among subjects in the mean and standard devi-
ation of their statistical distribution. Therefore, in order to com-
pare data from different subjects and apply statistical significance
tests, data transformation was required. Details on the adopted
statistical procedures have been previously described (Maioli

et al., 2007). Briefly, for each subject, raw data were transformed
as follows:

X = x − μs

σs

where X is the standardized measure and x is the original experi-
mental value having a distribution with μs mean and σs standard
deviation. This transformation normalized the experimental vari-
ability and permitted direct data comparison among subjects
because MEP amplitude became a standard variate with zero
mean and unitary standard deviation. For each subject, μs was
obtained by averaging peak-to-peak MEP amplitudes across all
experimental conditions. The standard deviation σs was com-
puted as the square-root of the residual variance within each
subject, i.e., the variance within groups defined by all combina-
tions of target-eccentricity and TMS-delay conditions. Using this
procedure, the intra-subject variability of experimental data was
normalized without cancelling the effects that might result from
the application of the different experimental conditions.

In order to test the statistical significance of the effects of tar-
get position on MEP amplitude, a Two-Way ANOVA for repeated
measurements was performed on the average MEP amplitudes
computed for each subject for a given experimental condition.
The factors were “side” (left vs. right visual hemifield) and “eccen-
tricity” (5◦, 10◦, 15◦). Separate analyses were run for each muscle
and TMS delay.

RESULTS
OVERALL CHANGES OF CSS EXCITABILITY IN UPPER-LIMB MUSCLES
Making a saccadic eye movement to a peripheral target induced
clear-cut excitability changes in the CSS of the resting arm, which
were strictly time-locked to saccade execution. The mean saccadic
latency across subjects recorded within our experimental condi-
tion was 158 ± 34 ms. Figure 2 shows the mean MEPs recorded
from the 4 investigated muscles in a representative subject as a
function of the TMS delay from saccadic onset and irrespective of
the target position. Each trace represents the average MEP of 54–
59 TMS stimuli delivered in a single experimental session. Trials
with different TMS delay values were presented in a random order
so that subjects were completely unaware of the timing of the
TMS occurrence. It is clear that MEP amplitude is largest at D1
(∼60 ms after saccade onset) and gradually decreases at longer
TMS delays.

Figure 3 depicts the average variation across subjects in peak-
to-peak MEP amplitude as a function of the TMS delay and
irrespective of the target position. The CSS excitability decays lin-
early in all muscles. On average, mean MEP amplitude at TMS
delay D3 is ∼20% smaller than shortly after saccade onset.

Our experimental protocol did not allow a direct measurement
of resting MEP amplitudes, i.e., during fixation before the sac-
cade onset. Therefore, we cannot determine whether this decay
is the result of a sudden transient increase of excitability occur-
ring before or in correspondence to the execution of a saccade
or whether it reflects a progressive CSS depression lasting for sev-
eral hundreds of milliseconds following the onset of a saccadic eye
movement.
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FIGURE 2 | Average EMG recordings from relaxed FDI, ADM, ECR, and

FCU muscles in a representative subject. All muscles show a progressive
decay of MEP amplitude as a function of the TMS delay (D1, D2, and D3)
from saccade onset. The amplitude calibration mark represents 1.0, 0.2,
0.35, and 0.2 mV for the FDI, ADM, ECR, and FCU muscles, respectively.

FIGURE 3 | Changes in mean MEP amplitudes as a function of TMS

delay from saccade onset for each recorded muscle. Depicted MEP
amplitudes represent the grand mean across subjects and target positions.
MEP amplitudes for different muscles have been scaled according to the
values shown in the legend.

EFFECTS OF SIDE AND ECCENTRICITY OF THE SACCADIC TARGET ON
EXCITABILITY CHANGES
In addition to the decay in overall CSS excitability, MEP ampli-
tudes are modulated in a highly specific manner in different
muscles, depending on the target position of the visually guided
saccade and on the timing of TMS stimulation with respect to
saccade onset. Figure 4 shows the average values across subjects
of standardized MEP amplitudes for all recorded muscles as a
function of TMS delay, visual hemi-field of target appearance and
target eccentricity.

No changes in mean MEP amplitude occurred at TMS delay
D3 as a function of target position (Figure 4C). By contrast, quite
large MEP modulations were observed in some muscles at D1
and D2, depending on both the direction and eccentricity of the
visually guided saccade (Figures 4A,B).

FIGURE 4 | Effects of saccadic target position on MEP amplitude. The
modulation of mean MEP amplitude across all subjects following saccade
execution is shown for each muscle. Points represent the mean
standardized MEP amplitudes as a function of target eccentricity and visual
hemi-field of presentation for TMS delay D1 (A), D2 (B), and D3 (C). Error
bars represent the standard error of the mean.

In order to test the statistical significance of the observed
changes in motor excitability, a Two-Way repeated measures
ANOVA (Table 1) was performed for each muscle and TMS delay
on the mean MEP amplitudes of each subject, with the target
side and eccentricity as grouping factors. The analysis at delay D1
demonstrates that the direction of the saccadic movement (“side”
factor) had a significant principal effect on MEP amplitude only
for the FDI and ADM muscles. Furthermore, in the ADM mus-
cle, a significant “eccentricity × side” interaction was also present.
Figure 4A shows that the “side” principal effect in the FDI mus-
cle was determined by the fact that MEP amplitude after leftward
saccades was considerably larger than after rightward saccades,
independently of the target eccentricity. By contrast, an opposite
modulation of MEP amplitude as a function of saccade direc-
tion was observed in the ADM muscle, which increased in size
at the most eccentric target position of 15◦ [F(1, 14) = 11.667,
P = 0.004]. Conversely, no significant changes in MEP amplitude
were observed as a function of either side or eccentricity of the
target in the more proximal ECR and FCU muscles.

A different picture emerges from the analysis of the data at
the intermediate TMS delay D2. Both “eccentricity” and “side” of
the saccadic target induced a clear-cut modulation of MEP ampli-
tude in the ECR muscle. By contrast, only a “side” principal effect
was found in the FDI muscle. No statistically significant effects
were detected on MEPs recorded in the ADM and FCU muscles.
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Table 1 | Two-Way repeated measures ANOVAs of MEP amplitudes.

Muscle (N) Eccentricity Side Ecc. × Side

F2,(N − 1) × 5 P F1,(N − 1) × 5 P F2,(N − 1) × 5 P

D1 60 ms

FDI (19) 1.148 0.322 7.158 0.009** 0.677 0.510
ADM (15) 0.528 0.592 4.589 0.036** 7.159 0.001**

ECR (18) 0.051 0.950 0.000 0.994 0.098 0.907
FCU (18) 0.703 0.498 0.831 0.364 0.027 0.973
D2 300 ms

FDI (19) 2.732 0.071 5.771 0.018** 1.507 0.227
ADM (15) 0.672 0.514 0.095 0.758 1.722 0.186
ECR (18) 5.998 0.004** 4.815 0.031** 0.087 0.917
FCU (18) 1.999 0.142 1.740 0.191 0.970 0.383
D3 540 ms

FDI (19) 0.332 0.719 0.146 0.704 0.290 0.749
ADM (15) 1.429 0.246 0.773 0.382 0.413 0.663
ECR (18) 0.121 0.886 0.018 0.892 0.709 0.495
FCU (18) 0.809 0.449 0.160 0.690 1.138 0.325

N is the number of subjects. ** denotes statistical significance (P < 0.05).

It should also be noted that in all muscles, “eccentricity” and “side”
factors did not have a statistically significant interaction.

Finally, at the longest delay of TMS pulse delivery (∼540 ms
after saccade onset), the target position of visually guided saccades
was completely ineffective at inducing changes of motor excitabil-
ity in all muscles (delay D3 in Table 1 and Figure 4C). This last
finding supports the conclusion that the above described target-
dependent modulations of CSS excitability in upper-limb muscles
are highly specific and strictly time-locked to saccade execution.

The time course of the effects of target position on CSS
excitability can be better appreciated in Figures 5, 6, where the
influences of target eccentricity and side on the mean MEP ampli-
tude are separately plotted for each muscle. This procedure is
justified by the lack of a significant “eccentricity × side” interac-
tion in the ANOVAs (except at delay D1 in the ADM muscle).
Figure 5 illustrates the changes in motor excitability induced by
target eccentricity. Filled symbols indicate that the differences in
MEP amplitude at a given TMS delay were statistically significant.
The graphs demonstrate that, on top of the overall decay in MEP
amplitude, a time-locked specific modulation of motor excitabil-
ity as a function of saccade amplitude occurred in the ECR muscle
(Figure 5B) ∼300 ms after saccade onset. A similar trend can also
be observed for the FDI muscle (Figure 5A), but this effect did
not reach statistical significance. By contrast, the excitability of
the ADM and FCU muscles (Figures 5C,D) steadily decreased
after saccadic execution but did not show any sign of a specific
modulation as a function of saccade amplitude. The excitability
decay also appeared somewhat faster in the FCU muscle than in
the other muscles (Figure 5D).

Figure 6 shows the changes in motor excitability related to the
side of target appearance (same conventions as in Figure 5). Here
too, a specific modulation of MEP amplitude depending on the
direction of the eye movement occurred in a precise time window
after saccade onset; this effect was absent at TMS delay D3. In con-
trast to the target eccentricity, a side-specific modulation of MEP
amplitude was present, although on the opposite sign in both
the FDI and ADM muscles; this modulation occurred early after
saccade onset at TMS delay D1 (Figures 6A,C). Furthermore, a

FIGURE 5 | Effects of target eccentricity on MEP amplitude. Mean MEP
amplitudes across subjects are shown as a function of TMS delay for target
eccentricities of 5◦, 10◦, and 15◦, irrespective of the visual hemi-field of
stimulus presentation, in the FDI (A), ECR (B), ADM (C), and FCU (D)

muscles. Filled symbols denote a statistically significant difference
between MEP amplitudes at a given TMS delay. Error bars represent the
standard error of the mean.

FIGURE 6 | Effects of target side on MEP amplitude. Mean MEP
amplitudes across subjects are shown as a function of TMS delay for
leftward and rightward saccades, irrespective of target eccentricity, in the
FDI (A), ECR (B), ADM (C), and FCU (D) muscles. Filled symbols denote a
statistically significant difference between MEP amplitudes at a given TMS
delay. Error bars represent the standard error of the mean.

statistically significant difference in motor excitability was also
observed in the FDI and ECR muscles at delay D2 (Figures 6A,B),
with MEP amplitudes larger in both muscles after leftward com-
pared to rightward saccades.

DISCUSSION
The hand rarely moves without being coupled to an eye saccade.
Although saccades can be performed without any accompanying
limb movement, they are often functional as a means to gather
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visuospatial information for motor coordination while reaching
or manipulating objects. Our results clearly demonstrate that the
execution of visually guided saccades involves excitability changes
in the motor control system of the arm, in the absence of any
overt upper-limb movement or sign of EMG activation. These
changes last for at least 300 ms after eye movement onset and
reveal an overall decay in excitability of the upper-limb CSS,
which is modulated in a highly specific manner in hand and wrist
muscles, depending on saccade direction and target eccentricity.
Therefore, this effect cannot be generically ascribed to arousal
level or to a non-specific variation of cortical excitability result-
ing from task execution. Similar to what was previously described
in a smooth pursuit task (Maioli et al., 2007), we believe that
the observed changes in CSS excitability are compatible with the
facilitation of a motor program for an upper-limb movement
aiming at the same target of the gaze. One may argue that the
changes in excitability of the motor cortex in this study could
be caused by mental imagery of the pointing arm movement by
the subject. However, this explanation seems unlikely because we
carefully avoided drawing participants’ attention to the possibility
of making an aiming arm movement. Moreover, interviews after
the experimental session confirmed the absolute absence of any
imagery of manual pointing.

Specific modulations in MEP amplitude are inscribed on a
global linear decay in CSS excitability, whereby responses in all
muscles are smallest at the longest tested TMS delay after sac-
cade onset. Our paradigm does not allow us to ascertain whether
this excitability decay is the result of an initial facilitation that
slowly decreases toward baseline values or represents a progressive
CSS inhibition following saccade execution. However, it is inter-
esting to notice that in a previous smooth pursuit study (Maioli
et al., 2007), gaze movements were linked to an overall decrease
in excitability of the motor control system of the resting arm. This
finding was interpreted as a mechanism to prevent muscle con-
traction in an eye tracking task that engages the upper-limb motor
system but does not require an overt manual response.

On top of the decay in overall excitability, changes in MEP
amplitude present a complex time-dependent modulation as a
function of the direction and/or amplitude of the saccadic move-
ment, whose interpretation requires a separate discussion for each
TMS delay. Data show that the modulation of MEP amplitudes
in relation to target position extinguishes at TMS delay D3, i.e.,
∼540 ms after saccadic onset. It is interesting to compare this
finding with the temporal coupling between eye and hand move-
ments in an oculo-manual pointing task. Sailer et al. (2000), using
visual stimuli presented with a procedure almost identical to our
experimental method, reported that the hand arrives at the target
in less than 500 ms after the beginning of the eye movement, with
a saccade latency very similar to that found in our study. Under
the hypothesis that the observed modulations in MEP ampli-
tude reflected the activation of a sub-threshold motor program
for an aiming hand movement, we should expect that TMS at
delay D3 would test upper-limb CSS excitability beyond the time
interval within which a hand pointing movement is normally exe-
cuted. Accordingly, no changes in MEP amplitude are observed as
a function of target position. Furthermore, eye-hand coordina-
tion studies in aiming manual tasks have repeatedly reported that

saccadic movement starts between 70 and 90 ms before the ini-
tiation of the hand movement (Carnahan and Marteniuk, 1994;
Helsen et al., 1998; Lünenburger et al., 2000; Sailer et al., 2000).
This means that at delay D1 (60 ms), TMS is delivered shortly
before the expected time of the hand movement onset during an
eye-hand coordination task.

At TMS delay D1, when the overall CSS excitability is at
its highest level, MEP amplitude modulation related to saccade
direction is only limited to the most distal muscles. The FDI
muscle (abductor of the index finger) on the right-hand side
shows higher MEP amplitudes after leftward compared to right-
ward saccades. The activation of this muscle with a pronated
hand posture would indeed produce a leftward deviation of the
index finger, i.e., in the same direction of the saccadic eye move-
ment. Therefore, this MEP modulation is compatible with a
coarse sub-threshold finger motor program coupled with gaze
direction, as CSS excitability modulation does not scale with sac-
cade amplitude. Similarly, the ADM muscle shows a side-specific
modulation, which becomes more evident at the largest saccade
amplitudes (15◦). Interestingly, the excitability changes are oppo-
site to that observed in the FDI muscle, i.e., MEP amplitudes are
largest following rightward saccades. ADM muscle activation in
a pronated hand would then induce a rightward deviation of the
little finger. Therefore, also in this case we observe a facilitation
of a finger movement that is congruent with the direction of the
preceding eye saccade.

MEP amplitude modulations are much more difficult to inter-
pret at TMS delay D2, which corresponds to ∼300 ms after
saccade onset. Here, CSS excitability varies with target position
only in the FDI and ECR muscles. However, the relationship can-
not be interpreted in a straightforward manner. Figure 7 shows
the mean amplitudes of MEPs recorded in the FDI (squares) and
ECR (dots) muscles as a function of saccadic target position.
Negative values in the abscissa indicate a target location in the left

FIGURE 7 | Model predictions of changes in MEP amplitude in the ECR

and FDI muscles as a function of saccadic target position. Experimental
mean MEP amplitudes in arbitrary units are depicted by dots and squares
for the ECR and FDI muscles, respectively. Model predictions are shown by
red (ECR) and green (FDI) traces and by varying (continuous lines) or
maintaining constant (dashed lines) the angle of forearm supination. The
black dotted line illustrates the changes in the forearm supination angle,
which predicted the best fitting of the experimental data.
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visual field. Plotted data are those of Figure 4B but were scaled to
arbitrary units in order to provide the best-fit with the predictions
of the model, as presented in the next section. For both mus-
cles, CSS excitability decreases from –15◦ to +5◦ target positions,
but thereafter it increases again at the most eccentric positions in
the right visual field. In fact, at a target eccentricity of 15◦, mean
MEP amplitudes did not show a statistically significant difference
between the two visual hemi-fields.

MODELING SACCADE-RELATED MODULATION OF MEP AMPLITUDE
In an attempt to find a functional interpretation of these mod-
ulations in CSS excitability, we tried to model the observed
changes in MEP amplitude under the assumption that they
reflect a facilitation of an aiming movement of the upper-limb
toward the same target of the eye saccade. Furthermore, the
model was construed by taking into account the undeniable fact
that, if the hand begins to move from a fully pronated pos-
ture (Figure 1A), a natural pointing movement of the right limb
toward a target in the right visual field involves a certain degree of
forearm supination.

The angular motion of the wrist and of the 2nd metacarpo-
phalangeal joints (MPJ) can be vectorially represented in polar
plots, as depicted in Figures 8A,B respectively. Each joint has
two degrees-of-freedom, corresponding to flexion/extension and
radial/ulnar deviations for the wrist and to flexion/extension and
abduction/adduction for the 2nd MPJ. The pulling directions of
the ECR and FDI muscles in the respective joint angular space
are shown by the bold oriented axes. The ECR pulling direction
(Figure 8A) was computed by vectorial summation of the maxi-
mal isometric force vectors reported by Bawa et al. (2000) for the
longus and brevis heads of the muscle. It should be noticed that the
ECR muscle is not a pure extensor, but its action is even stronger
in producing a radial deviation of the wrist. By contrast, the FDI

muscle can be considered as a pure abductor of the index finger
(Figure 8B).

Filled dots connected by a continuous line in the polar plots
represent the angular deviation that should be made in a single-
joint movement to direct the hand (Figure 8A) or the index finger
(Figure 8B) toward the visual target of the eye saccade. Of course,
a real manual aiming movement would involve several joints of
the upper-limb at the same time. Therefore, the actual activation
of each muscle would be determined in a complex manner by the
multi-jointed movement of the whole limb. However, as a rough
approximation, it is fair to assume that a motor program for an
aiming movement would activate the ECR and FDI muscles by an
amount proportional to the orthogonal projection (dotted lines
in Figures 8A,B) of the movement vector in the single-joint angu-
lar space onto the oriented axis representing the muscle pulling
direction. If the projection vector has the same sense as the pulling
direction vector, we should expect facilitation in muscle excitabil-
ity; if the two vectors have an opposite sense, the muscle should
be inhibited. This theoretical muscle activation as a function of
target position is represented by dashed lines in Figure 7 for the
ECR (red) and FDI (green) muscles. Clearly, the experimental
data points diverge from this prediction. In fact, when visually
guided saccades are directed to the right hemi-field, MEP ampli-
tudes of both the ECR and FDI muscles are expected to decrease
monotonically with target eccentricity, while experimentally they
start to increase again at eccentricities larger than 5◦.

As mentioned above, a more realistic model should, however,
take into account that if the forearm starts in a fully pronated
posture, an aiming movement to a visual target on the right hemi-
field would involve a certain degree of hand supination. If the
forearm rotates about its long axis, then the movement vector
in the intrinsic joint angular space rotates to the opposite direc-
tion, as shown by the dashed trajectories and empty dots in the

FIGURE 8 | Polar plot representations of the angular motion of wrist (A)

and 2nd metacarpo-phalangeal (B) joints that were utilized for

computing model predictions. Bold vectors represent the pulling directions
of the ECR (red) and FDI (green) muscles in the respective joint angular
space. The ECR (A) and FDI (B) muscles are activated in a single-joint
pointing movement by an amount proportional to the orthogonal projection of

the movement representation in the joint angular space onto the muscle
pulling vector. Filled dots connected by a continuous line describe single-joint
pointing movements in the absence of changes in forearm supination. Empty
dots connected by a dashed line describe pointing movements occurring in
the presence of a variable amount of forearm supination computed by the
model-fitting procedure.
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polar plots of Figure 8 for both the wrist (A) and 2nd MPJ (B).
The black dotted line in Figure 7 shows the forearm supination
angle that should be associated with the aiming movement to pro-
vide the best least-squares fit with experimental MEP data from
both muscles. For sake of simplicity, the fitted function describing
the change in the supination angle was a second-order paramet-
ric curve. The only constraint imposed to the fitting algorithm
was that a fully pronated position (0◦) of the forearm had to
be maintained at the most eccentric target positions on the left
visual hemifield. The parameters of the second-order curve and
the target position at which hand supination began to develop
were computed by the non-linear fitting procedure. Fitted param-
eters reasonably predicted that the supination of the forearm from
its initial pronated posture would begin with a target position at
a few degrees to the left of the central fixation point and would
increase to approximately 50◦ for a target eccentricity of 15◦ in
the right hemi-field. When a certain degree of supination is taken
into account, model predictions fit very well with the experimen-
tally observed changes of MEP amplitude in both the ECR and
FDI muscles. It should also be stressed that the proposed model
does not intend to describe the entire motor program of a hand
pointing movement coupled with the eye saccade. Instead, the
model attempts to predict muscle activation during a possible
manual pointing movement toward the gaze target, coherent with
the changes in CSS excitability photographed by TMS in a narrow
time interval at about 300 ms after saccadic onset.

In summary, this very simplistic model with few reason-
able assumptions demonstrates that the experimentally observed
changes in MEP amplitude are compatible with the facilitation
of a motor program, whose goal is to direct the hand toward
the same target as that of the gaze movement. Although other
functional interpretations of the experimental data can be con-
ceived, our model provides a suitable conceptual framework for
the clear fact that within a narrow time window after the occur-
rence of a visually guided saccade, the excitability of the CSS
controlling upper-limb musculature undergoes highly specific
modulations, which are tightly correlated with the target position
of the preceding gaze movement.

BEHAVIORAL AND NEUROPHYSIOLOGIC EVIDENCE OF A COMMON
DRIVE FOR EYE AND HAND MOVEMENTS
In natural tasks, eye and arm movements are tightly linked
(Neggers and Bekkering, 2000, 2002). It is well-known that eyes
begin to move and arrive at the target before the hand (Prablanc
et al., 1979; Lünenburger et al., 2000; Sailer et al., 2000; Dean et al.,
2011), resulting in more accurate manual pointing compared
with when the hand moves alone (Vercher et al., 1994; Henriques
et al., 1998; Neggers and Bekkering, 1999; van Donkelaar and
Staub, 2000; Medendorp and Crawford, 2002; Horstmann and
Hoffmann, 2005). It should also be noted that short-term adap-
tation of saccadic gaze amplitude induces congruent changes
also in the amplitude of goal-directed limb movements (Kröller
et al., 1999), indicating that plastic changes must occur in a
common neural substrate. Moreover, studying eye movements in
task-oriented behaviors has demonstrated that saccades are not
normally directed to the most visually salient points of the visual
scene, but rather to objects or locations that are relevant for the

task to be executed (Land et al., 1999; Hayhoe et al., 2003; Hayhoe
and Ballard, 2005). In particular, gaze is most often directed
toward the point of contact of objects that will subsequently be
the target of a reach or toward critical points that are highly rel-
evant for guiding the ongoing motor act (Johansson et al., 2001;
Hayhoe et al., 2003).

The large amount of behavioral evidence in favor of a tight
eye-hand coupling has stimulated the proposal of several models
capable of simulating temporal and spatial properties of oculo-
manual coordination. Two main approaches have been used to
explain eye-hand coupling: (1) synchronization as a consequence
of a common command to separate control systems for the
two effectors (e.g., Howard, 1971; Bock, 1987) and (2) mutually
coupled controllers exchanging information during movement,
whereby coordination is ultimately achieved (e.g., Lazzari et al.,
1997; Dean et al., 2011). Model predictions of reaction time cor-
relations during eye-hand coordination in monkeys have been
shown to be compatible only with a mutual excitation between
two effector-specific controllers, but not with the common input
hypothesis (Dean et al., 2011).

The existence of a saccade-related modulation of upper-
limb CSS excitability, which is compatible with a sub-threshold
motor plan for an aiming hand movement even in a pure
oculomotor task, strongly supports the hypothesis that sac-
cadic and manual control systems share a common input sig-
nal. This conclusion is corroborated by a similar modulation
of upper-limb CSS excitability described during smooth pur-
suit eye movements (Maioli et al., 2007). This viewpoint is
also supported by the finding of a shared internal represen-
tation of end position for both eye and arm movements and
by the fact that both effectors always move to the same tar-
get when multiple targets are present (Gielen et al., 1984).
Spatial coupling and our TMS data can hardly be accounted
for without assuming the presence of a common command
signal, at least at the early stages of sensorimotor integra-
tion and/or at the level of the visual signal processing mecha-
nism. It should also be noted that common command signals
and information exchange between effector-specific controllers
are not mutually exclusive mechanisms for explaining eye-
hand coordination.

The idea that eye movements are linked to a plan for an
aiming movement of the arm to the same target also is sup-
ported by a particular form of optic ataxia, in which mis-
reaching occurs only when targets are presented in non-foveal
vision. Some patients with a lesion in the posterior parietal
lobe show a slavish dependence of reach on gaze (“magnetic
misreaching,” Buxbaum and Coslett, 1997; Carey et al., 1997).
In fact, they inevitably move their hand to the spatial target
they are fixating on, being incapable of reaching objects that
they are not looking at. However, their performance is normal
when allowed to foveate on the target. Because we found that
a motor plan for the hand is normally associated with saccadic
eye movements, this neurological defect could be interpreted
as an incapacity to suppress the arm motor program when a
hand movement is not required. This neurological defect may
be due to a misfunctioning of the parietofrontal cortical network
that underlies the control of visually guided reaching behavior.
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A common control mechanism at the early stages of sensori-
motor integration for pointing and saccades is also supported
by the neurophysiologic finding of a lack of strictly effector-
specific visuospatial maps in frontal and parietal cortical areas.
In fact, various fMRI studies in humans (Hagler et al., 2007;
Levy et al., 2007; Beurze et al., 2009) have shown a large over-
lap in the neural circuitry involved in the preparation of saccades
and hand pointing movements, including the frontal eye fields
and regions around the intraparietal sulcus [corresponding to
the parietal reach region (PRR) and lateral intraparietal (LIP)
area in the monkey]. The interpretation of these investigations is
that cortical modules encoding pointing-specific maps are largely
effector independent.

This conclusion is also supported by neurophysiologic data
from monkeys. The classically held view that the LIP area is essen-
tially involved in the generation of saccadic eye movements, while
the PRR is dedicated primarily to the generation of aiming arm
movements, has been challenged by the finding that the LIP area
and PRR contain neurons that are either responsive to both effec-
tors or even specific for the “wrong” effector (Snyder et al., 1997;
Colby and Goldberg, 1999; Gottlieb and Goldberg, 1999). One
can then surmise that whenever a visual stimulus activates the
saliency map in the posterior parietal cortex (PPC) and elicits
an orienting eye movement, a covert coarse motor plan for the
arm is also formed, even if a hand pointing movement is not
required.

Furthermore, the superior colliculus (SC) deep layers contain
reach-related neurons (Werner, 1993; Kutz et al., 1997; Stuphorn

et al., 2000), a finding that is particularly relevant in our con-
text considering the pivotal role of the SC in the generation of
reflexive saccades, such as the ones elicited in this study. It has
been demonstrated that SC reach-related neurons fire shortly
before and during arm reaches with a specific movement vec-
tor, i.e., with a particular direction and amplitude (Werner,
1993; Stuphorn et al., 2000); these neurons present a high cor-
relation between their firing and the EMG activity pattern of
shoulder muscles (Werner et al., 1997; Stuphorn et al., 1999).
For 40% of SC reach-related neurons, the movement vector is
coded in a retinal reference frame, i.e., they are locked to a
gaze-related coordinate system (Stuphorn et al., 2000). These
data have been interpreted as demonstrating a role of the SC
in eye-hand coordination (Lünenburger et al., 2001). Consistent
with these electrophysiological studies in the monkey, recent
neuroimaging investigations provide evidence for reach-related
neurons also in the human SC, both in deep and superficial
layers (Linzenbold and Himmelbach, 2012; Himmelbach et al.,
2013).

The PPC and the SC are heavily connected by anatomical
projections and are well-known to play a crucial role in the gen-
eration of reflexive saccades. The current study demonstrated
that visually guided saccades are accompanied by changes in
CSS excitability compatible with a pointing hand movement
toward the gaze target. Therefore, the presence of reach-related
neurons in both neuronal maps, in register with gaze-related neu-
rons, constitutes an important neurophysiological correlate for
interpreting the main finding of this paper.
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A multivariate autoregressive (MVAR) model with exogenous inputs (MVARX) is developed
for describing the cortical interactions excited by direct electrical current stimulation of
the cortex. Current stimulation is challenging to model because it excites neurons in
multiple locations both near and distant to the stimulation site. The approach presented
here models these effects using an exogenous input that is passed through a bank
of filters, one for each channel. The filtered input and a random input excite a MVAR
system describing the interactions between cortical activity at the recording sites. The
exogenous input filter coefficients, the autoregressive coefficients, and random input
characteristics are estimated from the measured activity due to current stimulation. The
effectiveness of the approach is demonstrated using intracranial recordings from three
surgical epilepsy patients. We evaluate models for wakefulness and NREM sleep in
these patients with two stimulation levels in one patient and two stimulation sites in
another resulting in a total of 10 datasets. Excellent agreement between measured and
model-predicted evoked responses is obtained across all datasets. Furthermore, one-step
prediction is used to show that the model also describes dynamics in pre-stimulus and
evoked recordings. We also compare integrated information—a measure of intracortical
communication thought to reflect the capacity for consciousness—associated with the
network model in wakefulness and sleep. As predicted, higher information integration is
found in wakefulness than in sleep for all five cases.

Keywords: intracerebal EEG, evoked response, MVARX model, cross-validation, integrated information

1. INTRODUCTION
The remarkable cognitive abilities of the healthy human brain
depend on an exquisite balance between functional specialization
of local cortical circuits and their functional integration through
long-range connections. Hence, there is considerable interest in
characterizing long-range cause and effect or directional interac-
tions in the human brain. Multivariate autoregressive (MVAR)
models, sometimes referred to as vector autoregressive (VAR)
models, have been widely applied to study directional cortical
network properties from both intracranial data (e.g., Bernasconi
and König, 1999; Brovelli et al., 2004; Winterhalder et al., 2005;
Ding et al., 2006; Korzeniewska et al., 2008) and scalp EEG or
MEG (e.g., Babiloni et al., 2005; Malekpour et al., 2012). An
MVAR model describes each signal as a weighted combination
of its own past values and the past values of other signals in
the model—an autoregression—plus an error term. The weights
relating the present of one signal to the past of another cap-
ture the causal or directed influence between signals. A variety
of different metrics for summarizing the directed interactions in
MVAR models have been proposed, including directed transfer
functions (Kamiński and Blinowska, 1991), directed coherence

(Baccalá and Sameshima, 2001), conditional Granger causality
(Geweke, 1984), and integrated information (Barrett and Seth,
2011).

MVAR models assume the data is stationary and of constant
mean. While stationarity and constant mean may be reasonable
assumptions for a relatively short duration of spontaneous data,
evoked or event-related data appear to violate these assumptions.
For example, the mean or average response to a stimulus varies
with time. An MVAR model fit to data with a time-varying mean
results in spurious interactions because the assumption of sta-
tionarity is violated. Adaptive or time-varying methods have been
developed to relax stationarity assumptions (Ding et al., 2000;
Möller et al., 2001; Astolfi et al., 2008). For example, a time-
varying mean response is removed by subtracting the ensemble
average (Ding et al., 2000) and the MVAR model parameters are
allowed to vary with time. Adaptive models require specifica-
tion of an adaptation rate parameter that effectively determines
how much of the past data is used to estimate the present model
parameters, or equivalently, how fast the model is changing.
Models that use fast adaptation are able to track faster changes
in the underlying data, but employ less data to estimate model
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parameters and consequently possess more variability in the esti-
mated model parameters (see Astolfi et al., 2008, for assessment
of these issues).

During the pre-surgical evaluation of drug-resistant epileptic
patients, direct electrical stimulation of the brain is systematically
performed for diagnostic purposes to identify the epileptogenic
zone (Munari et al., 1994). Electrical stimulation generates a
time-varying response at the recording sites. In this paper we
propose describing the response of the brain using stationary
MVAR models with an exogenous input (MVARX) derived from
the stimulus characteristics. MVARX models are commonly used
in econometric time series analysis (Lütkepohl, 2006). The advan-
tage of the MVARX model is that it does not require subtraction
of the mean and consequent reduction in signal-to-noise ratio
(SNR) or the complication of time-varying models to capture
the response evoked by direct electrical stimulation. The model
captures both the mean evoked response and the background
activity present during the recordings. We demonstrate the effec-
tiveness of the MVARX model using intracerebral recordings from
epilepsy patients.

Direct electrical stimulation of the brain presents several mod-
eling challenges. Although the timing and location of the stimulus
is known precisely, the response of the brain in the near vicin-
ity of the stimulus cannot be measured due to electrical artifacts
and the propagation of the stimulus to more distant sites depends
on the topology of axons in the vicinity of the stimulation site
(Ranck, 1975). Electrical stimulation creates action potentials in
neurons whose axons pass near the stimulus site. These neu-
rons synapse both near and distant to the stimulation site, so the
stimulus actually activates multiple, a priori unknown areas. The
MVARX model explicitly accounts for this effect with a bank of
finite impulse response (FIR) filters that capture the impact of the
exogenous input, i.e., stimulus, on all recording sites. The exoge-
nous input filter coefficients and the MVAR model parameters
are simultaneously estimated from the recordings and knowl-
edge of the stimulation times using a least squares procedure.
The exogenous input filter coefficients describe the conduction
paths from the stimulus site to each recording site, while the
MVAR model parameters capture the causal interactions between
recording sites.

The MVARX model is applied to 10 datasets collected from
three subjects in wakefulness and NREM sleep. Two stimulation
levels are studied in one subject, and two stimulation sites in
another. The data consists of the intracranial response to 30 cur-
rent impulses separated by 1 s. A cross-validation (CV) procedure
is introduced for choosing the memory in the MVARX model. We
demonstrate that a stationary MVARX model accurately describes
the activity evoked by direct electrical stimulation. Comparison
to a series of univariate autoregressive models with exogenous
inputs (ARX) reveals that causal interactions must be modeled
to accurately describe the measured activity. The series of ARX
models result in much larger modeling error than the MVARX
model. One-step prediction performance is used to demonstrate
that the MVARX model also captures spontaneous fluctuations in
the recorded data. The MVARX model errors pass a whiteness test
while the univariate ARX models do not, further supporting the
applicability of the MVARX model.

The MVARX models are employed to contrast integrated
information in wakefulness and sleep. Integrated information is
a measure of the extent to which the information generated by
the causal interactions in the model cannot be partitioned into
independent subparts of the system. Hence, integrated informa-
tion measures the balance between functional specialization and
integration represented by the model. Theoretical considerations
(Tononi, 2004; Laureys, 2005; Dehaene et al., 2006; Seth et al.,
2008) indicate that integrated information should be less in sleep
than in wakefulness. This prediction is confirmed in all 10 datasets
using our MVARX model.

This paper is organized as follows. Section 2 describes the
data and preprocessing procedures. Section 3 defines the MVARX
model, introduces the method for estimating the model param-
eters, including our CV approach for selecting model memory,
and presents the residual whiteness test. Section 4 demonstrates
the effectiveness of the proposed model using the 10 datasets
described above and section 5 applies the MVARX models to con-
trast integrated information in wakefulness and sleep. This paper
concludes with a discussion in section 6. For notation, boldface
lower and upper case symbols represent vectors and matrices,
respectively, while superscript T denotes matrix transpose and
superscript −1 denotes matrix inverse. The trace of a matrix A
is tr[A] and the determinant is det(A). E{a} denotes the expec-
tation of a random variable a. The Euclidean norm of a vector
x is ||x||2 = √

xTx. The number of elements in a set S is |S|.
x ∼ N (μ,�) means that the vector x is normally distributed
with mean μ and covariance matrix �.

2. DATA
2.1. SUBJECTS AND EXPERIMENTAL PROTOCOL
Three subjects with long-standing drug-resistant focal epilepsy
participated in this study. All patients were candidates for surgi-
cal removal of the epileptic focus. During pre-surgical evaluation
the patients underwent individual investigation with stereotac-
tically implanted intracerebral multilead electrodes for precise
localization of the epileptogenic areas (Cossu et al., 2005). All
patients gave written informed consent before intracerebral elec-
trode implantation as approved by the local Ethical Committee.
Confirmation of the hypothesized seizure focus and localization
of epileptogenic tissue in relation to essential cortex was achieved
by simultaneous scalp and intracerebral electrode recording, as
well as intracerebral stimulation during wakefulness and sleep to
further investigate connectivity of epileptogenic and healthy tis-
sue (Valentín et al., 2002, 2005). The decision on implantation
site, duration of implantation and stimulation site(s) was made
entirely on clinical needs. Stereoelectroencephalography (SEEG)
activity was recorded from platinumiridium semiflexible multi-
lead intracerebral electrodes, with a diameter of 0.8 mm, a contact
length of 2 mm, an intercontact distance of 1.5 mm and a maximal
contact number of 18 (Dixi Medical, Besançon, France) (Cossu
et al., 2005). The individual placement of electrodes was ascer-
tained by post-implantation tomographic imaging (CT) scans.
Scalp EEG activity was recorded from two platinum needle elec-
trodes placed during surgery at “10–20” positions Fz and Cz
on the scalp. Electroocular activity was registered at the outer
canthi of both eyes, and submental electromyographic activity
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was acquired with electrodes attached to the chin. EEG and
SEEG signals were recorded using a 192-channel recording system
(Nihon-Kohden Neurofax-110) with a sampling rate of 1000 Hz.
Data was recorded and exported in EEG Nihon-Kohden format
(Nobili et al., 2011, 2012). The data for each channel is obtained
using bipolar referencing to a neighboring contact located entirely
in the white matter. Intracerebral stimulations were started on the
third day after electrode implantation. In eight out of ten cases
we discuss, stimulation of strength 5 mA were performed, while
for the other two cases stimulation of 1 mA were applied. At each
stimulation session, the stimulation is applied at a single chan-
nel and SEEG recordings were obtained from all other channels.
A single stimulation session consisted of a 30 impulse stimula-
tion train at intervals of 1 s. Each impulse is of 0.2-ms duration.
The channels that were stimulated were chosen based on clinical
requirements. All patients included in this study were stimulated
during wakefulness and stage 4 of NREM sleep. Sleep staging
was performed using standard criteria (Rechtschaffen and Kales,
1968). Stimulations which elicited muscle twitches, sensations or
cognitive symptoms, were excluded from this study, in order to
prevent possible awareness of stimulation or alteration of sleep
depth.

In our analysis, we consider a subset of 8–12 recording chan-
nels of all channels for each subject, as illustrated in Figure 1. The
8–12 channels were selected based on approximately maximizing
the distance between the subset of channels that are both artifact
free and near the surface of the cortex.

2.2. PREPROCESSING
During each stimulation session, a raw trigger signal that indi-
cates the occurrence of current stimulation with 1 and the
absence of stimulation with 0 is collected at a sampling rate of
1000 Hz in addition to the SEEG recordings. We use a Tukey-
windowed median filter to remove volume conduction artifacts
within 39 ms of each stimulus. First, a median filter of order
19 is applied to the raw data channel by channel. Next, the

raw data within a 39-ms window centered at each stimulus
is replaced with a weighted average of the raw data and the
median filtered data to eliminate the artifact. The weights for
the median filtered data take the form of a Tukey window
(Bloomfield, 2000, p. 69) and are zero for ±20 ms away from
the stimulus, a cosine rising from 0 to 1 beginning at 19 ms
prior to the stimulus and ending at 10 ms prior to the stimu-
lus, unity until 10 ms post-stimulus, and then a cosine decreas-
ing from 1 to 0 ending at 19 ms post-stimulus. The weighting
applied to the raw data are one minus those applied to the
median filtered data. Figure 2 illustrates the results of this pro-
cess. The cleaned data is then lowpass filtered by an FIR filter
with passband-edge of 48 Hz and stopband-edge of 49.9 Hz to
eliminate 50 Hz powerline contamination, and the lowpass fil-
tered data is downsampled by a factor of 10 to a sampling
frequency of 100 Hz. The portion of the downsampled data con-
taining responses to stimulation are further segmented into 30

epochs of data y
(j)
n , each of which contains 100 samples. Here

superscript (j) denotes epoch index while subscript n denotes
time index. The start of each epoch is from 12 samples (0.12 s)
before the occurrence of a stimulus and the end is 87 samples
(0.87 s) post-stimulus. Similarly, the raw trigger signal is lowpass
filtered, downsampled by 10, and partitioned into 100-sample

epochs x
(j)
n .

In principle, filtering the signal may have an impact on model
estimation and causality inference (Barnett and Seth, 2011). We
minimize the potential impact of filtering by specifying the stop-
band edge of the lowpass filter close to the post-downsampling
Nyquist frequency.

2.3. IDENTIFICATION OF OUTLYING EPOCHS
An automated procedure is employed to exclude epochs
that markedly deviate from the majority of epochs due

to non-stationary brain activity or other factors. Let y
(j)
n =

[y(j)
1,n, y

(j)
2,n, . . . , y

(j)
d,n]T represent the d channels of recordings at

A B C

FIGURE 1 | Recording and stimulation electrode placements for the

subjects. Black dots represents recording channels while black “X”
represents stimulating channel(s). (A) Subject A, right hemisphere is shown.
1, Inferior frontal opercular; 2, anterior horizontal lateral fissure; 3, middle
frontal gyrus; 4, middle frontal sulcus; 5, superior temporal sulcus; 6, inferior
frontal sulcus; 7, middle temporal gyrus; 8, middle frontal gyrus; 9, middle
temporal gyrus; 10, orbital gyrus; 11, precentral gyrus; 12, superior frontal
sulcus; and X, middle frontal gyrus. (B) Subject B, right hemisphere is shown.

1, Inferior frontal gyrus; 2, superior temporal sulcus; 3, posterior lateral
fissure; 4, postcentral solcus; 5, superior temporal gyrus; 6, transversal
temporal sulcus; 7, superior frontal gyrus; 8, subcentral gyrus; X (L1),
precentral gyrus, and X (L2), subcentral sulcus. (C) Subject C, right
hemisphere is shown. 1, Precentral gyrus; 2, posterior middle temporal gyrus;
3, inferior parietal lobule; 4, postcentral gyrus; 5, postcentral sulcus; 6, angular
gyrus; 7, supramarginal gyrus; 8, anterior middle temporal gyrus; 9, inferior
temporal gyrus, and X, superior parietal lobule.
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FIGURE 2 | Tukey-windowed median filtering for eliminating volume

conduction artifacts. The upper trace depicts an example of raw data (blue
solid line) and the Tukey-windowed median filter output (red dashed line).
The lower trace depicts the weighting applied to the raw data (blue solid
line) and the median filtered data (red solid line) to eliminate the volume
conduction artifact.

time n = 1, 2, . . . , Nj from epochs j = 1, 2, . . . , J. For epoch m,
we compute the time-varying mean μ−m

y (n) and time-varying

covariance matrix �−m
y (n) by excluding the m-th epoch of data.

That is,

μ−m
y (n) = 1

J − 1

J∑
j = 1,j �= m

y(j)
n (1)

�−m
y (n) = 1

J − 2

×
J∑

j = 1, j �= m

(
y(j)

n − μ−m
y (n)

)(
y(j)

n −μ−m
y (n)

)T
, (2)

for n = 1, . . . , 100. Here m = 1 to J and J is 30 for all
data sets considered. Then the squared Mahalanobis distance
(Penny, 1996) between the epoch m and the other epochs is
computed as

D2(m) =
100∑

n = 1

(
y(m)

n − μ−m
y (n)

)T

×
(
�−m

y (n)
)−1 (

y(m)
n − μ−m

y (n)
)

. (3)

Epochs with D2(m) exceeding

100 · d + 60
√

2 · 100 · d (4)

are declared as outliers and removed from subsequent analysis.
Intuitively, if the data is Gaussian, then D2(m) is Chi-squared dis-
tributed with 100 · d degrees of freedom. This implies that the
threshold rules out an epoch m if D2(m) exceeds its mean plus
60 standard deviations. Thus this threshold only excludes epochs
that have a large deviation from the temporal average of the other
epochs. The number of epochs retained for analysis are given in
Table 1.

Table 1 | Number of non-outlying epochs used in analysis.

Dataset Wakefulness epochs Sleep epochs

Subject A, 1 mA 29 25

Subject A, 5 mA 28 22

Subject B, L1 30 24

Subject B, L2 30 29

Subject C 30 29

3. METHODS
3.1. MVARX MODEL
The MVARX model of order (p, �) describes the data as follows
(Lütkepohl, 2006):

y
(j)
n =

p∑
i = 1

Aiy
(j)
n−i +

�∑
i = 0

bix
(j)
n − i + w

(j)
n , (5)

where x
(j)
n denotes the input at time n and epoch j. The

d × d matrices Ai = {am,n(i)} contain autoregressive coefficients
describing the influence of channel n on channel m at lag i, and
the d × 1 vectors bi = {bm(i)} contain filter coefficients from the

stimulus to channel m at lag i. The vectors w
(j)
n are d × 1 zero-

mean noise vectors with covariance matrix Q and are assumed to

satisfy E
{

w(i)
n (w

(j)
s )T

} = 0, for either i �= j or n �= s. We assume
that the epochs are of varying lengths Nj and are possibly dis-
connected in time to accommodate rejection of outlying epochs.
Figure 3 depicts a schematic diagram of an example MVARX
model. The diagram assumes there are three recording electrodes
corresponding to the recordings y1,n, y2,n, and y3,n (the epoch
index j is omitted in the figure for simplicity). The intracranial
EEG signals recorded at the electrodes contain contributions due
to the current stimulus response and background brain activ-
ity. The exogenous input xn represents the current stimulation.
If B = [b0, . . . , b�] is a d × (� + 1) matrix of exogenous input
coefficients, then the i-th row of B, [B]i,:, is the impulse response
of the filter representing the unknown transmission characteris-
tics between the current stimulus and the i-th recording channel.
The autoregressive coefficients A = [A1, . . . , Ap] indicate how
past values of the recorded signals affect present values. The
autoregressive order p determines the time extent of the past that
affect the present values and may be regarded as the memory of
the system. The signals w1,n, w2,n, and w3,n can be interpreted
as modeling errors or alternatively as a process that generates
spontaneous activity.

Electrodes can be used either as stimulating or recording elec-
trodes but cannot be used simultaneously for recording and
stimulation. Moreover, the electrodes closest to the stimulation
site are affected by huge electrical artifacts and they cannot
be used because of consequent low SNR. Hence the recorded

data y
(j)
n contains recordings of the effect of the stimulation at

distant sites, not the stimulation itself. Stimulation depolarizes
the membranes of neurons passing through the neighborhood
of the stimulating electrode, possibly creating action potentials
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FIGURE 3 | Schematic diagram of the MVARX model. yi,n denotes the
recorded signals at the electrodes while xn represents current stimulation
and wi,n is model error, or equivalently, a random input that generates
spontaneous activity. ai,j captures the a priori unknown connectivity
between recording sites while [B]i,: represents the a priori unknown
transmission characteristics between the stimulus and recording sites.

in neurons that synapse near the stimulation site and at dis-
tant locations (Ranck, 1975), a phenomenon termed fibers of
passage. Thus, stimulation generates an “input” that is con-
veyed to potentially all recording sites in a manner that depends
on the axonal topology in the vicinity of the stimulation site.
This topology and consequent stimulation effects are usually
unknown and described in our MVARX model by the exoge-
nous input filters B. In our model we assume the exogenous
input is given by the trigger signal associated with delivery of a
current pulse, so B captures both the shape of the delivered stim-
ulus and the unknown direct propagation of the input to each
recording site.

Denote y(j)
n,s and y(j)

n,e as the spontaneous activity and stimu-
lus response to the exogenous input, respectively, at time n from
epoch j. Equation (5) can be alternatively expressed as

y
(j)
n = y

(j)
n,s + y

(j)
n,e (6)

y
(j)
n,s =

p∑
i = 1

Aiy
(j)
n−i,s + w

(j)
n (7)

y
(j)
n,e =

p∑
i = 1

Aiy
(j)
n−i,e +

�∑
i = 0

bix
(j)
n−i. (8)

Note that in practice y(j)
n,s and y(j)

n,e are not directly observed and

cannot be separated from y
(j)
n without knowledge of the MVARX

model parameters. The stimulus response component y
(j)
n,e is a

deterministic term that depends entirely on the stimulus and the
model. Given the model parameters � = [A, B], we can generate

y
(j)
n,e by applying the stimulus sequence x

(j)
n to Equation (8) with

zero initial conditions. Recall that w
(j)
n is assumed to be zero mean,

so y
(j)
n,s is a zero mean random process reflecting the spontaneous

component of the recordings. It is common in MVAR modeling to
subtract the mean prior to estimating MVAR model parameters
(Ding et al., 2000). This corresponds to removing the stimulus

response y
(j)
n,e and is unnecessary with the MVARX model. We

shall assume that the stimulus is repeated multiple times such

that averaging y
(j)
n,e with respect to the stimulus onset times pro-

duces the evoked response of the system. This is not required by
the model in Equation (5) but is consistent with conventional
electrophysiology practice.

The autoregressive parameters A model the inherent neu-
ral connectivity between sites—how activity at one site prop-
agates to another site. This is evident in Equations (5–8) by

the fact that the Ai are applied to y
(j)
n−i . If the spontaneous

activity y
(j)
n,s is very weak relative to y

(j)
n,e then the response is

described entirely by Equation (8) and the measured data y
(j)
n ≈

y
(j)
n,e. In this case there is a potential modeling ambiguity as

there are many different combinations of Ai and bi that could

be used to describe y(j)
n,e over a finite duration. For example,

y
(j)
n,e can be described on 1 ≤ n ≤ � + 1 by setting Ai = 0 and

only using bi. We control potential ambiguities associated with
relatively weak spontaneous activity by limiting � to a value
commensurate with the expected duration of stimulus prop-
agation through fibers of passage. This ensures that B is not
able to capture long duration interactions associated with feed
forward and feedback connectivity between sites. Based on pre-
vious experimental evidence (Matsumoto et al., 2004), we set � =
10 to accommodate a 100 ms duration of propagation through
fibers of passage. We will discuss this choice more thoroughly in
section 6.

3.2. ESTIMATION OF MVARX MODEL PARAMETERS
Suppose that we have the recordings and inputs {(y

(j)
n , x

(j)
n ) : j =

1, 2, . . . , J, n = 1, 2, . . . , Nj} for J epochs of Nj samples each.
Denote n0 = max(p, �), and suppose that Nj ≥ n0 + 1, for all
j. Using the first n0 samples as the initial values, the model in
Equation (5) can be rewritten in a simplified form:

y
(j)
n = �z

(j)
n−1 + w

(j)
n , (9)

for j = 1, . . . , J, n = n0 + 1, . . . , Nj, where the d × (dp + � + 1)

matrix � = [A, B] and the vector of dimension dp + � + 1,

z
(j)
n−1 = [(y

(j)
n−1)

T , (y
(j)
n−2)

T, . . . , (y
(j)
n−p)

T, x
(j)
n , x

(j)
n−1, . . . , x

(j)
n−�]T .

The vectors y(j)
n , w(j)

n , and z(j)
n−1 can be further concatenated as

columns of the matrices Yj, Zj, and Wj to write:

Yj = �Zj + Wj (10)

where Yj = [y(j)
n0+1, . . . , y(j)

Nj
], Zj = [z(j)

n0 , . . . , z(j)
Nj−1], and Wj =

[w(j)
n0+1, . . . , w

(j)
Nj

]. This expression takes the form of a linear

regression model, and we can obtain an ordinary least square
(OLS) estimate of (�, Q) as (Lütkepohl, 2006, chap. 10.3):
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�̂ =
⎛
⎝ J∑

j=1

YjZ
T
j

⎞
⎠

⎛
⎝ J∑

j=1

ZjZ
T
j

⎞
⎠

−1

,

Q̂ = 1

Nt

J∑
j=1

(
Yj − �̂Zj

)(
Yj − �̂Zj

)T
, (11)

where Nt = ∑J
j=1 Nj − n0J. If w

(j)
n is Gaussian, then the OLS esti-

mate (�̂, Q̂) is also the maximum-likelihood estimate of (�, Q)

(Lütkepohl, 2006).

3.3. MODEL SELECTION WITH CROSS-VALIDATION
In practice the order p could be chosen using numerous different
model selection criteria, including Akaike information criterion
and the Bayesian information criterion (McQuarrie and Tsai,
1998; Lütkepohl, 2006). Here we use CV to determine p in a
data-driven fashion [see Cheung et al. (2012) for another example
of using CV to select model parameters with neurophysiological

data]. The data y
(j)
n and input x

(j)
n are partitioned into training and

test sets. The goal is to choose the value p that produces the best
prediction of test data when the model � = [A, B] is estimated
from the training data. We consider two components in assessing
model predictive capability. The first is the one-step prediction
error, a measure of the model’s ability to track the sample-to-
sample and epoch-to-epoch fluctuations in the data. The second
is the error between the average evoked response predicted by
the model and the measured average response. This measures the
quality of the model’s response to the stimulus.

Partition the epochs of available data into training sets Rm

and test sets Sm and assume there are m = 1, 2, . . . , M such
partitions. Assume the sets Sm are non-overlapping and are of
approximately the same size. Let �m be the model estimated from
Rm as described in the preceding subsection. The one-step pre-

diction error at time n, e
(j)
n (�m) is the difference between the

recording y
(j)
n and the one-step prediction made by �m using the

n0 samples prior to time n, that is, z
(j)
n−1:

e
(j)
n (�m) = y

(j)
n − ŷ

(j)
n (�m) (12)

where the one-step prediction ŷ
(j)
n (�m) = �mz

(j)
n−1. Similarly we

define the average response error as

εn(�m) = yn(Sm) − ŷn(�m, Sm) (13)

where the average evoked response yn(Sm) = 1/|Sm| · ∑
j∈Sm

y
(j)
n

and the average model response ŷn(�m, Sm) over epochs in Sm,

ŷn(�m, Sm) = 1/|Sm| · ∑
j∈Sm

y(j)
n,e(�m). Here y(j)

n,e(�m) is gener-
ated using �m as described following Equation (8). We define a
CV score as a weighted combination of the one-step prediction
and average response errors averaged over all training/test data
partitions

CV(p) = 1

M

M∑
m=1

[
CVe(p, m)

we
+ CVε(p, m)

wε

]
(14)

where CVe(p, m) is the mean square one-step prediction error of
a p-th order model �m(p) in predicting data in Sm:

CVe(p, m) = 1

|Sm|
∑
j∈Sm

1

Nj − n0

Nj∑
n=n0+1

||e(j)
n (�m(p))||22 (15)

and CVε(p, m) is the mean square value of the average response
error on Sm:

CVε(p, m) = 1

N

N∑
n=1

||εn(�m(p))||22. (16)

Here N is the assumed duration of the average response. The
weights we and wε vary the emphasis between the one-step pre-
diction error and average response error. In the analysis below, we
set we and wε to the medians of CVe(p, m) and CVε(p, m), respec-
tively, for m = 1, . . . , M and all p considered. This approach
places approximately equal emphasis on the two errors. The
model order p is chosen as the p that minimizes CV(p) over the
range of p evaluated.

Several practical issues require attention for computing the
average response error. First, use of an average evoked response
assumes the stimulus is nominally identical for each epoch.
Second, care must be taken in computing the average response

of the model � to the stimulus x
(j)
n over epochs in Sm if the

effects of preceding stimuli extend into Sm. In such a case the
brain is not “at rest” upon the arrival of the new stimulus in
Sm, but is still responding to the preceding stimulus. This situ-
ation occurs when the response time of the cortex is longer than
the inter-stimulus interval. We mimic this aspect of the measured
data when computing the average model response by presenting
the entire train of stimuli to the model and averaging over the
responses corresponding to epochs in Sm.

3.4. MODEL QUALITY ASSESSMENT
A key assumption for the consistency of the OLS estimates is

that the residuals w
(j)
n be serially uncorrelated, that is, temporally

white. Serial correlation in w
(j)
n may be a sign of mis-specifying

the model or incorrect selection of order (p, �) (Hong, 1996;
Duchesne and Roy, 2004). We use a consistency test developed
in Duchesne and Roy (2004) to validate our models. Denote by

�w(r) = E{w
(j)
n (w

(j)
n−r)

T} the covariance at lag r, the hypotheses
of interest are:

H0 : �w(r) = 0, for all r �= 0 vs.

H1 : �w(r) �= 0, for some r �= 0. (17)

Let the residual at time n in epoch j be ŵ
(j)
n = y

(j)
n − �̂z

(j)
n−1. Let

q(·) be a window function of bounded support L, that is, q(r) > 0,
for |r| ≤ L and q(r) = 0 for |r| > L. Suppose that the last epoch
is of length longer than (J − 1)L, that is, NJ > (J − 1)L. The test
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statistic derived in Duchesne and Roy (2004) for testing H0 vs.
H1 is

TNc = Nc
∑L

r=1 q2(r)tr[CT
ŵ(r)C−1

ŵ (0)Cŵ(r)C−1
ŵ (0)] − d2MNc (q)

[2d2VNc (q)]1/2

(18)
where Nc = ∑J

j=1 Nj − (J − 1)L and

Cŵ(r) = 1

Nc

⎡
⎣ J−1∑

j=1

Nj∑
n=r+1

ŵ
(j)
n (ŵ

(j)
n+r)

T

+
NJ∑

n=r+1+(J−1)(L−r)

ŵ(J)
n (ŵ(J)

n+r)
T

⎤
⎦ , (19)

for r = 0, 1, . . . , L, are the estimated residual covariance matri-
ces. The functionals MNc (q) and VNc (q) of q(·) and Nc are defined
as (Duchesne and Roy, 2004):

MNc (q) =
L−1∑
i = 1

(
1 − i

Nc

)
q2(i) (20)

VNc (q) =
L−2∑
i = 1

(
1 − i

Nc

) (
1 − (i + 1)

Nc

)
q4(i). (21)

We use the Bartlett window defined as q(j) = 1 − |j/L|, j ≤ L and
q(j) = 0, j > L with a window width L = 	3N0.3

c 
 as suggested
in Duchesne and Roy (2004). For example, in our datasets the
longest possible single epoch would have Nc = 3000 samples,
which leads to the maximum value L = 34. Thus the test statistic
Equation (18) is based on estimated residual covariance matri-
ces at lags less than or equal to 34. Under the assumption that

both y
(j)
n and x

(j)
n are stationary, the test statistic is one-sided and

asymptotically standard normally distributed (see Duchesne and
Roy, 2004, Theorem 1). It declares that the residuals are serially
correlated if TN > z1−α and are white otherwise, where z1−α is
the value of the inverse cumulative distribution function of the
standard normal distribution at 1 − α and α is the significance
level of the test.

4. RESULTS
4.1. MODEL PARAMETERS
We have varying definitions and lengths of epochs throughout our
data processing procedures. For detection of outlying epochs we

choose all epochs to be of length Nj = 100 samples based on the
time between subsequent current stimuli. In model estimation
and assessment of residual whiteness, the epochs are defined as
the maximum contiguous segments between the time segments
removed by the outlier detection process. This minimizes the

impact of the initial conditions z
(j)
n0 required at the start of each

epoch. Hence, Nj varies across epochs and conditions. In CV, the
epoch lengths are set to be equal with Nj = 100. This, along with
choosing the test sets Sm to contain approximately the same num-
ber of epochs, makes the test sets span roughly the same amount
of time.

As shown in Table 1, the number of outlying epochs is gen-
erally larger in sleep than in wakefulness, most likely due to the
presence of slow waves during sleep. The number of partitions of
the available epochs used in the CV procedure for determining
model order p and the corresponding model order is shown in
Table 2. We did not consider model orders higher than p = 30.
We also evaluated an unconnected model consisting of d uni-
variate ARX models to assess the importance of the coupling
or connectivity between channels. The univariate models were
estimated by applying the procedure described above to each
channel. With the exception of Subject B, stimulus location 1
(L1), the CV procedure picks a higher model order for the uncon-
nected model and in many cases chooses the maximum order
considered.

The whiteness test described in section 3.4 was applied to the
residuals from all models using a significance level α = 0.1. Note
that since exceeding the threshold implies the residuals are not
white, use of a relatively large value for α leads to a more stringent
test, that is, makes it easier to declare the residuals are not white.
The MVARX models passed the whiteness test for every data set,
while the unconnected models failed the test for every data set.

4.2. EVOKED RESPONSE MODEL PERFORMANCE
In Figures 4–6 we compare the average evoked response and
average model response for a subset of subjects and conditions.
The average responses are generated following the CV approach
described in section 3.3. Figures 4A,B show the average CV
evoked responses yn(S) = M−1 ∑M

m=1 yn(Sm) and average CV

model responses ŷn(�, S) = M−1 ∑M
m=1 ŷn(�m, Sm) in channels

1, 4, 7, and 11 of Subject A in wakefulness for 1 and 5 mA stim-
ulation, respectively. Here 0 s on the time axis corresponds to
the stimulus onset. The averaging is first done within the test-
ing block for each CV partition, then a second phase of averaging
is done over the average responses of the test blocks for all CV

Table 2 | Model order parameters for wakefulness and sleep data sets.

Wakefulness Sleep

Dataset CV Part. MVARX p ARX p CV Part. MVARX p ARX p

Subject A, 1 mA 7 20 30 8 20 30

Subject A, 5 mA 7 26 30 11 26 26

Subject B, L1 10 30 28 8 30 24

Subject B, L2 10 18 22 7 22 30

Subject C 10 16 30 7 12 30
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FIGURE 4 | Comparison between average CV evoked and average CV

model responses of Subject A to two different stimulation strengths in

wakefulness. In panels (A) and (B) the black dotted lines indicate the origin
while the error bars denote the standard error of the mean. (A) Average CV
evoked and average CV model responses of channels 1, 7, 4, and 11 with
1 mA current stimulation. (B) Average CV evoked and average CV model

responses of channels 1, 7, 4, and 11 with 5 mA current stimulation.
(C) Normalized mean-squared difference in each channel for 1 mA
stimulation. (D) Relative root mean-squared energy in each channel for 1 mA
stimulation. (E) Normalized mean-squared difference in each channel for
5 mA stimulation. (F) Relative root mean-squared energy in each channel for
5 mA stimulation.
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FIGURE 5 | Comparison between average CV evoked and average CV

model responses of Subject A to two different stimulation strengths in

sleep. In panels (A) and (B) the black dotted lines indicate the origin while
the error bars denote the standard error of the mean. (A) Average CV evoked
and average CV model responses of channels 1, 7, 4, and 11 with 1 mA
current stimulation. (B) Average CV evoked and average CV model responses

of channels 1, 7, 4, and 11 with 5 mA current stimulation. (C) Normalized
mean-squared difference in each channel for 1 mA stimulation. (D) Relative
root mean-squared energy in each channel for 1 mA stimulation.
(E) Normalized mean-squared difference in each channel for 5 mA
stimulation. (F) Relative root mean-squared energy in each channel for 5 mA
stimulation.

partitions. The average CV model response of the MVARX model
(blue dashed line) follows the dynamics of the average CV evoked
response (green solid line) in each channel, for both stimulus
amplitudes and a range of channel response levels. In contrast,

the average CV model response of the unconnected model (red
dashed dot line) only tracks the average CV evoked response in
channels with the largest amplitudes, even though the univari-
ate model is fit independently to each channel. In the figures,
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FIGURE 6 | Comparison between average CV evoked responses and

average CV model responses of Subject B with two different stimulating

locations in wakefulness. In panels (A) and (B) the black dotted lines
indicate the origin while the error bars denote the standard error of the mean.
(A) Average CV evoked and average CV model responses of channels 1, 3, 6,
and 8 when the stimulating channel is L1. (B) Average CV evoked and average

CV model responses of channels 1, 3, 6, and 8 when the stimulating channel
is L2. (C) Normalized mean-squared difference in each channel when the
stimulating channel is L1. (D) Relative root mean-squared energy in each
channel when the stimulating channel is L2. (E) Normalized mean-squared
difference in each channel when the stimulating channel is L1. (F) Relative
root mean-squared energy in each channel with the stimulating channel is L2.

error bars indicating one standard error are displayed every five
samples. Figures 4C–F summarize the model performance on a

channel-by-channel basis. Let yi,n(S) and ŷi,n(�, S) be the aver-
age CV evoked response and average CV model response at time
n in the i-th channel. Figures 4C,E depict the normalized mean-
squared difference (NMSD) between the average CV evoked and
average CV model response for 1 and 5 mA stimulation, respec-
tively, where the NMSD in channel i is defined as

NMSD(i) =
∑N

n=1(yi,n(S) − ŷi,n(�, S))2

∑N
n=1 y2

i,n(S)
. (22)

Figures 4D,F depict the relative root mean-squared (RRMS)
energy for 1 and 5 mA stimulations, respectively, for each chan-
nel. The RRMS for channel i is defined as the ratio of the root
mean-squared energy in channel i to that of the channel with the
largest root mean-squared energy. More precisely,

RRMS(i) =
√∑N

n=1 y2
i,n(S)

max
i′=1,...,d

√∑N
n=1 y2

i′,n(S)

. (23)

The unconnected model only gives comparable NMSD to that of
full model in channel 11, which has the largest energy. The dif-
ference between the MVARX model and the unconnected model
in terms of per-channel NMSD is less significant for the 1 mA
stimulation, than for the 5 mA stimulation.

Figures 5A,B depict the average CV evoked and average CV
model responses for Subject A during NREM sleep with current

stimulation of 1 and 5 mA, respectively. The four traces, from
top to bottom, show the responses in channels 1, 7, 4, and 11,
respectively. Panels (C) and (E) depict the NMSD, while (D) and
(E) depict RRMS for 1 and 5 mA stimulation, respectively, as a
function of channel.

The average CV evoked responses and the average CV model
responses in wakefulness for Subject B, with two different stimu-
lating sites L1 and L2, and both with current stimulus of 5 mA, are
shown in panels (A) and (B) of Figure 6. The four traces, from top
to bottom, depict the responses in channels 1, 3, 6, and 8, respec-
tively. The difference between the two stimulating sites lies mainly
in channels with smaller energy, i.e., channels 1, 3, and 6. Panels
(C) and (E) depict NMSD in each channel when the stimulating
channel is L1 and L2, respectively. Panels (D) and (F) show the
RRMS in each channel.

Define the normalized mean-squared response difference
(NMRD) over all channels as the ratio of the NMRD to the
mean-squared average CV evoked response. That is,

NMRD =
∑N

n=1 ||yn(S) − ŷn(�, S)||22∑N
n=1 ||yn(S)||22

. (24)

Figure 7 depicts NMRD of the MVARX models for all five
data sets considered. Generally the MVARX models captures the
dynamics in average evoked response reasonably well with NMRD
no larger than 0.25.

4.3. ONE-STEP PREDICTION MODEL PERFORMANCE
The ability of the model to predict the present recorded value of
the data given past recordings reflects a different attribute than
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FIGURE 7 | Normalized mean-squared response difference [see

Equation (24)] in each dataset.
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FIGURE 8 | Comparison between recorded signal and one-step

prediction of Subject B when the stimulating site is L2. 1.5 s
pre-stimulus is shown followed by two-and-a-half epochs of evoked data.
The black dotted lines in the panels indicate the origin. The model is
estimated from data beginning with the fourth epoch. (A) Wake recorded
and predicted signals in channels 1, 3, 6, and 8 ordered from top to bottom.
(B) Non-REM sleep recorded and predicted signals in channels 1, 3, 6, and
8 ordered from top to bottom.

the modeling of the average evoked response. One-step prediction
performance indicates the model’s ability to follow spontaneous

fluctuations in the data. Figure 8 compares the recording y
(j)
n and

one-step prediction ŷ
(j)
n (�) of the signals recorded from Subject

B for 1.5 s of pre-stimulus data followed by two and a half epochs
of evoked data, when the stimulating site is L2. The models used
to perform prediction in Figure 8 are trained from data excluding
the data plotted. Panels (A) and (B) shows the signals in wake-
fulness and sleep, respectively. Similar results are obtained for the
other epochs, subjects, and conditions. The traces show the sig-
nals in channels 1, 3, 6, and 8, respectively. These results indicate
that the MVARX model performs accurate one-step prediction in
wakefulness and sleep and for both pre-stimulus and evoked data
segments.

Define the normalized mean-squared one-step (NMSE) pre-
diction error as the ratio of the mean-squared prediction error
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FIGURE 9 | Normalized mean-squared one-step prediction error [see

Equation (25)] in each dataset.
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FIGURE 10 | Exogenous input filters B for each channel as a function of

time. The identical colormap is used for each row. (A) Subject A wake,
1 mA. (B) Subject A sleep, 1 mA. (C) Subject A wake, 5 mA. (D) Subject A
sleep, 5 mA. (E) Subject B wake, stimulation site L1. (F) Subject B sleep,
stimulation site L1. (G) Subject B wake, stimulation site L2. (H) Subject B
sleep, stimulation site L2. (I) Subject C wake. (J) Subject C sleep.

over the samples to the mean-squared energy. That is,

NMSE =
1

J(N−n0)

∑J
j=1

∑N
n=n0+1 ||y(j)

n − ŷ
(j)
n (�)||22

1
JN

∑J
j=1

∑N
n=1 ||y(j)

n ||22
. (25)

As a reference, the NMSE of the model � = 0 is approximately
1. The bar diagrams in Figure 9 show the NMSE of the MVARX
models for all five datasets considered. Overall, our models give
NMSE less than 0.06 for one-step prediction of the recordings and
less than 0.02 in seven of the ten data sets studied.

4.4. B MATRICES
Figure 10 depicts the exogenous input filters B matrices estimated
for all 10 datasets as color plots. The i-th row of each matrix
represents the FIR filter coefficients representing the path from
the stimulus site to the i-th channel. Hence, rows with greater
extremes of color have the strongest paths from the stimulus site.
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5. APPLICATION TO CONSCIOUSNESS ASSESSMENT
Numerous network characteristics can be obtained from an
MVARX model. For example, graphs with partially directed
coherence or conditional Granger causality as edges can be
obtained by computing partially directed coherence or condi-
tional Granger causality from the MVARX parameters. In this sec-
tion we demonstrate the application of the model to assessment
of consciousness by measuring the integrated information of the
estimated MVARX model. The integrated information theory
(Tononi, 2004, 2008, 2010) starts from two self-evident axioms
about consciousness: every experience is one out of many and
generates information because it differs in its own way from the
large repertoire of alternative experiences; and every experience
is one, that is, integrated, because it cannot be decomposed into
independent parts. The theory formalizes these notions by postu-
lating that a physical system generates information by reducing
uncertainty about which previous states could have caused its
present state, and that this information is integrated to the extent
that it cannot be partitioned into the information generated by
parts of the system taken independently. The theory predicts that
integrated information in wakefulness is higher than that in sleep.
Integrated information can be measured rigorously in models
such as the MVARX model presented here. The integration of
information is captured by A and Q in the MVARX model—B
only indicates how stimulation enters the network. In this sec-
tion we contrast integrated information in wakefulness and sleep
using a variation on the procedure introduced in Barrett and Seth
(2011) for obtaining a bipartition approximation to integrated
information in MVAR systems. Our variation is based on use of
“effective information” (Kullback–Leibler divergence) (Balduzzi
and Tononi, 2008) in place of the difference in mutual informa-
tion and ensures that integrated information is always positive
(Cover and Thomas, 2006).

Suppose yn describes a stable MVAR(p) process:

yn =
p∑

i = 1

Aiyn−i + wn, (26)

where wn are i.i.d. zero-mean Gaussian noise vectors with covari-
ance Q. Then the MVAR(p) process is wide sense stationary and
yn ∼ N (0, �(y)) with �(y) = E{ynyT

n }. Given that the state at
time n, yn = y, the conditional distribution of the state τ samples
prior to sample n, yn−τ , follows

yn−τ |(yn = y) ∼ N (�τ (y)�(y)−1y, �(yn−τ |yn)) (27)

where �τ (y) = E{yn−τ yT
n } and

�(yn−τ |yn) = �(y) − �τ (y)�(y)−1�τ (y)T . (28)

Given A and Q, the matrices �(y) and �τ (y) for τ = 1, . . . , ρ,
with ρ ≥ p − 1, are computed as described in Barrett and Seth
(2011).

Let the set of the channels be S = {1, 2, . . . , d}. A bipar-
titon B = {M1, M2}, divides the channels into two mutually
non-overlapping and non-empty sub-networks, S = M1 ⋃

M2.

Denote two sub-systems m1
n and m2

n within which are the mea-
surements in the channels corresponding to the elements in M1

and M2 at time n, respectively. Given �(y) and �τ (y), we have
�(mi) = [�(y)]Mi,Mi and �τ (mi) = [�τ (y)]Mi,Mi , for i = 1, 2.
Hence, given the present state, the conditional distribution of the
sub-system i at τ samples into the past is given by mi

n−τ |(mi
n =

mi) ∼ N (�τ (mi)�(mi)−1mi,�(mi
n−τ |mi

n)), for i = 1, 2, where

�(mi
n−τ |mi

n) = �(mi) − �τ (mi)�(mi)−1�τ (mi)T .
Define the effective information for the system y over a lag of τ

samples under partition B as [see Barrett and Seth (2011), (0.32)]

ϕ(y; τ,B) = 1

2

[
− log2

(
det(�(yn−τ |yn))

)

+
2∑

i = 1

log2

(
det(�(mi

n−τ |mi
n))

)]
bits. (29)

The effective information is the Kullback–Leibler divergence
between a system consisting of two mutually independent sub-
systems m1

n and m2
n and the system yn. The integrated informa-

tion measured at a time difference of τ is defined as

φ(y; τ) = ϕ(y; τ,BMIB) (30)

where the minimum information bipartion (MIB) is defined as

BMIB = arg min
B

(
ϕ(y; τ,B)

K2(B)

)
(31)

with
K2(B) = min(H(m1

n), H(m2
n)) (32)

and the differential entropy of mi
n, H(mi

n) is given by

H(mi
n) = 1

2
log2

(
(2πe)|Mi| det(�(mi))

)
. (33)

Figure 11 depicts the integrated information of Subject A
for stimulus of 5 mA, as the time difference τ varies from 10
to 300 ms. The integrated information in wakefulness is higher
than that in sleep. In both wakefulness and sleep, the integrated
information increases until the time difference is approximately
100 ms and then remains approximately constant. We further
used the CV procedures described in section 3.3 to study the dif-
ference between integrated information in wakefulness and sleep.
Specifically, we estimated a model from the training set of each
CV partition and compute integrated information for each CV
partition. This provides M different estimates of integrated infor-
mation for each data set, where M is the number of CV partitions.
We compare the maximum values of the estimates of integrated
information for each CV partition in wakefulness and sleep using
the Wilcoxon rank sum test, which tests the null (H0) hypothe-
sis that the measured maximum integrated information values in
wakefulness and sleep for all CV partitions are samples from con-
tinuous distributions with equal medians, against H1 that they
are not. The p-values of the rank sum test for each conditions are
shown in Table 3. With the exception of Subject C, all of the cases
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FIGURE 11 | Integrated information of Subject A, when the stimulation

current is of 5 mA.

have p-values below 0.05, and Subject C is only slightly above 0.05.
Figure 12 depicts the average maximum value of integrated infor-
mation and average time delay τ at which the maximum value is
achieved, where the averaging is done across CV results, and error
bars indicates one standard error.

6. DISCUSSION
The results demonstrate the effectiveness of the MVARX model
for intracerebral electrical stimulation data. Excellent agreement
between measured and modeled evoked responses is found across
channels, two stimulus amplitudes, vigilance states, stimulus sites,
and subjects (Figures 4–7). One-step prediction is used to show
that the MVARX model also accurately captures the spontaneous
fluctuations in the measured signals (Figures 8 and 9). We con-
trast the MVARX models with a series of univariate ARX models,
one for each channel, to illustrate the importance of account-
ing for the interaction between cortical signals (Figures 4–6).
In some channels for some subjects/conditions the univariate
ARX model describes the evoked response as well as the MVARX
model. However, in general modeling interactions between cor-
tical signals is necessary to capture the measured response. For
example, in Figure 4B the univariate model fails to model the
responses in channels 1, 4, and 7 beyond 200 ms after the
stimulation.

The MVARX model explicitly represents both evoked and
spontaneous (or background) brain activity using a determinis-
tic input term to capture the effect of stimuli and a random input
term to generate spontaneous activity. Stimuli generally give rise
to a non-zero mean component in the response that varies with
time, i.e., is non-stationary. Conventional approaches to MVAR
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FIGURE 12 | (A) Average maximum values of integrated information with
error bars indicating one standard error. (B) Average lag at which maximum
integrated information is achieved, with error bars indicating one standard
error.

modeling of cortical event-related potentials (e.g., Ding et al.,
2000), subtract the ensemble mean of the data before processing
to avoid the negative effects of the non-stationary mean on the
MVAR model. However, subtraction of the ensemble mean sig-
nificantly reduces the SNR of the data and is not necessary if
the exogenous input is properly accounted for in the modeling
procedure.

The effect of the stimulus on each recording channel is
addressed by applying a separate filter in each channel to the
stimulus signal. The filter coefficients are estimated jointly with
the autoregressive model parameters from the measured evoked
data. This approach accounts for the generally unknown and
different characteristics of the transmission paths from the stim-
ulation to each measurement site. The length of the filters [�
samples in Equation (5)] should be limited based on physiological
expectations for the stimulus paradigm. Indeed, the autoregres-
sive coefficients Ai and filters bi are estimated simultaneously and

the evoked response (y
(j)
n,e in Equation (8)) is often much larger

than the spontaneous component [y
(j)
n,s in Equation (7)]. If � is

set equal to the duration of one epoch of y
(j)
n,e, then it is possible to

perfectly model y
(j)
n,e using only the bi while setting the Ai = 0. We

have shown that the MVARX models are capable of characterizing
yn,s by one-step prediction of data not used to estimate the model
(see Figure 8). Moreover, the model describes the dynamics in
yn,e, as was shown in Figures 4–6.

In order to define a practical value for � we refer to previ-
ous electrophysiological studies on intracerebral evoked poten-
tials (Matsumoto et al., 2004, 2007, 2012). In these studies
Matsumoto and colleagues thoroughly discussed the possible

Table 3 | p-values of the Wilcoxon rank sum test of whether integrated information in wakefulness and sleep are different.

Subject A, 1 mA Subject A, 5 mA Subject B, L1 Subject B, L2 Subject C

p-value 3.18e-4 0.0012 2.06e-4 0.0068 0.0553
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generator mechanisms of intracerebral potentials evoked by direct
electrical stimulation. In all of these studies it has been shown
that the duration of the “purely evoked” response expires within
100 ms. Based on these results and our 100 Hz sampling fre-
quency we set � = 10. The 100 ms value is also consistent with
our data. Indeed, the first 100 ms post-stimulus of the evoked
waveforms exhibit quite different character than later portions.
Typically the initial 100 ms of the measured response contain rel-
atively sharp, high frequency waveforms, while later portions of
the response have a smoother, lower frequency behavior. This
suggests two regimes in the modeling process. The exogenous
input filters account for the sharp initial response, as evident by
the filter impulse responses shown in Figure 10. Channels hav-
ing relatively large impulse response tend to rapidly transition
from negative to positive maxima over one or two samples, con-
sistent with the sharp features in the early portions of the evoked
response. These sharp inputs to the channels are smoothed by the
autoregressive component of the model to obtain the later por-
tions of the response. The filter responses depicted in Figure 10
decay to relatively small values by the 10-th lag (100 ms) and gen-
erally contain most of their energy in the first through sixth lags,
that is between 10 and 60 ms. This further supports the choice
of � = 10.

The energy transmission characteristics shown in Figure 10
are consistent with physiological expectations for modeling
stimulation of fibers of passage. There is general consistency
between wakefulness and sleep in all subjects (Figure 10, left
column vs. right column) even though the evoked responses
differ markedly (Figure 4 vs. Figure 5); channels with strong and
weak responses are the same in wakefulness and sleep, and the
shape of the responses in each channel are generally very similar.
The subtle differences between wakefulness and sleep may be
due to changes in neural excitability. Comparing 1 and 5 mA
stimulation in Subject A (Figures 10A,B and C,D) reveals that
channel 11 has the strongest response in both stimulation levels
and the strength of the response increases roughly by a factor
of 5, consistent with the factor of 5 change in the stimulation
level. This is because we used the trigger signal to represent the
exogenous input without adjusting its amplitude. However, the
shape of the response in channel 11 differs slightly, with the 5 mA
case having reduced latency by approximately 10 ms and a higher
frequency response reflected by the sharper, shorter duration of
the filter. This suggests that the higher stimulus level is associated
with a faster response. The two stimulation sites L1 and L2 in
Subject B (Figures 10E,F and G,H) both involve channels 8 and
4 as the strongest response, suggesting similar fibers of passage
are excited at the two sites. However, the overall gain differs by
a factor of 2 and the shape of the response in channel 8 and
4 differ, especially in wakefulness. Subject C (Figures 10I,J)
exhibits multiple channels with strong linkage to the
stimulus site.

Our MVARX approach assumes the dynamic interactions
between evoked and spontaneous cortical signals follow the
same model, that is, both evoked and spontaneous activity are
described by one set of Ai. The excellent one-step prediction per-
formance in the pre-stimulus interval of Figure 8 combined with
the high quality fitting of the evoked responses suggests this is a

reasonable assumption, at least for these particular data sets. This
approach also assumes that the measured signal is the sum of the
evoked and spontaneous activity.

The windowed median filtering procedure successfully elim-
inated the volume conduction artifact while limiting changes
to the measured signal to within ±20 ms of the stimulation.
The outlier detection strategy only eliminates epochs that have
significant deviation from the average evoked response. Both
of these strategies significantly improve model fidelity to the
measured data. Seven times as many outlier epochs were iden-
tified in sleep than in wakefulness, likely due to the presence
of occasional slow waves during an epoch. However, in seven
of the ten data sets we analyzed 28 or more of the 30 avail-
able epochs, which indicates our artifact detection procedure is
not overly aggressive. Subject A had the most outlier epochs
and in the worst case (5 mA, sleep) our procedure eliminated
8 of the possible 30 epochs. The CV strategy for choosing
MVAR model order is effective, as demonstrated by the fidelity
of the model evoked responses (Figures 4–7) and the ability
of the models to accurately perform one-step prediction on
pre-stimulus data (Figure 8). Outlier rejection helps the data
meet the stationarity assumption of the MVARX model. While
it is unlikely that the data are truly stationary, the accuracy
with which the model describes the data and the whiteness
of the residuals suggests that the stationarity assumption is
reasonable.

As a proof of concept application, we used the MVARX model
to assess changes in the level of information integration between
wakefulness and deep sleep in human subjects. Using a sim-
ple, bipartition approximation we found that, as predicted by
theoretical considerations (Tononi, 2004; Seth et al., 2008), inte-
grated information is higher in wakefulness than sleep for each
subject/condition, supporting the notion that integrated infor-
mation reflects the capacity for consciousness. We note that the
integrated information results presented here only apply to the
recordings analyzed. Analysis of the dependence of integrated
information on recording coverage is beyond the scope of this
paper. Our findings indicate that the human cerebral cortex is
better suited at information integration—being both functionally
specialized and functionally integrated—when awake and con-
scious. In contrast, when consciousness fades in deep sleep, the
parameters of the system change in such a way that informa-
tion integration is diminished, in line with theoretical predictions
(Tononi, 2004) and consistent with qualitative evidence obtained
from experiments employing transcranial magnetic stimulation
and high density EEG (Massimini et al., 2005). We also found
that the lag at which the maximum level of information integra-
tion is attained is consistently longer in sleep than wakefulness.
Maximum information integration in wakefulness occurred at
lags of 30–110 ms, while those in sleep were from 70 to 140 ms
longer, consistent with the increased low frequency activity
of sleep.
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Theta band power (4–8 Hz) in the scalp electroencephalogram (EEG) is thought to
be stronger during memory encoding for subsequently remembered items than for
forgotten items. According to simultaneous EEG-functional magnetic resonance imaging
(fMRI) measurements, the memory-dependent EEG theta is associated with multiple
regions of the brain. This suggests that the multiple regions cooperate with EEG theta
synchronization during successful memory encoding. However, a question still remains:
What kind of neural dynamic organizes such a memory-dependent global network? In this
study, the modulation of the EEG theta entrainment property during successful encoding
was hypothesized to lead to EEG theta synchronization among a distributed network.
Then, a transient response of EEG theta to a theta-band photic flicker with a short
duration was evaluated during memory encoding. In the results, flicker-induced EEG power
increased and decreased with a time constant of several hundred milliseconds following
the onset and the offset of the flicker, respectively. Importantly, the offset response of EEG
power was found to be significantly decreased during successful encoding. Moreover, the
offset response of the phase locking index was also found to associate with memory
performance. According to computational simulations, the results are interpreted as a
smaller time constant (i.e., faster response) of a driven harmonic oscillator rather than a
change in the spontaneous oscillatory input. This suggests that the fast response of EEG
theta forms a global EEG theta network among memory-related regions during successful
encoding, and it contributes to a flexible formation of the network along the time course.

Keywords: subsequent memory paradigm, SSVEP, EEG oscillations, object-place binding, transient dynamics,

entrainment of rhythms, computer simulations

INTRODUCTION
The medial temporal lobe has been thought to play an essential
role in memory process of recent events (Scoville and Milner,
1957). More recently there is a consensus that the medial tem-
poral lobe, especially the hippocampus, is thought to manage the
episodic memory (O’Keefe and Nadel, 1978; Burgess et al., 2002;
Morris et al., 2003; Eichenbaum and Lipton, 2008), where the
episodic memory is declared by memory for personally experi-
enced events set in a spatial-temporal context (Tulving, 1983).
Neuroimaging studies have shown the association of the hip-
pocampus with experimental models of the episodic memory
such as object-location binding (Sommer et al., 2005), name-
face association (Sperling et al., 2003), and word memory in a
color-location context (Uncapher et al., 2006).

Theta band (4–8 Hz) power (Sederberg et al., 2003) and
coherence (Fell et al., 2006) of intracranial electroencephalogram
(EEG) in the medial temporal lobe are known to be stronger
during successful memory encoding. Rutishauser et al. (2010)
showed that phase locking of neuronal firing with local-field
potential (LFP) theta is associated with subsequent memory per-
formance. Scalp EEG theta is also found to be stronger during
encoding for subsequently remembered items than for forgotten

items (Klimesch et al., 1996; Weiss and Rappelsberger, 2000),
and such subsequent memory effect was also found during per-
formance of object-place associative memory (Summerfield and
Mangels, 2005; Sato and Yamaguchi, 2007). This evidence sug-
gests the existence of memory encoding processes associated with
the dynamics of EEG theta.

By using EEG-functional magnetic resonance imaging (fMRI)
simultaneous measurements, the authors showed that the
memory-dependent scalp EEG theta power during encoding
of the object-place associative memory correlated with blood-
oxygen-level-dependent (BOLD) responses in multiple regions of
the brain, including the anterior and posterior cingulate regions
and the parahippocampal region (Sato et al., 2009) The task
dependency of scalp EEG power-related regions is still under dis-
cussion; however, other EEG-fMRI studies have also shown that
memory-dependent EEG theta associates with functional net-
work consisting of multiple brain regions (Scheeringa et al., 2008;
Michels et al., 2010; Hanslmayr et al., 2011). These evidences
suggest that the multiple regions cooperate with EEG theta syn-
chronization during successful encoding. However, a question
still remains: What kind of memory-dependent neural dynamic
organizes such a global network?
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Neural entrainment is thought to be a key dynamic for forming
a synchronized network among multiple functional units. In this
dynamic, a coupling of two units having different oscillatory fre-
quency and phases can form a synchronized activity in both units
during a few oscillation cycles (Hoppensteadt, 1986; Izhikevich,
2007). The neural entrainment is also thought to be functional.
For example, orientation-selective neurons in the cat primary
visual cortex were shown to fire synchronously while receiving a
coherent visual stimulus and this synchronization is expected to
represent perceptual grouping (Gray et al., 1989). Motoneurons
in the lamprey spinal cord are also thought to produce a regu-
lar locomotion pattern by using entrainment dynamic (Grillner,
2003). EEG is considered to reflect neural mass activity, and its
temporal evolution was modeled with neuronal oscillators where
the interaction of multiple regions was shown to result in a phase-
locked oscillation between them (Jansen and Rit, 1995; David and
Friston, 2003; David et al., 2005). Thus, the dynamic of the neural
entrainment is expected to from an EEG synchronized network
among distributed regions.

Here that the modulation of the EEG theta entrainment prop-
erty during successful encoding was hypothesized to lead to a
formation of an EEG theta synchronized network. To evaluate
this hypothesis, a repetitive photic flicker in the theta band was
used. The flicker is known to induce EEG predominantly in the
occipital region at a specific frequency band given by the flicker
(Herrmann, 2001), and the theta-band flicker induces EEG theta
that can probe an EEG theta network indexed by temporal evo-
lution of EEG against the flicker. Steady-state of visually evoked
potentials (SSVEPs) elicited by the flicker was shown to corre-
late with visual perception (Srinivasan et al., 1999; Müller et al.,
2003; Ellis et al., 2006; Kim et al., 2007; Parkkonen et al., 2008).
On the other hand, for the current purpose, a transient response
of EEG to the flicker is thought to be more important, as in this
analogy of a driven harmonic oscillator; the time constant of the
transient response is a function of the oscillator’s intrinsic param-
eter, but its amplitude can be a function of the intensity of the
external stimuli (See also section Theoretical Interpretation in
Discussion). In experiments, the transient response of EEG to the
flicker is known to reach a plateau in several oscillation cycles
after the onset and the offset of the flicker (Harada et al., 1991;
Müller et al., 1998). Müller et al. (1998) reported that a delay
of the induced EEG power correlates with the attentional state
of the subjects, but there is no report of a memory-dependent
modulation of the transient response in the induced EEG.

The memory-dependent EEG is expected to be modulated by
photic flicker with the following considerations. First, the flicker-
induced EEG was found in the fronto-central region in addition
to the occipital region (Harada et al., 1991; Silberstein et al.,
2001; Ellis et al., 2006) in which region the subsequent mem-
ory effect was also observed (Klimesch et al., 1996; Weiss and
Rappelsberger, 2000; Summerfield and Mangels, 2005; Sato and
Yamaguchi, 2007). Second, a computer simulation of cortical
network by the author predicted a possible interaction between
flicker-induced EEG in the occipital region and pacemaker-driven
EEG in the medial temporal lobe and that can be detected by
scalp EEG in the frontal region (Sato, 2013). Third, the applica-
tion of alpha-band flicker during memory encoding was shown to

enhance subsequent memory recall (Williams, 2001). The flicker’s
frequency enhancing memory recall appeared specific within the
alpha-band, thus the induced EEG itself was thought to influence
the memory process, rather than that the flicker enhanced alert to
visual stimuli.

In this study, a transient response of EEG to a short-duration
photic flicker in the theta band was investigated during encod-
ing, in relationship to subsequent recall. An object-place memory
task in a virtual environment proposed by King et al. (2002) was
used with a small modification where a subject with the damage
in the hippocampus was shown to have difficulty performing the
task. By using the object-place associative memory task, multiple
regions including the hippocampus are expected to be activated
during the encoding, and the theta-band flicker is expected to
probe EEG theta dynamic in the functional network. When the
EEG theta network is formed through neural entrainment among
these regions, the transient response of EEG to the theta-band
flicker should be a function of subsequent recall.

MATERIALS AND METHODS
SUBJECTS
Sixteen participants with a mean age of 21.2 years (ranging
from 20 to 23 years; 9 males) took part in the experiment.
They showed no signs of neurological or psychiatric disorders
and gave informed consent. All subjects were explicitly informed
that flicker stimulation might lead to seizures in epileptics and
reported that they had ever suffered from epilepsy. The proto-
col was approved by the Ethics Committee in Future University
Hakodate.

STIMULI
Snapshots of a virtual reality environment were presented on a
21-inch CRT monitor (Sony, CPD-G520) set to a 85-Hz refresh
rate. Each snapshot was presented as 576 × 380 pixels (sub-
tended 15.2 × 10◦) against a gray background. A flicker was
produced by five brief blinks of the snapshot at 7.08 Hz (= 1/12
frames−1), where each blink consisted of the entire snapshot
becoming the background color with a duration of 47.1 ms (= 4
frames). During encoding, the five brief blinks were given twice,
at 0.28 and 1.70 s after the stimulus onset.

The virtual environment was depicted as an 8 × 6 m square
room implemented by using Simlink 3D Animation (MathWorks,
USA). All sides of the room were surrounded by walls with direc-
tional cues consisting of a white-board, two doors and three
windows. At the center of the room, a 2 × 2 m square table of a
0.6 m height was placed, on which an 5 × 5 array of filled-gray
circular placeholders were presented. Objects that were put on
placeholders were determined by natural packages such as bottles
and containers (Dosch 3D, Dosch Design, Germany). By chang-
ing colors of the objects, each unique object appeared only once
throughout the experiment. A viewer of height 1.5 m was dis-
placed 2.5 m from the table, and its angular position was given
by one of nine positions against a direction of the white board
(0, 22.5, 67.5, 112.5, 157.5, 202.5, 247.5, 292.5, and 337.5◦).
Viewing direction of the viewer was to the head of the table.
Before the measurement, all participants were familiarized with
the environment by performing a voluntary-viewing task where
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the participants could continuously move the viewer in the envi-
ronment around the table and change its viewing direction by
pressing buttons on a keyboard.

PROCEDURE
Each participant performed 30 task-trials consisting of instruc-
tion, encoding, and test phases (Figure 1). At the beginning of the
instruction, the viewer’s location in the environment was always
given by an angular position of 0◦. One of the remaining eight
angular positions was marked and then the viewer immediately
moved to the marker position. This instruction allowed the par-
ticipants to easily imagine where the viewer was located in the
room. During encoding, four objects were placed on different

FIGURE 1 | Working memory task. Each trial consists of instruction,
encoding, and test phases. At the beginning of the trial, a starting viewing
position in the environment was stated to the subject. Then, four snapshots
viewed from the instructed position, including different objects located at
different placeholders on the table, were presented for 3.1 s each. Two of
the four snapshots were presented with flicker. The participants were asked
to remember each object’s location. During the test phase, the memory of
each object’s location was tested from a different viewing position by using
a snapshot including the original object at the original location and four foils
of identical objects at different locations. The participants were asked to
report the correct object’s location by using a keyboard.

randomly chosen placeholders. At the beginning of encoding, the
participants were asked to focus on a fixation point at the center
of the display. Then, each of the four objects was shown succes-
sively for 3.1 s each with an inter-stimulus interval of 1.5 s. Among
them, a randomly selected two out of four were presented with the
flicker procedure (“Flicker condition”) and the others remained
without the flicker (“Constant condition”). The participants were
asked to remember locations of each object. During the test, the
memories for the locations of the objects were sequentially tested
from a different viewpoint. At the beginning of the test, angular
position of the viewer was immediately shifted 120 or 240◦ from
the position during encoding. After a 5-s pause, the object at the
original location and four identical objects at foil locations were
presented. The placeholders under the five objects were differently
colored. The participants were asked to press a colored key on the
keyboard corresponding to the color of the correct placeholder of
the original object within 7 s.

EEG RECORDING AND ANALYSIS
EEG signals were acquired using a BrainVision amplifier
(BrainProducts, Germany). The Ag/AgCl electrodes provided
26 EEG channels (a 10% standard system without Fp1 and
Fp2) and four electro-oculography (EOG) channels. EEG data
(0.01–100 Hz bandpass, 500 Hz sampling rate) were referenced to
an FCz electrode during measurement and re-referenced to linked
earlobes for analysis.

Ocular artifacts in EEG were corrected by using a regression
subtraction method (Croft and Barry, 2000). Data segments of
500 ms during horizontal and vertical saccades were collected
from the original data by eye inspection (300–650 segments),
then regression coefficients between each EEG signal and hori-
zontal and vertical EOGs were calculated by using the collected
data. The topographic pattern of the coefficients at each electrode
was checked by eye to be smoothly distributed over the scalp, in
the range of 0–0.3 for vertical EOG and −0.3 to 0.3 for horizon-
tal EOG. Then, the fixed regression coefficients were applied to
a linear subtraction of the EOG data from the EEG data for all
time-points.

Instantaneous frequency-energy characteristics at the flicker’s
frequency (7.08 Hz) for the corrected EEG data were analyzed
with the Morlet wavelet transformation (width = 5; Tallon-
Baudry et al., 1997). The wavelet log power during encoding
in each trial that were subsequently recalled (“Hit”) or those
that were not recalled (“Miss”) were compared by using a two-
sample t-test. These comparisons were made separately for each
electrode, each time point, and then averaged across all partic-
ipants by using the inverse normal method (Lazar et al., 2002).
The statistical level was corrected by using a surrogate procedure
and false discovery rate (FDR) control. In the surrogate pro-
cedure, t-tests were performed to 1000 randomly shuffled data
with trials for individual subjects and the statistical level was
given by empirical distribution of 1000 averaged t-values across
subjects. This procedure was used for the correction against the
multicollinearly caused by the intercorrelation of the analytic
window in the wavelet analysis. Multiple comparisons among the
number of electrodes were corrected by using the FDR control
(q = 0.05).
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Phase locking of the wavelet phase during encoding was also
evaluated by using a two-sample test for angular dispersion (Zar,
2009) compared between wavelet phases in the Hit trials and
those in the Miss trials. In the calculation, wavelet phases of all
n trials including both conditions at each electrode, c, and each
time point, t, ac

t (k)(k = 1, 2, . . . , n), was transformed to angu-

lar distances from a mean angle āc
t = arg

(
n∑

k = 1
eiac

t (k)

)
as dc

t (k) =
|ac

t(k) − āc
t | (ranged 0 ∼ π), where the function arg(z) denotes

the argument of a complex number z, and i denotes the imagi-
nary unit. Then, angular distances in the Hit trials and those in the
Miss trials were compared by using a two-tailed Mann-Whitney
test. These comparisons were made separately for each electrode,
each time point, and then averaged across all participants by using
the inverse normal method. The statistical level was corrected by
using a surrogate procedure and FDR control (q = 0.05).

Further, to evaluate possible influences of ocular artifact resid-
uals, a clustering analysis was performed to show the interaction
of temporal evolutions of wavelet phases at each electrode. First,
the difference of mean wavelet phase in the Hit trials, āc

t , along
with that in the Miss trials, b̄c

t , pc
t = āc

t − b̄c
t , was calculated for

each electrode, c, and each time point, t. The value was also used
for display purposes. Then, the distance of temporal evolution of
phase differences in two electrodes, (pc1

t , pc2
t ) with time point, t,

at each theta cycle (t = kT, k = 1, . . . , M), was given by:

dc1c2 = |1 − rc1c2 |

where t denotes a theta cycle and rc1c2 is an angular-angular
correlation (Zar, 2009) given by,

rc1c2 =
∑M−1

k = 1

∑M
l = k + 1 sin (pc1

kT − pc1
lT) sin (pc2

kT − pc2
lT)√∑M − 1

k = 1

∑M
l = k + 1 sin2

(
pc1

kT − pc1
lT

)
∑M − 1

k = 1

∑M
l = k + 1 sin2 (

pc2
kT − pc2

lT

)
.

Base on this distance metric, temporal evolution of phase differ-
ences in all electrodes was clustered by using a traditional Ward’s
method (Everitt et al., 2001).

RESULTS
TASK PERFORMANCE
All of the participants except for one showed a significant hit
rate of recall for objects’ locations [mean hit rate = 59.4%
(chance level = 25%), Z = 41.8, p < 0.001]. All of the partici-
pants showed no significant difference between hit rate in the
Flicker condition and that in the Constant condition (Z = 1.28,
n.s.). This result is contrast with the evidence by Williams (2001)
where the alpha-band flicker was shown to enhance subsequent
memory recall. No participants reported any discomfort related
to the flicker. The data of the one participant showing a hit rate
below the chance level were excluded in the following analysis.

EEG POWER DURING CONSTANT CONDITION
Figure 2 displays the topographical pattern of the subsequent
memory effect of each frequency power during the Constant

FIGURE 2 | Subsequently-recall related EEG power. Topographical maps
showing average p-values comparing EEG power during encoding of
subsequently recalled items (“Hit” condition) with that of not recalled
items (“Miss” condition). Each point represents the electrode locations, in
which the color indicates the change: red represents an increase in EEG
power (p < 0.05, uncorrected) and blue represents a decrease of EEG
power (p < 0.05, uncorrected). HEOG, horizontal electro-oculography;
L, left; R, right; VEOG, vertical electro-oculography.

condition, represented by p-value averaged across all partici-
pants (uncorrected for multiple comparison with electrodes). An
increase of EEG power was found at theta range of 7.1–8.5 Hz, in
the frontal region (with a maximum at the F3 electrode of 7.1 Hz,
p = 0.029, uncorrected) and an EEG power decrease was also
found in the alpha range of 11.3–14.9 Hz in the right temporal
region (with a maximum at T8 of 12.0 Hz, p = 0.016, uncor-
rected). These effects did not appear significant with FDR control.
However, these spectral patterns in relationship with subsequent
recall agree with previous reports (Weiss and Rappelsberger,
2000; Sato and Yamaguchi, 2007; Sato et al., 2009; Hanslmayr
et al., 2011).

TRANSIENT RESPONSE OF FLICKER-INDUCED EEG POWER
Figure 3A shows the temporal evolution of flicker-induced EEG
at an O2 electrode. Oscillation of the potential appears in rela-
tionship with the onset and the offset of the flicker, with a delay of
several hundred milliseconds. Temporal evolution of EEG wavelet
power at the flicker’s frequency (Figure 3B) shows a significant
increase during a period from the second theta cycle after the
onset of the flicker to the second theta cycle after the offset of
the flicker (p < 0.05, FDR controlled). Figure 3C shows a time-
frequency plot of average t-values comparing EEG power in the
Flicker condition and that in the Constant condition at the O2
electrode. A significant increase of EEG power was found at the
flicker’s frequency and its second harmonic. A significant decrease
of EEG power was also found at the alpha band. Importantly,
no significant increase of EEG power was found in the lower
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FIGURE 3 | Flicker-induced EEG. (A) Temporal evolution of EEG signal
during encoding at an O2 electrode averaged across all participants. Blue
and green indicate EEG signals in the Flicker and Constant conditions,
respectively. For display purposes, the EEG signals were band-passed
between 3 and 20 Hz by using a Butterworth filter. Triangles at the upper
part of the plot indicate timings of flicker. (B) Temporal evolution of EEG
power at the flicker’s frequency. Asterisks indicate significant difference of
EEG power in Flicker condition with that in Constant condition (p < 0.05).
(C) Time-frequency plot of average t-values comparing EEG power in Flicker
condition with that in Constant condition. Red represents significant
increase of EEG power and blue represents significant decrease of EEG
power. Green represents no significant difference. (D) Topographical maps
of average p-value at each cycle showing difference of EEG power in Flicker
condition with that in Constant condition. Red represents significant
increase of EEG power and blue denotes significant decrease of EEG
power (p < 0.05, FDR controlled). Direction of arrow at each electrode
location indicates a mean phase of EEG in Flicker condition against the
flicker timings.

frequency band and it suggests that residuals of ocular artifacts
did not dominate EEG power in the Flicker condition. The statis-
tical values in the first five and the latter five flickers appear sim-
ilarly across the time period; therefore these were averaged in the
following analysis. In individual analysis, data of two participants

did not show any significant increase in the flicker-induced EEG
power, hence these were excluded and data from the remaining
thirteen participants were used in the following analysis.

Figure 3D displays the topographical pattern of the flicker-
induced EEG power at each cycle represented by p-values aver-
aged across all participants. A significant increase of EEG power
was dominantly found in the occipital region and also found in
a widely distributed in other regions (p < 0.05, FDR controlled).
A significant decrease of EEG power was found in a widely dis-
tributed region after the flicker offset (p < 0.05, FDR controlled).
This effect of power decrease after flicker offset was also reported
with the use of a 10-Hz flicker (Harada et al., 1991).

On the other hand, mean EEG phases at each cycle and each
electrode, which are shown by the directions of arrows at each
electrode location in Figure 3D, did not appear uniformly over
the scalp. This suggests that the EEG at each electrode were locked
at different phases of the flicker. Neither volume conduction of the
occipital EEG nor contamination of a flicker-related activity in the
reference electrode are considered to be likely primary reasons for
the induced-EEG power widely distributed over the scalp.

SUBSEQUENT MEMORY EFFECT IN THE TRANSIENT RESPONSE
OF EEG POWER
The fronto-central region was found to show both the subse-
quently memory effect (Figure 3) and the flicker-induced EEG
power increase (Figure 4), thus the region was expected to
demonstrate a flicker-related subsequent memory effects. The
resign of interest was set to seven electrodes in the frontal region
(FC5, FC1, FC2, FC6, F3, Fz, and F4) and applied for the FDR
control in the following analysis. Figure 4A displays the topo-
graphical pattern of average p-values comparing EEG power in
the Hit condition to that in the Miss condition at each cycle.
The p-values out of the fronto-central region were shown for
visualization purpose by using the same significance level. No
significant increase of EEG power was found, while a significant
decrease of EEG power was found at the eighth cycle (the fourth
cycle after the flicker offset) in the frontal region (at F3 and F4
electrodes, p = 0.05, FDR controlled), but no significant increase
of EEG power was found. Decrease of EEG power in the cen-
tral region (at a Cz electrode) and the parietal region (at a Pz
electrode) were also shown in the figure. Figure 4B show tem-
poral evolutions of EEG power in the frontal region (at a F4
electrode). Interestingly, EEG power in the Hit condition was
found to quickly decrease below the baseline after the flicker off-
set, while that in the Miss condition tended to remain after the
flicker offset. This property also appeared similarly in the parietal
region (Figure 4C). On the other hand, it is difficult to find a clear
relationship between the mean EEG phase and the subsequent
memory effect in EEG power from the topographical pattern of
mean EEG phase in the Hit condition against that in the Miss
condition (Figure 4A).

SUBSEQUENT MEMORY EFFECTS IN THE TRANSIENT RESPONSE OF
EEG PHASE LOCKING
Figure 5A displays the topographical pattern of average p-values
comparing EEG phase locking in the Hit condition to that the in
the Miss condition at each cycle. No significant increase of phase
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FIGURE 4 | Subsequent recall-related flicker-induced EEG power.

(A) Topographical maps of average p-value at each cycle showing difference
between EEG power in the Hit condition and that in the Miss condition
(p < 0.05, FDR controlled). Direction of arrow at each electrode location
indicates a mean EEG phase in the Hit condition against that in the Miss
condition. (B,C) Temporal evolution of EEG power against a mean EEG
power in Constant condition averaged over all participants (at F4 and P4
electrodes). Blue and green represent EEG power in the Hit condition and
that in the Miss condition, respectively. Asterisks indicate significant
difference between EEG power in the Hit condition and that in the Miss
condition.

locking was found, while a significant decrease of phase locking
was found at the fifth-seventh and the tenth cycles after the flicker
onset in the frontal region (p < 0.05, FDR controlled). This indi-
cates that phase locking in the Hit condition after the flicker offset
(the fifth-seventh and the tenth cycles) is weaker than that in
the Miss condition. Temporal evolution of the average t-value in
the fronto-central region (at a FC6 electrode; Figure 5B) clearly
appears to decrease below the baseline after the flicker offset.
These results clearly show that the phase locking to the flicker
is quickly broken after the flicker offset in the Hit condition.
Moreover, the decrease of phase locking was found in more widely
distributed regions and the temporal evolution of the averaged
t-value in the parietal region (at a Pz electrode) appeared similar
to that in the fronto-central region.

CLUSTERING ANALYSIS FOR THE MEMORY-DEPENDENT TEMPORAL
EVOLUTION OF EEG PHASE
To evaluate possible influences of ocular artifact residuals, inter-
action of EEG signals in relationship with subsequent recall was
evaluated by using a hierarchical clustering analysis of temporal

FIGURE 5 | Subsequent recall-related EEG phase locking.

(A) Topographical maps of average p-values at each cycle showing
differences between EEG phase locking in the Hit condition and that in the
Miss condition. Direction of arrow at each electrode location indicates a
mean EEG phase in the Hit condition against that in the Miss condition.
(B,C) Temporal evolution of average t-values comparing phase locking in the
Hit condition with that in the Miss condition (at FC6 and Pz). Asterisks
indicate significant difference between phase locking in the Hit condition
and that in the Miss condition.

evolution of mean EEG phase in the Hit condition against that in
the Miss conditions, already shown in Figures 4A, 5A as arrows
at each electrode location. Figure 6A shows a result of the hier-
archical clustering of electrodes where the temporal evolution of
the phase is divided into four clusters. Figure 6B shows a topo-
graphical pattern of electrodes in each cluster. The electrodes
in the first cluster (shown by red) were located at the central
region and those in the second and the forth clustered (shown by
blue and green, respectively) were located to surround the cen-
tral region. The third cluster (shown by yellow) includes EOG
electrodes. Figure 6C shows temporal evolutions of mean EEG
phase in the Hit condition against that in the Miss condition in
each cluster. When a set of mean EEG phase of all electrode was
statistically analyzed at each cycle, the phase at the second and
the eighth cycles were found to be significantly different from 0◦
(one-sample test for mean angle, N = 28, p < 0.05, Bonferroni
corrected for the number of cycles). These results agree with the
subsequently memory effect in EEG power and phase locking
shown in Figures 4, 5. Among clusters, the first cluster appears
to correspond with the results of EEG power and phase locking in
terms of the topographical pattern and the temporal evolution of
the EEG phase.
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FIGURE 6 | Clustering analysis by using temporal evolution of EEG

phase. (A) Dendrogram showing resultant clusters of electrodes by using
temporal evolution of their mean EEG phase in the Hit condition against that
in the Miss condition. (B) Topographical map showing electrode locations in
each cluster. (C) Temporal evolution of mean EEG phase in the Hit condition

against that in the Miss condition in each cluster. Red, blue, yellow, green
indicate cluster 1, 2, 3, and 4, respectively. Asterisks indicate time periods in
which mean EEG phase in the Hit condition against that in the Miss condition
of all electrode showed significant difference from 0◦ (p < 0.05, Bonferroni
corrected).

DISCUSSION
The present results showed a memory-related transient response
of the EEG to a theta-band photic flicker. The flicker-induced
EEG power at the fronto-central region was found to quickly
decrease below the baseline after flicker offset during success-
ful encoding (Figure 5). A similar effect was also found in the
phase locking over the distributed region, which appeared to
quickly decrease after the flicker offset during successful encod-
ing (Figure 6). In addition, the clustering analysis of the temporal
evolution of the memory-dependent EEG phase at each electrode
showed a topographic pattern that was different from that of
the EOG electrodes (Figure 7). These results showed the tran-
sient response of the EEG to the flicker changes during successful
encoding. This modulation in the transient response is thought
to be implemented by the change in the entrainment property
of the EEG. The implication of these results will be discussed
below.

MEMORY-DEPENDENT TRANSIENT RESPONSE OF EEG TO THE
THETA-BAND FLICKER
Temporal evolution of the flicker-induced EEG after the onset and
the offset of the flicker are shown to appear in a duration of a
several hundred milliseconds (Harada et al., 1991; Müller et al.,
1998). Müller et al. (1998) reported that a delay in the induced
EEG power to the flicker onset correlates with the attentional
state of the participants, and this phenomenon was interpreted
as a visual pathway facilitation. On the other hand, in the current
results, the memory-dependent transient response of the flicker-
induced EEG after the flicker onset was found, but the transient
response after the flicker offset was more clearly observed. The
visual pathway facilitation most likely explains the faster response
after the flicker onset, but it does not directly associate with a
faster response after the flicker offset. Another interpretation is
necessary for the current results, and that will be discussed in the
next section by using computer simulation.
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FIGURE 7 | Computational simulation. (A) Temporal evolution of potentials
with different intensity of the input (α = 25, 50, and 100). (B) Temporal
evolution of potentials with different damping coefficient of oscillator
(γ = 0.15, 0.3, and 0.6). (C) The first model assuming a memo-dependent
oscillatory input in which phase is independent to the phase of the flicker.
(D) Simulation results of the first model showing averaged spectral power

and phase locking (N = 150, p < 0.05). Bold line indicates significant
difference between the Hit condition and the Miss condition. (E) The second
model assuming memory-dependent damping coefficient that is smaller
during successful encoding (the Hit condition: γ = 0.3, the Miss condition:
γ = 0.6). (F) Simulation results of the second model showing averaged
spectral power and phase locking (N = 150, p < 0.05).

SSVEP elicited by photic flicker during performance of the
memory task has been shown to associate with memory perfor-
mance (Silberstein et al., 2001; Ellis et al., 2006). However, in
the current results, the flicker-induced EEG after a few oscillation
cycles, which could include some components of SSVEP, was not

found to be memory-dependent. This could be explained by a
difference in data analysis. In the SSVEP analysis, more than
several flicker-induced potentials are usually averaged and that
produces a high signal-to-noise ratio (Regan, 1989). The short-
duration flicker used in this study does not produce a period for
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stable flicker-induced oscillations, while it does have an advantage
in reducing discomfort of the participants and, importantly, the
ability to probe transient responses of the EEG, which would be
different information from that in the SSVEP analysis.

Repetitive transcranial magnetic stimulation (rTMS) is also
a good tool to probe the temporal property of EEG dynamic
and further show the causality between brain waves and func-
tion (Thut and Miniussi, 2009). Johnson et al. (2010) compared
influences of rTMS and the photic flicker, and reported that the
influence of rTMS on an artifact-corrected EEG was subtle in
comparison to that of the photic flicker. This does not reject a
possible application of rTMS to probe neural entrainment in an
EEG theta synchronized network; however, the photic flicker is
thought to be a good tool for the current purpose.

THEORETICAL INTERPRETATION
The current results suggested that intrinsic modulation of EEG
theta dynamics associates with the successful memory encoding,
rather than that the flicker-induced EEG theta directly contributes
to the memory encoding. However, in the level of neuronal
dynamics, some possibilities remain for interpreting the current
results, i.e., enhancement of each theta-band phrasemaker in a
region and theta-band EEG resonance in the network can be
available for the interpretation. In this section, these possibilities
will be discussed by using a computational simulation.

Here a computational model of EEG is used to investigate what
change in model parameter can explain the current results. Many
models have been shown the contribution of theta-band dynam-
ics in synaptic plasticity (Jensen and Lisman, 1996; Hasselmo
et al., 2002; Sato and Yamaguchi, 2003), while the current model
is intended to phenomenologically evaluate temporal dynamics
of EEG without synaptic plasticity. Spontaneous EEG and event-
related potential has been modeled by neural mass oscillators
(Jansen and Rit, 1995; David and Friston, 2003; David et al.,
2005), while the temporal evolution of the flicker-induced EEG
can be phenomenologically modeled by a driven harmonic oscil-
lator, in which amplitude gradually follows to the onset and the
offset of a periodic driving input. The driven harmonic oscillator
is one of simplest models for describing oscillatory phenomena,
and it is used here to describe the current observation. The oscil-
lator is described by a second order differential equation given by,

d2x

dt2
+ 2γ

dx

dt
+ ω2x = I(t) + ε(t)

γ

with

I(t) =
{

αδ(t′) (t′ = 2πn
ω

, n = 1, . . . , 5)

0 (otherwise)

where x denotes the potential, γ denotes a damping coefficient,
ω denotes a constant for angular frequency, I(t) is a flicker
input with intensity of α, δ(t) is the delta function and ε(t) is
a Gaussian perturbation with variance 1. In the absence of the
input (I(t) = ε(t) = 0), the temporal evolution of the potential
becomes a damping oscillation given by,

x(t) ∼ X0 e−γt cos ωt

under a condition of x(0) = X0, dx(0)
dt = 0, and γ << ω. Note

that the time constant of the damping oscillation just depends
on the damping coefficient and is independent to the other
conditions.

To show the parameter dependency of the oscillator’s behav-
ior, here the temporal evolution of the potential was evaluated
without perturbation (ε(t) = 0). Figure 7A shows three temporal
evolutions of the potential for different intensities of the flicker
(α = 25, 50, and 100). The amplitude of the oscillation increases
for larger intensities of the flicker, while the time constant of
the oscillation appears constant. Figure 7B shows three tempo-
ral evolutions of the potential for different damping coefficients
(γ = 0.15, 0.3, and 0.6). In contrast with the above, the ampli-
tude of the oscillation appears constant, but the time constant of
the oscillation is faster for the smaller damping coefficient. These
results of the simulations suggest that the time constant of the
induced oscillation is a function of the damping coefficient, but
not a function of the intensity of the flicker.

The following two probable mechanisms were evaluated to
reproduce the current experimental observation. The first model
assumes a memory-dependent oscillatory input, in which fre-
quency is identical and phase is independent to the phase of the
flicker. When the oscillatory input is assumed to be strong during
successful encoding (Figure 7C), a re-entrainment of the poten-
tial to the oscillatory input is thought to result in a quick decrease
of the induced oscillation after the flicker offset. Figure 7D shows
averaged spectral power and phase locking of simulated data
(N = 150). In contrast to the experimental observation, the aver-
aged power appeared spontaneously large during the non-flicker
period. The phase locking during the non-flicker period also
appeared continuously weaker in addition to the weak phase lock-
ing just after the flicker offset. These results do not characterize
the experimental findings and some other mechanism should be
considered.

The second model assumes a smaller damping coefficient
during successful encoding that creates a faster response of the
induced EEG (Figure 7E). Figure 7F shows the result of averaged
spectral power and phase locking of simulated data (N = 150).
The significant negative difference in power and phase locking
were obtained after the flicker offset, as in the current experi-
mental result (see Figures 4, 5). In contrast to the experimental
results, the averaged spectral power after the flicker onset was
found to significantly increase. This asymmetric effect between
the onset and offset of the flicker is a nature of the harmonic oscil-
lator as demonstrated in Figure 7B. In the experimental results,
some changes during the flicker onset, such as ocular artifacts,
may be thought to disturb a statistical detection of that effect. On
the other hand, no significant change in the phase locking after
the flicker onset agrees with the experimental results. This is rea-
soned by a difficulty in statistical detection of that effect after the
flicker onset where variance of EEG phase before the flicker onset
is larger than that before the flicker offset. These results support
the modulation of the entrainment property during encoding
in relationship to subsequent recall. The neuronal mechanism
of the change in the damping coefficient is still unclear, but it
could associate with a strength of inhibition among a popula-
tion activity of interacting spontaneous oscillators (Sato, 2013).
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Here the transient response of EEG theta to a theta-
band photic flicker during memory encoding was demon-
strated to predict subsequently memory recall. i.e., EEG
theta was found quickly desynchronized after the offset of
the flicker during successful encoding. According to the
computational simulations, this is interpreted as a smaller
time constant (i.e., faster response) of a driven harmonic
oscillator during successful encoding. It suggests that the
fast response in EEG theta forms a global EEG theta

network among memory-related regions during successful
encoding.
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The interest in transcranial alternating current stimulation (tACS) has significantly increased
in the past decade. It has potential to modulate brain oscillations in a frequency specific
manner, offering the possibility to demonstrate a causal nature of oscillation behavior
relationships. TACS is a strong candidate as a tool for clinical applications, however, to
fulfill this potential, certain parameters have yet to be evaluated. First, little is known
about long-lasting after-effects of tACS with respect to the modulations of rhythmic brain
activity. Second, the power of endogenous brain oscillations might play a crucial role in the
efficacy of tACS. We hypothesize that the after-effects of tACS depend on the endogenous
power of oscillations. To this end, we modulated the power of endogenous occipital
alpha oscillations via tACS. In two experiments, participants either had their eyes open
or closed to keep endogenous alpha power either low or high while they were stimulated
for 20 min with their individual alpha frequency (IAF) and simultaneously performing a
vigilance task. After-effects on IAF power were evaluated over a course of 30 min with a
pre stimulation period serving as baseline. After-effects were strongly dependent on IAF
power. Enhanced IAF power was observed for at least 30 min after tACS under conditions
of low endogenous IAF power, whereas, IAF power could not be further enhanced by
tACS under conditions of high IAF power. The current study demonstrates, for the first
time, a long lasting effect after tACS on endogenous EEG power in the range of the
stimulation frequency. Additionally, we present conclusive evidence that the power of the
endogenous oscillations has a critical impact on tACS efficacy. Long lasting after-effects
foster the role of tACS as a tool for non-invasive brain stimulation and demonstrate the
potential for therapeutic application to reestablish the balance of altered brain oscillations.

Keywords: EEG, transcranial alternating current stimulation, tACS, alpha, brain state

INTRODUCTION
Brain oscillations play a crucial role in motor, perceptual,
and cognitive processes (Başar et al., 2001; Herrmann et al.,
2004; Buzsáki, 2006; Schroeder and Lakatos, 2009) and alter-
ations of these oscillations can be linked to psychiatric disorders
(Herrmann and Demiralp, 2005; Uhlhaas et al., 2008). Previous
experiments demonstrated associations by correlating behavior
and brain oscillations. However, non-invasive brain stimulation
techniques, combined with electroencephalography (EEG), offer
the possibility to demonstrate a causal relationship (for recent
reviews see: Thut et al., 2011a; Miniussi et al., 2012).

Oscillatory brain activity is evoked by neuronal network activ-
ity of different spatial scales (Buzsáki and Draguhn, 2004). These
oscillations, which manifest as changes of extracellular electric
fields, in turn, can serve as a feedback signal to structure the activ-
ity of the neurons that generated it (Fröhlich and McCormick,
2010). Transcranial electrical stimulation (TES) with weak sinu-
soidally varying currents is a non-invasive brain stimulation
technique that can mimick endogenous electric fields and is
thought to directly modulate ongoing oscillatory brain activity

as suggested by numerous studies (e.g., Marshall et al., 2006;
Antal et al., 2008; Kanai et al., 2008; Pogosyan et al., 2009; Zaehle
et al., 2010; Feurra et al., 2011; Neuling et al., 2012a; Polania
et al., 2012). Oscillating TES includes transcranial alternating cur-
rent stimulation (tACS) and tACS with a DC-offset as referred
to as oscillating transcranial direct current stimulation (otDCS),
see Herrmann., et al. (in revision, this issue) for an overview.
TACS/otDCS produces periodic changes of cortical excitability
over time with a specific frequency. As a consequence, the power
of the spontaneous brain activity in the range of the stimulation
frequency can be enhanced (Marshall et al., 2006; Zaehle et al.,
2010; Neuling et al., 2012a).

Although immediate after-effects on brain activity have been
demonstrated via EEG, the duration and contributing parameters
of these after-effects remain largely unknown. This knowledge
would provide not only a foundation for further neurosci-
entific studies on the causal relevance of brain oscillations,
but also for clinical applications to re-establish a balance in
altered brain oscillations (Kuo and Nitsche, 2012). Only by
determining the long term after-effects of tACS, it is possible
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to work toward a successful treatment of dysfunctional brain
oscillations.

It has been argued that only physiologically meaningful brain
rhythms can be entrained (Thut et al., 2011a). Based on this
view, brain rhythms can either be entrained depending on the
state (ongoing) or function (task-related) of the oscillations. With
regard to state, this means, for example, that sleep-like slow wave
oscillations can be entrained in sleep (Marshall et al., 2006) but
not in waking state (Bergmann et al., 2009) and stimulation in
the alpha rhythm is more effective in the dark compared to beta
stimulation, whereas it is opposite in light (Kanai et al., 2008).
Entrainment of functional rhythms includes the modulation of
task-related oscillations (Romei et al., 2010; Thut et al., 2011b;
Brignani et al., 2013). Although the current study focuses on the
state-dependency of physiological tACS after-effects, the results
are expected to generalize to task-related oscillations, as we assess
general properties of oscillations.

In the context of synchronization the problem is: “Under
which conditions the observed [. . . ] frequency of oscillations
in an externally periodically driven system will come into
coincidence with the frequency of the driving? Usually these
conditions are quantified in terms of the power and the mis-
match between the frequency of the external force and the
natural (internal) frequency of the oscillator” (Osipov et al.,
2007, pg. 35). This means that a neuronal network with strong
oscillatory power should not be as prone to a certain exter-
nal periodic force as a network with weaker oscillatory power.
In vitro experiments revealed that neuronal network activity can
be entrained by sinusoidal electric fields with an intensity sim-
ilar to that of the endogenous electric field of that network
(Fröhlich and McCormick, 2010). The same study also found that
entrainment works best if the external and internal frequency
match. It would be desirable to demonstrate this interaction of
the external and internal oscillation with tACS to contribute
to the understanding and feasibility of this brain stimulation
method.

The goal of this study was to discern for how long endoge-
nous brain oscillations are enhanced post tACS and how the
baseline power of the endogenous oscillations modulates this
effect. To this end, we conducted two experiments focusing on
the occipito-parietal alpha rhythm (8–12 Hz) that was recorded
via EEG. Participants either had their eyes closed or open (in
a dark room) while they received tACS with their individual
alpha frequency (IAF). Without any visual stimulation (closed
eyes), the endogenous alpha power is increased compared to
visual stimulation (open eyes) as already discovered by Berger
(1929). We hypothesize that this experimental modulation of
endogenous alpha power results in a weak after-effect of tACS on
endogenous alpha power when participants keep their eyes closed
and a comparatively strong after-effect if participants keep their
eyes open.

METHODS
Two experiments were conducted in which participants had their
eyes either closed (Experiment 1) or open (Experiment 2). Except
for participants, all materials and methods were the same for both
experiments.

PARTICIPANTS
Subjects gave written informed consent before participation.
Participants were university students and were paid for partici-
pation. All participants were medication-free at the time of the
experiments. They reported no hearing deficits, presence or his-
tory of epilepsy, neurological or psychiatric disorders, cognitive
impairments, intracranial metal or cochlear implants. All partici-
pants were right handed, according to the Edinburgh handedness
inventory (Oldfield, 1971). In a single blind study design, par-
ticipants were assigned to either experimental (stim) or control
group (sham). In a debriefing after the experiment, participants
were informed about the hypotheses and whether they belonged
to the stim or sham group. The experimental protocol was
approved by the ethics committee of the University of Oldenburg
and was conducted in accordance with the Declaration of
Helsinki.

Experiment 1: eyes closed
Twenty-four healthy, right-handed subjects participated in the
study. Four participants were excluded due to technical problems
which corrupted the EEG data. One participant was excluded
because the sensation threshold of the stimulation was as low as
0.1 mA. Nineteen subjects (12 female) with an age of 22.9 ± 0.8
(mean ± standard error of the mean, SEM) years were used
for data analysis. Stim and sham groups did not differ signif-
icantly in age (stim: 23.5 ± 1.4 years; sham: 22.3 ± 1.1 years;
independent t-test: t17 = 0.68, P = 0.51), gender (stim: 7 female;
sham: 5 female, χ2

1 = 0.43 (n = 19), P = 0.52), individual alpha
frequency (IAF) (stim: 9.9 ± 0.3 Hz; sham: 10.3 ± 0.3 Hz, inde-
pendent t-test: t17 = 1.01, P = 0.33), or threshold (see below)
(stim: 905 ± 122 μA; sham: 844 ± 35 μA, independent t-test:
t17 = 0.58, P = 0.57).

Experiment 2: eyes open
Thirty healthy, right-handed subjects participated in the study.
One participant reported in the post experiment interview that
he kept his eyes closed for most of the time. To take account of
other participants who might not have reported that they left
their eyes closed, we z-transformed the participant’s mean IAF
power in the post stimulation period. A high z-score indicates
that this value deviates from the distribution of the other val-
ues. All participants with a z-score higher than 1.65 (α < 0.05,
one-tailed) were rejected from further analyses. Twenty-two sub-
jects (12 female) with a mean age of 25.1 ± 0.6 years remained
for data analysis. Stim and sham group did not significantly differ
in age (stim: 24.2 ± 0.6 years; sham: 26.1 ± 1.1 years; indepen-
dent t-test: t20 = 1.53, P = 0.14), gender (stim: 5 female; sham: 7
female, χ2

1 = 0.73 (n = 22), P = 0.39), IAF (stim: 10.3 ± 0.2 Hz;
sham: 10.3 ± 0.5 Hz, independent t-test: t20 = 0, P = 1.00), and
threshold (see below) (stim: 877 ± 48 μA; sham: 1200 ± 154 μA,
independent t-test: t20 = 1.996, P = 0.06).

EEG
The experiments were performed in a dark room with the partici-
pants seated in a recliner. The EEG was measured from 25 sintered
Ag-AgCl electrodes mounted in an elastic cap (Easycap, Falk
Minow, Munich, Germany) with a standard 10–20 system layout,
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and vertical EOG, referenced to the nose. The ground electrode
was positioned on the forehead at Fpz. Electrode impedance
was kept below 10 k�. Signals were recorded using Brain Vision
Recorder (Brain Products GmbH, Gilching, Germany) with an
online low pass filter (250 Hz). When an electrode reached 70%
saturation, a DC reset was applied. Sampling rate was 500 Hz and
amplified in the range of ±3.2768 mV at a resolution of 0.1 μV.
Stimulus markers and EEG data were digitally stored on hard disk
for further offline analysis. No offline filters were applied.

ELECTRICAL STIMULATION
The tACS was applied via two surface conductive-rubber elec-
trodes (5 × 7 cm) enclosed in saline-soaked sponges (Neuroconn,
Ilmenau, Germany) centered at Cz and Oz underneath the EEG
recording cap (see Figure 2A). Stimulation electrode positions
were chosen in order to affect the occipital cortex (Figure 1).
The impedance was kept below 10 k�. An alternating, sinu-
soidal current at the IAF of each participant was applied using a
battery-operated stimulator system (Eldith, Neuroconn, Ilmenau,
Germany). The intensity of the sinusoidal current was adjusted
individually to the highest intensity at which the stimulation
was not noticed by the participants. To obtain this threshold, we
started with an intensity level of 1500 μA (peak-to-peak). If the
subject indicated no skin sensation or phosphene perception, we
increased the intensity in steps of 100 μA. As soon as the partici-
pant either indicated skin sensation or phosphene perception, we
decreased the intensity in steps of 100 μA. Each intensity step was
applied for approximately 20 s, without fade-in/out. The obtained
threshold level was used as stimulation intensity. The experimen-
tal group received 20 min of stimulation. In the beginning, and
at the end, the stimulation was faded-in and faded-out for 10 s.
In the control group, sham stimulation was applied. While all

FIGURE 1 | Current density distribution. Results of a finite-element
model simulation of tACS (Neuling et al., 2012a). Simulation electrodes are
centered at electrode positions Cz and Oz of the 10/20 system. Current
densities are highest in the posterior cortex.

other stimulation parameters were the same as in the experimen-
tal group, the control group received only 30 s of stimulation, a
procedure that has been used in previous studies (e.g., Polania
et al., 2012).

DESIGN
The experimental procedure is illustrated in Figure 2B. After the
EEG and TES electrodes were attached, the participant’s IAF was
estimated. Participants were asked to keep their eyes closed while
the spontaneous EEG was recorded for 90 s. Afterwards, raw EEG
data of electrode Pz was split into one-second segments. Segments
containing artefacts were rejected. A fast Fourier transforma-
tion (FFT) was performed on the first 50 artifact-free segments
and the resulting spectra were averaged. The power peak in the
alpha range (8–12 Hz) was considered as IAF and used as stim-
ulation frequency. Subsequently, the stimulation intensity was
determined. Now, the EEG was recorded for 5 min which served
as a baseline (pre-EEG), before tACS or sham stimulation was
applied for 20 min. Afterwards, the EEG was recorded for 30 min
(post-EEG).

During EEG recording, the subjects performed a simple audi-
tory detection task and were instructed to either close their
eyes (Experiment 1) or leave their eyes open (Experiment 2). In
Experiment 2, participants were asked to fixate on a cross that was
presented in the center of a computer screen. The auditory detec-
tion task was introduced to ensure vigilance during the course of
the experiment (Figure 2C). With an inter stimulus interval of 10
to 12 s a tone was presented for 500 ms via loudspeakers. In 80%
of the presentations this was a 500 Hz tone and in 20% of the pre-
sentations this was a 1000 Hz tone. Subjects were instructed to
press a button when the 1000 Hz tone was presented.

After the experiment, participants were at first asked to guess
if they were stimulated at all or perceived phosphenes during
the stimulation and were subsequently debriefed. Additionally, a
questionnaire assessed possible adverse effects.

QUESTIONNAIRE ON ADVERSE EFFECTS
To obtain possible adverse effects for tACS a translated version of
a questionnaire introduced by Brunoni et al. (2011) was used. The
following side-effects were inquired: headache, neck pain, scalp
pain, tingling, itching, burning sensation, skin redness, sleepi-
ness, trouble concentrating and acute mood change. Specifically,
participants were asked to indicate the intensity of the side-effect
(1, absent; 2, mild; 3, moderate; 4, severe) and if they attributed
the side-effect to the tACS (1, none; 2, remote; 3, possible; 4,
probable; 5, definite).

DATA ANALYSIS
Data analysis was performed using MATLAB R2012a (The
MathWorks Inc, Natick, MA, USA) and EEGLAB 11.0.4.3
(Delorme and Makeig, 2004). For statistical analysis, SPSS 20.0
(IBM Corp, Armonk, NY, USA) was used.

EEG data
Data analysis was conducted in accordance with the approach
introduced by Zaehle et al. (2010). The post-EEG was divided
into 10 epochs of 3 min each. Each of the data epochs (pre-EEG,
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FIGURE 2 | Experimental details. (A) Experimental setup: tACS
electrodes were centered at electrode positions Cz and Oz of the 10/20
system. Subjects were seated in front of a computer screen with a gray
fixation cross on a black background (Experiment 2). Auditory stimuli
were delivered through stereo speakers. (B) Sequence of the
experiment: at first, the participant’s IAF was obtained with their eyes
closed, before the thresholds for skin sensation and phosphene
perception were acquired. In the following 55 min, participants had to

perform a detection task with either closed (Experiment 1) or open eyes
(Experiment 2). In the first 5 min of this period, the EEG was recorded
(pre EEG) and served as a baseline. Subsequently, 20 min of stimulation
(tACS or sham) were applied. Afterwards, the EEG was recorded for
30 min (post EEG). (C) Detection task: every 10–12 s, a tone was
presented for 500 ms. 80% of those were standards (500 Hz) and 20%
were targets (1000 Hz). Subjects had to respond with a button press to
each presentation of the target stimulus.

10× post-EEG) from each participant was split into 180 one-
second segments. Segments containing artefacts (eye movements,
muscle activity), acoustical stimulation or a motor response were
rejected from further analysis. The first 120 segments of each data
set without artefacts were used for further analysis. After subtract-
ing the mean value of each segment to avoid DC distortion of
the spectra at 0 Hz, an FFT was applied on each segment and
the resulting 120 spectra for each data set were averaged. The
parieto-occipital electrode Pz was chosen for power analysis. To
evaluate power changes in the range of the IAF ± 2 Hz, the indi-
vidual mean spectral powers were calculated. In order to account
for individual differences, the power data were normalized to the
alpha-power of the pre-EEG measurement. To discern the speci-
ficity of the power changes, we additionally analyzed frequency
bands below (lower band, IAF −5 to −3 Hz) and above (upper
band, IAF +3 to +5 Hz) the IAF.

A recent study conducted by our group aimed to reveal differ-
ences in coherence before and after tACS (Strüber et al., under
revision). Therefore, we calculated changes of coherence in the
alpha-range (7.8–11.7 Hz). We computed the mean magnitude
squared coherence (Equation 1) between EEG electrodes P3 and
P4 in the pre-EEG, which served as a baseline.

Cxy(f ) = | Pxy(f ) |2
Pxx(f )Pyy(f )

(1)

The magnitude squared coherence (C) for a specific frequency
(f) is a function of the power spectral densities of two signals
x (P3) and y (P4) and the cross power spectral density of the
two signals (Pxy(f)). The coherence ranges between 0 (no coher-
ence) and 1 (perfect coherence). In order to account for individual
differences, the average coherence for each post-EEG epoch was
normalized to the individual coherence baseline.

For statistical analysis of the tACS after-effect, normalized
spectral power/ coherence was entered into a Two-Way analysis

of variance (ANOVA) with repeated measurements with between
subject factor group (2 levels) and within subject factor time (10
levels). In case Mauchly’s test detected violation of sphericity,
Greenhouse-Geisser corrected values are reported. This applies
for all ANOVAs conducted. To further elaborate on the dura-
tion of the power after-effect, we examined when the alpha-power
returned to baseline. Therefore, one sample t-tests against 1,
which represents the baseline alpha power, were conducted. This
means, if the mean of the relative alpha-power is 1 after stimu-
lation, the power does not differ from the baseline power and
the t-test against 1 is not significant. Bonferroni correction was
applied to account for multiple comparisons.

To discern whether or not alpha topographies after tACS dif-
fered between tACS and sham groups, we calculated Spearman’s
rank correlation coefficients between the relative IAF power
between tACS and sham groups for each electrode, whereby a
high correlation would indicate a similar topography. To assess,
whether or not an increase in IAF power from pre to post stimu-
lation was locally specific, we chose a subset of electrodes (frontal:
Fz, temporal: FT9/FT10, parietal: Pz) based on their position rela-
tive to the stimulation electrodes and entered the normalized IAF
power into a Two-Way ANOVA with repeated measurements with
between subject factor group (2 levels) and within subject factor
electrode (4 levels). For post-hoc analyses, Bonferroni corrected
2-sample t-tests (one-tailed) were applied.

Behavioral data
We analyzed the behavioral performance of the auditory detection
task for the pre-block, the stimulation-block and the post-block.
Reaction times exceeding 1500 ms were considered as misses and
excluded from further analysis. Furthermore, we calculated the
sensitivity index d’ (Wickens, 2001), the difference between the
z-transformed hit rate and the false alarms rate. In the stimula-
tion and post block, the same number of targets and standards
as presented in the pre block were randomly chosen. We entered
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the behavioral data into Two-Way ANOVAs with repeated mea-
surements with between subject factor group (2 levels) and within
subject factor block (3 levels).

QUESTIONNAIRE
To compare stim and sham group, individual responses for each
item were entered into a Mann–Whitney U test.

RESULTS
EXPERIMENT 1: EYES CLOSED
Debriefing
None of the participants indicated phosphenes during stimula-
tion. Twenty-six percent of the participants indicated that they
assumed to be stimulated. The judgments did not differ between
the stim and the sham group (stim: 20%, sham: 33%, χ2

1 = 0.15
(n = 19), P = 0.70). None of the responses on the items of the
questionnaire differed between stim and sham group (Mann–
Whitney U test: for all responses, p > 0.05).

Most common symptoms among the participants were
Sleepiness (89%) and Concentration (63%). Other common
symptoms were Headache (26%), Neck pain (26%), Scalp
pain (37%), Tingling (26%), and Itching (16%). Single sub-
jects indicated Burning sensation, Skin redness, and Acute
mood change. Qualitative analysis of the responses revealed
that participants did not attribute the adverse effects to the
tACS, but to the experimental setting (dark room; Headache,
Sleepiness, Concentration), design (“monotonous task”: Sleepiness,
Concentration) and the fluids below the electrodes (“EEG
gel” and “saline solution”; Tingling, Itching, Burning sensation,
Skin redness).

Behavioral data
As depicted in Figure 3AI, reaction times did not differ between
groups or across blocks. Behavioral effects were tested with a
Two-Way ANOVA with repeated measurements with the between
subject factor group (2 levels) and the within subject fac-
tor time (3 levels: pre, stim, post). The ANOVA revealed no

FIGURE 3 | Behavioral results. Left: Experiment 1, right: Experiment 2; red:
tACS stimulation group, blue: sham stimulation group. (AI,AII) Reaction
times: average reaction times for the stim and the sham group for the three

blocks of the detection task. Bars indicate the mean ± SEM. (BI,BII)

Sensitivity d’: average d’ for the stim and the sham group for the three blocks
of the detection task. Bars indicate the mean ± SEM.
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significant effects (group: F1 = 0.31, P = 0.59; time: F1.39 = 0.12,
P = 0.81; group × time: F1.39 = 1.104, P = 0.33). Sensitivity
analysis demonstrated that both groups were able to perform the
detection task. Sensitivity was not significantly different between
both groups (Figure 3BI). An ANOVA yielded no significant
results (group: F1 = 0.99, P = 0.33; time: F2 = 2.17, P = 0.13;
time × group: F2 = 0.23, P = 0.799). The absence of significant
behavioral differences between the groups confirm that sham
stimulation was successful.

Electrophysiological data
The mean FFT power spectra of the pre and post EEG reveal
no difference between stim and sham group in any frequency
band (Figure 4AI). The timecourse of the IAF power (Figure 4BI)
and the corresponding topographies (Figure 5A) do not differ
between groups (r = 0.98, P < 0.001). A Two-Way ANOVA with
repeated measurements on the normalized IAF power with the
between subject factor group (2 levels) and the within subject
factor post EEG time (10 levels) was conducted. The ANOVA
revealed no significant main effects or interactions (group:
F1 = 1.75, P = 0.20; time: F2.58 = 1.09, P = 0.36; group × time:
F2.58 = 1.01, P = 0.39). Likewise, no group effects were found
for the lower (F1 = 2.273, P = 0.15) or upper frequency band
(F1 = 0.002, P = 0.97).

Subsequently, one sample t-tests against 1 (corresponding
to baseline IAF power) were performed to test for a power
increase after tACS and sham stimulation (Figure 4CI) com-
pared to baseline IAF power, which revealed no significant power
increase after tACS (stim: t9 = 0.61, P = 0.55) or sham stimu-
lation (sham: t8 = 0.16, P = 0.28). Similar results were found
for the lower (stim: t9 = 0.89, P = 0.40; sham: t8 = 1.10, P =
0.30) and upper frequency band (stim: t9 = 1.72, P = 0.12; sham:
t8 = 0.55, P = 0.59).

Alpha coherence was increased in the stim group compared to
the sham group (Figures 6A upper/B left). This was confirmed
by a Two-Way ANOVA with repeated measurements on the nor-
malized alpha coherence with the between subject factor group
(2 levels) and the within subject factor post EEG time (10 lev-
els). The ANOVA revealed a significant main effect of group
(F1 = 5.41, P = 0.03, η2 = 0.24). Neither a main effect of time
(F3.63 = 1.76, P = 0.15) nor a significant interaction group ×
time (F3.63 = 1.59, P = 0.19) were observed.

EXPERIMENT 2: EYES OPEN
Debriefing
As in the eyes closed condition, no participant indicated
phosphene perception during stimulation. Overall, 50% of the
participants indicated that they assumed to be stimulated. The
responses did not differ between the stim and the sham group
(stim: 45%, sham: 54%, χ2

1 = 0.67 (n = 22), P = 0.67). None of
the responses on the items of the questionnaire differed between
stim and sham group (Mann–Whitney U test: for all responses,
p > 0.05).

Most common symptoms among the participants were
Sleepiness (45%) and Concentration (36%). Single subjects indi-
cated Headache, Tingling, Burning sensation and Skin redness.
Qualitative analysis of the responses revealed that participants

did not attribute the adverse effects to the tACS, but to the exper-
imental setting (dark room; Headache, Sleepiness, Concentration),
design (“monotonous task”: Sleepiness, Concentration) and the
fluids below the electrodes (“EEG gel” and “saline solution”;
Tingling, Itching, Burning sensation, Skin redness).

Behavioral data
Performance between the stim and sham group did not dif-
fer throughout the experiment, as illustrated in Figures 3AII,
BII. To confirm this result, Two-Way ANOVAs with repeated
measurements with the between subject factor group (2 levels)
and the within subject factor block (3 levels) were performed.
The ANOVAs revealed no significant effects neither for reaction
times (group: F1 = 0.19, P = 0.67; time: F2 = 0.95, P = 0.395;
group × time: F2 = 0.167, P = 0.80) nor sensitivity d’ (group:
F1 = 0.04, P = 0.84; time: F2 = 1.141, P = 0.65; group × time:
F2 = 2.47, P = 0.097).

Sensitivity analysis confirmed that both groups were able to
perform the detection task. The absence of significant group
effects on the behavior confirm that sham stimulation was
successful.

Electrophysiological data
Endogenous power in the alpha range was enhanced after tACS,
but not after sham stimulation (Figure 4AII). However, tACS
and sham group did not differ with regard to alpha topography
(r = 0.97, P < 0.001) as illustrated in Figure 5B. The difference
between stim and sham group with regard to the increase in IAF
alpha power after stimulation is also visible over time, as illus-
trated in Figure 4BII. This was confirmed by a Two-Way ANOVA
with repeated measurements on the normalized IAF power with
the between subject factor group (2 levels) and the within sub-
ject factor post EEG time (10 levels). Significant main effects of
group (F1 = 5.84, P = 0.025, η2 = 0.23) and time (F4.71 = 6.86,
P < 0.001, η2 = 0.26) were observed, but the interaction group ×
time was not significant (F4.71 = 1.52, P = 0.19). No group effects
were found for the lower (F1 = 0.21, P = 0.96) and upper fre-
quency band (F1 = 1.67, P = 0.21). Additionally, no difference
in the topographies of IAF power between groups could be
demonstrated.

Subsequent one-sample t-tests against 1 (corresponding to
baseline IAF power) revealed that IAF power is enhanced com-
pared to base line after tACS (t10 = 4.28, P = 0.002, d = 1.27)
but not after sham stimulation (t10 = 2.13, P = 0.06) as illus-
trated in Figure 4CII. On average, the normalized IAF power after
tACS is 148 ± 37%. The effect is not found for the lower (stim:
t10 = 1.38, P = 0.19; sham: t10 = 1.82, P = 0.10) and upper
frequency band (stim: t10 = 1.97, P = 0.08; sham: t10 = 0.55,

P = 0.59).
The significant main effect of group demonstrated that stim

and sham groups significantly differed with regard to their IAF
power increase. Additionally, compared to baseline, only the
group that received tACS had increased IAF power. To get detailed
information on how long the IAF power was increased in the stim
group, we performed one-sample t-tests (Bonferroni corrected)
against 1 (corresponding to baseline IAF power) for each time-
pont of the post stimulation block. This procedure revealed that
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FIGURE 4 | Changes in power. Left: Experiment 1, right: Experiment 2;
red: tACS stimulation group, blue: sham stimulation group. (AI,AII)

Average power spectra: average FFT power spectra for the pre EEG and
the post EEG. Solid lines depict the mean, shaded areas depict the
SEM. (BI,BII) Timecourse of IAF power after stimulation: change of the

IAF power over the whole post EEG block. Solid lines depict the mean,
shaded areas depict the standard deviation. (CI,CII) Average IAF power
before and after stimulation: change of the average normalized IAF
power from pre EEG to post EEG (mean ± SEM). Asterisks depict
significant differences.
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FIGURE 5 | Topographies of IAF power. (A) Experiment 1, (B) Experiment 2; colors depict power. Black rectangles illustrate the placement of the stimulation
electrodes.

the IAF power of the stim group did not return to baseline during
the whole timecourse of the post stimulation block (all P < 0.05,
d > 1.15).

A Two-Way ANOVA with repeated measurements with
between subject factor group (2 levels) and within subject factor
electrode (4 levels) revealed a significant main effect of elec-
trode (F3 = 2.98, P = 0.038, η2 = 0.13). The main effect of group
(F1 = 3.14, P = 0.08) did not reach significance, but the inter-
action groups × electrode (F3 = 2.588, P = 0.06) showed a trend.
The interaction fails to meet the 5% level of significance only by a
small margin, indicating that the alpha power increase was indeed
locally specific. Post-hoc t-tests revealed that IAF power differed
significantly only at electrode Pz between groups (P < 0.05, d =
1.08), differences at the other electrodes were not significant (Fz:
P = 0.38, FT9: P = 0.52, FT10: P = 0.38).

Alpha coherence did not differ between groups (Figures 6A
lower/B right). This was confirmed by a Two-Way ANOVA with

repeated measurements on the normalized alpha coherence with
the between subject factor group (2 levels) and the within subject
factor post EEG time (10 levels). Neither significant main effects
of group (F1 = 1.35, P = 0.26) and time (F3.95 = 1.04, P = 0.39)
nor a significant interaction group × time (F3.95 = 0.72, P =
0.58) was observed.

In order to further elaborate on the coherence effect in the
tACS stimulation groups, we correlated the pre stimulation coher-
ence for all subjects of both eyes open and eyes closed tACS
stimulation groups with their average post stimulation change
in coherence (Figure 6C). The correlation was r = −0.33, which
means that the lower pre stimulation coherence the higher the
increase in the post stimulation period. However, the correlation
was not significant (P = 0.145).

For a demonstration that the physiological after-effect of tACS
differed for the eyes closed experiment compared to the eyes open
experiment, additional Three-Way ANOVAs were conducted with
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FIGURE 6 | Changes in alpha coherence. Red: tACS stimulation group,
blue: sham stimulation group. (A) Timecourse of coherence after
stimulation: change of the alpha coherence over the whole post EEG block.
Solid lines depict the mean, shaded areas depict the standard deviation.
Upper: closed eyes, lower: open eyes. (B) Relative difference in coherence
after stimulation: average alpha coherence of the whole post EEG block.
Solid lines depict the mean, shaded areas depict the standard deviation.
Bars indicate the mean ± SEM, asterisks indicate significant differences. In
the closed eyes condition, alpha coherence was increased in the tACS
stimulation group compared to the sham stimulation group. (C) Correlation
of pre alpha coherence and coherence chance post stimulation: lower pre
stimulation coherence yields higher coherence increases after tACS. Red
discs: participants of the eyes closed experiment, red circles: participants of
the eyes open experiment. The solid red line depicts the regression curve.

between subject factors condition (2 levels; eyes closed/open) and
group (2 levels; stim/sham) and the within subject factor time (10
levels). The interaction condition × group was significant for both
ANOVAs (power: F1 = 5.104, P = 0.012, η2 = 0.16; coherence:
F1 = 6.841, P = 0.013, η2 = 0.16).

DISCUSSION
We have reported novel findings regarding the duration
of frequency-specific after-effects of tACS stimulation in
endogenous EEG power. In addition, evidence is provided that

the endogenous oscillatory power of the entrained frequency has
a crucial impact on the efficacy of tACS.

Endogenous IAF power before (baseline) and 30 min after
tACS was compared. Participants had their eyes either closed
(high endogenous IAF power) or open (low endogenous IAF
power). In the eyes closed experiment, no effects on oscillatory
power were observed, i.e., IAF power did not significantly dif-
fer from pre-stimulation levels neither in the sham nor the stim
group. Contrary to the results in the eyes closed experiment, an
effect on the oscillatory power, limited to the alpha range, was
found in the eyes open experiment. The power increase from the
pre- to the post stimulation period was significant in the stim-
ulated group, but not in the sham group. This effect lasted for
the complete duration of the 30 min post-stimulation recording
period.

Via the application of tACS, we intended to modulate alpha
oscillations; however, under conditions of high endogenous alpha
power, tACS fails to influence alpha power. One possible explana-
tion to account for this finding is that with eyes closed, endoge-
nous alpha power has reached a maximum (Nunez et al., 2001)
and cannot be further enhanced by tACS, due to ceiling effects.
This hypothesis cannot be rejected with respect to our results.
A second, more mechanistic, explanation would suggest that the
low oscillating currents introduced to the brain by tACS are not
strong enough to modulate high endogenous oscillations, but
only low endogenous oscillations. From a recent simulation study,
we know that 1 mA of tDCS/tACS results in an electric field of
417 μV/mm in occipital areas (Neuling et al., 2012b). Intracranial
recordings taken from the visual cortex of wake behaving mon-
keys performing a task revealed alpha powers in the range of
400 μV/mm (Bollimunta et al., 2008), which is almost identical
to the maximum voltage gradient resulting from tACS in occipital
cortex. Since monkeys had their eyes open during the experiment,
we expect that these values represent the case of low endogenous
alpha power. With closed eyes, the power of endogenous alpha
oscillations are increased by a factor of 2.27 ± 0.93 compared to
the power with open eyes (Könönen and Partanen, 1993). This
suggests stimulation intensities more than twice as high as used
by us are required to enhance alpha powers in the eyes closed
condition. Although this mechanistic explanation is intriguing,
further studies with variable stimulation power are required to
rule out the ceiling-effect explanation. Our results demonstrate
that endogenous oscillations exhibiting lower power before tACS
are more prone to the effects of tACS and are enhanced over a
long period of time. It might be speculated that the enhancement
effect would last even longer than 30 min.

It is interesting to compare electrical stimulation with repet-
itive sensory stimulation. It has been demonstrated repeatedly
that flickering light is able to entrain brain oscillations in form
of so-called visually steady-state evoked potentials (SSEP; Regan,
1989). Systematic variation of the driving frequency has revealed
a resonance peak in the SSEP at subject’s IAF (Herrmann, 2001).
Intriguingly, this resonance effect occurs particularly in subjects
with high alpha power (Pigeau and Frame, 1992). In contrast
to their study, we were only able to achieve entrainment with
eyes open, i.e., at low alpha power. At first glance, this seems
like a contradiction; however, high and low alpha power between
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subjects due to eye opening is not comparable to inter-individual
variations of alpha power. Even subjects with low alpha power
will show variations due to eye opening. Nevertheless, the study
by Pigeau and Frame (1992) demonstrates that visual stimula-
tion has a stronger effect on visual cortex than our electrical
stimulation, since even high alpha subjects could be entrained.

It may be argued that the observed effects of increased IAF
power in the eyes open experiment do not result from tACS,
but instead result from sensory deprivation and the monotonous
task. This possibility can be ruled out by our data, because the
IAF power of the sham group was not significantly enhanced in
the post stimulation block. It is also unlikely that tACS increases
tiredness and had resulted in increased alpha power, because rat-
ings on the questionnaire items tiredness and trouble concentrating
did not differ between groups, neither in the eyes open, nor in the
eyes closed experiment.

A further concern about tACS effects in the visual cortex is
whether they are of cortical or retinal origin (e.g., Schwiedrzik,
2009). We used the same electrode montage as Kanai et al.
(2008). The authors reported phosphenes thresholds in a dark
room at 500 μA stimulation intensity at alpha frequency; how-
ever, Kanai et al. (2008) used a smaller electrode over the occipital
cortex compared to the current study (3 × 4 cm vs. 5 × 7 cm)
leading to a higher current density under the stimulation elec-
trode. Their current density was 42 μA/cm2, which exceeds our
highest density of 29 μA/cm2 that was reached at a stimulation
intensity of 1000 μA. This means, with our stimulation intensity,
we were below the phosphene threshold, which was addition-
ally confirmed by our questionnaire results. Furthermore, Kar
and Krekelberg (2012) demonstrated that even with occipital
electrode montage, perceived phosphenes are of retinal origin.
Nevertheless, as no phosphenes were reported in the current
study, we assume that the long lasting after-effects are due to
direct cortical modulation.

The current results further support existing evidence for suc-
cessful entrainment of oscillatory brain activity (Thut et al.,
2011a). We applied tACS at a frequency that was predominant
in the spontaneous brain activity of the individual subjects and
our results demonstrate that we successfully enhanced the spon-
taneous activity in a frequency-dependent manner. Furthermore,
topographies demonstrate that tACS effects on alpha power are
local and enhance alpha oscillations that could be observed before
stimulation (cf. Figure 5). One of the main questions is, how
tACS of the intensity used in our study is able to modulate the
neuronal network activity at all. The electrode configuration used
in this study targeted the occipito-parietal alpha rhythm (Nunez
et al., 2001). A modeling approach by Neuling et al. (2012a)
demonstrated that this electrode layout is well suited to affect the
occipital cortex (cf. Figure 1). The authors report that TES with
an intensity of 1 mA, similar to the intensities used in the current
study, results in currents of 420 μV/mm in gray matter, which is
of sufficient strength to modulate neuronal network activity in the
ferret visual cortex (Fröhlich and McCormick, 2010).

Sinusoidal electric fields generate periodic states of
depolarization and hyperpolarization relative to the resting
membrane potential of individual neurons, thereby generating
periods of higher and lower firing probability of the neuron and

consequently guiding the entire neuronal population (Fröhlich
and McCormick, 2010). The authors demonstrated that although
this effect is small on individual neurons it has a strong effect
on network dynamics. During continuous stimulation with
an oscillating current, spontaneous activity of an increasing
number of individual neurons starts to synchronize1 with the
external oscillation, which in turn results in a power increase
of the whole network (Figure 7). These findings are congruent
with the current study, where elevated power levels have been
reported.

A population of simple oscillators with similar intrinsic fre-
quencies can be entrained by a single external oscillator (Winfree,
1980). This also applies for neuronal oscillators. An ideal con-
dition for entrainment is a frequency match between the peri-
odic external force and the intrinsic oscillation (Hutcheon and
Yarom, 2000; Pikovsky et al., 2003). This means that neurons
oscillating in the range of the external stimulation frequency
will be entrained but neurons with intrinsic frequencies out-
side the stimulation frequency will not be affected (Fröhlich and
McCormick, 2010). This is confirmed by the result that only IAF
power is increased, whereas, surrounding frequency bands remain
unaffected.

FIGURE 7 | Power increase by synchronization. Illustration of the
proposed underlying neuronal mechanism of the power effect. Upper row:

Single neuronal oscillators, depicted as vectors on a unit circle, with a
specific intrinsic frequency synchronize to an external sinusoidal force with
the same frequency. Middle row: The mean resultant vector of the single
oscillating elements represents the amplitude of the oscillation. Due to
phase alignment of each single oscillator to the external oscillation, the
length of this mean vector increases and likewise the amplitude. Lower

row: Schematic illustration of the amplitude recorded via EEG.

1Note that an oscillator can be phase-locked and/or frequency-locked to
an external driving force. Frequency-locking can occur without phase-
locking, but phase-locking implies also frequency-locking (Izhikevich, 2007,
p. 460); however, our data cannot differentiate between these two states of
synchronization.
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Unfortunately it is not yet possible to record EEG online dur-
ing tACS due to the artefact induced by the electric stimulation
current. This would yield important insights into the mechanism
of action of tACS and its immediate effect on the EEG and the
dynamics of brain functions (Miniussi et al., 2012).

Sustained entrainment after the end of oscillatory TES in
the alpha range has been reported by Zaehle et al. (2010) and
Neuling et al. (2012a). However, these studies only analyzed
3 min directly after the stimulation. The current study demon-
strates that these after-effects can outlast the stimulation for
at least 30 min. Compared to Zaehle et al. (2010), who also
targeted the occipital cortex with tACS at IAF, the current
study found a stronger increase of individual IAF power (mean
increase: 14% vs. 48%). This difference could be explained by
two important parameters: Zaehle et al. (2010) stimulated for
10 min while we applied 20 min of tACS. Furthermore, we used
a medial electrode configuration compared to the bilateral con-
figuration used by Zaehle et al. (2010). A medial configuration
might be beneficial to synchronize both hemispheres at 0◦ which
might lead to the more pronounced power effect, while bilat-
eral stimulation will lead to a phase difference of 180◦ between
hemispheres.

We found a significant difference in the increase of alpha
coherence between groups in the eyes closed condition. This
difference was not found in the eyes open condition. One expla-
nation for this effect might be a ceiling effect: if the coherence is
already high before stimulation, it does not increase further. We
found a negative correlation between the coherence before stim-
ulation and the relative coherence after stimulation. This result
suggests that pre stimulation coherence modulates the effect, but
the correlation did not reach statistical significance. Although
our hypothesis that the coherence before stimulation affects the
increase after stimulation cannot be confirmed by our results,
the negative correlation encourages further experiments to reveal
the underlying mechanism of the coherence effect. Interestingly,
results of another recent study of ours are in line with the data of
the eyes closed condition (Strüber et al., under revision). We were
only able to influence to coherence, but not the amplitude of EEG
oscillations.

So far, after-effects of tACS up to an hour post-stimulation
have only been reported regarding excitability, measured via
motor evoked potentials (MEP) evoked with transcranial mag-
netic stimulation (Moliadze et al., 2010; Wach et al., 2012).

However, EEG was not recorded in these studies, thus no state-
ments can be given regarding effects on EEG power. After-effects
lasting up to 90 min have been reported after tDCS (Nitsche and
Paulus, 2001). After 13 min of stimulation with 1 mA, cerebral
excitability enhancement up to 90 min has been detected via TMS
evoked MEPs. Even though EEG was not recorded, these findings
are in line with the duration of our effect.

A possible neurophysiological mechanism accounting for the
long term after-effects in our study is based on synaptic plastic-
ity (Zaehle et al., 2010). By means of spike-timing-dependent-
plasticity (Markram et al., 1997), synapses can be strengthened,
a mechanism known as long term potentiation or weakened,
referred to as long term depression. During stimulation, synapses
in neuronal circuits with an intrinsic frequency (Hutcheon and
Yarom, 2000) of the external oscillation (tACS) are strengthened
and are thought to persist after stimulation. This assumption was
supported by network simulations (Zaehle et al., 2010), which
resulted in enhanced synaptic weights of those synapses that were
incorporated into neural loops whose frequency was close to that
of tACS.

The duration of the after-effects presented here is a prereq-
uisite for clinical applications of tACS for diseases correlated
with altered oscillatory brain activity. For example, in schizophre-
nia, a dysregulation of oscillatory gamma activity may corre-
late with distinct schizophrenic symptoms (Lee et al., 2003). In
Parkinson’s disease, abnormal beta activity can lead to motor
slowing (Hammond et al., 2007). Furthermore, evoked gamma-
band activity is altered in children with attention deficit hyperac-
tivity disorder (Lenz et al., 2010).

One can conclude that tACS has the potential to regulate brain
dysfunctions that are related to EEG frequencies. Long lasting
changes of endogenous brain oscillations could be used to balance
modified brain oscillations. Furthermore, the knowledge that
endogenous power has effects on tACS efficacy can be employed
to improve attempts of task-related modulations of brain rhythms
to modify behavior and improve learning.
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S., and Schuermann, M. (2001).
Gamma, alpha, delta, and theta
oscillations govern cognitive pro-
cesses. Int. J. Psychophysiol. 39,
241–248.

Berger, H. (1929). Über das
Elektrenkephalogramm des Men-
schen. Archiv für Psychiatrie und
Nervenkrankheiten 87, 527–570.

Bergmann, T., Groppa, S., Seeger,
M., Mölle, M., Marshall, L., and
Siebner, H. (2009). Acute changes
in motor cortical excitability dur-
ing slow oscillatory and constant
anodal transcranial direct current
stimulation. J. Neurophysiol. 102,
2303–2311.

Bollimunta, A., Chen, Y., Schroeder,
C., and Ding, M. (2008). Neuronal
mechanisms of cortical alpha

oscillations in awake-behaving
macaques. J. Neurosci. 28,
9976–9988.

Brignani, D., Ruzzoli, M., Mauri,
P., and Miniussi, C. (2013). Is
transcranial alternating current
stimulation effective in modu-
lating brain oscillations? PLoS
ONE 8:e56589. doi: 10.1371/
journal.pone.0056589

Brunoni, A. R., Amadera, J., Berbel,
B., Volz, M., Rizzerio, B., and
Fregni, F. (2011). A systematic
review on reporting and assessment
of adverse effects associated with

transcranial direct current stimula-
tion. Int. J. Neuropsychopharmacol.
14, 1133–1145.

Buzsáki, G. (2006). Rhythms of the
Brain. Oxford: Oxford University
Press.

Buzsáki, G., and Draguhn, A. (2004).
Neuronal oscillations in cortical
networks. Science 304, 1926–1929.

Delorme, A., and Makeig, S. (2004).
EEGLAB: an open source toolbox
for analysis of single-trial EEG
dynamics including independent
component analysis. J. Neurosci.
Meth.134, 9–21.

Frontiers in Human Neuroscience www.frontiersin.org April 2013 | Volume 7 | Article 161 | 185

http://www.frontiersin.org/Human_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Human_Neuroscience/archive


Neuling et al. Orchestrating neuronal networks

Feurra, M., Paulus, W., Walsh, V., and
Kanai, R. (2011). Frequency specific
modulation of human somatosen-
sory cortex. Front. Psychol. 2:13. doi:
10.3389/fpsyg.2011.00013

Fröhlich, F., and McCormick, D. A.
(2010). Endogenous electric fields
may guide neocortical network
activity. Neuron 67, 129–143.

Hammond, C., Bergman, H., and
Brown, P. (2007). Pathological syn-
chronization in parkinson’s disease:
networks, models and treatments.
Trends Neurosci. 30, 357–364.

Herrmann, C. S. (2001). Human EEG
responses to 1–100.Hz flicker: res-
onance phenomena in visual cor-
tex and their potential correlation
to cognitive phenomena. Exp. Brain
Res. 137, 346–353.

Herrmann, C. S., and Demiralp,
T. (2005). Human EEG gamma
oscillations in neuropsychiatric
disorders. Clin. Neurophysiol. 116,
2719–2733.

Herrmann, C. S., Grigutsch, M., and
Busch, N. (2004). “EEG oscil-
lations and wavelet analysis,”
in Event-Related Potentials: A
Methods Handbook, ed T. Handy
(Cambridge: Bradford Books),
229–259.

Hutcheon, B., and Yarom, Y. (2000).
Resonance, oscillation and the
intrinsic frequency preferences
of neurons. Trends Neurosci. 23,
216–222.

Izhikevich, E. M. (2007). Dynamical
Systems in Neuroscience: The
Geometry of Excitability and
Bursting. Cambridge: The MIT
Press.

Kanai, R., Chaieb, L., Antal, A.,
Walsh, V., and Paulus, W. (2008).
Frequency-dependent electrical
stimulation of the visual cortex.
Curr. Biol.18, 1839–1843.

Kar, K., and Krekelberg, B. (2012).
Transcranial electrical stimula-
tion over visual cortex evokes
phosphenes with a retinal origin.
J. Neurophysiol. 108, 2173–2178.

Könönen, M., and Partanen, J. V.
(1993). Blocking of EEG alpha
activity during visual performance
in healthy adults. a quantitative
study. Electroencephalogr. Clin.
Neurophysiol. 87, 164–166.

Kuo, M.-F., and Nitsche, M. A. (2012).
Effects of transcranial electrical

stimulation on cognition. Clin. EEG
Neurosci. 43, 192–199.

Lee, K., Williams, L., Breakspear,
M., and Gordon, E. (2003).
Synchronous gamma activity: a
review and contribution to an
integrative neuroscience model of
schizophrenia. Brain Res. Rev. 41,
57–78.

Lenz, D., Krauel, K., Flechtner, H.
H., Schadow, J., Hinrichs, H., and
Herrmann, C. S. (2010). Altered
evoked gamma-band responses
reveal impaired early visual
processing in ADHD children.
Neuropsychologia 48, 1985–1993.

Markram, H., Lübke, J., Frotscher, M.,
and Sakmann, B. (1997). Regulation
of synaptic efficacy by coincidence
of postsynaptic APs and EPSPs.
Science 275, 213–215.

Marshall, L., Helgadottir, H., Molle, M.,
and Born, J. (2006). Boosting slow
oscillations during sleep potentiates
memory. Nature 444, 610–613.

Miniussi, C., Brignani, D., and
Pellicciari, M. C. (2012). Combining
transcranial electrical stimulation
with electroencephalography: a
multimodal approach. Clin. EEG
Neurosci. 43, 184–191.

Moliadze, V., Antal, A., and Paulus,
W. (2010). Boosting brain excitabil-
ity by transcranial high frequency
stimulation in the ripple range. J.
Physiol. 588, 4891–4904.

Neuling, T., Rach, S., and Herrmann,
C. S. (2012a). Good vibrations:
oscillatory phase shapes perception.
Neuroimage 63, 771–778.

Neuling, T., Wagner, S., Wolters, C.
H., Zaehle, T., and Herrmann, C.
S. (2012b). Finite-element model
predicts current density distribution
for clinical applications of tDCS and
tACS. Front. Psychiatry 3:83. doi:
10.3389/fpsyt.2012.00083

Nitsche, M. A., and Paulus, W. (2001).
Sustained excitability elevations
induced by transcranial DC motor
cortex stimulation in humans.
Neurology 57, 1899–1901.

Nunez, P. L., Wingeier, B. M., and
Silberstein, R. B. (2001). Spatial-
temporal structures of human alpha
rhythms: theory, microcurrent
sources, multiscale measurements,
and global binding of local net-
works. Hum. Brain Mapp.13,
125–164.

Oldfield, R. C. (1971). The assessment
and analysis of handedness:
the Edinburgh inventory.
Neuropsychologia 9, 97–113.

Osipov, G. V., Kurths, J., and Zhou,
C. (2007). Synchronization in
Oscillatory Networks. Berlin;
Heidelberg; New York: Springer.

Pigeau, R. A., and Frame, A. M.
(1992). Steady-state visual evoked
responses in high and low alpha
subjects. Electroencephalogr.
Clin. Neurophysiol. 84,
101–109.

Pikovsky, A., Rosenblom, M., and
Kurths, J. (2003). Synchronization.
New York, NY: Cambridge
University Press.

Pogosyan, A., Gaynor, L. D., Eusebio,
A., and Brown, P. (2009). Boosting
cortical activity at beta-band
frequencies slows movement in
humans. Curr. Biol.19, 1637–1641.

Polania, R., Nitsche, M. A., Korman,
C., Batsikadze, G., and Paulus, W.
(2012). The importance of timing in
segregated theta phase-coupling for
cognitive performance. Curr. Biol.
22, 1314–1318.

Regan, D. (1989). Human Brain
Electrophysiology: Evoked Potentials
and Evoked Magnetic Fields in
Science and Medicine. New York,
NY: Elsevier.

Romei, V., Gross, J., and Thut, G.
(2010). On the role of prestimu-
lus alpha rhythms over occipito-
parietal areas in visual input reg-
ulation: correlation or causation?
J. Neurosci. 30, 8692–8697.

Schroeder, C. E., and Lakatos, P.
(2009). Low-frequency neuronal
oscillations as instruments of sen-
sory selection. Trends Neurosci. 32,
9–18.

Schwiedrzik, C. M. (2009). Retina
or visual cortex? The site of
phosphene induction by transcra-
nial alternating current stimulation.
Front. Integr. Neurosci. 3:6. doi:
10.3389/neuro.07.006.2009

Thut, G., Schyns, P., and Gross,
J. (2011a). Entrainment of
perceptually relevant brain
oscillations by non-invasive rhyth-
mic stimulation of the human
brain. Front. Psychol. 2:170. doi:
10.3389/fpsyg.2011.00170

Thut, G., Veniero, D., Romei, V.,
Miniussi, C., Schyns, P., and

Gross, J. (2011b). Rhythmic TMS
causes local entrainment of natural
oscillatory signatures. Curr. Biol. 21,
1176–1185.

Uhlhaas, P. J., Haenschel, C., Nikolic̀,
D., and Singer, W. (2008). The role
of oscillations and synchrony in cor-
tical networks and their putative rel-
evance for the pathophysiology of
schizophrenia. Schizophr. Bull. 34,
927–943.

Wach, C., Krause, V., Moliadze, V.,
Paulus, W., Schnitzler, A., and
Pollok, B. (2012). Effects of 10 Hz
and 20 Hz transcranial alternating
current stimulation (tACS) on
motor functions and motor cortical
excitability. Behav. Brain Res. 241,
1–6.

Wickens, T. (2001). Elementary Signal
Detection Theory. New York, NY:
Oxford University Press.

Winfree, A. (1980). The Geometry
of Biological Time. New York;
Heidelberg; Berlin: Springer.

Zaehle, T., Rach, S., and Herrmann,
C. (2010). Transcranial alternating
current stimulation enhances indi-
vidual alpha activity in human
EEG. PLoS ONE 5:e13766. doi:
10.1371/journal.pone.0013766

Conflict of Interest Statement: The
authors declare that the research
was conducted in the absence of any
commercial or financial relationships
that could be construed as a potential
conflict of interest.

Received: 31 January 2013; accepted: 11
April 2013; published online: 30 April
2013.
Citation: Neuling T, Rach S and
Herrmann CS (2013) Orchestrating
neuronal networks: sustained after-
effects of transcranial alternating current
stimulation depend upon brain states.
Front. Hum. Neurosci. 7:161. doi:
10.3389/fnhum.2013.00161
Copyright © 2013 Neuling, Rach
and Herrmann. This is an open-access
article distributed under the terms of the
Creative Commons Attribution License,
which permits use, distribution and
reproduction in other forums, provided
the original authors and source are
credited and subject to any copyright
notices concerning any third-party
graphics etc.

Frontiers in Human Neuroscience www.frontiersin.org April 2013 | Volume 7 | Article 161 | 186

http://dx.doi.org/10.3389/fnhum.2013.00161
http://dx.doi.org/10.3389/fnhum.2013.00161
http://dx.doi.org/10.3389/fnhum.2013.00161
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
http://www.frontiersin.org/Human_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Human_Neuroscience/archive


ORIGINAL RESEARCH ARTICLE
published: 06 June 2013

doi: 10.3389/fnhum.2013.00256

Je pense donc je fais: transcranial direct current
stimulation modulates brain oscillations associated with
motor imagery and movement observation
Olivia M. Lapenta1, Ludovico Minati2, Felipe Fregni 3 and Paulo S. Boggio1*

1 Social and Cognitive Neuroscience Laboratory, Center for Healthy and Biological Sciences, Mackenzie Presbyterian University, Sao Paulo, Brazil
2 U.O. Direzione Scientifica, Fondazione IRCCS Istituto Neurologico “Carlo Besta”, Milano, Italy
3 Laboratory of Neuromodulation, Harvard Medical School, Spaulding Rehabilitation Hospital, Massachusetts General Hospital, Boston, MA, USA

Edited by:

Carlo Miniussi, University of
Brescia, Italy

Reviewed by:

Michael A. Nitsche,
Georg-August-University, Germany
Marta Bortoletto, IRCCS San
Giovanni di Dio Fatebenefratelli, Italy

*Correspondence:

Paulo S. Boggio, Social and
Cognitive Neuroscience Laboratory
and Developmental Disorders
Program, Center for Health and
Biological Sciences, Mackenzie
Presbyterian University, Rua Piaui,
181, 10◦andar, Sao Paulo,
01241-001, Brazil
e-mail: boggio@mackenzie.br;
psboggio@gmail.com

Motor system neural networks are activated during movement imagery, observation and
execution, with a neural signature characterized by suppression of the Mu rhythm. In order
to investigate the origin of this neurophysiological marker, we tested whether transcranial
direct current stimulation (tDCS) modifies Mu rhythm oscillations during tasks involving
observation and imagery of biological and non-biological movements. We applied tDCS
(anodal, cathodal, and sham) in 21 male participants (mean age 23.8 ± 3.06), over the left
M1 with a current of 2 mA for 20 min. Following this, we recorded the EEG at C3, C4,
and Cz and surrounding C3 and C4 electrodes. Analyses of C3 and C4 showed significant
effects for biological vs. non-biological movement (p = 0.005), and differential hemisphere
effects according to the type of stimulation (p = 0.04) and type of movement (p = 0.02).
Analyses of surrounding electrodes revealed significant interaction effects considering
type of stimulation and imagery or observation of biological or non-biological movement
(p = 0.03). The main findings of this study were (1) Mu desynchronization during biological
movement of the hand region in the contralateral hemisphere after sham tDCS; (2)
polarity-dependent modulation effects of tDCS on the Mu rhythm, i.e., anodal tDCS led to
Mu synchronization while cathodal tDCS led to Mu desynchronization during movement
observation and imagery (3) specific focal and opposite inter-hemispheric effects, i.e.,
contrary effects for the surrounding electrodes during imagery condition and also for
inter-hemispheric electrodes (C3 vs. C4). These findings provide insights into the cortical
oscillations during movement observation and imagery. Furthermore, it shows that tDCS
can be highly focal when guided by a behavioral task.

Keywords: tDCS, EEG, mu rhythm, motor imagery, action observation, primary motor cortex

INTRODUCTION
I think, therefore I am. This classic Cartesian statement (“Cogito
ergo sum”) could be revised to “I think, therefore I do” to
underscore the notion that the motor neural network is as
engaged during motor imagery (Jeannerod, 2001; Decety and
Grezes, 2006) as during action execution or observation. The
mirror neuron system (MNS) plays a significant role in imitation-
based learning and action comprehension (Rizzolatti et al.,
2001; Rizzolatti, 2005) being part of a system capable of mod-
ulating the plan for action execution through mental simu-
lation via observation and internalization of others’ actions
(Gallese and Goldman, 1998).

It is well established that movement observation and imagery
activates supplementary motor area, premotor cortex and pri-
mary motor cortex (M1) (Jeannerod, 2001). Additionally, several
studies using transcranial magnetic stimulation (TMS) show
imagery induced neuroplasticity as indexed by increased motor
evoked potentials (MEPs) and reduced motor threshold (MT)
(Fadiga et al., 1999; Roosink and Zijdewind, 2010) with muscle-
specific activation pattern (Facchini et al., 2002; Fourkas et al.,

2006) predominant at the contralateral hemisphere (Fadiga et al.,
1999) and long-lasting effects (Pascual-Leone et al., 1995).

Motor activation during action imagery and observation
can also be measured through synchronization (ERS) and
desynchronization (ERD) of the Mu rhythm (Pfurtscheller
and Aranibar, 1977). Initially described by Gastaut and
Bert (1954) and commonly detected in the frequency range
8–13 Hz over the sensory-motor cortex (Pineda, 2008), the
Mu rhythm is desynchronized during movement execution,
observation and imagery. Increases in M1 excitability and con-
sequently Mu desynchronization seem associated with premo-
tor MNS inputs (Jarvelainen et al., 2001; Muthukumaraswamy
and Johnson, 2004). This specific neurophysiological signa-
ture is observed with action observation (Buccino et al., 2001;
Muthukumaraswamy and Johnson, 2004), imagery of self and
other’s movements (Hari, 2006; Francuz and Zapala, 2011) and
in response to static images that induce sensation of movement
(Giromini et al., 2010; Pineda et al., 2011).

In order to better understand the role of the motor cor-
tex in imagery, the use of tools to modify cortical excitability
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(CE)—such as non-invasive brain stimulation—is desirable. For
instance, anodal transcranial direct current stimulation (tDCS)
of the motor cortex enhances CE while cathodal tDCS decreases
it (Nitsche and Paulus, 2000, 2001). Furthermore, previous stud-
ies have shown that cathodal tDCS coupled with motor imagery
leads to decreased MEP while anodal tDCS induces the opposite
results (Quartarone et al., 2004). Conversely, combining anodal
tDCS with motor observation leads to long-lasting attenuation of
neuropathic pain (Soler et al., 2010); therefore the study of com-
bined approach may also provide initial data for a development
of novel therapeutic tools.

Here, we aimed to investigate neurophysiological changes
as indexed by Mu rhythm associated with combination of
tDCS over M1 with movement observation and imagery tasks.
Considering the neuromodulatory effects of tDCS we hypothe-
sized that anodal tDCS might increase Mu ERD and cathodal
tDCS would decrease it while sham condition should result in
the typical Mu rhythm changes associated with motor observa-
tion and imagery. Finally, we hypothesized that tDCS induced
Mu rhythm would be similar for both movement observation
and imagery.

MATERIALS AND METHODS
PARTICIPANTS
Twenty-one right-handed (as verified by the Edinburgh lateral-
ity inventory) males (mean age 23.8 ± 3.1) participated in the
study which was approved by the institutional ethics committee of
the Mackenzie Presbyterian University, Brazil and by the National

Ethics Committee (SISNEP, Brazil; CAAE no 0117.0.272.000-11).
All participants gave written informed consent.

PROCEDURE
All participants received on different days with an interval
between sessions of at least 48 hours, sham, anodal and catho-
dal tDCS. Current was ramped-up for 20 s until it reached 2 mA;
stimulation was then given for 20 min, and finally the device was
turned-off with a ramp-down of 20 s. Electrodes were 35 cm2,
therefore, the current density was 0.057 mA/cm2. Active electrode
was positioned over the left M1 (C3 according to the EEG 10–20
system) and reference electrode at the supraorbital area (SO)
as shown to be the optimal area for M1 stimulation according
to neurophysiological, behavioral and modeling studies (Nitsche
and Paulus, 2001; Fregni et al., 2005; Foerster et al., 2012).
tDCS sessions were randomized and counterbalanced between
participants.

For sham tDCS, current was ramped-up for 20 s until it
reached 2 mA, then ramped-down in 20 s and turned off with-
out participant knowledge so that the participants felt the same
sensation of active stimulation. This procedure has been exten-
sively used and shown to be effective in sham-controlled studies
(Nitsche et al., 2008).

Immediately after tDCS, we positioned the EEG net on the
participant (this step took approximately 10 min). The partici-
pant sat in a comfortable chair at a 110 cm distance from the
computer monitor and received detailed instructions before task
performance (the experimental design is illustrated in Figure 1).

FIGURE 1 | Experimental Design. The order of observation videos was
random and always followed by the imagery correspondent condition.
The surrounding electrodes are: surround C3 (EGI electrodes: 29, 30,
35, 37, 41, 42), Cz, surround C4 (EGI electrodes: 87, 93, 103, 105, 110,

111). The sound symbols represent the moment when the metronome
stimulus occurs pacing each cycle. For tDCS conditions red represents
the anode and black represents cathode. SO represents the supraorbital
(reference) area.
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OBSERVATION AND IMAGERY TASK
The task was comprised of two experimental conditions—
observation and imagery—each one having two types of
movement—biological and non-biological. The biological obser-
vation blocks were videos lasting 80 s, each showing 1 Hz cycles
of opening and closing pincer movements of a male right hand.
The maximum aperture between the index finger and the thumb
was 7.5 cm. For the biological imagery blocks, they were asked
to mentally simulate their own right hand in the same move-
ment, pacing at the same rate as it was shown in the observation
condition. Similarly, the non-biological observation blocks were
videos of 80 s each showing 1 Hz cycles of two spheres mov-
ing vertically toward each other and then touching simulating
the biological movement. In order to make the non-biological
condition closer to the biological one, the maximum distance
between the spheres was also 7.5 cm. The diameter of the two
spheres was 1.5 cm similarly to the thickness of the distal pha-
lanx as shown in the screen. Finally, the color of the spheres
was composed of proportions of Cyan 0%/Magenta 30%/Yellow
70%/Black 0% resulting in a color similar to the presented fin-
gers. For the non-biological imagery blocks, they were asked to
mentally simulate the movement of the two spheres paced at the
same rate as it was shown in the observation condition. In order
to maintain the participant’s attention to the task we presented
2–5 pauses of the movement for 1 s in both observation condi-
tions. Participants were asked to mentally count the pauses and
report their answers after completing each trial. Both observation
and imagery conditions had their own control conditions i.e., for
observation control, there was an 80 s video of white noise and
for imagery control, participants were asked to imagine the white
noise for 80 s. All cycles of 1 Hz for all blocks were accompanied
by the sound of a metronome to guide the imagery condition.
Each type of block was presented twice in random orders. The
observation condition was always presented before their imagery
equivalent conditions in order for the participant learn the move-
ment. In summary there was one active condition and two
controls for each task (observation and motor imagery)—i.e., (1)
the biological motor movement (observation or motor imagery);
(2) control 1: non-biological movement and; (3) control 2:
no movement control condition. The overall task duration was
approximately 18 min.

EEG RECORDING AND DATA REDUCTION
To investigate the effects of tDCS, we recorded the electroen-
cephalogram using a high-density 128 geodesic sensor net
(Electrical Geodesic). We processed the original data as follows:
(1) Highpass filtering at 1 Hz and Lowpass filtering at 30 Hz; (2)
removal of the first and final 10 s of each trial and segmenta-
tion of the remaining 120 s (combination of the 60 s from the two
equal trials) in 2 s epochs (as in Oberman et al., 2005), (3) arti-
fact detection (difference >140 μV between channels above and
below the eyes, a difference >55 μV between channels near the
outer canthi, or one or more channels exceeding an amplitude of
200 μV), (4) re-referencing of scalp potentials to the average ref-
erence, (5) baseline correction from 200 ms before each segment.
Epochs containing artifacts due to eye blinks, ocular and head
movements were automatically rejected. In order to extract the

Mu rhythm, we performed a wavelet analyses for the frequency
between 8–11 Hz (Francuz and Zapala, 2011) for C3 and C4 and
Cz and the electrodes surrounding C3 and C4. Mu ERD was
thereafter calculated as a ratio of the power during experimental
conditions relative to the respective control condition. This ratio
was used to control variability in absolute Mu power as a result of
individual differences. Since ratio data are inherently non-normal
as a result of lower bounding, a log transform was used for the
analysis. This method has been largely used in Mu rhythm anal-
yses (Oberman et al., 2005; Giromini et al., 2010; Pineda et al.,
2011).

DATA ANALYSES
Repeated-measures ANOVA were run focusing on specific effects
on C3 and C4 or in Cz and the electrodes surrounding C3 and
C4. We performed the analysis of the surrounding electrodes
taking into consideration previous findings that show a differ-
ent pattern between C3 and its surrounding area during motor
imagery, videlicet ERD and ERS, respectively (e.g., Neuper et al.,
2006). For all analyses the dependent variable was the Mu desyn-
chronization index as described earlier. For the main ANOVA we
considered the factors condition (observation vs. imagery), move-
ment (biological vs. non-biological), tDCS (anodal vs. cathodal
vs. sham), and hemisphere [C3 (EGI number: 36) vs. C4 (EGI
number: 104)] and the respective interaction terms. For the sec-
ondary ANOVA we considered the factors condition (observation
vs. imagery), movement (biological vs. non-biological), tDCS
(anodal vs. cathodal vs. sham), and electrodes [surround C3 (EGI
number: 29-30-35-37-41-42) vs. surround C4 (EGI number: 87-
93-103-105-110-111) vs. Cz] and the respective interaction terms.
For the surrounding electrodes ANOVA, we used the mean values
of the previously mentioned electrodes (surround C3, surround
C4, and Cz values). When appropriate, post-hoc comparisons
were carried out using Fisher’s LSD. Statistical significance refers
to a p value < 0.05.

RESULTS
All participants completed the entire experiment. All participants
tolerated the stimulation well and no side effects were reported.

With regard to the main ANOVA considering C3 and C4 only,
we found significant effects for the factor Movement [F(1, 20) =
10.2; p = 0.005; η2

p = 0.3] and for the interactions tDCS ×
Hemisphere [F(2, 40) = 3.4; p = 0.04; η2

p = 0.1] and tDCS ×
Movement × Hemisphere [F(2, 40) = 4.2; p = 0.02; η2

p = 0.2].
Fisher LSD post-hoc analyses considering the factors tDCS and
hemisphere revealed significant differences between cathodal and
anodal tDCS at C3 (p = 0.016). As shown in Figure 2, cathodal
tDCS over C3 resulted in significantly larger Mu desynchroniza-
tion in this area when compared to anodal tDCS independent of
the movement type.

Post-hoc analyses for the three factors (tDCS, type of move-
ment and hemisphere) revealed significant differences between
C3 and C4 during biological movement after sham (p = 0.02),
anodal tDCS (p = 0.001), and cathodal tDCS (p = 0.004).

Concerning sham tDCS, we found a typical effect of Mu desyn-
chronization during biological movement in the contralateral
hemisphere. There was a significant difference for biological and
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FIGURE 2 | TDCS effects on C3 and C4. Bars mean standard errors.
©, sham tDCS resulted in opposing effects for biological and
non-biological conditions at C3 (p = 0.005); �, anodal tDCS resulted in
ERS at C3 and ERD at C4 (p = 0.01); , cathodal tDCS resulted in Mu
ERD compared to anodal (p = 0.03) and sham (p = 0.02) tDCS at C3

during non-biological movement; , anodal tDCS resulted in Mu ERD
when compared to cathodal (p = 0.01) and sham (p = 0.02) tDCS at C4
during biological movement; , anodal tDCS resulted in Mu ERS when
compared to cathodal (p = 0.001) and sham (p = 0.002) tDCS at C3
during biological movement.

non-biological movement at C3 during sham tDCS (p = 0.005),
i.e., Mu desynchronization at C3 during biological movement
and Mu increase during non-biological movement. With regard
to anodal tDCS, there was an interesting interhemispheric effect:
we observed an absence of Mu desynchronization at C3 (hemi-
sphere contralateral to the movement) and simultaneous Mu
desynchronization in C4 (hemisphere ipsilateral to the move-
ment) during biological movement only (p = 0.01). Cathodal
tDCS resulted also in Mu desynchronization at C3 during non-
biological movement compared to sham (p = 0.02) and anodal
tDCS (p = 0.03). In addition, during biological movement obser-
vation and imagery there was a smaller desynchronization of
Mu in the left hemisphere after anodal tDCS compared to
sham (p = 0.002) and cathodal tDCS (p = 0.001), and a signif-
icant Mu desynchronization in the right hemisphere (C4) after
anodal tDCS compared to sham (p = 0.02) and cathodal tDCS
(p = 0.01).

Our analysis with C3 and C4 electrodes show that effects are
not different for movement observation vs. imagery [F(1, 20) =
1.05; p = 0.32; η2

p = 0.05].

ANALYSIS OF SURROUNDING ELECTRODES
We then analyzed the electrodes Cz and around C3 and C4
(rather than C3 and C4 themselves), ANOVA revealed a signifi-
cant effect for the interaction tDCS × Condition × Movement
[F(2, 40) = 3.66; p = 0.03; η2

p = 0.15]. Since there was no effect

for the hemisphere of the electrodes, the results of this analysis
are referred to as surrounding electrodes data.

Contrary to the effects found in the C3 and C4 electrodes,
Fisher LSD post-hoc analysis on surrounding electrodes revealed a
tendency for sham tDCS to result in synchronization during bio-
logical imagery and desynchronization during biological observa-
tion (p = 0.09). Also, in the surrounding electrodes, after anodal
tDCS we found Mu ERD during biological imagery but not
during non-biological imagery (p = 0.028). On the other hand,
after anodal tDCS we observed Mu ERD during non-biological
observation while non-biological imagery provoked Mu ERS
(p = 0.048). Also, biological imagery had different effects in the
surrounding electrodes after anodal and cathodal tDCS resulting
in Mu ERD and ERS, respectively (p = 0.011). Finally, biolog-
ical observation led to a contrary effect as cathodal tDCS had
a higher magnitude effect on Mu ERD compared to anodal
(p = 0.023) and sham (p = 0.05). There was also a tendency for
cathodal tDCS to induce Mu ERD in biological observation but
not in non-biological observation (p = 0.06), and for Mu ERD
and ERS during biological imagery after anodal and sham tDCS,
respectively (p = 0.09). These results are illustrated in Figure 3.

DISCUSSION
Motor imagery and observation are extensively correlated with
ERD of the Mu rhythm as seen in previous literature. We con-
firm these findings showing that during biological observation
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FIGURE 3 | TDCS effects on surrounding electrodes. Bars mean standard
errors. ©, after anodal tDCS, biological imagery was significantly different
from non-biological imagery (p = 0.028); , anodal tDCS resulted in Mu ERD
when compared to cathodal tDCS in biological imagery (p = 0.011); ,

cathodal tDCS resulted in stronger Mu ERD on biological observation when
compared to anodal (p = 0.023) and sham (p = 0.05) tDCS; and �, anodal
tDCS resulted in Mu ERS on non-biological observation when compared to
non-biological imagery (p = 0.048).

or imagery primed by sham tDCS, the Mu rhythm is desynchro-
nized at the contralateral hemisphere. Here, we extend previous
findings showing that active tDCS induced changes in mem-
brane neuronal threshold is associated with modulation of the Mu
rhythm during biological movements.

Our sham findings of Mu desynchronization for biological
movement despite of condition (observation vs. imagery) cor-
roborate previous neuroimaging and EEG findings (Ruby and
Decety, 2001; Muthukumaraswamy and Johnson, 2004; Michelon
et al., 2006; Pfurtscheller et al., 2006) and therefore is in line
with the mental simulation theory (Jeannerod, 2001; Rizzolatti,
2005). Furthermore, by showing no differences between move-
ment observation and motor imagery, we extended these findings.

With regard to the active tDCS, both cathodal and anodal
stimulation interfered with the Mu rhythm elicited by the tasks.
However, contrary to our initial hypothesis, we found that anodal
tDCS was related to an increase of Mu power (i.e., synchro-
nization) at C3 while cathodal tDCS resulted in a decrease of
Mu power (i.e., desynchronization) at C3. Our hypothesis was
based on the notion that anodal would facilitate the neurophys-
iological processes associated with movement observation and
imagery (i.e., Mu desynchronization). However, previous non-
invasive stimulation research has reported opposite effects for
cathodal and anodal tDCS (Antal et al., 2007; Moliadze et al.,
2012; Batsikadze et al., 2013). For instance, Batsikadze et al.
(2013) applied cathodal tDCS over M1 for 20 min at 1mA and
2mA intensities and showed decreased and increased CE, respec-
tively. Therefore, the intensity and time of stimulation may result

in differential effects and our minor ERD effect might be due to
a possible cathodal enhancement on CE as recently demonstrated
(Batsikadze et al., 2013).

Still, it is not entirely clear which mechanisms underlie these
effects and thus caution is necessary in interpreting these data.
However, two main explanations seem possible to comprehend
our results. On one hand, our findings might be indicative of the
notion that Mu ERD is not generated only in the cortical areas.
The fact that anodal tDCS induced Mu ERS is in line with the
idea that Mu desynchronization is generated by subcortical sys-
tems. Leocani et al. (2005) investigated a sample of patients with
multiple sclerosis and showed that ERD during programming of
voluntary movement are likely mediated by cortical-subcortical
connections as they found delayed ERD onset in patients with
more severe subcortical damage. This novel finding might be
indicating that simple, learned movements (such as opening and
closing of the fingers) are mainly generated by subcortical systems
and increased cortical activity may interfere with performance of
such movement—here we provide such evidence with neurophys-
iological data. Similarly Antal et al. (2007) reported decrease of
CE when combining hand motor contraction with anodal tDCS,
which is aligned with our data considering the similar activation
during motor observation, imagery, and execution. On the other
hand, these effects might also be due to homeostatic mechanisms.
The depolarizing effect of anodal tDCS might have established
an enhanced CE at C3 in the baseline which induced a para-
doxical effect during the task (a homeostatic effect) resulting in
Mu ERS. This mechanism might be useful for neural protection
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as it avoids a high excitability alteration of the area and pos-
sible de-stabilization of neural network properties (Abbott and
Nelson, 2000). This hypothesis is strengthened by the reverse
effect after cathodal stimulation during biological movement, and
furthermore, explains our controversial effect of Mu ERD after
cathodal tDCS during non-biological movement. This is partic-
ularly underscored by the observation of increased ERS during
sham tDCS for the non-biological condition compared to control.

Supporting the homeostatic hypothesis, some previous stud-
ies have shown reverse effects of tDCS and TMS resulting from:
the combination of both techniques (Siebner et al., 2004), non-
invasive brain stimulation with drugs, (Fregni et al., 2006; Kuo
et al., 2008) and non-invasive brain stimulation with motor task
(Antal et al., 2007). Siebner et al. (2004) found that cathodal tDCS
followed by 1 Hz TMS results in a facilitatory effect which is in
opposition to commonly reported findings in low frequency TMS
studies. In turn, Fregni et al. (2006) found that low-frequency
1 Hz rTMS led to CE enhancement in patients with juvenile
myoclonic epilepsy presenting with high plasma valproate level
(a drug that reduces CE) and CE decrease for the patient group
with low valproate level and control group. In addition, Kuo et al.
(2008) showed that combining d-cycloserine with anodal tDCS
yielded longer reaction times in a sequential motor learning task.
Mainly, Antal et al. (2007) reported decreased CE when com-
bining hand motor contraction with anodal tDCS. This is very
aligned with our data considering the similar activation during
motor observation, imagery, and execution.

As previously mentioned, caution is necessary when inter-
preting these data as it is known that tDCS can have effects on
subcortical (Polania et al., 2012a) and cortical structures (Polania
et al., 2012b) through M1 connections. Further studies testing
both our hypotheses are necessary to fully comprehend the gen-
erating source of the Mu rhythm, and thus, make possible a more
accurate interpretation of these neuromodulatory results.

Contrary to our findings, Matsumoto et al. (2010) reported
increased CE and Mu ERD after 10 min of 1 mA anodal tDCS
and decreased CE and Mu ERS after cathodal tDCS compared
to sham. The differences in the results between our study and
Matsumoto’s may be explained by methodological differences. In
particular, the number of participants has major impact in Mu
ERD studies since there is a high variability between participants
in Mu oscillatory pattern (Pfurtscheller et al., 2006). Matsumoto
and colleagues ran the experiment with six participants whereas
we had 21 volunteers. Moreover, we selected the electrodes a pri-
ori based on previous literature while Matsumoto et al. (2010)
made a posterior selection considering electrodes presenting the
higher Mu desynchronization. This method rendered results from
Matsumoto’s article less specific (as they could not analyze the
contrast between C3/C4 and surrounding electrodes—that we
showed to be important) and the post-hoc selection of electrodes
increases the type I error in this study. In addition, another
study which demonstrated relative contradictory results is the
one from Quartarone et al. (2004) which showed no increase
in CE after anodal tDCS companied to motor imagery, arguing
that one of the strategies is enough to result in ceiling effect.
However, by showing that anodal tDCS does not induce motor
imagery increased excitability supports our findings to some

extent. Moreover, as it is expected that tDCS alone increases CE,
the effect of mental imagery blocking this increase in excitability
of anodal tDCS supports our results.

Besides the focal effect under the application area of tDCS, we
found interesting hemispheric differences. We analyzed Mu char-
acteristics in C3, C4, and Cz and the electrodes surrounding C3
and C4. One important point here is that, as shown by compu-
tational model studies, tDCS has a modulatory effect over a large
area application and has also a diffuse widespread action due to
the distance between electrodes (Datta et al., 2009). Interestingly,
despite of the relative non-focal electrical currents induction by
tDCS we could observe specific and opposing effects for C3 and
surrounding electrodes during biological imagery. Furthermore,
this effect was absent during biological observation (except after
anodal tDCS). Finally, we also found opposing effects when com-
paring the contralateral vs. ipsilateral hemisphere (relative to the
movement)—i.e., C3 vs. C4; which is in agreement with inter-
hemispheric transcallosal modulation effects as shown behav-
iorally by other studies (Fregni et al., 2005; Mansur et al., 2005).
These results support previous neurophysiological studies show-
ing relatively focal effects of tDCS (Nitsche et al., 2007). Our
data extend this finding and demonstrate that tDCS effects can
be focalized based on the behavioral task.

The focal ERD/ surrounding ERS theory hypotheses that Mu
synchronization occurs to deactivate networks not related to the
task (Suffczynski et al., 1999). This hypothesis is supported by our
findings as Mu desynchronization over cortical area specifically
related to the task followed by an increase of Mu power in motor
areas not involved in the task has been previously demonstrated
(Pfurtscheller and Neuper, 1994; Neuper et al., 2006; Pfurtscheller
et al., 2006).

Interestingly, we found the surrounding ERS effects only
during the imagery condition. Similar to our findings, Neuper
et al. (2006) have demonstrated surrounding ERS during imagery
tasks but not in execution tasks. They registered Mu oscilla-
tions over C3 and Cz during cube manipulation and imagery
and during foot continuous movement execution and imagery.
All tasks showed focal desynchronization, i.e., Mu desynchro-
nization at Cz for foot-related tasks, and at C3 for hand-related
tasks. Furthermore, they found Mu synchronization at the area
not related to the task during imagery but not execution (e.g.,
Mu power increase in C3 during imagery of foot movement).
Accordingly Pfurtscheller et al. (2006) registered Mu oscillations
during 4 types of kinesthetic imagery in the following areas: right
hand, left hand, both feet, and thong. They observed Mu ERD
in C3 and C4 during both hand motor imagery with evident
contralateral dominance and Mu ERD in Cz during feet motor
imagery. Also, they report Mu ERS in C3 and C4 (hand area)
during motor imagery of feet and tongue. As reported, we found
surrounding inhibition for biological imagery but not for bio-
logical observation condition. Therefore, it seems plausible that
the surrounding inhibition, which reflects an idling or inhibitory
state with low cortical neurons excitability (Klimesch et al., 2007),
may occur due to removal of motor attention from one modality
to another.

The previous studies argued that the execution tasks do not
require high directional attention while motor imagery does; thus
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having a larger focal effect. The high direction of attention seems
to be the underlying process of focal Mu ERD associated with
Mu surrounding ERS; therefore, our results along with previous
literature suggest that motor imagery may have a more focal neu-
roplastic effect and may be used in rehabilitation approaches. This
process seems beneficial to selectively focus and boost the spe-
cific recruited area. Considering the aforementioned findings and
ours, it is plausible that the imagery tasks demand sustained and
focal attention due to their higher complexity as compared to the
automaticity of activation during observation. Insofar, observa-
tion tasks demand less concentration and can be automated like
execution (Neuper et al., 2006).

Our study presents some limitations. Recently, O’Connell
et al. (2012) demonstrated that participants receiving 2 mA tDCS
judged correctly, more than chance, which stimulation they were
receiving (sham vs. active tDCS). We did not directly assess our
participants with regard to blinding, therefore possible effects
due to correctly guessing which tDCS was being applied might
be expected. However, our experiment consisted of three tDCS
sessions (two active and one sham) and our results clearly differ-
entiate between the two active conditions—anodal and cathodal
effects. Additionally, our methods of ramp up and ramp down
of tDCS are similar to previous findings that shows 2 mA as
an effective blinding while O’Connell et al. (2012) used 5 s for
each ramp up and down. Finally, females composed 75% of
O’Connell and colleagues sample; in our experiment, all partic-
ipants were males. Despite not being directly assessed by previous
tDCS experiments, gender effects on tDCS perception may be
expected considering previous experiments have shown differen-
tial gender effects on pain perception (for a review see Fillingim
et al., 2009). A second limitation is that our experiment was

performed in a sample of healthy males. Since the effects of tDCS
in some tasks appear to differ according to gender (Boggio et al.,
2008; Lapenta et al., 2012) further studies should test possible dif-
fering effects in females. Furthermore, these results could differ
in populations with atypical M1 activation such as psychogenic
paresis patients (Liepert et al., 2009, 2011) and autistic patients
(Oberman et al., 2005; Théoret et al., 2005; Bernier et al., 2007).
Thus, further studies comprising tDCS, EEG, and motor observa-
tion and imagery are suggested for better knowledge of possible
benefits in populations with atypical brain activation.

In sum, the characteristics of our experiment provide a key dif-
ferentiation as they allow multiple controls for the effects of the
experiment on specific movements and conditions and also on
different areas activations in accordance with their involvement
in the task. Therefore, our setup allowed evaluation of oscilla-
tory pattern differences relative to the complex task with focal
and sustained attention (e.g., imagery) and automated tasks that
require less concentration (e.g., observation) extending reports
of surrounding effects for movement execution, also considered
automatized when compared to imagery. Furthermore, we have
shown that tDCS is able to alter Mu rhythm pattern and also
that active tDCS priming effects depend on the applied polarity,
type of movement, condition, and hemisphere thus introducing
a new perspective to the effects of this brain stimulation tool.
These novel findings also provide fresh insights regarding possible
clinical applications of combined tDCS and motor imagery.
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The simultaneous application of transcranial magnetic stimulation (TMS) with non-invasive
neuroimaging provides a powerful method for investigating functional connectivity in
the human brain and the causal relationships between areas in distributed brain
networks. TMS has been combined with numerous neuroimaging techniques including,
electroencephalography (EEG), functional magnetic resonance imaging (fMRI), and
positron emission tomography (PET). Recent work has also demonstrated the feasibility
and utility of combining TMS with non-invasive near-infrared optical imaging techniques,
functional near-infrared spectroscopy (fNIRS) and the event-related optical signal (EROS).
Simultaneous TMS and optical imaging affords a number of advantages over other
neuroimaging methods but also involves a unique set of methodological challenges and
considerations. This paper describes the methodology of concurrently performing optical
imaging during the administration of TMS, focusing on experimental design, potential
artifacts, and approaches to controlling for these artifacts.

Keywords: TMS, near-infrared optical imaging, EROS, fNIRS, connectivity, cortical dynamics

INTRODUCTION
Transcranial magnetic stimulation (TMS) is a brain stimulation
technique that uses very strong but very brief magnetic fields to
induce electrical currents in the human cerebral cortex (Barker
et al., 1985; Hallett, 2007). TMS is a unique and powerful tool for
human neuroscience as it is the only method capable of focal and
non-invasive stimulation of the healthy human brain. TMS pro-
vides a method for assessing the causal role of brain regions in
cognitive function with considerable spatial and temporal resolu-
tion (Pascual-Leone et al., 2000; Walsh and Cowey, 2000). Since
the introduction of TMS in the 1980s (Barker et al., 1985), the
technique was swiftly adopted by cognitive neuroscientists and
has been used widely to study perceptual, motor, and cognitive
processes (Pascual-Leone et al., 2000; Walsh and Cowey, 2000;
Hallett, 2007).

Much recent methodological development has focused on
combining TMS with other neuroimaging techniques (for reviews
see Bestmann et al., 2008; Driver et al., 2009; Siebner et al., 2009;
Ilmoniemi and Kičić, 2010; Ziemann, 2011). Combined TMS and
neuroimaging approaches offer considerable promise in under-
standing human brain function as a number of novel research
questions can be addressed that were previously unapproach-
able with TMS or neuroimaging alone. First, TMS-neuroimaging
provides a method of causally assessing functional connectivity
in cortical networks. Measures of functional connectivity in the
human brain have traditionally relied on temporal correlations of
activity between brain regions (Biswal et al., 1995; Greicius et al.,
2003). Such correlational measures of connectivity are unable to
provide causal information, rendering it difficult to determine if
coactive regions are truly functionally connected or if they merely

coincidentally active at similar points in time. Because activations
induced in the cerebral cortex propagate trans-synaptically, the
concurrent application of TMS and neuroimaging allows func-
tional connectivity between brain regions to be examined in a
causal manner (for review see Bestmann et al., 2008; Driver et al.,
2009). This is accomplished by using TMS to activate a targeted
cortical region while neuroimaging is employed to measure the
consequent inter-regional activations. Second, concurrent TMS
and neuroimaging provide direct measures of cortical excitabil-
ity within a targeted brain region. Traditionally, motor-evoked
potentials (MEPs), motor thresholds, and phosphene thresholds
have been used to index cortical excitability. Combined TMS and
neuroimaging approaches can directly measure levels of cortical
excitability by evoking a response with TMS while using neu-
roimaging to measure the magnitude of the resultant activity.
Third, TMS-neuroimaging can be applied to better understand
mechanisms of neuroplasticity within the human cerebral cortex.
Administration of trains of repetitive TMS (rTMS) or patterned
rTMS have been shown to modulate states of cortical neuroplas-
ticity (Pascual-Leone et al., 1994; Chen et al., 1997; Huang et al.,
2005). Neuroimaging of TMS-induced plasticity provides impor-
tant insight into neuroplasticity in human cortex. Last, concur-
rent TMS and neuroimaging provides invaluable information
regarding the action of TMS in the human brain, information
that previously inferred primarily from MEPs, phosphenes, and
animal studies.

To date, TMS has been combined successfully with a number
of neuroimaging methodologies including electroencephalogra-
phy (EEG; Ilmoniemi et al., 1997; Bonato et al., 2006), functional
magnetic resonance imaging (fMRI; Bohning et al., 1998, 1999;
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Baudewig et al., 2001; Bestmann et al., 2004), positron emis-
sion tomography (PET; Fox et al., 1997, 2006; Paus et al., 1997),
functional near-infrared spectroscopy (fNIRS; Hada et al., 2006;
Mochizuki et al., 2006; Kozel et al., 2009), and the event-related
optical signal (EROS; Parks et al., 2012). With the fervent devel-
opment of these combined approaches, it is important to doc-
ument technical considerations, potential pitfalls, artifacts, and
confounds introduced by combining TMS with each of these neu-
roimaging methodologies. Little information is presently avail-
able in the literature concerning the concurrent application of
TMS and near-infrared optical imaging methods of fNIRS and
EROS. This paper bridges this information gap, giving a brief
overview of optical imaging methodologies and their concurrent
use with TMS. Although the neurophysiological signals that con-
stitute fNIRS and EROS measurements are quite disparate, the
methodological challenges and potential sources of TMS-related
artifact are common to the two techniques. Associated design
considerations, potential artifacts, and approaches to control for
artifacts in TMS-fNIRS and TMS-EROS studies are discussed.

NEAR-INFRARED OPTICAL IMAGING
Non-invasive near-infrared optical imaging refers to a category of
neuroimaging techniques that measure activity from the human
cerebral cortex through changes in the absorption or scatter-
ing of near-infrared light that occur as a consequence of events
associated with neural activity. Light in the near-infrared range
(650–950 nm) largely escapes absorption by water and is pri-
marily scattered in biological tissue. This scattering permits
near-infrared wavelengths to penetrate relatively deep into liv-
ing tissue. When emitted into the human head, near-infrared
light will scatter deeply enough to pass through cortical tissue
(Villringer et al., 1993) and a proportion of this light will scat-
ter back to the surface of the scalp where it can be measured
by a detector. When the distance between emitter and detector
(optodes collectively) is known, the path traveled by light is well-
defined, giving near-infrared imaging techniques relatively good
spatial resolution. The distance separating a near-infrared emit-
ter and detector determines the depth of penetration into the
head (Villringer et al., 1993; Gratton et al., 1995; Gratton and
Fabiani, 2010). Consequently, non-invasive near-infrared optical
imaging is only capable of measuring the most superficial regions
of the cerebral cortex as light intensity becomes insufficient across
distances of more than 5.5–6.0 cm. Deep cortical regions, sub-
cortical, midbrain, and hindbrain structures are inaccessible to
optical imaging. Thus, near-infrared optical imaging approaches
can be used only in the study of cortical function in humans.
Methods of near-infrared optical imaging place an array (mon-
tage) of fiber optic near-infrared emitters and detectors across
the scalp. These emitters and detectors are configured so as to
measure activity from cortical regions of interest (ROIs) that lie
between an emitter and a detector.

Modulations of certain properties of near-infrared light by
the cerebral cortex can be used to infer changes in underlying
neural activity. Two classes of signals can be measured using
near-infrared optical imaging, a slow hemodynamic response
which affects the relative absorption of near-infrared wavelengths
and a fast optical signal which affects the scattering properties

of near-infrared light. These distinct optical signatures of neu-
ral activity form the basis of two non-invasive optical imaging
techniques—fNIRS and EROS, respectively.

FUNCTIONAL NEAR-INFRARED SPECTROSCOPY (fNIRS)
fNIRS is a near-infrared optical neuroimaging method that pro-
vides a measure of the hemodynamic response, an increase in
blood oxygenation of the cerebral vasculature that peaks 6–10 s
following neural activity (Ogawa et al., 1990; Miezin et al.,
2000). The hemodynamic response can be measured with near-
infrared light because hemoglobin is a primary absorber of
near-infrared wavelengths in biological tissue. Short and long
near-infrared wavelengths are absorbed differentially by oxy-
genated hemoglobin (oxy-Hb) and deoxygenated hemoglobin
(deoxy-Hb), oxy-Hb absorbing more at longer wavelengths and
deoxy-Hb absorbing more at shorter wavelengths (Jobsis, 1977).
The changes in oxy-Hb and deoxy-Hb concentrations associated
with the hemodynamic response are measureable as modulations
in the intensity of light at different near-infrared wavelengths.
By obtaining a sparse near-infrared absorption spectrum using
two or more wavelengths, it is possible to measure relative
concentrations of oxy-Hb and deoxy-Hb within the cerebral
vasculature, yielding an index of neuronal activity via the hemo-
dynamic response (Villringer et al., 1993). The spatial resolution
of fNIRS (between 1 and 3 cm) is not as good as that of fMRI,
the most comparable measure of the hemodynamic response.
However, fNIRS has the advantage of acquiring separable mea-
sures of oxy-Hb and deoxy-Hb, which are measured only as
a composite in the blood-oxygenation level-dependent (BOLD)
response. The temporal resolution of fNIRS is limited by the
sluggishness of the hemodynamic response, on the order of
several seconds. However, the instrumentation of fNIRS gen-
erally permits higher temporal sampling of the which allows
the hemodynamic response function to be measured with great
precision.

EVENT-RELATED OPTICAL SIGNAL (EROS)
In addition to the slow modulations of near-infrared absorption
that occur with changes in blood oxygenation, certain optical
properties of neural tissue modulate directly in accordance with
neural electrical activity. Numerous in vivo and in vitro stud-
ies have demonstrated that near-infrared light scatters less in
active neural tissue as compared to tissue at rest, a phenomenon
known as the fast optical signal (Frostig et al., 1990; MacVicar
and Hochman, 1991; Andrew and MacVicar, 1994; Rector et al.,
1997, 2005). These changes in scattering occur simultaneously
with neural electrical activity and appear to be the result of neu-
rite swelling caused by the migration of water across ion channels
(Foust and Rector, 2007; Lee and Kim, 2010). The fast optical sig-
nal can be measured non-invasively from the human brain as a
reduction in the intensity of light transmission or as an increase
in the time-of-flight (delay) of near-infrared light from a source
to a detector (Gratton et al., 1995; Wolf et al., 2002; for review
see Wolf et al., 2008; Gratton and Fabiani, 2010). Intensity mea-
sures can be used to index the fast optical signal because reduced
scattering causes less light to scatter back to the surface thus
leading to a transient reduction in measured intensity (Gratton
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et al., 1995). Delay measures can also index the fast optical signal
because reduced scattering causes light, on average, to penetrate
deeper into the cortex, travelling a slightly longer path, measur-
able as an increase in phase delay (Gratton and Fabiani, 2003,
2010). These non-invasive signatures of the fast optical signal
form the basis of the EROS neuroimaging technique (also fast
optical imaging).

The spatial resolution of EROS is approximately equivalent
to that of fNIRS though this resolution can be improved signif-
icantly with very high density optode arrangements (Gratton and
Fabiani, 2003). The advantage of EROS lies in its measurement
of the fast optical signal which gives the technique a temporal
resolution on the order of milliseconds. The increased tempo-
ral resolution of EROS comes at the cost of signal-to-noise ratio,
which is quite low compared to other neuroimaging techniques
(Gratton and Fabiani, 2003, 2010).

CONCURRENT APPLICATION OF TMS AND OPTICAL
IMAGING: ADVANTAGES AND LIMITATIONS
The simultaneous application of TMS with near-infrared opti-
cal imaging is an appealing marriage of techniques, offering
several advantages over other concurrent TMS-neuroimaging
approaches. First, near-infrared optical signals are not suscep-
tible to electromagnetic interference from TMS pulses as they
are based on measures of light intensity or timing. In contrast,
TMS-EEG and TMS-fMRI measure electrical and magnetic fields,
respectively, requiring considerable technological innovations to
overcome TMS-induced electromagnetic artifact (Siebner et al.,
2009). Second, optical imaging methods permit TMS stimulation
to any target scalp location and are not constrained by the prag-
matics of TMS coil positioning in an MRI scanner. Third, optical
methods provide unique measures and insights into cortical func-
tions that are distinct from other neuroimaging technologies.
fNIRS provides a measure of both oxy-Hb and deoxy-Hb concen-
trations, allowing for a more detailed study of the human hemo-
dynamic response evoked by TMS. EROS provides a spatially and
temporally resolved measure, allowing the inter-regional dynam-
ics of TMS-evoked cortical activity to be examined. Last, optical
imaging equipment has become affordable and commercially
available, allowing studies of cortical connectivity, excitability,
and dynamics to be readily studied in a laboratory setting.

The feasibility and utility of concurrent TMS-fNIRS has
been demonstrated in numerous studies conducted in the
motor system (Noguchi et al., 2003; Hada et al., 2006; Mochizuki
et al., 2006, 2007; Chiang et al., 2007; Kozel et al., 2009; Groiss
et al., 2013) and prefrontal cortex (Kozel et al., 2009; Thomson
et al., 2011a,b, 2013). These studies have demonstrated clear mod-
ulations in blood oxygenation directly beneath the coil (proximal
activations; Noguchi et al., 2003; Hada et al., 2006; Mochizuki
et al., 2006; Kozel et al., 2009; Groiss et al., 2013) as well as inter-
regionally in cortical areas not directly activated by TMS (distal
activations; Mochizuki et al., 2007; Kozel et al., 2009; Groiss
et al., 2013). Optical measurement of TMS-evoked hemodynamic
responses has been further validated with in vivo studies in cats
(Allen et al., 2007).

A single study has demonstrated the feasibility of concur-
rent TMS-EROS and found TMS-evoked activity in the primary

motor cortex directly beneath the TMS coil peaking within 16 ms
post-pulse and a later activation of contralateral motor cortex
occurring within 40 ms of the TMS pulse (Parks et al., 2012). To
date, no animal studies have been conducted to examine effects of
TMS on the fast optical signal.

There are several limitations associated with combining TMS
with non-invasive optical imaging, as compared to other neu-
roimaging approaches. The primary disadvantage of TMS-optical
imaging is the restricted depth of recordings. Both fNIRS and
EROS are capable of obtaining functional data from only the
most superficial regions of the brain. As such, TMS-induced
neural activity can only be examined within the cerebral cor-
tex. TMS-evoked activations within subcortical structures (e.g.,
basal ganglia) or deep cortical structures (e.g., cingulate) can-
not be measured with either fNIRS or EROS. When such
ROIs are of interest, optical imaging cannot be used. TMS-
fMRI and TMS-PET are currently the only approaches capable
of measuring TMS-induced functional activation within such
structures.

In addition to the issue of depth, the major limitation of fNIRS
is primarily its reliance on the slow hemodynamic response, a
problem shared with TMS-fMRI. TMS-fNIRS has relatively good
spatial resolution but very poor temporal resolution. This makes
TMS-fNIRS well-suited for applications in need of only spatial
localization of TMS-evoked responses but prohibits the method
from being applied to study neural dynamics. At present, only
TMS-EEG and TMS-EROS can yield such temporally precise data
in human subjects.

TMS-EROS is also associated with its own set of limitations.
The signal-to-noise ratio of EROS is quite low (Gratton et al.,
1995; Gratton and Fabiani, 2003, 2010). TMS-EROS requires
averaging of between 100 and 300 trials, approximately ten times
that of a typical event-related fNIRS study. Given the suggested
safety guidelines for the allowable number and frequency of TMS
pulses in human subjects, the number of trials required for TMS-
EROS averaging can impose significant restrictions on the design
of experiments. A further issue of TMS-EROS relates to the sup-
porting literature and prevalence of the technique. Though there
is a growing literature applying EROS in the study of human per-
ception and cognition, this literature remains small compared
to other neuroimaging techniques. Consequently, there is sim-
ply less extant literature from which to draw when designing and
interpreting TMS-EROS studies.

Together, TMS-fNIRS and TMS-EROS studies suggest that the
concurrent use of TMS and optical imaging can provide useful
tools in the study of human cortical connectivity and cerebral
dynamics. However, there are several methodological approaches
and TMS-related artifacts that should be considered when con-
ducting such studies.

DESIGN CONSIDERATIONS FOR TMS-fNIRS AND TMS-EROS
SINGLE-PULSE vs. REPETITIVE TMS
Single-pulse TMS refers to the intermittent administration of a
single magnetic pulse (<1 Hz) to a target region whereas repet-
itive TMS (≥1 Hz) refers to a train of TMS pulses occurring at
a set frequency. In the cognitive neurosciences, single-pulse TMS
is often employed to examine the chronometry of a cortical ROI
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whereas rTMS is used to continuously disrupt a brain area or
to induce a lasting change in cortical excitability (Pascual-Leone
et al., 2000). The choice to use single-pulse TMS vs. rTMS is
driven primarily by the research question being asked. Either
single-pulse or rTMS may be an appropriate design choice when
using TMS as a method of causally assessing cortico-cortical
connectivity but certain considerations should be taken when
choosing between single-pulse and rTMS with near-infrared opti-
cal imaging.

Single-pulse TMS can be easily integrated into both fNIRS
and EROS experiments. The use of single-pulse in a TMS-
fNIRS experiment generally requires an event-related design.
Such event-related designs often require long inter-trial inter-
vals (20–30 s) in order to allow the hemodynamic response to
return to baseline before the start of each trial. These long peri-
ods can impose major constraints on the type of questions that
may be addressed in a single-pulse TMS-fNIRS study. Single-
pulse designs are ideal for TMS-EROS as EROS recordings require
precise time-locking and averaging of several hundred trials to
increase signal-to-noise ratio. RTMS is most appropriate for use
in a block design, measuring changes in cortical activity during
trains of rTMS as compared to periods of rest (or sham rTMS).
The measurement of the hemodynamic response using fNIRS
lends itself well to such designs. Blocked rTMS-fNIRS designs
can be successfully implemented to perform studies of cortical
connectivity and neuroplasticity during rTMS administration or
by performing pre-rTMS and post-rTMS fNIRS measurements.
EROS is not easily adapted for use in a typical block design as the
fast optical signal is a transient response. However, the tempo-
ral resolution of EROS may allow time-locking to the individual
pulses within a given rTMS train. Such an approach may be used
to study the cumulative effects of TMS pulses or variations in cor-
tical response to individual pulses delivered in a high-frequency
rTMS train.

The cumulative effects of rTMS should also be consid-
ered when designing a TMS-fNIRS or TMS-EROS. There are
well-known modulations of cortical excitability associated with
administration of rTMS. For example, low-frequency rTMS (1-
Hz) to motor cortex has been shown to induce a lasting reduction
in cortical excitability that persists for 15 min or more (Chen
et al., 1997). Conversely, high-frequency trains of rTMS can
induce a lasting increase in the excitability of motor cortex
(Pascual-Leone et al., 1994; Huang et al., 2005). Such modula-
tions of cortical excitability may have undesirable interactions as
cortical excitability may vary with the number of TMS pulses
administered. Depending on the research question being investi-
gated, such temporal variation may or may not be problematic
or confounding. The modulatory effects of rTMS should be
carefully considered and weighed against the objectives of the
experiment.

PROXIMAL vs. DISTAL REGIONS OF INTEREST
TMS-neuroimaging investigations seek to measure TMS-evoked
responses from either proximal regions of interest (ROIs), those
directly beneath the coil, or inter-regional activations that are
induced trans-synaptically (distal ROIs; Figure 1). Performing
near-infrared optical imaging on local vs. distal ROIs is a major

FIGURE 1 | Proximal vs. distal ROIs in TMS-fNIRS and TMS-EROS

experiments. Proximal ROIs are those directly activated by a TMS coil.
Distal ROIs are those activated trans-synaptically by TMS. Optodes are
depicted in blue and the path of near-infrared light between an emitter and
detector is depicted in red.

determinant of the technical difficulty of an experiment and
the TMS-related artifacts that may come into play. Measuring
fNIRS or EROS from a proximal ROI directly beneath the coil
presents the greatest challenge as optical emitter and detector
fibers (optodes collectively) must be designed to accommodate
recordings in the presence of a TMS coil. Furthermore, because
of coil proximity, proximal ROI recordings are more suscepti-
ble to TMS-related artifacts. Further precautions must be taken
to control for TMS-related artifacts when recording from prox-
imal ROIs. Distal ROIs may be recorded much more simply in
most scenarios without requiring any special modifications to
the optical apparatus and with fewer concerns of TMS-related
artifacts.

OPTICAL MONTAGE DESIGN
An optical montage refers to the location and arrangement of
emitters and detectors across the scalp to record from the desired
cortical ROIs. In a standard TMS-fNIRS or TMS-EROS exper-
iment, optodes are typically secured in place against the scalp
with rubber “patches” mounted to the head. For experiments
concentrating on distal ROIs, any patch montage can be used
so long as the optical mounting apparatus does not limit access
of the TMS coil to a targeted scalp location. Performing opti-
cal recordings from proximal ROIs presents the greatest technical
challenge for TMS-fNIRS and TMS-EROS experiments as the
optodes must be mounted against the scalp while still permit-
ting a TMS coil to be positioned close enough to the scalp to
activate underlying cortical tissue. The magnetic field generated
by a TMS coil falls off rapidly with distance and the introduc-
tion of more than a few millimeters of distance can significantly
attenuate the efficacy of TMS in underlying cortex (Kozel et al.,
2000; McConnell et al., 2001). There are several approaches that
may be taken to minimize distance introduced by the placement
of an optical patch to measure activity from a proximal ROI.
First, a coil-bounding optical montage may be incorporated with
some TMS coils (Hada et al., 2006). A coil-bounding montage
refers to the placement of optodes around the edges or open-
ings of a TMS coil (Figure 2A). Coil-bounding montages are
ideal as no additional distance is introduced between the TMS
coil and the scalp. The drawback of this approach is that the
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FIGURE 2 | Approaches to TMS-fNIRS and TMS-EROS montages illustrated with a circular coil. In a coil-bounding montage (A), optodes are arranges around inner
and outer edges of a TMS coil. A low-profile approach (B) positions optodes directly beneath the coil by redirecting light with prisms or bending the tips of fiber optics (C).

placement of optodes becomes constrained by the shape of the
TMS coil and does not facilitate optimization of a montage for
recording a desired ROI. Furthermore, coil-bounding montages
are incompatible with many standard TMS coils because distances
introduced by the coil are too great to allow light transmission
of adequate intensity between emitters and detectors. A second
approach for designing a concurrent TMS-optical montage is to
reorient optodes so that they may be mounted in a low-profile
optical patch directly beneath a TMS coil (Figure 2B). Creating
a low-profile optical montage can be accomplished either by
bending optodes, reorienting their tips at a perpendicular angle
(Figure 2C; Noguchi et al., 2003; Mochizuki et al., 2006) or by
using prisms to redirect light at a perpendicular angle (Figure 2C;
Näsi et al., 2011; Parks et al., 2012). The advantage of the low-
profile approach is that a montage may be designed with freedom,
arranging optodes in any desired configuration. The disadvantage
of such a montage is, of course, the introduction of additional
distance between the coil and cortex which may require TMS of
greater intensity to sufficiently stimulate the targeted ROI. A final
approach for optical imaging of proximal ROIs is to use specialty
coils, designed for optical applications. These coils minimize dis-
tances between the coil’s stimulating “hot spot” and access to
the scalp, allowing optodes to be readily positioned in appro-
priate locations (Groiss et al., 2013). Such specialty coils allow
coil-bounding montages to be constructed with greater freedom
and across shorter distances than permitted by standard TMS coil
designs.

SAFETY
To ensure subject safety in TMS-fNIRS and TMS-EROS
experiments, optodes and mounting apparatus should be MRI-
compatible, free of all ferrous material. Additionally, all com-
ponents must be thoroughly inspected and tested for materials
that may present additionally hazard in the presence of strong
alternating magnetic fields, such as metallic materials that may
become heated with repeated exposure to TMS pulses. So long as
these standards are met, there are no additional safety consider-
ations with TMS-fNIRS or TMS-EROS experiments above those
associated with the use of TMS alone (Rossi et al., 2009).

POTENTIAL ARTIFACTS IN TMS-fNIRS AND TMS-EROS
ELECTROMAGNETIC ARTIFACTS
As described previously, one advantage of concurrent TMS and
optical imaging is that the measurement of near-infrared light is
immune to electromagnetic interference. Though light transmis-
sion is not affected by TMS pulses, the instrumentation used to
measure near-infrared light may be susceptible to electromagnetic
interference, particularly in the sensitive photomultiplier tubes
(PMTs) that are used to amplify the detection of near-infrared
wavelengths (Figure 3A).

MOVEMENT ARTIFACTS
The magnetic discharge of a TMS coil causes mechanical defor-
mation, resulting in small movements and vibrations of the coil.
Such vibrations can cause small displacements of optodes or tran-
sient changes in the pressure of optodes against the scalp. The
presence of either form of mechanical agitation at the optode-
scalp interface can introduce brief changes in the measurement
of light intensity/scatter that will occur systematically with each
TMS pulse (coil movement artifact; Figure 3B). Direct stimu-
lation of the scalp musculature directly beneath the TMS coil
can introduce transient muscle contractions that can also cause
small but significant optode displacements (muscle twitch artifact;
Figure 3B). Artifacts may also occur as a result of involuntary
movements made by the subject due to startle in response to a
TMS pulse or through stimulation of cranial nerves and neck
muscles. Such subject movement artifacts may also lead to large
movements of optodes leading to undesirable modulations in
intensity/scatter measures (Figure 3B).

SENSORY ARTIFACTS
The mechanical deformation of the TMS coil generates a click-
ing sound, a strong auditory stimulus. The vibrations and scalp
stimulation associated with a TMS pulse also cause somatosen-
sory stimulation of the skin and musculature directly below the
coil (Figure 3D). As with other TMS-neuroimaging approaches,
such sensory artifacts are unavoidable as they are precisely time-
locked to a TMS pulse. In many cases, sensory artifact can be ruled
out based on the optical ROI recorded. For example, an auditory
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FIGURE 3 | Potential sources of TMS-related artifacts in TMS-fNIRS and

TMS-EROS experiments. A TMS pulse may (A) introduce interference or
noise within the optical imaging instrumentation, (B) cause movement of
the subject and/or optical fibers, (C) induce changes in the absorption and
scattering properties of superficial tissue of the scalp and skull, or (D)

induce neural activations through auditory or somatosensory stimulation.

artifact would not be of major concern when recording fNIRS
from primary motor cortex. In other cases, these artifacts must
be identified, measured, and ruled out as a source of TMS-evoked
cortical activation.

SUPERFICIAL TISSUE ARTIFACTS
Near-infrared light must pass through superficial tissue (e.g.,
scalp) before penetrating into the cortex then pass through this
tissue again as it scatters back to the surface where it is detected.
As such, non-invasive optical imaging is sensitive to changes in
near-infrared absorption and scattering that occur not only in
the cerebral cortex, but also in the superficial tissue of the scalp
and skull. During passive optical imaging recordings, physiologi-
cal activity within superficial tissue presents little problem as this
activity is random with respect to the stimuli and tasks presented
to the subject. However, TMS induces electrical currents not only
in the neural tissue of the cerebral cortex but also in superfi-
cial tissue, musculature, and nerves of the scalp and skull. Thus,
TMS-induced changes in near-infrared absorption and scattering
may also occur in superficial tissue, including changes in super-
ficial blood flow and oxygenation (Figure 3C) (Näsi et al., 2011).
Such superficial tissue artifacts, if present, are not easily disentan-
gled from cortical activations and present the greatest challenge
for combined TMS and optical imaging experiments (Näsi et al.,
2011).

IDENTIFYING AND CONTROLLING FOR ARTIFACTS IN
TMS-fNIRS AND TMS-EROS
PHANTOM TESTS
An optical imaging phantom is a block of material with near-
infrared scattering properties approximating that of the human
head. Phantoms are typically used to test the integrity of optical
fibers and instrumentation but can also provide useful informa-
tion regarding TMS artifacts. In a phantom test for TMS-related
artifacts the phantom is configured with the optical montage and
optical data is recorded as TMS pulses are emitted. Phantom TMS
tests are useful for identifying two classes of artifact: electromag-
netic and coil movement artifact.

A simple test for electromagnetic artifact by positioning the
coil several centimeters above a phantom and optical montage
and discharging a number of TMS pulses. Because optical sig-
nals will always remain constant through a phantom and no
physical contact is made between the coil and optodes in this
configuration, any TMS-locked changes observed in optical sig-
nals are most likely attributable to electromagnetic interference
within the optical instrument. Electromagnetic artifacts can be
dealt with easily by increasing the distance between the opti-
cal imaging instrument and TMS coil (e.g., longer fibers) or by
electrically shielding the instrument in a grounded Faraday cage
enclosure.

A test of coil movement artifacts can also be performed by
positioning the TMS coil in physical contact with the phantom
and optode mounting apparatus, approximating the conditions of
testing on a human subject’s head. Assuming no electromagnetic
artifacts were found in the aforementioned test, TMS-related
effects in near-infrared signals in this case can be attributed to
the displacement of optodes by mechanical contraction of the
TMS coil. Coil-movement artifact can be minimized by building
additional shock absorption into the optode mounting apparatus
(e.g., foam padding) or by introducing a small spatial separation
between the coil and optodes so that no physical contact is made
during experimental testing.

Frontiers in Human Neuroscience www.frontiersin.org September 2013 | Volume 7 | Article 592 | 201

http://www.frontiersin.org/Human_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Human_Neuroscience/archive


Parks Concurrent TMS and near-infrared optical imaging

SHAM AND CONTROL SITE STIMULATION
Sham and control site stimulation are standard control conditions
for TMS experiments. These conditions should also be incor-
porated into the experimental design of a TMS-fNIRS or TMS-
EROS study to provide an online control for electromagnetic,
movement, and sensory artifacts.

Sham stimulation is commonly performed by positioning the
TMS coil over the targeted ROI but orienting the coil perpendic-
ular to the scalp so that magnetic field is emitted into the open
air rather than stimulating cortical tissue. Sham stimulation can
be used to rule out or identify the presence of electromagnetic
artifact, coil movement artifact, subject movement artifact, and
sensory artifact. Because sham stimulation does not directly stim-
ulate the scalp or cortex, the occurrence of any significant optical
effects under these conditions is artifactual and can be attributed
to one or more of the aforementioned sources. Phantom tests may
be used to further determine the relative contributions of these
artifacts.

Control site stimulation involves positioning the TMS coil over
a cortical area deemed to be distant and neutral from the targeted
region of interest (e.g., vertex). Control site stimulation provides
a method of artifact assessment by approximating the stimulat-
ing parameters of an active TMS condition without stimulating
the ROI of interest. Like sham stimulation, control site stimula-
tion will also capture electromagnetic artifact, subject movement
artifact, and sensory artifact. Control site stimulation will more
closely match sensory sensations than sham stimulation, provid-
ing a better control of sensory artifact. Control site stimulation
may also be used to assess the presence of muscle-twitch artifact
as it will directly stimulate the scalp musculature. The complica-
tion of control site stimulation is that TMS will actively stimulate
cortical tissue and thus could potentially induce true cortical acti-
vations via trans-synaptic projections to an ROI. Additionally,
control site stimulation could induce a greater degree of move-
ment artifact if coil placement results in greater activation of head
and neck musculature. A control site must be carefully selected
to avoid the induction of subject movement artifact and cortical
activations of ROIs.

SUPERFICIAL CHANNELS
The spatial separation of emitters and detectors determines
the depth traveled by near-infrared light. Channels with rel-
atively long source-detector distances penetrate relatively deep
into the head, passing through cortical tissue (long chan-
nels; ∼2.0–5.5 cm; Figure 4). Channels with short source-
detector distances penetrate superficially, passing only through
the scalp and skull (short channels; <1.5 cm; Figure 4). Though
short channels provide no measure of neural activity, they form
a powerful method for identifying TMS-related artifacts. This is
accomplished by using short channels to yield a measure of near-
infrared absorption and scattering that is confined to superficial
tissue of the scalp and skull (Firbank et al., 1998; Medvedev et al.,
2008; Näsi et al., 2011; Takahashi et al., 2011; Parks et al., 2012;
Fabiani et al., 2013). The presence of electromagnetic, move-
ment, and superficial tissue artifacts will be apparent in these
channels. The absence (or presence) of effects in short-distance
channels as compared to long-distance channels can be used to

FIGURE 4 | Varying depth of penetration by near-infrared light

between long and short distance channels. The path travelled by
near-infrared light in a channel with long emitter-detector distances passes
through cortical tissue whereas the path of light in a short channel travels
only superficially through the scalp and skull.

eliminate (or confirm) the contribution of artifacts as an expla-
nation of observed TMS-evoked fNIRS or EROS activations (Näsi
et al., 2011; Parks et al., 2012). Presently, short channels pro-
vide the only means of evaluating the contribution of superficial
tissue artifacts. Thus, it is critical to incorporate short channels
when designing an optical montage for TMS-fNIRS or TMS-
EROS experiments so that superficial tissue artifacts may be ruled
out when evaluating and interpreting results.

COREGISTRATION WITH INDIVIDUAL NEUROANATOMY
Cortical ROIs in near-infrared optical imaging are often local-
ized according to standard scalp locations of the 10–20 system
(Jasper, 1958). On average, there is good correspondence between
a given 10–20 location and underlying neuroanatomy, allowing
near-infrared paths through cortex to be modeled relatively accu-
rately based on these positions alone (Okamoto et al., 2004).
However, the spatial accuracy of near-infrared optical imaging
can be improved significantly by accounting for individual dif-
ferences in neuroanatomy by coregistering optode locations to a
T1-weighted structural MRI obtained for each subject (Whalen
et al., 2008). This coregistration is accomplished by digitiz-
ing the three-dimensional locations of optodes at the time of
experimentation then using fiducial points and statistical fit-
ting procedures to align optode positions to an anatomical MRI
collected for each subject (Whalen et al., 2008; Gratton and
Fabiani, 2010). The improved spatial localization gleaned from
such coregistration procedures can prove indispensable in dis-
entangling true TMS-evoked cortical activations from sensory
artifacts.

RECORDING PARAMETERS
Electromagnetic and coil movement artifacts will most likely
manifest as transient, short-lived modulations in light transmis-
sion. In order to capture the occurrence and pattern of transient
TMS-induced artifacts, near-infrared optical imaging data should
be acquired with the highest sampling rate possible. Minimal fil-
tering should be applied to optical data when identifying potential
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artifacts, though digital filtering at a later stage of data preprocess-
ing may be an appropriate method to minimize the contribution
of certain artifacts.

SUPPLEMENTARY PSYCHOPHYSIOLOGICAL, PSYCHOPHYSICAL, AND
BEHAVIORAL MEASURES
Simultaneously acquired psychophysiological, perceptual, and
behavioral measures can be used to increase confidence in the
cortical origins of TMS-evoked fNIRS or EROS activations i.e.,
MEPs, motor/phosphene thresholds, and response times). A
corresponding pattern of effects observed between optical acti-
vations and supplementary psychophysiological and behavioral
measures is unlikely to be the result of a TMS-related artifact.
Appropriate supplementary psychophysiological or behavioral
measures should be included whenever allowed by the experi-
mental design and logical given the ROIs being investigated.

COIL ORIENTATION
Systematical manipulation of TMS coil orientation may provide a
further method of disentangling superficial tissue artifacts from
cortical activation. The orientation of a TMS coil is known to
vary the cortical response in systematic ways due to differences
in underlying cortical geometry interacting with the direction of
induced current flow (Sakai et al., 1997; Di Lazzaro et al., 2004).
Although the effects of coil orientation have not yet been inves-
tigated with either fNIRS or EROS, coil orientation may predict
a relative change in activation magnitude for some ROIs (e.g.,
motor cortex). Superficial tissue artifacts, however, would not
be expected to vary systematically with coil orientation. Thus,
optical activations of true cortical origin should modulate in
a predictable manner with coil orientation whereas superficial
tissue artifacts should not. Demonstrating the optical activa-
tion pattern predicted by manipulations of coil orientation could
potentially be used to infer the cortical origins of observed sig-
nals though, to date, such an approach has not been attempted or
validated.

ACTIVATION TIMING
In some cases, it may be possible to dismiss artifacts based on
the timing of optical activations. For example, the temporal

resolution of EROS allows cortical activation to be measured
within milliseconds of discharging a TMS pulse. TMS-evoked
EROS activations were previously described to peak in cortex
beneath the TMS coil within 16 ms (Parks et al., 2012). Because
this activation preceded the occurrence of an MEP, somatosen-
sory feedback from the MEP could be excluded as a potential
explanation of the effect. The temporally delayed effects of the
hemodynamic response in fNIRS may also serve as the basis
to logically exclude contributions of certain artifacts to opti-
cal activations. Electromagnetic and coil movement artifacts,
for example, are likely only to induce transient fluctuations in
light transmission, which are unlikely to systematically influence
measures of oxy-Hb and deoxy-Hb peaking several seconds later.

STATISTICAL CORRECTION OF TMS ARTIFACTS
Presently, there are no proven methods for filtering or statisti-
cal correction of TMS-related artifacts in optical data. However,
short-distant channels have been used to understand, measure,
and remove superficial signals from fNIRS data (Yamada et al.,
2009; Gregg et al., 2010; Takahashi et al., 2011). Independent
component analysis has been applied in fNIRS and EROS data to
increase signal-to-noise ratio (Kohno et al., 2007; Medvedev et al.,
2008). Similar application of such superficial signal regression or
blind source separation techniques to concurrent TMS and opti-
cal imaging data may provide a future method for the detection
and correction of TMS-related artifacts.

CONCLUSIONS
Simultaneous TMS and near-infrared optical imaging provides a
flexible and affordable approach to study human cortical dynam-
ics and connectivity. Unique information regarding cortical func-
tion, neurovascular coupling, and neuroplasticity can be acquired
through measurement of the hemodynamic response (i.e., fNIRS)
or fast optical signals (i.e., EROS) concurrently with the admin-
istration of TMS. There are a number of technical challenges
and TMS-related artifacts associated with TMS-fNIRS and TMS-
EROS that must be overcome. In many cases there are straight-
forward solutions to technical issues and several steps that may be
taken to minimize or control for artifactual optical signals.
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Brain oscillations of different frequencies have been associated with a variety of cognitive
functions. Convincing evidence supporting those associations has been provided by
studies using intracranial stimulation, pharmacological interventions and lesion studies.
The emergence of novel non-invasive brain stimulation techniques like repetitive
transcranial magnetic stimulation (rTMS) and transcranial alternating current stimulation
(tACS) now allows to modulate brain oscillations directly. Particularly, tACS offers the
unique opportunity to causally link brain oscillations of a specific frequency range to
cognitive processes, because it uses sinusoidal currents that are bound to one frequency
only. Using tACS allows to modulate brain oscillations and in turn to influence cognitive
processes, thereby demonstrating the causal link between the two. Here, we review
findings about the physiological mechanism of tACS and studies that have used tACS
to modulate basic motor and sensory processes as well as higher cognitive processes like
memory, ambiguous perception, and decision making.

Keywords: alpha, EEG, electroencephalogram, gamma, oscillations, transcranial direct current stimulation,

transcranial alternating current stimulation, transcranial magnetic stimulation

INTRODUCTION
Transcranial electric stimulation (tES) is the superordinate term
for a class of non-invasive brain stimulation techniques compris-
ing direct current (DC), alternating current (AC), and random
noise (RN) stimulation (Paulus, 2011). The principle of using
electric currents to stimulate the human body and brain is not
new (see Priori, 2003 for a review). The applied currents can
either be constant over time, as is the case with transcranial direct
current stimulation (tDCS), or they can alternate at a certain fre-
quency, which is referred to as transcranial alternating current
stimulation (tACS). Stimulation with a RN frequency spectrum
is known as transcranial random noise stimulation (tRNS). Here,
we want to focus on tACS, since this method is particularly well
suited to modulate physiologically relevant brain oscillations in
a frequency-specific manner. Oscillations and DCs can be com-
bined to more complex waveforms. If DC and AC are combined
for transcranial stimulation, this is referred to as oscillatory tDCS
(otDCS, Groppa et al., 2010). The AC does not need to be sinu-
soidal but may as well be rectangular or have even more complex
shapes (Figure 1).

Numerous elegant studies during the last few decades have
demonstrated a close association between brain oscillations and
cognitive functions (for reviews, see Başar et al., 2001; Engel et al.,
2001; Herrmann et al., 2004). The link has, however, always been
established by correlating oscillatory brain activity with specific
cognitive processes. Therefore, the issue of whether brain oscil-
lations reflect a fundamental mechanism in cortical information

processing or just an epiphenomenon is still unresolved. It has
been argued that if oscillations were essential for any cognitive
function, then this function should be altered by selectively inter-
fering with these oscillations (Sejnowski and Paulsen, 2006). This
has been considered to be a very difficult question to answer
empirically in healthy humans until recently (Rees et al., 2002).
One possibility to address this important issue is to study abnor-
mal oscillatory activity in patients with neuropsychiatric disor-
ders (Herrmann and Demiralp, 2005; Schnitzler and Gross, 2005;
Uhlhaas and Singer, 2006). For example, it has been shown that
the degree of cognitive deficits in patients with attention deficit
hyperactivity disorder (ADHD) is correlated with an amplitude
reduction of gamma-band oscillations in a memory paradigm
(Lenz et al., 2008). However, complex diseases are usually not
the result of one single symptom like disturbed gamma oscilla-
tions. Therefore, such studies provide evidence for an association
between clinical symptoms and deviances in brain oscillations
but do not provide causal links. Probing a causal role of oscil-
lations for cognition has been promoted by recent developments
of non-invasive human brain stimulation techniques that allow
for driving brain oscillations within the range of observable,
physiologically relevant frequencies. For one such technique—
repetitive transcranial magnetic stimulation (rTMS)—the capa-
bility to entrain brain oscillations has been demonstrated recently
(Thut et al., 2011). Compared to otDCS and tACS, rTMS is
spatially more precise and neurons are excited directly by each
TMS pulse (Thut et al., 2011). On the one hand, rTMS delivers
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FIGURE 1 | Different stimulation paradigms. Top: During tDCS, a direct
current will be switched on for a duration of typically a few minutes.
Middle: In contrast, tACS uses alternating currents for stimulation that can
either be sinusoidal (solid line) or rectangular (dotted line). Bottom:

Combining tDCS and tACS results in oscillatory tDCS (otDCS), where the
alternating current is superimposed onto a direct current. The alternating
current can again be sinusoidal or rectangular.

brief bursts of about 100 µs duration that can be repeated at
the frequency that is believed to be responsible for a certain
cognitive effect. On the other hand, as depicted in Figure 2, repet-
itive bursts span a wide range of frequencies. Thus, care must
be taken when ascribing rTMS-induced effects to the repetition
frequency of rTMS. A recent article nicely mentions the crite-
ria required to consider an effect to be based upon rhythmic
entrainment of brain oscillations (Thut et al., 2011). In the case
of tACS it is less likely to entrain brain oscillations other than the
stimulation frequency, since the sinusoidal currents are strictly
bound to only one frequency. Nevertheless, the finding of fre-
quency specific rTMS effects on behavior (e.g., Romei et al., 2011)
demonstrates that rTMS mainly entrains oscillations at the stimu-
lation frequency and not at the broad-band responses of the single
pulses.

In addition, tACS does not generate sounds that could inter-
fere with the experimental paradigm and can be applied in the
absence of somatosensory sensations—thus allowing for easy
control conditions.

PHYSIOLOGICAL MECHANISM OF tACS
Recently, the physiological mechanisms that underlie the
observed tACS effects have been revealed via intracranial

recordings in animals (Fröhlich and McCormick, 2010). The
authors stimulated ferrets intracranially and simultaneously
recorded local field potentials (LFPs) and multiunit activity
(MUA). Before stimulating the animals, in vivo recordings
demonstrated that neuronal spikes in MUAs were synchronized to
the oscillatory LFPs (Figure 3, left). Subsequently, cortical slices
were stimulated in vitro and MUA was recorded simultaneously
revealing that weak sinusoidal voltages (≤0.5 V/m) were able to
elicit spiking activity (Figure 3, right). Intriguingly, the spiking
activity synchronized to different driving frequencies, suggesting
that neuronal firing can be entrained to the electrically applied
field (not shown here). Furthermore, Fröhlich and McCormick
(2010) were able to demonstrate that steep transient voltage
changes lead to stronger neural firing than slow transients albeit
reaching the same voltage maximum [see supplemental infor-
mation of Fröhlich and McCormick (2010)]. This indicates that
not only absolute voltage levels determine neural firing but the
temporal dynamics of voltage changes are important.

From that study, however, it was not clear whether weak cur-
rents can also penetrate the skull and still have similar effects
upon neural activity. Ozen et al. (2010) have addressed this ques-
tion by stimulating rats with electrodes on the surface of the
skull while recording neural activity intracranially. These authors
were able to show that an intracranial electric field as low as
∼1 V/m was sufficient to synchronize neural firing to a specific
phase of the extracranially applied sinusoidal current. The cur-
rent that has to be applied extracranially to achieve this electric
field depends upon multiple parameters, such as skull thickness,
electrode placement, and the like. This issue will be addressed in
Section Modeling current flow.

A recent experiment in humans revealed that changes of cor-
tical excitation depend non-linearly upon the intensity of tACS
(Moliadze et al., 2012). Primary motor cortex was stimulated
with tACS at 140 Hz while motor evoked potentials (MEPs) were
simultaneously recorded in response to single TMS pulses. Low
stimulation intensities of 0.2 mA resulted in cortical inhibition as
indexed by increased motor thresholds. High intensities of 1 mA
resulted in decreased thresholds, i.e., excitation. Intermediate
intensities of 0.6 and 0.8 mA had no effect on motor threshold.
This seems to indicate that inhibitory neurons are more suscep-
tible to electric stimulation and are stimulated already at lower
intensities. Excitatory neurons are less susceptible and require
stronger stimulation but dominate the inhibitory neurons leading
to a net effect of excitation. At intermediate intensities, inhibitory
and excitatory effects cancel each other out.

An important step for tACS was to show its effectiveness in
modulating oscillatory brain activity in humans. In this con-
text, Zaehle et al. (2010) demonstrated that tACS applied at
participants’ individual EEG alpha frequency resulted in an
enhancement of the EEG alpha amplitude after 10 min of stim-
ulation. EEG was recorded offline, i.e., three minutes before
and after applying tACS. After tACS, spectral power was sig-
nificantly increased specifically in the range of the individual
alpha frequency (IAF ∼10 ± 2 Hz) as compared to before tACS,
indicating that this stimulation method can interfere with ongo-
ing brain oscillations in a frequency-specific way despite its
low amplitude and its transcranial application. A recent study
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FIGURE 2 | Comparison of rTMS and tACS. Left: tACS uses sinusoidal
currents which are restricted to one frequency as shown by a time-frequency
wavelet transform. Right: rTMS, however, spans a wide range of frequencies

in addition to the frequency of repetition. Note, that these diagrams depict
only the stimulation currents/fields—not possible artifacts that may be
elicited in the human brain.

FIGURE 3 | Physiological mechanisms of tACS. Left: In vivo recordings in
ferrets show that spontaneous neuronal activity seen in MUA synchronizes
to certain phases of LFPs. Right: Stimulating slices of cortex electrically
with sinusoidal currents results in a similar synchronization. Interestingly,
the inter-burst frequency of the spontaneously occurring activity can be
speeded up and slowed down resulting in neural entrainment [adapted
from Fröhlich and McCormick (2010)].

by Neuling et al. (2013) replicated and extended the findings of
Zaehle et al. (2010) by showing that the tACS-induced alpha
amplitude enhancement remains present for at least 30 min
after stimulation offset. Interestingly, alpha amplitude was only
enhanced when the effective intracranial alpha tACS amplitude
exceeded the endogenous alpha amplitude (eyes-open condition),
but not when the former was weaker than the latter (eyes-closed
condition).

Further insights into the effect of tACS can be expected from
simultaneously recording hemodynamic responses with func-
tional magnetic resonance imaging (fMRI), as has been done for

brief impulses of TES (Brocke et al., 2008). While this procedure
seems challenging for tDCS due to hemodynamic artifacts, it
appears feasible for tACS (Antal et al., 2013).

MODELING CURRENT FLOW
A series of modeling studies has investigated how much of
the weak extracranially applied current (typically around 1 mA
in tACS) arrives intracranially. Early studies have used spher-
ical head models to address this issue (Miranda et al., 2006).
Later approaches used more realistically shaped head mod-
els that were derived from MRI recordings (Holdefer et al.,
2006; Wagner et al., 2007). A large amount of the current is
short-circuited by the well-conducting skin. Nevertheless, sig-
nificant current densities can be modeled intracranially that
result from the extracranial stimulation. Miranda et al. (2006)
demonstrated that 2 mA of tDCS results in 0.1 A/m2 of intracra-
nial current density 1 corresponding to an electric field of
0.22 V/m. Neuling et al. (2012b) used a very fine-grained finite
element model to show that 1 mA of tDCS/tACS applied to
human visual cortex results in an intracranial current density
of 0.1 A/m2 amounting to a cortical electric field of 0.417 V/m
when assuming a gray matter conductivity of 0.24 S/m (Figure 4).
Compared to the thresholds for synchronizing neural spikes to
electric fields derived from intracranial recordings in animals

1Note, that intracranial current density refers to current flow in cortex and is
different from electrode current density as reported elsewhere in this article.
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FIGURE 4 | Modeling tACS-induced intracranial current flow. Axial view
of a human brain visualizing the current density distribution of tDCS/tACS
applied at electrode locations F7 (anode, red) and F8 (cathode, blue). A
clear maximum in anterior brain areas can be seen. Current densities are
20 times stronger in frontal as compared to occipital cortex. However,
tDCS/tACS with large electrodes is not as focal as TMS. Reprinted from
Neuling et al. (2012b) with permission of the authors.

(0.5–1 V/m) this would suggest that 1 mA of tDCS/tACS would
be near or below threshold whereas 2 mA would be well above
threshold.

Recent modeling studies demonstrate that focality of
tDCS/tACS can be significantly enhanced when multiple small
electrodes, e.g., EEG electrodes, are used instead of the typical
5 × 7 cm sponge electrodes (Faria et al., 2009; Dmochowski
et al., 2011). However, even the usage of small electrodes suffers
from the fact that at least two electrodes are required to apply
a current to the human head. Therefore, two foci of current
density result from the use of equally sized anode and cathode or
from a small stimulation electrode and a larger return electrode.
This problem can be overcome by using a so-called 4 × 1 ring
electrode configuration (Datta et al., 2009). This montage uses
four electrodes arranged in a ring for one polarity of stimulation,
e.g., cathode, and another single electrode placed in the middle
of the ring for the other polarity, e.g., anode. A single region
of current density results from this electrode arrangement. The
stimulated region can be located in a specific brain area by
appropriate electrode placement.

Electric stimulation of brain tissue in animals revealed that
the axon–especially the axon hillock–but not the soma is sus-
ceptible to electric fields (Nowak and Bullier, 1998). In addi-
tion, it has been demonstrated that electric fields along an

axon are much more effective than those perpendicular to the
axon (Ranck, 1975). This has led to the idea of differentiating
between the currents that flow radial with respect to the corti-
cal surface and those that flow tangential (Miranda et al., 2012).
Since pyramidal cells are oriented perpendicularly to the sur-
face of the cortex and large parts of their axons in white matter
are oriented tangentially to the cortex surface, it is tempting
to directly assign radial electric fields to the soma of pyrami-
dal cells and tangential ones to the axon. However, due to the
anisotropy of white matter fibers, such a simplification may be
premature.

COMPUTATIONAL NETWORK MODELS
Beside their above mentioned physiological work, Fröhlich and
McCormick (2010) also set out to simulate neural responses to
direct and sinusoidal currents. They used the Hodgkin-Huxley
model (Hodgkin and Huxley, 1952) in order to simulate how a
network of 400 pyramidal neurons and 64 inhibitory interneu-
rons responds to applied DC and AC fields. Importantly, they
were able to demonstrate that the frequency of the applied field
determined the degree of entrainment of the neural oscillations. If
the driving frequency was close to the intrinsic frequency, mem-
brane voltages showed strong periodic fluctuations. In contrast,
if the external field differed significantly from the intrinsic fre-
quency, no such entrainment was observed. These findings are
in line with theoretical considerations of entrainment (Pikovsky
et al., 2003).

Using the tACS parameters from Zaehle et al. (2010) as a refer-
ence, Merlet et al. (2013) simulated scalp EEG activity under tACS
compared to no stimulation. Effects of tACS on EEG mean alpha
power were modeled for different frequencies from 4 to 16 Hz in
steps of 1 Hz. The strongest increase in alpha power was found at
10 Hz tACS, with progressively decreasing effects for the neigh-
boring frequencies (8/9 Hz and 11/12 Hz). Outside the 8–12 Hz
band, no significant tACS effects were found. These simulation
findings correspond to the experimental results in humans by
Zaehle et al. (2010). Furthermore, the modeled results demon-
strated that alpha tACS is most efficient at the intrinsic frequency
(10 Hz for the model).

Reato et al. (2010) used a simplified version of the Hodgkin
Huxley model in which 800 excitatory and 200 inhibitory hip-
pocampal neurons were modeled according to the integrate-
and-fire model of Izhikevich (2003). The results demonstrated
that:

1. DC stimulation mainly affects the firing rate.
2. AC stimulation up- and down-regulates the firing rate in an

oscillatory manner without changing the average firing rate
over a longer time interval (Figure 5).

3. AC stimulation at the frequency of endogenous oscillations
mainly affects spike timing.

4. Even low amplitudes of electrical stimulation corresponding to
a cortical electric field of 0.2 V/m result in enhanced coherence
between spikes and the driving oscillation.

Interestingly, these simulations demonstrate a neural mecha-
nism which could be responsible for the cross-frequency coupling
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FIGURE 5 | Model predictions of how a network of neurons would

behave in response to AC stimulation. The firing rates of inhibitory (gray)
and excitatory (black) neurons are up- and down-regulated in phase with the
AC current. In these raster plots, each dot represents a neural spike.
Adapted from Reato et al. (2010).

that has been found in electrophysiological recordings (Jensen
and Colgin, 2007). It has been repeatedly demonstrated that the
phase of theta oscillations modulates the amplitude of gamma
oscillations (Canolty et al., 2006; Demiralp et al., 2007), i.e.,
theta oscillations spread out cortically and their phase modulates
gamma amplitudes. If the cortex were stimulated electrically at
a frequency in the theta range, these artificial theta oscillations
could spread out in the same way as physiological fields have been
shown to do. The phase of these oscillations could then modulate
the amplitude of gamma oscillations.

Due to the strong artifact that tACS produces during the time
of stimulation, so far, effects on electrophysiology have only been
shown for EEG after stimulation as compared to before stim-
ulation (Marshall et al., 2006; Zaehle et al., 2010). However,
the above stimulation experiments in animals and the simu-
lation experiments in “silicon cells” explain only how electric
stimulation affects electrophysiology at the time of stimulation.
In order to simulate also the after-effects of their EEG experi-
ment, Zaehle et al. (2010) used a neural network composed of
Izhikevich neurons. They used a single neuron that was driven
by an external current and 2500 neurons that were connected
to the driven neuron by axons with variable delay times result-
ing in 2500 resonance loops with different resonance frequencies
(Figure 6). During stimulation with a 10 Hz spike train, spike-
timing-dependent-plasticity (STDP) modulated those synapses
that were incorporated into loops with resonance frequencies
close to the frequency of the driving force (100 ms∼10 Hz).
This finding suggests that synaptic plasticity was responsible for
the observed after-effect of tACS. Along the same lines, neu-
roplastic changes have also been proposed as the mechanism
underlying tACS after-effects by other authors (Antal and Paulus,
2012).

MOTOR AND COGNITIVE FUNCTIONS MODULATED BY tACS
MOTOR PROCESSES
Probing tACS/otDCS effects on the primary motor cortex bears
the advantage to objectively measure changes of cortico-spinal
excitability with MEPs after TMS. Compared to, e.g., phosphene

ratings in the visual domain, MEPs do not rely on subjective expe-
rience of the participants. MEPs are used as a dependent variable
that is usually compared from a baseline before stimulation to one
or more time points during and after stimulation. Encouraging
evidence with regard to motor excitability and behavior has been
reported by existing studies, whereas conclusive electrophysiolog-
ical results are largely missing, due to a general lack of concurrent
EEG measurements. Exceptions are studies by Antal et al. (2008)
and Pogosyan et al. (2009), which combined tACS and EEG.
Therefore, effects on behavior, excitability, and electrophysiologi-
cal effects will be reviewed in separate sections.

Effects on motor cortex excitability
The first study utilizing tACS and anodal/cathodal otDCS to
investigate effects on the motor cortex was conducted by Antal
et al. (2008). This exploratory study intended to compare oscil-
latory TES protocols to established constant current TES pro-
tocols. The authors analyzed MEP amplitudes before and after
tACS/otDCS with different durations and frequencies. No effects
on MEPs were found. Subsequent studies indicated that the weak
after effects could be attributed to the stimulation parameters,
e.g., comparatively short stimulation durations (2–10 min) and
weak stimulation intensities (tACS: 0.25 A/m2; otDCS: 0.16 A/m2;
current density in the electrode 2). For example, otDCS stud-
ies with at least 10 min of stimulation and mean intensities of
0.63 A/m2 were able to reveal after-effects (Bergmann et al., 2009;
Groppa et al., 2010). Depending on the polarity, cortico-spinal
excitability could be increased or decreased (Groppa et al., 2010).
However, these effects do not differ from control conditions uti-
lizing tDCS, suggesting that the DC portion of the stimulation
currents caused the observed effects. Additionally, with a maxi-
mal intensity of 0.62 A/m2, polarity dependent effects have only
been demonstrated for tDCS but not for otDCS, indicating that
not the maximal intensity but the overall current (mean intensity:
tDCS, 0.62 A/m2; otDCS: 0.31 A/m2) was relevant for the effects
(Groppa et al., 2010). Unfortunately, EEG was not recorded
in these studies to differentiate effects of otDCS compared
to tDCS.

Studies using tACS revealed bidirectional excitability shifts
both during and after stimulation. Short tACS with different fre-
quencies (5, 10, 20, 40 Hz; 90 s; 0.14 A/m2) revealed that only dur-
ing 20 Hz tACS motor excitability increased (Feurra et al., 2011a).
Likewise, a study by Schutter and Hortensius (2011) yielded
no increased excitability after 10 Hz tACS (10 min; 0.298 A/m2)
but after a combined frequency stimulation (5 Hz followed by
20 Hz; 5 min each; 0.298 A/m2), although the specific contribu-
tions of the applied frequencies cannot be differentiated. Vice
versa, tACS with 15 Hz (20 min; 0.80 A/m2) decreased excitabil-
ity after stimulation (Zaghi et al., 2010). Moliadze et al. (2010)
applied tACS at frequencies outside traditional EEG frequency
bands in the so called ripple range (80, 140, and 250 Hz; 10 min;
0.63 A/m2). Only stimulation with 140 Hz resulted in sustained
excitability enhancement of the motor cortex for up to 1 h after

2Note, that here current density refers to the current density in the electrode
and is computed by dividing the total stimulation current (e.g., 1 mA) by the
area of the electrode (e.g., 35 cm2).
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FIGURE 6 | Network simulation of tACS. (A) Spike timing dependent
plasticity: synaptic weights are increased if a post-synaptic potential follows a
pre-synaptic spike (long-term potentiation, LTP) and decreased if a
post-synaptic potential occurs prior to a pre-synaptic spike (long-term
depression, LTD). (B) Schematic illustration of the network: A driving neuron
establishes a recurrent loop with each neuron of a hidden layer. The total
synaptic delay, �t, (i.e., the sum of both delays of the loop) varied between
20 and 160 ms. The driving neuron was stimulated with a spike train of 10 Hz
repetition rate. (C) Synaptic weights of the back-projection as a function of

the total synaptic delay of the recurrent loops: Gray dots display synaptic
weights at the start of the simulation, black dots represent synaptic weights
after the end of simulation. External stimulation of the driving neuron at 10 Hz
resulted in increased weights for recurrent loops with a total delay between
60 and 100 ms, and dramatically reduced synaptic weights for loops with
total delays outside this interval. Note, that the highest synaptic weights are
observed at 100 ms, i.e., for loops with a resonance frequency near the
stimulation frequency. Reprinted from Zaehle et al. (2010) with permission of
the authors.

stimulation. Even higher frequencies (1000, 2000, and 5000 Hz;
10 min; 0.20 A/m2) are also able to modulate cortical excitabil-
ity (Chaieb et al., 2011). Increased excitability has been reported
during and up to 90 min after stimulation. This effect was most
pronounced for 5000 Hz and was interpreted as an interfer-
ence with neuronal membrane excitation but not entrainment of
neural oscillations.

Behavioral effects
Diverse behavioral effects after applying different tACS fre-
quencies raise the possibility to causally link specific frequen-
cies to distinct functions. A significant role takes the beta
rhythm (15–30 Hz) as the “natural frequency” of motor regions
(Rosanova et al., 2009). Beta synchrony correlates with slower

voluntary movement (Gilbertson et al., 2005). In the same way,
tACS with 20 Hz slowed down voluntary movement, indicating
a causal relationship (Pogosyan et al., 2009; Joundi et al., 2012;
Wach et al., 2013).

Applying two different tACS frequencies allows to dissociate
frequency-behavior relationships. Joundi et al. (2012) found that
20 Hz tACS (5 s; ∼0.26 A/m2) slowed down voluntary movement,
but 70 Hz tACS with the same parameters increased the per-
formance, extending correlative studies which found increased
gamma band activity (30–70 Hz) during voluntary movement
(Muthukumaraswamy, 2010). Besides the 20 Hz slowing effect,
Wach et al. (2013) observed an increased behavioral variability
after 10 Hz tACS with the same parameters (10 min, 0.29 A/m2).
The authors attributed the 10 Hz effect to a disruption of an
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internal pacemaker represented by activity in the alpha range.
Interestingly, both effects occurred at different time points: the
20 Hz effect was found immediately after stimulation, but not
after 30 min, conversely to the 10 Hz effect.

Electrophysiological effects
A major drawback of the present studies on the effects of
tACS/otDCS is the lack of electrophysiological evidence. This
is rather unfortunate in light of the assumption that tACS and
otDCS interact with oscillatory brain activity. Although stud-
ies on the effects of tACS/otDCS on motor processes imply the
promising advantage to demonstrate changes in the EEG, so far,
only few studies reported electrophysiological results. Stimulation
with different frequencies (1, 10, 15, 30, 45 Hz) yielded no EEG
effects after tACS/otDCS with different frequencies (Antal et al.,
2008). But, as mentioned above, weak stimulation intensity could
explain absent effects.

Future studies, combining tACS/otDCS and EEG, could be
helpful in two different aspects. First, changes in EEG frequency
bands, e.g., parameters like power and synchrony, could be related
to the previously reported behavioral effects, further strengthen-
ing the assumption of a causal oscillation-behavior relationship.
Second, by comparing the specific effects after tACS/otDCS and
tDCS, contributions of the constant and time varying part of the
stimulation could be disentangled. Particular attention should be
paid to frequencies that are predominant in the EEG during spe-
cific tasks, because tACS/otDCS might only be effective to entrain
physiologically relevant rhythms (Thut et al., 2011).

SENSORY PROCESSING
Phosphenes induced by tACS: cortical or retinal origin?
The earliest effect of tACS on the human visual system was
reported by Kanai et al. (2008). These authors studied the influ-
ence of different tACS frequencies on the detection of phosphenes
induced by tACS over visual cortex (stimulation electrode of 3 ×
4 cm placed 4 cm above the inion; reference electrode of 9 × 6 cm
placed at the vertex). Participants were stimulated at 5 different
intensities (125, 250, 500, 750, and 1000 µA) with 12 frequen-
cies ranging from 4 to 40 Hz in randomized order with each
frequency being applied 5 s in the light and 5 s in the dark, consec-
utively. After stimulation, participants had to rate the phosphenes
in both conditions with respect to a standard phosphene induced
by tACS with 16 Hz at 1000 µA in the light (maximum cur-
rent density under the stimulation electrode 0.83 A/m2). The
results indicated that the effectiveness of tACS indeed varied
with stimulation frequency and that this effect was moderated
by the surrounding light conditions. In a dark room, stimula-
tion was most effective in the range of 10–12 Hz, whereas in a
light room, phosphene thresholds were lowest for stimulation in
a frequency range between 14 and 20 Hz. In a second experiment,
these results were replicated by measuring phosphene detection
thresholds. The authors explained their results with the change
of dominant oscillation frequencies in the natural EEG with
respect to different light conditions: in darkness, the most promi-
nent oscillations are found in the alpha range (8–12 Hz), which
are, however, suppressed and replaced by higher frequencies in
the light.

Although Kanai et al. (2008) assumed that their finding of
tACS-induced phosphenes results from an excitatory tACS effect
on parts of the visual cortex, this view has been questioned sub-
sequently by Schwiedrzik (2009). This author referred to earlier
work demonstrating that AC can reliably excite retinal gan-
glion cells and that the frequency at which this effect occurs
depends upon the dark adaptation of the retina (Schwarz, 1947).
Phosphenes are absent when retinal ganglion cells are inhibited
due to pressure on the eyeball (Rohracher, 1935). In line with
this argumentation favoring a retinal phosphene origin, it has
been demonstrated that a more anterior placement of tACS elec-
trodes over fronto-central areas leads to stronger phosphenes
than a more posterior placement over occipito-central regions
(Schutter and Hortensius, 2010). These findings have been repli-
cated recently by Kar and Krekelberg (2012). However, Paulus
(2010) argues that the intracranial electric field induced by
typical tACS studies is below published thresholds of retinal
sensitivity.

In a further attempt to identify the visual cortex as the site
of interaction between tACS and the visual system, Kanai et al.
(2010) delivered TMS impulses to the visual cortex while tACS
was applied to the posterior part of the brain at different frequen-
cies. The threshold needed to evoke a phosphene via TMS was
recorded depending on tACS frequency. The results demonstrated
that excitability is modulated by tACS in a frequency-dependent
manner with maximal excitation at 20 Hz stimulation frequency
as indexed by lowest phosphene thresholds. While this finding
does not rule out a retinal origin of phosphenes for the previous
study (Kanai et al., 2008), it supports the hypothesis that tACS
modulates excitability of the visual cortex.

Visual, auditory, and somatosensory processing
In a visual study on contrast perception, Laczó et al. (2012)
applied tACS in the gamma range (40, 60, 80 Hz) with the stimu-
lation electrode (4 × 4 cm) over the central visual cortex and the
reference (7 × 4 cm) over the vertex. Using a stimulation current
of 1500 µA, the maximum current density in the stimulation elec-
trode was 0.94 A/m2. Participants had to detect stationary ran-
dom dot patterns in a four-alternative forced-choice paradigm.
Results revealed that contrast sensitivity was not modulated by
tACS, whereas contrast discrimination thresholds decreased dur-
ing 60 Hz tACS relative to sham stimulation, but not during 40 or
80 Hz.

Brignani et al. (2013) presented leftward or rightward tilted
low-contrast Gabor patches for 30 ms within the left or right
visual hemifield, while participants received either sham stimula-
tion or tACS at 6, 10, or 25 Hz with 1000 µA intensity (maximum
current density in the electrode: 0.63 A/m2). The stimulation elec-
trode (16 cm2) was placed over the left or right parietal-occipital
regions and the reference (35 cm2) over the vertex. Participants
had to report whether a Gabor patch was present or not (detection
task) and whether it was tilted to the left or right (discrimina-
tion task). It was hypothesized that entraining alpha oscillations
via 10 Hz tACS would increase the inhibitory alpha-effects at the
target region of the stimulated hemisphere, thereby decreasing
the accuracy in perceiving stimuli presented in the contralat-
eral hemifield. Although the results demonstrated the expected
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accuracy decrease for 10 Hz tACS compared to sham and 25 Hz
tACS, this effect was only found for the detection task and it was
not hemifield-specific. The lack of hemispheric specificity might
be due to the bi-hemispheric reference electrode. Moreover, the
accuracy effects obtained with 10 Hz tACS did not differ signif-
icantly from those of 6 Hz tACS, leaving the issue of frequency
specificity uncertain.

In an auditory detection paradigm, Neuling et al. (2012a)
revealed dependencies between auditory detection performance
and the phase of alpha oscillations over the temporal cor-
tex. Participants were stimulated with otDCS at 10 Hz (DC of
1000 µA, modulated by a sinusoidal current of 425 µA) while
having to detect a 500 Hz tone embedded in white noise at
seven different signal-to-noise ratios (ranging from −4 to 8 dB).
Electrodes were placed at temporal locations (cathode over left
temporal cortex; anode over right temporal cortex). Results indi-
cated that detection thresholds were modulated by the phase
of the otDCS stimulation, demonstrating a causal link between
oscillatory phase and perception. Furthermore, alpha power in
the spontaneous EEG after stimulation was significantly increased
relative to pre-stimulation alpha power, replicating the results of
Zaehle et al. (2010).

Feurra et al. (2011b) studied the frequency-dependency of
tactile sensations induced by tACS. The stimulation electrode
(3 × 4 cm) was placed over the right somatosensory cortex, the
reference electrode (5 × 7 cm) over the left posterior parietal
cortex. The stimulation intensity of 1500 µA resulted in a max-
imum current density of 0.63 A/m2 in the stimulation electrode.
Participants were stimulated at 35 different frequencies ranging
from 2 to 70 Hz in randomized order for 5 s each and had to rate
the presence and intensity of tactile sensations in their left hand.
Results showed that stimulation in the alpha (10–14 Hz) and high
gamma (52–70 Hz) range was significantly more effective in elicit-
ing tactile sensations than stimulation in the delta (2–4 Hz) or the
theta (6–8 Hz) range. Furthermore, beta stimulation (16–20 Hz)
was more effective than that in the theta range.

Together, most of the studies on sensory processing demon-
strate frequency-dependent perceptual consequences of tACS
within different modalities and, thereby, the effectiveness of tACS
in modulating ongoing rhythmic brain activity. However, the
study by Brignani et al. (2013) represents a case of uncertain fre-
quency specificity, i.e., yielding expected null results for one but
not for another control frequency. Therefore, these findings are
neither evidence against nor in favor of the possibility of tACS to
modulate brain oscillations. In addition to frequency, the study
by Neuling et al. (2012a) underlines the importance of oscillatory
phase in entraining brain oscillations via tACS.

HIGHER COGNITIVE PROCESSES
Memory
Anodal otDCS has been used to study the functional roles
of different brain oscillations in the formation of declarative
memories during sleep and wakefulness. Marshall et al. (2006)
focused on the association between slow oscillatory brain activ-
ity (<1 Hz) and sleep-dependent memory consolidation. After a
learning period, participants were stimulated bilaterally at fron-
tolateral locations with otDCS at 0.75 Hz (maximum current

density in electrode: 5.17 A/m2) to boost slow oscillations that
occur naturally during non-rapid eye movement (non-REM)
sleep. Stimulation was applied for five 5-min periods separated
by 1 min intervals without stimulation, during which EEG activ-
ity was analyzed. The results demonstrated a stimulation-induced
increase of slow wave sleep (SWS) during the stimulation-free
epochs, as reflected by an EEG power increase in the 0.5–1.0 Hz
band. Slow frontal spindle activity (8–12 Hz) was also enhanced.
On the behavioral level, the memory improvement after sleep
compared with evening performance before sleep was stronger
following otDCS than sham stimulation. Furthermore, both the
electrophysiological and behavioral effects were frequency spe-
cific, since otDCS at 5 Hz (theta-tDCS) did not improve memory
and reduced the power of slow oscillations.

Recently, the impact of theta-tDCS on memory consolidation
and EEG activity has been investigated in more detail (Marshall
et al., 2011). Using the same experimental setup as Marshall
et al. (2006), theta-tDCS during non-REM sleep impaired mem-
ory consolidation and reduced both slow oscillations and frontal
spindle activity. Thus, the theta-tDCS results were opposite to
the effects induced by slow oscillatory stimulation, but they
replicated the findings of the control condition using otDCS at
5 Hz from Marshall et al. (2006). Whereas these findings sup-
port a functional role for these oscillations in sleep-dependent
memory consolidation during non-REM sleep, applying theta-
tDCS during REM sleep did not affect consolidation, but pro-
duced a strong and widespread increase of gamma (25–45 Hz)
power. These findings indicate a synchronizing effect of the
theta rhythm on gamma oscillations that has no direct impact
on memory consolidation during REM sleep (Marshall et al.,
2011).

Whereas the study by Marshall et al. (2006) demonstrated a
causal role of slow oscillations in declarative memory consoli-
dation during sleep, Kirov et al. (2009) examined the impact of
the same otDCS protocol on EEG and memory when applied
during wakefulness. In analogy to the Marshall et al. (2006)
study, stimulation of the participants started ∼20 min after the
end of the learning period and EEG was recorded until 1 h after
stimulation has ended. Recall performance was tested after a
7 h retention period following learning. Electrophysiologically,
otDCS at 0.75 Hz induced an EEG power increase in the slow
oscillation frequency band that was restricted to frontal sites,
however, the most pronounced and widespread power enhance-
ment was found in the theta band (4–8 Hz). At the behavioral
level, stimulation of the waking brain had no effect on mem-
ory consolidation after learning. Interestingly, when Kirov et al.
(2009) applied stimulation during the learning period, i.e., while
the material had to be encoded, learning performance improved
as assessed by immediate recall performance.

Together, these studies demonstrate that the effects of otDCS
on oscillatory EEG activity and related memory processes depend
critically on the prevailing brain-state, i.e., whether stimulation
was applied during wakefulness (Kirov et al., 2009), non-REM
sleep (Marshall et al., 2006), or REM sleep (Marshall et al., 2011).
A similar brain-state dependency of oscillatory brain stimulation
has been shown for the visual (Kanai et al., 2008) and motor
domain (Bergmann et al., 2009).
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Using a working memory task, Polanía et al. (2012) tested
the relevance of fronto-parietal theta phase-coupling for cogni-
tive performance. In a first EEG experiment, the authors found
an increase of phase synchronization between left frontal and
parietal electrode sites at 4–7 Hz during memory matching.
Furthermore, reaction times in the matching periods were faster
when the phase lag between frontal and parietal oscillations was
near to 0◦. In a subsequent tACS experiment, Polanía et al.
(2012) stimulated this fronto-parietal network with an oscilla-
tory current at 6 Hz with a relative 0 or 180◦ phase difference or
applied sham stimulation. As hypothesized by the authors, reac-
tion times decreased during synchronization of fronto-parietal
regions with 0◦ phase lag and increased during desynchroniza-
tion with 180◦ compared to sham stimulation. Applying tACS at
a control frequency of 35 Hz had no effect. These tACS results
provide causal evidence for the relevance of theta phase-coupling
during cognitive performance in a working memory task.

Ambiguous perception
In a recent study with ambiguous visual stimuli, Strüber et al.
(2013) applied 40 Hz tACS over occipital-parietal regions of
both hemispheres while bistable apparent motion stimuli were

presented which can be perceived as moving either horizon-
tally or vertically (Figure 7A, top). In this paradigm, the switch
between horizontal and vertical apparent motion is likely to
involve a change in interhemispheric functional coupling. When
40 Hz tACS was applied with 180◦ phase difference between
hemispheres (Figure 7A, bottom), the proportion of horizon-
tal motion perception decreased significantly compared to sham
stimulation (Figure 7B). Furthermore, EEG was recorded offline,
i.e., 3 min before (pre-tACS) and after (post-tACS) applying
tACS. After tACS, the interhemispheric gamma-band coherence
increased between left and right parietal-occipital electrodes as
compared to pre-tACS. This was not the case for sham stimu-
lation (Figure 7C). Interestingly, when 40 Hz tACS was applied
with 0◦ phase difference between hemispheres or with a control
frequency of 6 Hz no behavioral or EEG-effects were observed
(not shown here). These results were interpreted as evidence
in favor of a causal role for gamma band oscillations in the
perception of bistable apparent motion stimuli. It was further
hypothesized that the external desynchronization of gamma oscil-
lations via 40 Hz tACS with 180◦ interhemispheric phase dif-
ference might impair interhemispheric motion integration by a
functional decoupling of the hemispheres.

FIGURE 7 | Effects of 40 Hz tACS with 180◦ phase difference between

hemispheres. (A) Configuration of the bistable apparent motion display
together with the EEG and tACS electrode montage. EEG electrodes that
were used for analyzing interhemispheric coherence are indicated in red. The
tACS sponge electrodes were placed bilaterally over the parietal-occipital
cortex. This montage leads to 40 Hz stimulation with 180◦ phase difference
between hemispheres. (B) The motion dominance index is significantly

enhanced during 40 Hz tACS (black bar) as compared to sham stimulation
(white bar), indicating that 40 Hz tACS results in a longer total duration of
perceived vertical motion (∗P < 0.05). Error bars display the standard error of
the mean. (C) Mean coherence within the 30–45 Hz frequency band shows a
significant increase from pre-tACS to post-tACS (right), but not from pre-sham
to post-sham (left). Error bars correspond to standard errors of the mean;
∗P < 0.05. Adapted from Strüber et al. (2013) with permission of the authors.

Frontiers in Human Neuroscience www.frontiersin.org June 2013 | Volume 7 | Article 279 | 214

http://www.frontiersin.org/Human_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Human_Neuroscience/archive


Herrmann et al. Transcranial alternating current stimulation: a review

This study by Strüber et al. (2013), together with the above-
mentioned findings of Polanía et al. (2012), demonstrates that
tACS can be used to couple or decouple inter-areal oscillatory
activity either between or within hemispheres, which strongly
supports the role of phase synchronization for large-scale neu-
ronal integration (Engel et al., 2001; Varela et al., 2001; Siegel
et al., 2012).

Decision-making
Sela et al. (2012) applied theta tACS to either the left or right dor-
solateral prefrontal cortex (DLPFC) while participants performed
a task that requires decision-making under risk. The rationale
was to examine the laterality effects on risk-taking behavior.
Stimulation was delivered during the task for 15 min (starting
5 min before task) using tACS with a frequency of 6.5 Hz and
an intensity of 1 mA. One group of participants received tACS
over the left hemisphere, one over the right, and another group
received sham stimulation. EEG was not recorded. Only left hemi-
spheric stimulation resulted in a significant effect on behavior,
in that participants adopted a riskier decision-making strategy
compared to right hemispheric stimulation and sham. According
to the authors, these findings demonstrate a causal influence of
both the DLPFC and theta oscillations on decision-making style.
However, Sela et al. (2012) did not apply a control frequency,
leaving the issue of frequency-specificity of the reported effects
unaddressed. In this context, Feurra et al. (2012) pointed out
that the inclusion of other frequencies that have been related
to risky decision-making could have changed the pattern of
results.

OPEN QUESTIONS/FUTURE PERSPECTIVES
The reviewed studies are rather heterogeneous with respect to
the experimental design and subsequent results. In the following
sections, we critically discuss experimental parameters, as well as
giving suggestions to overcome major concerns with regard to the
validity of the results of tACS studies.

STIMULATION FREQUENCY
If the goal of a study is to demonstrate that tACS can modu-
late brain oscillations, the stimulation frequency should coincide
with an existing brain oscillation, i.e., should be applied in a fre-
quency range from delta (∼0.5–4 Hz) to high gamma (∼200 Hz).
If a further goal of the study is to demonstrate that tACS can
modulate a cognitive process which is associated with a cer-
tain brain oscillation, the stimulation frequency should match
the brain oscillation that has been reported to correlate with a
cognitive process. Since EEG frequencies vary inter-individually,
this may require to adapt the stimulation frequency to the
individual frequency that needs to be determined via EEG as
in the case of stimulation at participants’ IAF (Zaehle et al.,
2010).

STIMULATION INTENSITY
In the past, two procedures have been used to address the problem
of stimulation intensity. Either all participants were stimulated
at the same intensity or intensity was adapted to an individual
threshold (e.g., phosphene or somatosensory threshold). Both

procedures have certain advantages and disadvantages. If all
participants are stimulated at the same intensity, this reduces the
effort for determining individual thresholds, but, on the other
hand, makes it possible that some participants sense the stim-
ulation (via skin sensation or phosphenes), whereas others do
not. This could, in principle, introduce a confound since more
sensitive participants would be able to differentiate between stim-
ulation and sham blocks, whereas less sensitive participants would
not. To tackle this issue, two procedures have been established
that conceal which block is currently performed. The first proce-
dure is to fade-in the stimulation amplitude over a time interval
of ∼30 s. This reduces the skin sensations and has been applied
frequently in tDCS studies where it is referred to as ramping-in.
The second procedure consists of a short stimulation period at the
beginning of a sham block which is faded out after ∼30 s. This
procedure mimics a stimulation block, because the stimulation
is usually not felt consistently but only during the first seconds
following the start of a stimulation block. When stimulation
intensities are adapted to individual thresholds, confounds due
to phosphenes or skin sensations can be excluded as alternative
explanations for any observed effects. An obvious disadvantage
of this method is that the intracranial current density can vary
considerably across subjects. This problem, however, applies to
both procedures as different skull thicknesses may also result in
a significant variation of intracranial current densities. An ideal
solution would be to acquire individual MR images in order to
perform finite element modeling for each participant. Of course,
this would require great effort both in terms of measurement
time and computation time. Thus, if modeling is not feasible,
the pros and cons of the different procedures have to be carefully
balanced.

ELECTRODE MONTAGE
As indicated above, modeling studies have demonstrated that
current flow is not always maximal underneath the stimula-
tion electrode. In addition, new montages with multiple small
electrodes offer the advantage of more focal stimulation as com-
pared to two large electrodes. However, small electrodes also
make skin sensations more likely due to increased current den-
sity if the intensity is kept constant. Again, the ideal solution
would be to acquire individual MR images and to determine
where to place electrodes based on the desired target region
within the brain. At least two tools are currently freely available
that allow this: SIMNIBs (http://simnibs.org) and Bonsai (http://
neuralengr.com/bonsai). If this is not feasible, it would be desir-
able to compare the intended electrode montage with published
modeling studies. For example, Neuling et al. (2012b) reported
intracranial current density distributions of multiple electrode
montages that have previously been used in cognitive experiments
and therapeutic applications.

CONTROL CONDITIONS
A hitherto unsolved question is how to design an optimal control
condition. Such a control or placebo condition should be identical
to the stimulation or verum condition with respect to treatment
duration, all possible sensations, time of day, experimenter, etc.
but should not achieve the same cognitive or therapeutic effect.
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In addition, it would be desirable to carry out the two condi-
tions in a double-blind procedure, i.e., neither experimenter nor
participant know whether the verum or placebo stimulation is
applied. One approach to achieve this goal would be to adapt
stimulation intensities to be below certain thresholds for each
participant—thus assuring that neither verum nor placebo stim-
ulation can be sensed. However, as noted above, this results in
significant variation of stimulation intensity across participants
which is undesirable for comparable effects. Therefore, another
approach is to apply identical stimulation intensity in all partic-
ipants above threshold. In that case, participants will sense the
onset of stimulation in both conditions. In the placebo condi-
tion, however, the stimulation will be ramped down after a few
seconds. If the only goal of a study were to demonstrate that
tACS has an effect as compared to no stimulation, the placebo
condition could be sham stimulation. If, however, frequency
specificity of tACS effects were to be demonstrated, the placebo
conditions need to be a tACS stimulation at different frequen-
cies. The study by Brignani et al. (2013) raises the question for
appropriate control frequencies, since the use of multiple con-
trol frequencies was only partially successful. Ideally, the placebo
conditions should apply two frequencies above and below the
frequency of the verum condition demonstrating that the cog-
nitive effect is absent or diminished at those control frequencies
(Thut et al., 2011). Importantly, the frequency of the placebo
condition should not be related to other cognitive effects such
as memory which might be involved in the cognitive process
at hand. It has to be noted, however, that currently no clear
procedure has been established that defines the number of con-
trol frequencies or the distance in Hertz from the frequency
of the verum condition in order to unequivocally demonstrate
frequency specificity.

CONCLUSION
An increasing number of studies on sensory, motor, and even
higher cognitive processing demonstrates the effectiveness of
tACS in modulating ongoing rhythmic activity in the human
brain which, in turn, affects behavior. Interestingly, it has been
demonstrated that, in addition to amplitude and frequency, also
oscillatory phase plays a crucial role. Our understanding of
the electrophysiological mechanisms of tACS has profited enor-
mously from recent animal studies and computer simulations. In
addition, realistically shaped models of the human head and brain
have been successfully applied to further our knowledge of the
intracranial current flow induced by tACS. Until recently, asso-
ciations between cognitive processes and brain oscillations have
been established via correlation. Using tACS offers the unique
possibility to demonstrate a causal link between brain oscilla-
tions of a specific frequency and a specific cognitive process. If the
brain oscillation is manipulated, the associated cognitive func-
tion is expected to co-vary. In case such co-variations can be
demonstrated, a causal role of the oscillatory process must be
assumed for the associated cognitive process. Recordings in ani-
mals have demonstrated convincingly that sinusoidal currents can
entrain endogenous brain oscillations. However, so far, simul-
taneous recordings of EEG during tACS were not feasible due
to strong artifacts. For future investigations, it would be worth-
while to combine electrophysiological recordings with tACS in
order to shed further light on the neural mechanisms of brain
entrainment.
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Transcranial electrical stimulation (tES) is a neuromodulatory method with promising
potential for basic research and as a therapeutic tool. The most explored type of tES
is transcranial direct current stimulation (tDCS), but also transcranial alternating current
stimulation (tACS) and transcranial random noise stimulation (tRNS) have been shown
to affect cortical excitability, behavioral performance and brain activity. Although providing
indirect measure of brain activity, functional magnetic resonance imaging (fMRI) can tell us
more about the global effects of stimulation in the whole brain and what is more, on how it
modulates functional interactions between brain regions, complementing what is known
from electrophysiological methods such as measurement of motor evoked potentials.
With this review, we aim to present the studies that have combined these techniques,
the current approaches and discuss the results obtained so far.

Keywords: non-invasive brain stimulation, transcranial direct current stimulation (tDCS), transcranial random

noise stimulation (tRNS), fMRI, transcranial electrical stimulation (tES), neuromodulation

INTRODUCTION
Non-invasive brain stimulation (NiBS) techniques use exter-
nally applied stimulation for inducing neuroplastic changes in
the human brain. Sub-threshold transcranial electrical stimula-
tion (tES) is a specific subgroup of NiBS using low-intensity
electrical current (usually between 0.4 and 2.0 mA) via two con-
ductive electrodes placed on the scalp (Nitsche et al., 2008).
Despite a considerable shunting effect (Miranda et al., 2006), a
certain proportion of the weak electrical current penetrates the
scalp and causes prolonged but reversible changes in the corti-
cal excitability by modifying spontaneous neural activity of the
neurons (Bindman et al., 1964). One of the most studied tES tech-
niques is transcranial direct current stimulation (tDCS),which
is based on the application of a constant current (Nitsche and
Paulus, 2000), whereas other tES techniques utilize oscillat-
ing currents in a various frequency range [(e.g., from 0.1 to
5000 Hz) (for a review see Paulus, 2011)]. Regarding the appli-
cation of oscillating current we currently have two approaches:
In the case of transcranial random noise stimulation (tRNS),
several frequencies are applied within a normally distributed fre-
quency spectrum (between 0.1 and 100 Hz for low-frequency
tRNS and 101 and 640 Hz for high-frequency tRNS) (Terney
et al., 2008), whereas in transcranial alternating current stimula-
tion (tACS) a single sinusoidal - the most common—waveform
at a specific frequency (e.g., at 20 Hz) is given (see Figure 1)
(Antal et al., 2008).

The after-effects of tES dominantly depend on the stimula-
tion parameters, including the stimulation duration, the cur-
rent intensity, the electrode size, the current density (current
intensity/electrode size) (Faria et al., 2011), the type of current
(direct, oscillating current, or their combination), additional fac-
tors related to the current type (e.g., stimulation frequency in
the case of oscillating current) (Antal et al., 2008), the timing of

the stimulation (e.g., before, during, or after task performance)
(Pirulli et al., 2013), and the electrode montage (i.e., position of
the electrodes) (Bikson et al., 2012). It is important to notice how-
ever, that other tES-independent factors could also potentially
influence the outcome of stimulation, such as the wakefulness
of the participants (Huber et al., 2013), the state of participants
receiving the stimulation (e.g., during rest or during behav-
ioral/cognitive performance) (Silvanto et al., 2008), the individual
differences in the neuroanatomy of the brain, genetic polimor-
phismus (e.g., Brain derived neurothrophic factor; BDNF) (Antal
et al., 2010), handedness (Schade et al., 2012), and the exper-
imental paradigm (e.g., motor, visual, cognitive). The relative
contribution of each factor is less clear due to the fact that most
of the studies apply remarkably different stimulation parameters
and the lack of the studies systematically manipulating each factor
while controlling the other parameters.

tES TECHNIQUES AND fMRI
The after-effects induced by sub-threshold tES have been first
demonstrated on physiological and behavioral studies (for a
review see Stagg and Nitsche, 2011). Transcranial magnetic stim-
ulation (TMS) has been the most commonly used method for
evaluating the after-effects of tES on the motor cortex. It is
able to detect changes in cortical excitability and depending on
the TMS protocol, it can provide information about the influ-
ence of tES on aspects of cortico-cortical and cortico-spinal
excitability, intracortical inhibition, and facilitation as well as
inter-hemispheric interactions (Nitsche et al., 2005). However,
this method does not provide information about multifocal
brain activation or neural network properties that essentially
influence the outcome of stimulation. Functional magnetic res-
onance imaging (fMRI) has the advantage of providing whole
brain data with high spatial precision and with a relatively
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FIGURE 1 | Transcranial electrical stimulation is a specific subgroup of

non-invasive brain stimulation techniques, which is based on the

application of low-intensity electrical current. While tDCS uses constant
current intensity, tRNS and tACS use oscillating current. The vertical axis
represents the current intensity in milliamp (mA), while the horizontal axis
illustrates the time-course. Abbreviations: tDCS, transcranial direct current
stimulation; tRNS, transcranial random noise stimulation; tACS, transcranial
alternating current stimulation.

high temporal resolution in a safe and non-invasive way. Offers
a wide range of possibilities for analyzing brain activity and
can, therefore, contribute to further elucidate the effects of tES.
Previous studies have demonstrated that transcranial applica-
tion of electrical currents over the motor cortex with supra-
threshold intensity induces local and distant BOLD responses
in motor related areas (Brandt et al., 1996; Brocke et al.,
2008). Nevertheless, these studies were performed using sig-
nificantly higher current intensities, and we will focus on
sub-threshold tES.

The joint application of tES and fMRI was initially prevented
by the technical difficulties regarding both safety of the proce-
dure and quality of the acquired data (see Figure 2 for a typical
setup). The main safety concern is the possibility of heating under
the electrodes due to the radio-frequency pulses of the scan-
ner (Lemieux et al., 1997). To prevent this, electrodes wires have
been equipped with resistors close to the electrodes. When stim-
ulation is not performed during image acquisition, one has to
consider the effect of the stimulation equipment in image quality.
This has been shown to cause only a small (3 and 8%) reduc-
tion in signal-to-noise ratio (SNR) (Antal et al., 2011) and no
distortion in the structural or functional images when electrode
cables were unplugged from the stimulator (Polanía et al., 2011).
Even though the changes in SNR remain minimal for simulta-
neous imaging and stimulation (Antal et al., 2011), it is possible
to detect artifacts caused by the stimulation. Mild susceptibility
artifacts not reaching brain tissue were detected under a frontal
electrode (Antal et al., 2011), and B0 field distortions were as
well restricted to the scalp (Holland et al., 2011). In a recent
study, the artifacts induced by tDCS on functional images were

FIGURE 2 | Experimental setup which allows stimulation inside the

scanner and also concurrently with fMRI. The electrodes on the subjects’
head are connected to a filter box, itself connect by a cable going through
the wall of the scanner room. This cable is connected to another filter box,
to which the stimulator is connected. Reprinted from Antal et al. (2011), with
permission from Elsevier.

investigated in 2 post-mortem subjects (Antal et al., 2012a,b)
In accordance with previous observations, highest artifacts were
found in the scalp and in the cerebrospinal fluid (CSF) at the
surface and in the ventricles. However, it is relevant to note
that the magnitude of the tDCS induced effect was found to be
comparable (approximately ½) to that of a physiological BOLD
response during finger-tapping using the same imaging sequence.
This must be taken into account when interpreting results from
concurrent tDCS and fMRI studies. Nevertheless, the technical
advances that overcame these difficulties in the last years, have led
to an increase in the number of studies combining these tES and
fMRI.

The aim of the present article is to review these recent findings
about the effect of low-intensity tES on the motor and cognitive
functions accompanied by the related brain activity.

MODULATION OF ACTIVATION ELICITED BY MOTOR TASKS
The large majority of early tDCS studies targeted the motor
cortex. Likewise, the first attempts to characterize the effects
of the stimulation using fMRI focused on motor related brain
areas. Baudewig et al. (2001) compared the activation maps
elicited by sequential right hand finger movements before and
after 5 min of stimulation. Stimulation was delivered during rest,
with one electrode place over the hand area of the left pri-
mary motor cortex (M1) and the other over the contralateral
supraorbital region(CSR) (left M1-CSR montage), at the inten-
sity of 1 mA. The only significant finding was that cathodal tDCS
over the M1 reduced the extent of activation in the supple-
mentary motor area (SMA)—an effect still noticeable 15 min
after the end of stimulation—suggesting that a reduction in
excitability associated with tDCS was accompanied by a reduc-
tion in brain activity. In this study, no changes in activation
were found in the M1 as an after-effect of stimulation, and the
same was described when analyzing how motor-related activa-
tion was modulated during tDCS (Figure 2) (Antal et al., 2011).
In this study, using a block design alternating periods of 20 s
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rest and tDCS during a finger tapping task, a decrease in activa-
tion in the SMA was detected when the anode was placed over
the M1, with a region-of-interest (ROI) analysis (Figure 3). The
application of stimulation without motor task did not produce a
detectable effect and neither did the inverse polarity (cathode over
the M1) with or without finger tapping. Contrasting with these
results, it was found that anodal tDCS simultaneously with grasp-
release hand movements modulated activation at the primary
somatosensory cortex (SM1) (Kwon and Jang, 2011). Subjects
received anodal tDCS (left M1-CSR montage) for 2 min at 1 mA,
resulting in increased cluster size and intensity related to the
motor task.

A more complex pattern of tDCS induced changes in
motor-related activation was described in the study by Stagg et al.
(2009). As in the study previously described, tDCS was applied
with a left M1-CSR montage with 1 mA intensity, but for a period
of 10 min. The participants performed a serial reaction time task
before and after stimulation. Whole-brain analysis showed task-
related activity increased in the left M1, left PMd, and bilateral
SMA when the anode was over the M1. With reversed polarity,
bilateral M1, PMd, and posterior parietal cortex (PPC) changes
were observed after. For a ROI analysis, the M1 and dorsal pre-
motor cortex (PMd) of both hemispheres as well as the right
frontopolar cortex (FPC) were selected and it was found that
anodal stimulation was related with an increase in activation in

FIGURE 3 | Antal et al. (2011) carried out a ROI analysis on the regions

identified by whole brain analysis during finger movements: primary

motor cortex (M1), supplementary motor area (SMA), left and right

basal ganglia (lBG and rBG) and left auditory cortex (lAC). Neither
stimulation alone nor combined with finger movements induced significant
changes in the BOLD response of the M1. Only in the SMA was a significant
decrease found during anodal stimulation simultaneously with finger
movements. Reprinted from Antal et al. (2011), with permission from
Elsevier.

the left M1 comparing to sham, whereas cathodal stimulation
was associated with increased activation in the contralateral M1
and PMd. The FPC under the reference electrode did not show a
stimulation effect, neither did a ROI at the primary visual cortex
(V1) chosen as control, supporting a task specificity of the effects
of tDCS. Furthermore, the authors found that cathodal stimula-
tion led to an increase of functional connectivity of the M1 under
the electrode with the contralateral M1 and PMd, whereas anodal
stimulation did not alter connectivity of left M1 with other motor
regions.

In the studies described so far, the position of the M1 electrode
was determined by the motor representation of the hand area,
detected using TMS, and the motor-task accordingly involved
hand movements. Kim et al., 2012 applied anodal tDCS (cath-
ode at CSR) over the leg representation on the right hemi-
sphere for 15 min at 2 mA during rest, for 4 consecutive days.
Whole-brain analysis revealed that after the fourth day acti-
vation elicited by toe flexion increased in the ipsilateral SMA
and decreased in the contralateral M1, bilateral anterior cingu-
late gyri and right temporal and frontal region, in comparison
with sham stimulation. Taken together, these results suggest a
complex effect of tDCS, highly dependent on the stimulation
paradigm and on the task being performed. This is not sur-
prising, as physiological and behavioral studies have shown:
timing between repetition of stimulation sessions as well as
duration can be determinant (Monte-Silva et al., 2012), and
the changes in the intensity of stimulation can even reverse
effects of stimulation on cortical excitability (Batsikadze et al.,
2013).

The after-effects of tRNS were also investigated using a
finger-tapping task. After 4 min of stimulation (C3-CSR) at
1mA the extent of activation of the left sensorimotor cortex
was decreased but no other significant changes were found
(Chaieb et al., 2009). When tRNS was applied for 10 min
during a visuomotor learning task (left M1-CSR montage),
high-frequency tRNS caused a decrease in left frontal cortex
activation, comparing with sham stimulation and a further
decrease in bilateral frontal cortex and precuneous comparing
with low-frequency tRNS (Saiote et al., 2013). This suggests
a moderate effect of tRNS on BOLD response, however, it
must be said that in this study, no changes due to tDCS were
found. These are the only two studies combining tRNS and
fMRI, and more are needed to understand how this technique
is able to cause excitability (Terney et al., 2008) and behav-
ioral (Fertonani et al., 2011) changes that have already been
observed.

VISUAL FUNCTIONS

on visual perception. Combining cathodal tDCS of the right
MT+ with a motion perception paradigm, (Antal et al., 2012a,b)
observed increased activation of the MT+ after the stimulation
(10 min). This effect was site specific, as no effect on the con-
tralateral MT+ or V1 was found and the whole brain analysis
did not detect significant changes. However, the results may not
be task-specific as they did not depend on the difficulty level
and there was not effect of stimulation at a behavioral level, in
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contrast with previous studies (Antal et al., 2004a,b). However,
studies have shown that tDCS is also able to modulate cortical
excitability of the visual cortex (Antal et al., 2003), contrast per-
ception (Antal et al., 2001; Kraft et al., 2010) and visual evoked
potentials (Antal et al., 2004c; Accornero et al., 2007). Therefore,
it would be of interest to conduct more studies to characterize the
tES modulation of visual function from primary to higher order
level.

tDCS AND THE RESTING BRAIN
Intrinsic brain activity has been measured with BOLD-fMRI
during rest to reveal a set of distinct groups of brain regions
(networks) showing coherent activity at low-frequencies (0.01—
0.1 Hz), which are functionally relevant, and comply with the
underlying anatomy (Biswal et al., 1995; De Luca et al., 2006).
This prompted the development of several techniques for ana-
lyzing resting-state fMRI data without the need to define
an expected model of activation and instead based on func-
tional connectivity measures (Van den Heuvel and Hulshoff
Pol, 2010). Recent studies have used diverse approaches to
analyze the wide-spread effects of tDCS on resting-state brain
activity.

Polanía et al. (2011) investigated the effects of 10 min anodal
tDCS at 1 mA over the M1 (left M1-CSR montage). They used
an approach based on graph theory, which provides a theoretical
framework for characterizing local and global properties of net-
works quantitatively (Stam and Reijneveld, 2007; Bullmore and
Sporns, 2009). The simplest measure is the connectivity degree
(K), which quantifies the number of connections of a voxel and
was found to have increased in the left posterior cingulate cor-
tex (PCC) and right dorsolateral prefrontal cortex (DLPFC). The
characteristic path length (L) can provide information about the
global character of connections, as it quantifies the minimum
number of connections between two voxels, between nodes, thus
measuring whether they are directly or indirectly connected. L
was found to be increased in the left SM1, pointing toward a
decrease of the direct distant connections with the rest of the
brain (Polanía et al., 2011). To further characterize the observed
changes in the PCC, right DLPFC, and left SM1, these regions
were taken as seeds in a correlation analysis and it was found
that the left PCC had increased connectivity with other regions
from the default mode network (DMN). The DLPFC showed
increased connectivity with the right anterior insula (part of exec-
utive control network). As for the left SM1, it showed increased
connectivity with the left premotor and M1 as well as with
the left SM1 and superior parietal cortex. Using other measure
derived from graph theory, it was found that after 20 min of
anodal stimulation of the right SM1 (C4-CSR montage), eigen-
vector centrality increased in the right prefrontal cortex, left
middle temporal lobe, right fusiform, and middle temporal gyrus
and bilateral cerebellum. Eigenvector centrality is a measure of
the importance of a node within a network (Lohmann et al.,
2010), according to which a high value indicates that a voxel is
connected to other important nodes. Thus, this result provides
further evidence of tDCS induced functional network reorga-
nization (Sehm et al., 2012). This was compared to bilateral
stimulation (anode C4—cathode C3) in which case eigenvector

centrality increased in motor areas as the right M1, PMd and
bilateral SMA as well bilateral prefrontal cortex. In this study,
the dynamics of eigenvector centrality changes during the 20 min
stimulation period were also investigated. Bilateral stimulation
led to increases within the right M1/PMd (under the anode)
but not by unilateral stimulation. Also in secondary motor areas,
bilateral stimulation caused eigenvector centrality changes. Both
montages caused changes in prefrontal cortex which may reflect
an effect of the stimulation on the resting-state network and
not specifically related to changes in excitability in the M1. In
fact, bilateral vs. unilateral stimulation of the SM1 had previ-
ously been studied, although with opposite polarity. Voxel-count
and signal intensity were found to be significantly higher after
bilateral stimulation on the SM1 (anode left and cathode right
SM1) comparing with unilateral stimulation (left SM1-CSR mon-
tage), for the short 1 min stimulation duration (Kwon and Jang,
2012).

Besides modulating the network between the M1 and other
brain regions, it was found that tDCS interferes with the con-
nections within the M1 itself (Polanía et al., 2012b). Cathodal
tDCS over the M1 caused an increase of the clustering coef-
ficient and anodal tDCS a decrease of the minimum path
length in the hand/arm area. These changes were not due
to alterations of the number of connections, since no signif-
icant changes were found regarding the connectivity degree
caused by anodal or cathodal stimulation. Therefore, these
results suggest that cathodal tDCS reinforces the local functional
connections of the arm/hand area and anodal with the con-
nection in other M1 areas. Interestingly, it was also found that
the magnitude of changes depended on the baseline efficiency
level.

Two studies have focused on the connectivity changes during
rest observed after stimulation of the DLPFC. Keeser et al. (2011)
applied anodal stimulation to the left DLPFC at 2 mA for 20 min
and used independent component analysis (ICA) to identify 4
resting state networks: the DMN, the left and right fronto-parietal
network (FPN) and the self-reference network (SRN) and found
that, comparing with sham stimulation, there was an increase
in connectivity within the DMN, left, and right FPN, which
could be interpreted as an enhancement of the level of alert-
ness. In the study by Peña-Gómez et al. (2012) used a right/left
DLPFC—CSR montage and applied for 20 min at 2 mA inten-
sity. Resting-state fMRI was measured for 10 min before and after
stimulation and analyzed using ICA. The authors compared func-
tional connectivity within the DMN, visual, and motor networks
and found decreased functional connectivity when comparing
the anterior and posterior regions of the DMN, accompanied
by the detection of a new independent component (IC) similar
to the anterior part of the DMN. Increased functional connec-
tivity was found between prefrontal and parietal regions within
a network showing negative correlation to the DMN (the anti-
correlated network) together with the disappearance of parietal
ICs, suggesting the merging of components. This effect was
observed for both stimulation of the right and left DLPFC, but
it was still considered as a specific effect, since no changes in
functional connectivity of the motor and visual networks were
found.
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Evidence has also been provided regarding the influence
of tDCS on cortico-subcortical functional connectivity using
a seed-based approach (Polanía et al., 2012a). The nucleus
accumbens, caudate, putamen, and thalamus were taken as seeds
in a multiple regression analysis during resting state, compar-
ing before and after 10 min of anodal or cathodal stimulation
over the M1. After anodal tDCS, connectivity between the left
thalamus and M1 increased, as well as between the left cau-
date and superior parietal lobule. Also, connectivity decreased
between the left caudate and the PCC. Polarity reversal led
to decreased connectivity between the right putamen and left
M1 and between the right thalamus and left superior frontal
gyrus.

THE SIMULTANEOUS EFFECT OF tDCS ON HIGHER
COGNITIVE FUNCTIONS AND ON BRAIN ACTIVITY
The tES-induced after-effects are not only limited to the motor
and visual functions or on resting state activity but considerable
evidence emerged for a reliable behavioral effect of tES on
the cognitive functions (for a recent review see Kuo and
Nitsche, 2012). The investigation of the effect of tDCS on
cognition combined with fMRI is a particularly interesting
approach, since it provides unique information about the tES-
induced behavioral changes accompanied by the neural alterna-
tions.

Only two studies have directly investigated the effect of
stimulation on cognitive functions with the combination of
neuroimaging, and both studies used the concurrent applica-
tion of tDCS and fMRI. Holland et al. (2011) targeted the
left inferior frontal cortex (IFC) with anodal tDCS (cathodal
electrode over the CSR) and measured neural and behavioral
changes in a picture-naming paradigm. The stimulation was
20 min long with an intensity of 2.0 mA resulting in a cur-
rent density of 0.057 mA/cm2. They found a significant facil-
itation in picture naming performance in the active tDCS
condition, compared to the sham tDCS condition (using a
cross-over design). These behavioral findings were accompa-
nied by a significant reduction of the BOLD response in the
left IFC, including the Broca’s area. In a more recent study,
(Meinzer et al., 2012) investigated the effect of anodal tDCS
on a semantic word generation task by stimulating again the
left IFC (cathodal over the CSR). Ten minutes long anodal
tDCS over the Broca’s area at 1.0 mA (with a current density
of 0.029 mA/cm2 under the anodal electrode) improved seman-
tic word generation performance, by increasing the number of
the correct answers during active vs. sham tDCS. Interestingly,
similar to the findings of Holland and colleagues, this behav-
ioral enhancement was also associated with a selective reduc-
tion of the BOLD-response in the left ventral inferior frontal
gyrus (vIFG) and with an increased language network connec-
tivity evidenced by a graph-based eigenvector centrality mapping
data analysis approach, this latter result suggesting an enhanced
efficacy in information processing at the neural network
level.

At the present, it is difficult to draw a conclusion from
these two studies. The experimental evidence so far sug-
gests that in both cases the tDCS-induced changes in higher

cognitive functions were associated with reduced BOLD activ-
ity in highly-specific task-related brain regions. These find-
ings are converging despite the strikingly different stimulation
protocols concerning the stimulation duration and the intensity.
A remaining issue for future studies would be providing fur-
ther evidences for the relationship between altered cognition and
the associated neural changes in the functionally relevant brain
regions.

SUMMARY
The aim of this review was to summarize results so far obtained
by combining tES and fMRI. Taken together, the studies pre-
sented here provide valuable insight to the potential of tES, as
a tool to modulate brain activity. Modeling studies estimate a
spatially wide distribution of the electric field induced during
tDCS (e.g., Bikson et al., 2012), which seems to be confirmed
by the whole brain effects of the stimulation on brain activity.
However, it is especially interesting that the findings gathered
from tDCS-fMRI up to this point, do not show an unspe-
cific change in the neuronal activity, but are found in rather
functionally relevant and task-related brain regions. Therefore,
despite tDCS and generally tES techniques being considered as
a non-focal NiBS methods (compared to TMS for example),
it can be that the effects of stimulation are functionally focal.
However, it is not clear how much of the dispersion of tES-
induced changes is mediated by the functional state of the brain
or by the wide reach of the induced electric field. Efforts have
been made to improve focality of tDCS so as to enable con-
trolled targeting of the stimulation and a setup for high-definition
tDCS has been developed (Datta et al., 2010). Therefore, it
would be interesting to see how the focality of physiological
effects that has been achieved (Edwards et al., 2013) translates
to whole-brain activity and its interplay with functional brain
state.

Other tES modalities, namely tACS and tRNS are not expected
to act by the same mechanisms as tDCS, not only regard-
ing local physiological changes, but also at a functional and
network level. To our knowledge, no study combined fMRI
with tACS and only two studies combined it with tRNS
(Chaieb et al., 2009). The possibility of differentially inter-
act with rhythmic brain activity is very enticing and calls
for more studies regarding these techniques, as knowledge of
their effects is quite limited and can be complemented by
fMRI.

What also remains to be further elucidated at a whole-brain
level, is the temporal evolution of the tES-induced changes, not
only in terms of duration of after-effects, but also regarding the
influence of protocols and repeated stimulation sessions. As a
clinical tool, tDCS has found application in several neurologi-
cal conditions (Nitsche et al., 2008), such as stroke, depression
and Parkinson’s disease with a diversity of stimulation paradigms,
stressing the importance of understanding the specific effects and
dependence of tES on the parameters chosen for its application.
Furthermore, the impact of tES on functional brain networks
already altered by disease is yet to be studied and related to cur-
rent clinical findings, as well as compared with that of healthy
subjects.
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In this study, we investigated the combined effect of transcranial direct current stimulation
(tDCS) and an intensive Conversational therapy treatment on discourse skills in 12 persons
with chronic aphasia. Six short video clips depicting everyday life contexts were prepared.
Three videoclips were used to elicit spontaneous conversation during treatment. The
remaining three were presented only before and after the therapy. Participants were
prompted to talk about the contents of each videoclip while stimulated with tDCS (20 min
1 mA) over the left hemisphere in three conditions: anodic tDCS over the Broca’s area,
anodic tDCS over the Wernicke’s area, and a sham condition. Each experimental condition
was performed for 10 consecutive daily sessions with 14 days of intersession interval.
After stimulation over Broca’s area, the participants produced more Content Units, verbs
and sentences than in the remaining two conditions. Importantly, this improvement was
still detectable 1 month after the end of treatment and its effects were generalized also
to the three videoclips that had been administered at the beginning and at the end of the
therapy sessions. In conclusion, anodic tDCS applied over the left Broca’s area together
with an intensive “Conversational Therapy” treatment improves informative speech in
persons with chronic aphasia. We believe that positive tDCS effects may be further
extended to other language domains, such as the recovery of speech production.

Keywords: tDCS, speech production, aphasia recovery, stroke, language rehabilitation

INTRODUCTION
Failure to spontaneously produce fluent and informative speech
is the most persistent disabling consequence after stroke, par-
ticularly in persons with aphasia with left anterior hemispheric
lesions (SPREAD, 2012). Traditional linguistic-based therapies
have proved reasonably effective (Jensen, 2000; Kemmerer and
Tranel, 2000; Raymer and Ellsworth, 2002; Wambaugh et al.,
2002; Marangolo, 2012). However, in many cases a severe reduc-
tion of the ability to produce informative speech does persist
(Basso, 2010; Marangolo, 2010; Andreetta et al., 2012). For this
reason, several efforts have been devoted to the development of
new approaches aimed at enhancing the use of language in daily-
life communicative situations (e.g., Ulatowska et al., 1983; Saffran
et al., 1989; Glosser and Deser, 1990; Nicholas and Brookshire,
1993). Among these, “Conversational therapy” is probably one of
the most used (Holland, 1991; Lai, 1993; Basso, 2010; Marini and
Carlomagno, 2004; Vigorelli, 2007; Marangolo, 2010; Wilkinson
and Wielaert, 2012). Within the conversational therapy approach
the therapist and the person with aphasia are engaged in a natu-
ral conversation and the latter is encouraged to use all of his/her
communicative means to convey informative speech (Grice, 1975;
Basso, 2010; Marangolo, 2010).

Parallel to this growing interest in the way language is pro-
cessed in daily communicative interactions, the traditional views
of how to assess language deficits in persons with aphasia have

been challenged. Several studies have shown that traditional stan-
dardized aphasia tests may not be sensitive enough to adequately
assess linguistic deficits and recovery patterns in persons with
aphasia (Larfeuil and Le Dorze, 1997). As a result, both func-
tional and structural methods for the analysis of connected lan-
guage samples from people with aphasia have been proposed (see
Armstrong, 2000; Prins and Bastiaanse, 2004; Marini et al., 2011).
One procedure for quantifying information content was origi-
nally developed by Yorkston and Beukelman (1980). They admin-
istered the Cookie Theft Picture description task (Goodglass and
Kaplan, 1972) to a group of participants with aphasia. The lev-
els of informativeness of these language samples were quantified
in terms of Content Units (C-Units), clusters of elements and/or
isolated phrases not always accompanied by a verb, but with high
communicative value (Loban, 1966).

Over the last few years, converging evidence has suggested
the usefulness of therapies associating intensive language treat-
ment with brain stimulation. Indeed, persons with aphasia exhibit
greater recovery of lexical-retrieval deficits when the language
treatment is coupled with repeated transcranial magnetic stim-
ulation (rTMS; Naeser et al., 2005, 2010, 2011; Martin et al.,
2009; Cotelli et al., 2011) or transcranial direct current stimu-
lation (tDCS; Baker et al., 2010; Fiori et al., 2011; Fridriksson
et al., 2011; Kang et al., 2011; Marangolo et al., 2013; see Elsner
et al., 2013 and Monti et al., 2013 for reviews). However, these
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studies did not demonstrate whether the improvements found in
the naming tasks would enhance the individuals’ ability to use
language in daily life interactions (see Brady et al., 2012 for a
review).

To the best of our knowledge, only four studies have reported
spontaneous speech production in individuals receiving rTMS
stimulation (Naeser et al., 2005; Martin et al., 2009; Barwood
et al., 2011; Medina et al., 2012). However, even in these inves-
tigations the TMS was not coupled with concomitant language
training and discourse productivity was merely quantified in
terms of phrase length (Naeser et al., 2005; Martin et al., 2009;
Barwood et al., 2011) and production of narrative words (Medina
et al., 2012).

Considering the benefical effects of tDCS on lexical recov-
ery (Monti et al., 2008; Baker et al., 2010; Fiori et al., 2011;
Fridriksson et al., 2011; Marangolo et al., 2013), we hypothesize
that a Conversational therapy coupled with repeated stimulation
might induce significant linguistic improvements also on other
aspects of language processing. Recent evidence suggests a poten-
tial role for Broca’s area and the adjacent cortex in the processes
of lexical selection and unification, that is the combination of
word information into larger units that span multi-word utter-
ances (e.g., Hagoort, 2005; Indefrey and Cutler, 2005; Marini and
Urgesi, 2012). As such, the left Inferior Frontal Gyrus (LIFG)
might play a pivotal role in the recovery of units with a high com-
municative value (i.e., Content Units). Then, it might be an ideal
candidate for the stimulation during conversational therapy.

The present study was aimed to investigate linguistic and func-
tional aspects of language recovery in 12 chronic participants with
non-fluent aphasia whose linguistic production showed reduced
information content and poor syntactic organization. Three dif-
ferent stimulation conditions were employed: the target condition
included anodic stimulation of the Broca’s area (i.e., LIFG); a con-
trol condition with anodic stimulation of the Wernicke’s area (i.e.,
posterior portiong of the left superior temporal gyrus, LSTG)
allowed us to control for the specificity of the effects obtained
within the target condition; a further control condition included
sham stimulation. We hypothesized that if the Broca’s area is
indeed involved in the recovery of informative words, we would
find a greater improvement only in this condition. The linguistic
skills were assessed using different approaches, namely stan-
dard aphasia testing and the analysis of speech samples obtained
through the administration of a series of videoclips reproduc-
ing common everyday situations. In order to assess the extent of
any potential recovery, the videoclips were also administered to a
group of healthy individuals. This allowed us to further control
for significant improvements in the group of aphasic participants
with respect to normality.

Overall, this study aimed to determine the efficacy of tDCS
coupled with Conversational therapy in improving the infor-
mative skills of the aphasic group and their ability to produce
adequate content in terms of production of C-Units. We also
hypothesized that the potential lexical improvement would be
particularly evident for verbs, a category of content words that
are particularly impaired in these patients and that are thought to
play a crucial role in the structural formulation of sentences (see
also Wambaugh et al., 2002).

MATERIALS AND METHODS
PARTICIPANTS
Control group
Twenty healthy individuals (10 males and 10 females) matched
for age (40–75 years) and education level (13–17 years) with
the aphasic group were enrolled in the experiment. All of them
were native Italian speakers with no history of neurological or
psychiatric illness.

Aphasic group
Twelve participants (8 males and 4 female) who had sustained a
single left hemisphere stroke were included in the study. Inclusion
criteria were native Italian proficiency, pre-morbid right handed-
ness, a single left hemispheric stroke at least 6 months prior to
the investigation, and no acute or chronic neurological symptoms
requiring medication. The data analyzed in the current study
were collected in accordance with the Helsinky Declaration and
the Institutional Review Board of the IRCCS Fondazione Santa
Lucia, Rome, Italy. Prior to participation, all participants signed
informed consent forms.

NEUROPSYCHOLOGICAL ASSESMENT
The aphasic disorders were assessed using standardized language
testing [the Battery for the analysis of aphasic disorders, BADA
test (Miceli et al., 1994)] and the Token test (De Renzi and
Vignolo, 1962). Participants were also administered different
tasks to investigate the principal attentional functions [selective,
divided and sustained attention tests (Zimmermann and Fimm,
1994)] and a visual memory test [the Ray Figure test (Orsini et al.,
1987)] to exclude the presence of attention and memory deficits
that might have biased their performance.

CLINICAL DATA
All participants had an ischemic lesion involving the left hemi-
sphere. The lesion mapping analysis indicated that the areas of
maximal lesion overlap were localized in the capsula estrema,
the claustrum, part of the capsula esterna and the putamen (see
Figure 1). The 12 participants were diagnosed with non-fluent
aphasia as they had reduced verbal output in spontaneous speech.
Their utterances were short and characterized by omissions of
verbs and function words as well as errors in verb inflection.
Patients with severe articulatory impairments were excluded,
in order to avoid a possible confound in data analysis. Their
basic comprehension skills were preserved and indeed they
were able to engage in verbal exchanges with the therapist. All
patients had some difficulties in word reading and writing and
in comprehending complex verbal materials (Token test). In the
noun and verb naming tasks, severe word-finding difficulties
were present (see Table 1).

MATERIALS
Six short videoclips (15 min each) reproducing common every-
day life situations were prepared for the therapy. Three of them
were employed to elicit spontaneous speech during the treatment
(T[reatment]-videoclips: two persons eating at the restaurant,
people leaving at the station, a woman attending to household
chores). The remaining three videoclips were presented to the
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participants only before and after the therapy to control for
generalization effects (G[eneralization]-videoclips: a girl making
a coffee at home, a woman shopping at the supermarket, the
housekeepers cleaning inside a hotel).

PROCEDURE
Prior to the experiment, all six videoclips (T- and G-videoclips)
were shown to the control group. Each participant was asked to

FIGURE 1 | Axial views of color coded probability map of lesion

overlap (range 1% purple to 91% white). Individual volume lesions were
drawn manually on the re-oriented brain volume transformed into MNI
standardized stereotaxic coordinate system using a computational
semi-automatic procedure of REGISTER software provided by Brain
Imaging Center, Montreal Neurological Institute, McGill University.
Averaging the labeled voxels of the individual lesion volumes re-aligned in
MNI space generated the probability map revealing the localization of areas
of percentage of lesion overlap. Maximal overlap includes the capsula
estrema, the claustrum, part of the capsula esterna and the putamen. The
inferior frontal gyrus (including the Broca’s area) and the superior temporal
gyrus (including the Wernicke’s area) were similary damaged both having
about 45% of lesion overlap.

freely describe each video accurately, with no interference from
the examiner.

TRANSCRANIAL DIRECT CURRENT STIMULATION (tDCS)
tDCS was applied using a battery driven Eldith (neuroConn
GmbH) Programmable Direct Current Stimulator with a pair of
surface-soaked sponge electrodes (5 × 7 cm). A constant current
of 1 mA intensity was applied on the skin for 20 min. If applied
according to safety guidelines, tDCS is considered to be a safe
brain stimulation technique with minor adverse effects (Poreisz
et al., 2007). Two different electrode stimulation positions were
used: the F5 of the extended International 10–20 system for EEG
electrode placement, which correspond best to the Broca’s area
(Nishitani et al., 2005; Naeser et al., 2010) and the CP5 of the
extended International 10–20 system for EEG electrode place-
ment, which has been found to correspond best to the Wernicke’s
area (Oliveri et al., 1999; Fiori et al., 2011). In both conditions the
reference electrode was placed over the contralateral frontopolar
cortex (Nitsche and Paulus, 2000; Sparing et al., 2008).

The persons with aphasia underwent two different stimulation
conditions: (1) anodic (F5-A) stimulation over the Broca’s area;
(2) anodic (CP5-A) stimulation over the Wernicke’s area; a sham
condition was also included (F5/CP5 S). The sham condition was
performed exactly like anodic stimulation. To better simulate the
two stimulation conditions in half of the participants the elec-
trode was applied over the Broca’s area, whereas in the remaining
half over the Wernicke’s area. In both conditions, the stimulator
was turned off after 30 s. It has been shown that this procedure

Table 1 | Sociodemographic and Clinical data of the 12 non-fluent aphasic participants.

Subjects Sex Age Educational

level

Time

post-onset

Type of

aphasia

Noun

naming

Verb

naming

Noun

compreh

Verb

compreh

Token

test

B.C. Female 63 8 3 year,
5 months

Non-fluent 5/30 2/28 40/40 20/20 16/36

F.S. Female 71 5 1 year,
8 months

Non-fluent 3/30 3/28 40/40 20/20 22/36

P.C. Male 65 9 1 year,
7 months

Non-fluent 6/30 6/28 40/40 20/20 9/36

P.F. Male 44 13 7 years Non-fluent 3/30 8/28 40/40 20/20 17/36

A.C Male 64 13 4 years,
5 months

Non-fluent 4/30 2/28 40/40 20/20 19/36

N.M. Female 65 13 3 years,
7 months

Non-fluent 5/30 3/28 40/40 20/20 18/36

P.M. Male 52 13 1 year,
2 months

Non-fluent 6/30 4/28 40/40 20/20 12/36

R.L. Male 61 11 4 years,
7 months

Non-fluent 3/30 4/28 40/40 20/20 10/36

R.F. Male 53 13 7 months Non-fluent 4/30 2/28 40/40 20/20 9/36

B.A. Female 59 18 3 years,
3 months

Non fluent 6/30 3/28 40/40 20/20 16/36

P.E. Male 68 18 1 year,
8 months

Non-fluent 5/30 4/28 40/40 20/20 11/36

M.A. Male 50 18 4 years,
4 months

Non-fluent 8/30 6/28 40/40 20/20 13/36

Legend. Compreh, Comprehension.

For each language task, the number of correct responses are reported.
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makes it possible to blind subjects as to the respective stimulation
condition (Gandiga et al., 2006). Each stimulation condition was
performed with concurrent speech therapy (the Conversational
therapy approach). Although tDCS stimulation was delivered
from the beginning of the therapy sessions up to 20 min, the lan-
guage treatment lasted 2 h per day, in 10 consecutive daily sessions
(Monday–Friday, weekend off, Monday–Friday). There was a 14-
day intersession interval between each condition (see Figure 2).

During the language treatment, each T-videoclip was assigned
to a different stimulation condition. The order of presentation
of the T-videoclips and of stimulation conditions was random-
ized across subjects. The randomization procedure was delivered
through allocation concealment. A clinician not involved in the
rest of the study assigned each participant to the stimulation’s
condition. The random sequence was generated using sequen-
tially numbered, opaque, sealed envelopes. Each language sample
was tape-recorded and transcribed verbatim by a clinician. Both
the person with aphasia and the clinician were blind with respect
to the administration of tDCS. At the end of each condition, sub-
jects were asked if they were aware of which condition (real or
sham) they had been exposed to. None of the subjects was able
to ascertain differences in intensity of sensation between the two
conditions. To measure baseline performance, at the beginning
of each experimental condition, all participants were asked to
describe the T-videoclip without the therapist’s help. The same
was done at the end of each experimental condition.

LANGUAGE TREATMENT
According to the Conversational Therapy approach, the main goal
of the clinician is to set up a natural conversation with the per-
son with aphasia in which both interlocutors participate using
their available communicative resources. Both the aphasic and
the therapist were left free to use any communicative means
(e.g., gestures, drawings, orthographic or phonological cues) to
exchange salient information about the videoclip. The therapist
was instructed to accept all the information provided by the
patient and tried to relate it to the topic of conversation in order
to improve its content and informative level. The goal of the ther-
apy was to make the person with aphasia as much informative as
possible on a daily basis and to bring him/her to talk about the
video without the therapist’s support.

In order to measure generalization of treatment effects, at the
beginning and at the end of each experimental condition, all

participants were re-administered the language tests and asked
to describe the three G-videoclips without the therapist’s sup-
port. Each language sample was tape-recorded and transcribed
verbatim by two independent transcribers. The transcriptions
were then compared so to obtain highly-reliable discourse sam-
ples that we could segment and analyze. The scoring procedure
was performed independently by two raters and then compared.
Reproducibility of the scoring procedures resulted in substantial
agreement among the coders. The few discrepancies were resolved
through discussion.

FOLLOW-UP
At 1 month after the end of each experimental condition, all sub-
jects were again shown the corresponding T-video and asked to
describe it without help. Also in this case, each language sample
was tape-recorded and transcribed verbatim.

DATA ANALYSIS
Data were analyzed with SPSS 13.0 software. For the healthy
and aphasic group, the mean number of C-Units, verbs
and sentences produced for each T and G videoclip is
reported in Table 2. Since during the treatment the videoclips
were randomized across subjects and conditions, for the T-
videoclips the data are reported only for the pre-and-post treat-
ment sessions.

Before and after each treatment session, the mean number
(and standard deviation) of correct C-Units, verbs and sentences
produced by each aphasic in the T-and-G videoclips was divided
by the mean number collected in the healthy control group for
the same linguistic variables and videoclips. The final result was
converted into a mean percentage of correct responses and then
analyzed.

In the aphasic group, two different analyses were run: the for-
mer focused on the results achieved before and after therapy using
the videoclips as treatment materials (T-videoclips); the latter
focused on the generalization effects obtained on the videoclips
presented only before and after the therapy (G-videoclips). For
each analysis, a 2 × 3 repeated-measures ANOVA (ANOVArm)
with two within-subject factors: Time [baseline (T1) vs. end of
treatment (T10)] and Condition (anodic Broca’s area vs. anodic
Wernicke’s area vs. Sham) was run separately for C-Units, verbs
and sentences. The Interaction was explored by using the Scheffè
post-hoc test.

FIGURE 2 | Localization of the tDCS area (A) and overview of study design

(B): one video-clip was used for the anodic Broca’s stimulation, one for

the anodic Wernicke’s stimulation and a third one for the sham Broca’s or

Wernicke’s condition. Each condition was performed in 10 consecutive daily
sessions over 3 months, with 14 days of intersession interval, while the
subjects underwent the “Conversational Therapy” treatment.
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Table 2 | Mean number (± Standard Deviation) of C Units, Verbs, Sentences for the control and aphasic group collected in each T- and

G-Videoclips.

Control Aphasic group Control Aphasic group Control Aphasic group

group PRE-POST treatment group PRE/POST treatment group PRE- POST treatment

C-Units C-Units C-Units Verbs Verbs Verbs Sentences Sentences Sentences

T-VIDEOCLIPS

Eating at the
restaurant

38 (±9) 7** (±6) 14*/** (±11) 45 (±10) 14** (±9) 21*/** (±13) 35 (±8) 6** (±6) 14*/** (±11)

At the station 35 (±9) 9** (±6) 16*/** (±8) 44 (±10) 24** (±11) 31*/** (±12) 31 (±9) 8** (±5) 13*/** (±7)

At home 40 (±9) 9** (±5) 17*/** (±10) 47 (±11) 18** (±9) 27*/** (±12) 37 (±8) 9/** (±5) 16*/** (±9)

G-VIDEOCLIPS

Making a coffee

Broca

Wernicke

Sham

15 (±5) 5 (±5)**
6 (±5)**
5 (±5)**

10 (±6)*/**
6 (±4)**
5 (±5)**

13 (±4) 9 (±8)
9 (±6)
9 (±7)

12 (±8)*
9 (±6)
8 (±7)

13 (±3) 4 (±4)**
3 (±2)**
3 (±3)**

5 (±6)**
3(±3)**
3(±2)**

Shopping at the
supermarket

Broca

Wernicke

Sham

14 (±4) 2 (±2)**

2 (±3)**
3 (±3)**

6 (±5)*/**

3 (±3)**
2 (±2)**

14 (±4) 5 (±4)**

5 (±4)**
5(±5)**

6 (±6)**

5 (±3)**
5 (±4)**

14 (±3) 2 (±2)**

1 (±1)**
2(±2)**

6 (±4)*/**

2 (±2)**
1 (±1)**

The
housekeepers

Broca

Wernicke

Sham

14 (±2) 3 (±3)**
4 (±3)**

3 (±3)**

4 (±6)**
5 (±3)**

3 (±3)**

15 (±4) 7 (±6)**
8 (±4)**

7 (±6)**

9 (±6)
7 (±5)**

7 (±5)**

12 (±4) 2 (±2)**
3 (±2)**

3 (±3)**

6 (±5)*/**
4 (±3)**

3 (±2)**

Since during the treatment the videoclips were randomized across subjects and conditions, for the T-videoclips data are reported only for the pre-post treatment

sessions (pre/post treatment sessions in the aphasic group all paired t-test *p < 0.05; across groups **p < 0.01).

In addition, to measure long-lasting beneficial effect of the
treatment a 2 × 3× 3 repeated-measures ANOVA (ANOVArm)
with three within-subject factors: Time [end of treatment (T10)
vs. follow up (F1)], Condition (anodic Broca’s area vs. anodic
Wernicke’s area vs. Sham) and Category (Verbs vs. C-Units vs.
Sentences) was run. The Interaction was explored by using the
Scheffè post-hoc test.

Finally, before and after each treatment session, the aphasic’s
responses to the different re-administration of the standardized
language tests were analyzed. Since no significant differences were
found in each language task (chi square tests, all ps = n.s.), the
data were not further investigated.

RESULTS
TREATMENT
C-units
The analysis showed a significant effect of Time [baseline (T1)
vs. end of treatment (T10), F(1, 11) = 51.50; p = 0.000] and of
Condition [anodic Broca’s area vs. anodic Wernicke’s area vs.
Sham, F(2, 22) = 5.22; p = 0.014]. Subjects’ performance signif-
icantly improved at the end of training with respect to baseline
[mean = 48%, SEM = 6 (T10) vs. mean = 28%, SEM = 4
(T1) p = 0.000]. Moreover, the mean percentage of C-Units in
the anodic Broca’s condition was significantly greater than in the
other two conditions (mean = 48%, SEM = 7 (anodic Broca’s)
vs. mean = 35%, SEM = 4 (anodic Wernicke’s) vs. mean =

31%, SEM = 6 (Sham) p = 0.014). The interaction of Time
× Condition [F(2, 22) = 24.18; p = 0.000] was also significant.
While no significant differences emerged in the mean percent-
age of C-Units between the three conditions at baseline (differ-
ences between Broca vs. Wernicke = 1%, p = 0.768; differences
between Broca vs. Sham = 2%, p = 0.509; differences between
Wernicke vs. Sham = 1%, p = 0.713), at the end of training,
the mean percentage of C-Units was significantly greater in the
anodic Broca’s condition with respect to the other two condi-
tions, which did not differ from each other (differences between
Broca vs. Wernicke = 27%; p = 0.000; differences between Broca
vs. Sham = 34%; p = 0.000; differences between Sham vs.
Wernicke =−7%; p = 0. 064) (see Figure 3 and Table 3).

Verbs
The analysis showed a significant effect of Time [baseline (T1)
vs. end of treatment (T10), F(1, 11) = 34.53; p = 0.000] but not
of Condition [anodic Broca’s area vs. anodic Wernicke’s area vs.
Sham, F(2, 22) = 1.54; p = 0.235]. Subjects’ performance signif-
icantly improved at the end of training with respect to baseline
[mean = 47%, SEM = 3 (T10) vs. mean = 29%, SEM = 4
(T1) p = 0.000]. The interaction of Time × Condition [F(2, 22) =
7.38; p = 0.004] was also significant. While no significant differ-
ences emerged in the mean percentage of verbs between the three
conditions at baseline (differences between Broca vs. Wernicke
= −3%, p = 0.588; differences between Broca vs. Sham = 1%,
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FIGURE 3 | Mean percentage of correct “C-Units” at baseline (T1) and

at the end of treatment (T10) for the left anodic Wernicke’s, Broca’s

and sham conditions (∗ < 0.01), respectively. Error bars represent
standard error of the mean.

Table 3 | Mean percentage of correct C-Units, Verbs and Sentences

(±SEM) for the 12 aphasic participants at the baseline (T1), at the

end of treatment (T10) and at follow-up (1 month after the end of

treatment) for the Broca’s, Wernicke’s and sham condition,

respectively (SEM = error standard of the mean).

BROCA WERNICKE SHAM Total mean

C-UNITS

T1 29 (±6) 28 (±4) 27 (±6) 28 (±4)

T10 68 (±9) 41 (±5) 34 (±7) 48 (±6)

FOLLOW UP 64 (±9) 43 (±6) 36 (±7) 48 (±6)

Total mean 53(± 8) 37 (± 5) 32 (±7)

VERBS

T1 28 (±5) 31 (±6) 27 (±6) 29 (±4)

T10 62 (±7) 40 (±5) 37 (±7) 47 (±3)

FOLLOW UP 60 (±6) 41 (±5) 38 (±6) 47 (±3)

Total mean 50 (±5) 37 (±5) 34 (±6)

SENTENCES

T1 32 (±7) 28 (±4) 28 (±7) 30 (±5)

T10 67 (±9) 40 (±6) 36 (±7) 48 (±6)

FOLLOW UP 65 (±9) 40 (±6) 35 (±7) 47 (±6)

Total mean 55 (±8) 36 (±5) 33 (±7)

p = 0.950; differences between Wernicke vs. Sham = −4%, p =
0. 546), at the end of training, the mean percentage of verbs
was significantly greater in the anodic Broca’s condition with
respect to the other two conditions, which did not differ from
each other (differences between Broca vs. Wernicke = 22%; p =
0.000; differences between Broca vs. Sham = 25%; p = 0.000;
differences between Sham vs. Wernicke = −3%; p = 0. 642) (see
Figure 4 and Table 3).

Sentences
The analysis showed a significant effect of Time [baseline (T1)
vs. end of treatment (T10), F(1, 11) = 44.77; p = 0.000] and of
Condition [anodic Broca’s area vs. anodic Wernicke’s area vs.
Sham, F(2, 22) = 6.29; p = 0.007]. Subjects’ performance signif-
icantly improved at the end of training with respect to baseline

FIGURE 4 | Mean percentage of correct verbs at baseline (T1) and at

the end of treatment (T10) for the left anodic Wernicke’s, Broca’s and

sham conditions (∗ < 0.01), respectively. Error bars represent standard
error of the mean.

[mean = 48%, SEM = 6 (T10) vs. mean = 30%, SEM = 5
(T1) p = 0.000]. Moreover, the mean percentage of sentences
in the anodic Broca’s condition was significantly greater than
in the other two conditions (mean = 50%, SEM = 8 (anodic
Broca’s) vs. mean = 34%, SEM = 5 (anodic Wernicke’s) vs. mean
= 32%, SEM = 6 (Sham) p = 0.007). The interaction of Time
× Condition [F(2, 22) = 76.62; p = 0.000] was also significant.
While no significant differences emerged in the mean percentage
of sentences between the three conditions at baseline (differ-
ences between Broca vs. Wernicke = 4%, p = 0.238; differences
between Broca vs. Sham = 4 %, p = 0.275; differences between
Wernicke vs. Sham = 0%, p = 0.927), at the end of training,
the mean percentage of sentences was significantly greater in the
anodic Broca’s condition with respect to the other two condi-
tions, which did not differ from each other (differences between
Broca vs. Wernicke = 27%; p = 0.000; differences between Broca
vs. Sham = 31%; p = 0.000; differences between Sham vs.
Wernicke = −4%; p = 0. 190) (see Figure 5 and Table 3).

GENERALIZATION OF THE TREATMENT
For the “Making a Coffee” video, we found a greater improvement
in the Broca’s condition with respect to the other two condi-
tions in the mean number of verbs (differences between Broca
vs. Wernicke = 26%; p = 0.000; differences between Broca vs.
Sham = 29%; p = 0.000; differences between Sham vs. Wernicke
= −3%; p = 0.604) and C-Units (differences between Broca vs.
Wernicke = 30%; p = 0.000; differences between Broca vs. Sham
= 34%; p = 0.000; differences between Sham vs. Wernicke =
−4%; p = 0.559). An improvement in C-Units was also found
for the “The supermarket” video, which was significantly greater
in the Broca’s condition with respect to the other two conditions
(differences between Broca vs. Wernicke = 23%; p = 0.000; dif-
ferences between Broca vs. Sham = 24%; p = 0.000; differences
between Sham vs. Wernicke = −1%; p = 0.829). For the same
video and again for the Broca’s condition, we also observed a sig-
nificant greater change in the mean number of correct sentences
with respect to the other two conditions (differences between
Broca vs. Wernicke = 18%; p = 0.000; differences between
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FIGURE 5 | Mean percentage of correct sentences at baseline (T1) and

at the end of treatment (T10) for the left anodic Wernicke’s, Broca’s

and sham conditions (∗ < 0.01), respectively. Error bars represent
standard error of the mean.

FIGURE 6 | Mean percentage of correct “C-Units”, verbs and sentences

during the presentation of the three videos (“Making a coffee”, “The

Supermarket” and “The Housekeepers”) presented only at baseline

and at the end of treatment in the pre-and post-anodic Broca’s, sham

and Wernicke’s conditions (∗ < 0.01), respectively.

Broca vs. Sham = 20%; p = 0.002; differences between Sham
vs. Wernicke = −2%; p = 0.705). This last result significantly
changed in the same condition also for “The housekeepers” video
(differences between Broca vs. Wernicke = 28%; p=0.000; dif-
ferences between Broca vs. Sham = 24%; p = 0.000; differences
between Sham vs. Wernicke = 4%; p = 0.455) (see Figure 6).

The relationship between C-Units, Verbs and Sentences after
stimulation of Broca’s area was further investigated using Pearson
product-moment correlation coefficient. Preliminary analyses
were performed to ensure no violation of the assumptions of
normality, linearity, and homoscedasticity. There was a strong
positive correlation between C-Units and Verbs [r = 0.75; p =
0.005] and between verbs and sentences [r = 0.75; p = 0.005].
This suggests that the stimulation of Broca’s area increased the
production of informative units and that such increase boosted
the production of verbs. Furthermore, the increased ability to
have access to the morphosyntactic information contained in
these verbs allowed them to produce more accurate sentences.

FOLLOW-UP
Overall, the analysis showed a significant effect of Condition
[Broca’s vs. Wernicke’s vs. Sham conditions, F(2, 22) = 11.43; p =
0.000] indicating a greater improvement for C-Units, Verbs and
Sentences production in the Broca’s condition with respect to
the other two conditions [Broca’s (mean = 64%, SEM = 7) vs.
Wernicke’s (mean = 41%, SEM = 5) vs. Sham condition (mean
= 36%, SEM = 6) p = 0.000]. Neither the Time [F(1, 11) = 0.21;
p = 0.654] nor the Category effect [F(2, 22) = 0.04; p = 0.963]
were significant suggesting a persistence of the results obtained at
the end of treatment after 1 month for all categories (see Table 3
and Figure 7).

DISCUSSION
The aim of this study was to determine if tDCS delivered over
the Broca’s area coupled with an intensive treatment based on
Conversational therapy improves informative speech in persons
with chronic non-fluent aphasia. To keep high ecological valid-
ity and, therefore, to analyze communication in natural contexts,
our materials included six videoclips depicting common everyday
situations.

Overall, three major findings will be discussed: (1) after Broca’s
stimulation, the ability of the persons with aphasia to produce
informative speech showed the greatest improvement as they pro-
duced descriptions with more C-Units; (2) changes in informa-
tiveness during therapy corresponded to relevant changes in the
production of verb that, in turn, boosted the participants’ ability
to use relevant morphosyntactic information and increased the
number of sentences produced; (3) significant changes after ther-
apy persisted after 1 month and were observed not only on the
videoclips used during the treatment but also in the three video-
clips presented to the participants only at the beginning and at the
end of the therapy sessions, while no changes were found on the
standard aphasia assessment.

The production of informative messages is an effortful
endeavor that relies on the interaction between microlinguistic
(i.e., lexical and grammatical) and macrolinguistic (i.e., prag-
matic and discourse) levels of processing. The goal of the therapy
used in the present study was to encourage the use of infor-
mative speech even if not always formally correct. Therefore,
the approach was mainly focused onto the pragmatic aspects
of language. Indeed, patients were required to select the lexi-
cal representations that were appropriate to the given context
and to organize them within a communicative interaction. To
date, although the neural correlates of microlinguistic processing
have been extensively studied (Vigneau et al., 2006), the inves-
tigation of the ability to organize the macrolinguistic aspects of
message production have been much less explored. Recent neu-
ropsychological, neuroimaging and fMRI studies have suggested
that Broca’s area and the adjacent portion of the left inferior
frontal cortex may play a major role for the top-down controlled
selection and/or retrieval of contextually adequate words from
the mental lexicon (Loban, 1966; Wagner et al., 2001; Hagoort,
2005; Koechlin and Jubault, 2006; Lau et al., 2008; Kim et al.,
2011; Whitney et al., 2011; Marini and Urgesi, 2012; Schuhmann
et al., 2012). Once retrieved, this lexical information is unified
into an overall representations that spans multi-word utterances
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FIGURE 7 | Mean percentage of correct C-Units, Verbs and Sentences at the end of treatment (T10) and at the follow-up for the left anodic

Wernicke’s, Broca’s and sham condition. Error bars represent standard error of the mean.

(Indefrey and Cutler, 2005). As a result, by faciliting the process
of lexical selection and retrieval, the stimulation of this region
likely elicits the integration of word meanings into an unfolding
discourse representation of the context (Hagoort, 2005). Our
results are coherent with this interpretation. Indeed, after Broca’s
stimulation, the patients who were initially unable to commu-
nicate verbally could sustain a conversation and produce more
content units (i.e., informative chunks). Recently, Marini and
Urgesi (2012) reached similar conclusions. In their study, rTMS
applied over the dorsal portion of the anterior left, but not right,
inferior frontal gyrus (LIFG) reduced the levels of lexical informa-
tiveness of narratives produced by a group of healthy individuals.
In the authors’ interpretation, since the LIFG is involved in the
selection of specific lexical concepts, the inhibition of this area
through rTMS hampered this process forcing the speakers to
change the flow of discourse so to occasionally produce utterances
conceptually incongruent with the story.

However, since verbs carry critical meaning in the commu-
nicative process, after the treatment we also found a significant
increase in verb production. This result is in line with recent
reports which showed that excitatory stimulation applied over
the left Broca’s area or over the surrounding frontal region (left
dorsolateral frontal cortex, LDLFC), together with simultaneous
intensive language training, led to the greatest amount of verb
naming improvement (Cotelli et al., 2012; Marangolo et al.,
2013).

It is widely acknowledged that verb representation constrains
the assignment of retrieved lexical items to positions within
the syntactic frame, and, therefore, plays a crucial role in the
structural formulation of sentences (Zingeser and Berndt, 1990;
Wambaugh et al., 2002). Accordingly, the speech samples of our
participants after the treatment included more grammatically
correct sentences. Again, this improvement was greatest after the
anodic stimulation over Broca’s area. This result is in agreement
with recent findings from fMRI studies on spontaneous produc-
tion in healthy participants, which showed a significant associ-
ation between syntactic skills and activation of the left inferior
frontal gyrus (Grande et al., 2012; see also Menenti et al., 2012).

Taken together, these results suggest that Broca’s area is
a cortical epicenter subserving the selection of contextually

appropriate semantic representations. This conceptual informa-
tion triggers the generation of appropriate propositions that must
be organized at the macrolinguistic level by means of coherent
links and increases discourse informativeness.

One important finding of our study was that the enhanced
recovery in the participants’ ability to communicate, as mea-
sured in terms of C-Units, Verbs and Sentences, still persisted at
1 month after the end of treatment. Furthermore, this recovery
was generalized also to other contexts which were presented to
the participants only before and after each treatment condition.

It has been suggested that long-lasting functional changes in
the cortex as the result of electrical stimulation are the conse-
quence of modulation of the strength of synaptic connections
(i.e., synaptic plasticity, Nitsche and Paulus, 2000). In our study,
the choice to stimulate the left-language hemisphere regions was
related to previous results indicating that the stimulation of
these sites in persons with chronic aphasia might enhance func-
tional improvement inducing the reactivation of left-hemispheric
perilesional structures (Baker et al., 2010; Fiori et al., 2011;
Fridriksson et al., 2011; Marangolo et al., 2011, 2013). These
results agree with the hypothesis that, in individuals with chronic
aphasia, language recovery mostly involved the left unaffected
cortical areas (Saur et al., 2006; Warburton et al., 1999; Winhuisen
et al., 2007). Although it is often assumed that the right homo-
logue of Broca’s area takes over the function of the left if it is
infarcted, the evidence for this is slender. Recent studies have
stressed the importance of left Broca’s area or adjacent tissue in
the natural recovery from post-stroke aphasia (Saur et al., 2006,
2008) and there is some evidence that the right homologue of
Broca’s area inhibits recovery (Naeser et al., 2005, 2010, 2011).

In our aphasic group, the lesion mapping analysis over the two
stimulated areas allowed us to exclude that the better recovery
observed after Broca’s stimulation was due to a greater sparing
of this region to cerebral damage compared to Wernicke’s area.
Indeed, the same percentage of damage was present into the two
stimulated areas (45%) (see Figure 1) However, in those subjects
in which Broca’s area was partly or completely damaged, it might
be speculated that tDCS has influenced the activity of the brain
centers close to the stimulated site producing a rearrangement of
synaptic efficiency within the underlying network which in turn
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led to an improvement of the cognitive language ability (Miniussi
et al., 2008; Cotelli et al., 2011).

One final comment regards the fact that traditional stan-
dardized language tests failed to capture the significant post-
therapy effect that was evident during the descriptions of the
videoclips. Likely, this discrepancy might be due to the spe-
cific nature of these different tasks. Indeed, while traditional
language tests require to produce words under the administra-
tion of static pictures, the dynamic therapeutic setting devised
for this study employed videoclips representing highly realis-
tic contexts that exerted a positive influence on lexical retrieval.
Overall, these considerations are in line with the hypothesis
that a multi-level approach to language analysis is more ade-
quate than standardized language tests to quantify commu-
nicative improvement in persons with aphasia (Larfeuil and

Le Dorze, 1997; Marini et al., 2007, 2011; Andreetta et al.,
2012).

In conclusion, we believe that our data clearly show that the
recovery of language in persons with aphasia can be successfully
enhanced in different linguistic domains by coupling specific
treatment approaches with relatively simple stimulation proce-
dures such as tDCS.
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A number of studies have already shown that modulating cortical activity by means of
transcranial direct current stimulation (tDCS) improves noun or verb naming in aphasic
patients. However, it is not yet clear whether these effects are equally obtained through
stimulation over the frontal or the temporal regions. In the present study, the same group
of aphasic subjects participated in two randomized double-blind experiments involving two
intensive language treatments for their noun and verb retrieval difficulties. During each
training, each subject was treated with tDCS (20 min, 1 mA) over the left hemisphere
in three different conditions: anodic tDCS over the temporal areas, anodic tDCS over
the frontal areas, and sham stimulation, while they performed a noun and an action
naming tasks. Each experimental condition was run in five consecutive daily sessions
over three weeks with 6 days of intersession interval. The order of administration of the
two language trainings was randomly assigned to all patients. Overall, with respect to the
other two conditions, results showed a significant greater improvement in noun naming
after stimulation over the temporal region, while verb naming recovered significantly better
after stimulation of the frontal region. These improvements persisted at one month after
the end of each treatment suggesting a long-term effect on recovery of the patients’
noun and verb difficulties. These data clearly suggest that the mechanisms of recovery
for naming can be segregated coupling tDCS with an intensive language training.

Keywords: tDCS, brain stimulation, aphasia rehabilitation, lexical deficits, language areas, word recovery

INTRODUCTION
In these last years, a small but growing body of evidence have
already indicated that non-invasive brain stimulation techniques,
such as transcranial magnetic stimulation (TMS) (Naeser et al.,
2005; Martin et al., 2009) and transcranial direct current stimu-
lation (tDCS) (Monti et al., 2008, 2012; Baker et al., 2010; Fiori
et al., 2011; Flöel et al., 2011; Fridriksson et al., 2011; Kang et al.,
2011; Marangolo et al., 2013), can modulate the language system
and, in particular, lexical retrieval. Although, most of these stud-
ies suggest that both techniques might be helpful in enhancing
noun or verb naming, it is still an open question which stimulated
language area might exert the greatest influence.

Some reports, using rTMS or tDCS in the healthy population,
have already pointed to a crucial role of the temporal regions,
and, in particular of the left Wernicke’s area, in noun naming
(Töpper et al., 1998; Mottaghy et al., 2006; Sparing et al., 2008).
Töpper et al. (1998) have used rTMS to stimulate the left motor
cortex, the left Wernicke’s area and the right Wernicke’s homol-
ogous area. A significant shortening of picture naming latencies
was present only after stimulation over the left Wernicke’s area.
The same results were found by Mottaghy et al. (2006). Similarly,
in a tDCS study, Sparing et al. (2008) comparing different stimu-
lation conditions (anodic, cathodic, and sham stimulation over

the left Wernicke’s area and anodic stimulation of the homol-
ogous right Wernicke’s area) in a group of 15 healthy subjects
found faster responses only after anodic tDCS over the left
Wernicke’s area.

However, other studies have suggested a possible involvement
in noun retrieval of the frontal region too. In a group of healthy
subjects, Fertonani et al. (2010) found a facilitatory effect for
noun naming after anodal tDCS stimulation over the DLPFC.
More recently, Holland et al. (2011) targeted left frontal activity
using 2 mA-tDCS during an fMRI study of overt spoken pic-
ture naming in 10 healthy volunteers. Each of the 107 pictures
to be named was presented simultaneously with an auditory cue.
Participants were instructed to name the object aloud as quickly
and as accurately as possible. Faster naming responses in noun
naming correlated with decreased blood oxygen level-dependent
signal in Broca’s area during the anodic tDCS over this area were
found compared to sham stimulation.

To date, contradictory results have been reported also in the
brain-damaged populations. Naeser et al. (2005) have shown that
the application of slow rTMS suppressing the activation of the
anterior portion of the right Broca’s homolog (right pars trian-
gularis), for 10 consecutive days, improved noun naming perfor-
mance in four chronic, non-fluent aphasic subjects. Accordingly,
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in the same population, Kang et al. (2011) using cathodal tDCS
stimulation over the right Broca’s homolog area and concomitant
noun-retrieval training demonstrated a significantly improved
naming accuracy of treated items compared to sham stimulation.
Similar results were obtained by Baker et al. (2010) and Monti
et al. (2008) during application of anodal (Baker et al., 2010)
and cathodal tDCS (Monti et al., 2008) over the left damaged
frontal cortex. However, data have been reported where bene-
ficial effects on noun naming during a concomitant language
treatment resulted after anodal tDCS over the left temporal cor-
tex (Fiori et al., 2011; Fridriksson et al., 2011; see also Flöel
et al., 2011). Fridriksson et al. (2011) found beneficial effects
after anodal tDCS over the left temporal cortex on vocal response
time during a computerized anomia treatment in eight chronic
aphasic participants. Similarly, Fiori et al. (2011) found that
anodic tDCS stimulation over the left temporal region (includ-
ing Wernicke’s area) with concomitant language training for five
consecutive days led to faster word retrieval in three aphasic
patients at the end of treatment and three weeks later [see also
Flöel et al. (2011)].

With regard to the recovery of verbs, Cotelli et al. (2006)
assessed the effect of TMS applied to the left and right DLPFC on
an object and action naming tasks in 15 patients with Alzheimer’s
disease (AD). In each subject, they found an improvement only
for action (see also Cappa et al., 2002; Cotelli et al., 2012).

However, their results were not replicated in a subsequent
study (Cotelli et al., 2008) in which rTMS applied to the DLPFC
improved both noun and verb naming performance in AD
patients not only in early, but also in a more advanced stage of
their cognitive decline.

Until recently, only one report has specifically investigated
tDCS influence in the improvement of verbs in the aphasic pop-
ulation (Marangolo et al., 2013). In this study, seven chronic
subjects participated in an intensive language training for their
action naming difficulties. During this training, each subject was
treated with tDCS over the left hemisphere in three different con-
ditions: anodic tDCS over the Wernicke’s area, anodic tDCS over
the Broca’s area, and sham stimulation. In all patients, results
showed a significantly better response accuracy only after anodic
tDCS over the Broca’s area.

In summary, the above mentioned studies seem to suggest that
both rTMS and tDCS exert a positive influence in word retrieval.
Nevertheless, it is still an open question which stimulated area
might enhance the greatest effect. In most studies (Naeser et al.,
2005; Martin et al., 2009; Baker et al., 2010; Fiori et al., 2011;
Flöel et al., 2011; Fridriksson et al., 2011; Kang et al., 2011; see
Holland and Crinion, 2012; Monti et al., 2012 for a review), the
absence of a control condition through stimulation of another
brain region did not allow to univocally attribute the effects to
a specific contribution of the targeted region.

One way to resolve this issue is to compare the performance of
the same aphasic population both in a noun and action naming
task while stimulating different language areas.

This study was designed to investigate whether tDCS, over
the frontal and the temporal regions coupled with an intensive
language treatment, would differently improve noun and verb
recovery in a group of seven participants with chronic aphasia.

MATERIALS AND METHODS
PARTICIPANTS
Seven aphasic subjects (5 men and 2 female) who had suf-
fered a single left hemisphere stroke were included in the study.
Inclusion criteria for the study were native Italian proficiency,
pre-morbid right handedness, a single left hemispheric stroke at
least 6 months prior to the investigation, and no acute or chronic
neurological symptoms requiring medication.

The data analyzed in the current study were collected in accor-
dance with the Helsinky Declaration and the Institutional Review
Board of the IRCCS Fondazione Santa Lucia, Rome, Italy. Prior to
participation, all patients signed informed consent forms.

CLINICAL DATA
In all patients, the MRI revealed an ischemic lesion involving the
left hemisphere (see Figure 1).

The aphasic disorders were assessed using standardized lan-
guage tests [the Battery for the analysis of aphasic disorders,
BADA test (Miceli et al., 1994); Token test (De Renzi and Vignolo,
1962)]. Subjects were also administered a Neuropsychological
Battery (Orsini et al., 1987; Spinnler and Tognoni, 1987;
Zimmermann and Fimm, 1994), which excluded the presence of
attention and memory deficits that might have confounded the
data (see Table 1).

The seven subjects were classified as non-fluent aphasics
because of their reduced spontaneous speech with short sentences
and frequent word-finding difficulties. They had no articulatory
deficits with preserved word repetition and reading. In a nam-
ing task, all patients had lexical retrieval difficulties [BADA test
(Miceli et al., 1994)].

MATERIALS
One hundred and two pictures of concrete nouns [i.e., box (F =
67, L = 7), pencil (F = 37, L = 6)] (Snodgrass and Vanderwart,
1980) and 102 videoclip of concrete actions [i.e., to shoot (F =
63, L = 7), to steal (F = 36, L = 6)] were used. Nouns and
actions were matched for imageability (estimated on the basis of
a sample of 21 normal participants along a seven-point scale),
number of letters, age of acquisition [estimated on the basis of a
sample of 20 normal participants along a nine-point scale; (Lotto
et al., 2001)] and surface frequency [taken from De Mauro et al.
(1993)]. Both imageability and age-of-acquisition ratings were
collected by asking volunteers to judge printed words.

PROCEDURE
Transcranial direct current stimulation (tDCS)
tDCS was applied using a battery driven Eldith (neuroConn
GmbH) Programmable Direct Current Stimulator with a pair
of surface-soaked sponge electrodes (5 × 7 cm). A constant cur-
rent of 1 mA intensity was applied on the skin for 20 min. If
applied according to safety guidelines, tDCS is considered to be
a safe brain stimulation technique with minor adverse effects
(Poreisz et al., 2007). To stimulate the left temporal and frontal
regions, two different electrode stimulation positions were used:
the CP5 of the extended International 10–20 system for EEG elec-
trode placement, which has been found to correspond best to the
Wernicke’s area (Oliveri et al., 1999; Fiori et al., 2011) and the
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FIGURE 1 | Lesion descriptions for each aphasic patient. B.A.’s lesion is
localized in the left temporal cortex involving part of the temporal pole
(superior part), the full extension of the superior temporal gyrus (Wernicke’s
area), and part of the middle temporal gyrus. A sufferance of cerebral white
matter running in the angular gyrus and in the post central gyrus, with a
relatively sparing of the corresponding parietal cortex is present. The lesion
also involves the insula, although part of the insular cortex is spared. F.S.’s

lesion is mainly localized in the left temporal-insular region. A further
damaged area is at the level of the homolateral frontal lobe (mesial portion)
involving the white matter running under the middle frontal gyrus. N.R.’s
lesion is localized in the left fronto-temporo-parietal cortices. At frontal level,
the damage laterally involves the inferior frontal gyrus (Broca’s area), the
middle frontal gyrus, the superior frontal gyrus and the precentral gyrus,

(Continued)
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FIGURE 1 | Continued

and medially the medial frontal gyrus and the anterior cingulate gyrus.
Posteriorly, the damage involves the temporal pole, the superior and the
middle temporal gyrus, the post-central gyrus and the inferior parietal lobule.
The lesion also includes the insula. P.M.’s lesion is localized in the left
fronto-temporo cortices, involving the inferior frontal gyrus (Broca’s area), and
the temporal pole. The lesion also includes the insula. P.E.’s lesion is localized
in the left fronto-temporo-parietal cortices, including the inferior frontal gyrus
(Broca’s area), the inferior part of the pre-central gyrus, the temporal pole, the
full extension of the superior temporal gyrus (Wernicke’s area), part of the

middle temporal lobe, the inferior part of the post-central gyrus, the angular
and part of supramarginal gyri. The lesion also includes the insula. P.F.’s lesion
is mainly localized in the left fronto-temporal cortices, with a minor
involvement of the homolateral parietal cortex. The damage includes the
temporal pole, part of the superior temporal (Wernicke’s area) and of the
middle temporal gyri. The lesion also involves the insula. R.L’s lesion is
localized in the left temporo-parieto-occipital cortices, including the temporal
pole, the full extension of the superior temporal gyrus (Wernicke’s area), part
of the middle temporal lobe, the angular and the supramarginal gyri, the
inferior parietal lobule and the superior occipital gyrus.

Table 1 | Sociodemographic and Clinical data of the seven non-fluent aphasic subjects.

Subjects Sex Age Ed. level Time post-onset Right Hemip Right Hemian Attentional Abilities

(scores in percentile >

5 unimpaired)

Memory

WM (cut/off 5 ±
2) STM (cut/off 7

± 2) LTM

(cut/off 5.5)

Alertness (tot): 76 WM: 4
B.A. F 59 18 3 years and 3 months + − Sustained Att (tot): 82 STM: 6

Selective Att (tot): 54 LTM: 10

Alertness (tot): 24 WM: 5
F.S. F 71 5 1 year and 6 months + − Sustained Att (tot): 21 STM: 6

Selective Att (tot): 31 LTM: 10

Alertness (tot): 58 WM: 4
N.R. M 53 13 7 months + − Sustained Att (tot): 73 STM: 6

Selective Att (tot): 50 LTM: 10

Alertness (tot): 88 WM: 5
P.M. M 52 13 9 months + − Sustained Att (tot): 50 STM: 5

Selective Att (tot): 62 LTM: 11

Alertness (tot): 18 WM: 4
P.E. M 68 18 1 year and 8 months + − Sustained Att (tot): 14 STM: 5

Selective Att (tot): 16 LTM: 6

Alertness (tot): 99 WM: 5
P.F. M 44 13 7 years + − Sustained Att (tot): 66 STM: 7

Selective Att (tot): 84 LTM: 13

Alertness (tot): 99 WM: 6
R.L. M 62 11 4 years and 5 months − − Sustained Att (tot): 58 STM: 6

Selective Att (tot): 50 LTM: 13

Results in the Neuropsychological Battery for Attention (Zimmermann and Fimm, 1994) and Memory deficits (Orsini et al., 1987; Spinnler and Tognoni, 1987) are

also reported. Ed. Level, Educational Level; Right Hemip, Right Hemiparesis; Right Hemian, Right Hemianopia; WM, Working Memory; STM, Short-Term Memory;

LTM, Long-Term Memory.

F5 of the extended International 10-20 system for EEG electrode
placement, which correspond best to the Broca’s area (Nishitani
et al., 2005; Naeser et al., 2010). In both conditions the reference
electrode was placed over the contralateral frontopolar cortex
(Nitsche and Paulus, 2000; Sparing et al., 2008).

Overall, three different stimulation sessions were carried out:
(1) anodic (CP5-A) stimulation of the left Wernicke’s area; (2)
anodic (F5-A) stimulation of the left Broca’s area; and (3) sham
stimulation over the Wernicke’s area (CP5-S) for four out of
seven patients and, for the remaining three, over the Broca’s area

(F5-S) (Figure 2). Sham stimulation was performed exactly like
anodic stimulation over the left Wernicke’s or Broca’s area, but
the stimulator was turned off after 30 s (Gandiga et al., 2006).
To ensure the double-blind procedure, both the experimenter
and the patients were blinded regarding the experimental and the
sham conditions and the stimulator was turned on/off by another
person.

For each subject, all pictures (N = 102) and actions (N =
102) were used. Stimuli belonging to each category were subdi-
vided into three groups of 34 items each, matched for frequency,
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FIGURE 2 | Size and montage parameters of tDCS stimulation. tDCS was
applied using a pair of surface-soaked sponge electrodes of 5 × 7 cm. To
stimulate the left temporal and frontal regions, two different electrode
stimulation positions were used: the CP5 of the extended International 10–20

system for EEG electrode placement (A) and the F5 of the extended
International 10–20 system for EEG electrode placement (B). In both
conditions the reference electrode was placed over the contralateral
frontopolar cortex.

length, imaginability, and age of acquisition. For each category,
one group of item was used for the left anodic Wernicke’s stimula-
tion, one for the left anodic Broca’s stimulation and the third one
for the sham condition. The assignment of each group of stimuli
was randomized across conditions.

TREATMENT
Once the electrodes had been placed on the scalp, the subjects
performed the naming tasks while they received 20 min of tDCS.
Three out of seven patients began with the noun naming treat-
ment, while the remaining four started with the action naming
training. The two treatments were separated by an interval of one
month.

For each treatment, subjects were asked to name aloud each
picture or videoclip that appeared on the PC screen (screen size
15′′, viewing distance 1 m) for 15 s preceded by a fixation point,
which lasted 800 ms (see also Raymer et al., 2006, 2007; Conroy
and Scowcroft, 2012 for noun and action naming interventions).
Only if the subject spontaneously correctly named the picture or
the videoclip, the examiner manually recorded the response type
on a separate sheet. If the subject failed or did not answer within
15 s, the corresponding written name was presented below the
image and the subject was asked to read the word aloud. The sub-
ject never listen to the written word spoken aloud by the therapist.
The pair of stimuli remained on the screen until the subject read
the word or 40 s elapsed (see Figure 3). In any cases, subjects were
not able to correctly read the word. For both trainings, each stim-
ulation condition was performed in five consecutive daily sessions
over three weeks, with six days of intersession interval. The order
of items presentation was randomized across sessions. To measure
baseline performance, at the beginning of each week and before
the training each subject was asked to name the pictures or the

videos, one at a time, without help. The order of conditions was
randomized across subjects.

FOLLOW-UPS
At 1 and 4 weeks after each treatment, for each stimulation condi-
tion, all subjects were again shown the corresponding list of items
and asked to name them without help. As before, the examiner
manually recorded the answers.

DATA ANALYSIS
Data were analyzed with SPSS 13.0 software. Two different
repeated-measures ANOVAs were applied on the mean percent-
age of response accuracy for nouns and verbs. We have excluded
response time as a potential measure because we have found
a large variability among patients. Three within-subject factors
were included: Task [noun naming (NN) vs. verb naming (VN)],
Condition (anodic Wernicke’s area vs. anodic Broca’s area vs.
Sham) and Time [baseline (T1) vs. fifth training day (T5)] which,
in the second analysis on the two follow-up sessions, was renamed
End-Post Treatment factor [end of treatment (T5) vs. first follow-
up (F1) vs. second follow-up (F2)]. Interactions were explored
using the Scheffè post-hoc test.

RESULTS
The analysis showed a significant effect of Time [baseline (T1)
vs. fifth training day (T5), F(1, 6) = 160.04; p = 0.000]. Overall,
subjects’ performance significantly improved on the fifth day of
training with respect to baseline [mean = 41%, SEM = 4 (T5) vs.
mean = 21%, SEM = 3 (T1) p = 0.000]. Neither the Task [noun
vs. verb naming, F(1, 6) = 0.05; p = 0.831] nor the Condition
[Wernicke’s vs. Broca’s area vs. Sham, F(2, 12) = 2.37; p = 0.673]
effects were significant.
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FIGURE 3 | Overview of study design. (A) Subjects underwent two
intensive language treatments for their noun and verb difficulties with 30
days of interval between the two trainings. During the two treatments,
subjects received 20 min of tDCS. Each stimulation condition was performed
in five consecutive daily sessions over three weeks, with six days of
intersession interval. To measure baseline performance, at the beginning of
each week and before the training each subject was asked to name the
picture or the action videoclip, one at a time, without help. To measure the
potential, long-term beneficial effects of tDCS two follow-up sessions were

also carried 1 and 4 weeks after the end of each treatment condition.
Subjects were asked to name aloud each picture or videoclip presented on
the PC screen for 15 s and preceded by a fixation point, which lasted 800 ms.
If the subject correctly named the item, the examiner manually recorded the
response type on a separate sheet (B). If the subject failed or did not answer
within 15 s, the corresponding written name of the picture or of the action
was presented below the image and the subject was asked to read the word
aloud. The pair of stimuli remained on the screen until the subject read the
word or 40 s elapsed (C).

The triple interaction Time × Task × Condition was also sig-
nificant [F(2, 12) = 60.36; p = 0.000]. The Scheffè post-hoc test
revealed that the mean percentage of response accuracy for nouns
and verbs significantly improved at the end of training in each
condition with respect to baseline (differences between T5 vs.
T1 for Wernicke’s condition: 31%, p = 0.000, Broca’s condi-
tion: 12%, p = 0.040, and Sham: 10%, p = 0.043 for nouns;
differences between T5 vs. T1 for Broca’s condition: 42%, p =
0.000, Wernicke’s condition: 15%, p = 0.012, and Sham: 13%,
p = 0.019 for verbs). However, although for both categories no
significant differences emerged between the three conditions at
baseline (differences between Wernicke vs. Broca = −2%, p = 1;
differences between Wernicke vs. Sham = 3%, p = 0.999; dif-
ferences between Broca vs. Sham = 5%, p = 0.918 for nouns;
differences between Broca vs. Wernicke = −3%, p = 0.998; dif-
ferences between Broca vs. Sham = −7%, p = 0.684; differences
between Wernicke vs. Sham = −4%, p = 0.992 for verbs), at the
end of training, there was a clear dissociation on the amount of
improvement exerted by the temporal and the frontal stimulation
in noun and verb recovery, respectively.

While the mean percentage of correct nouns was significantly
greater in the Wernicke’s condition with respect to the other
two conditions (differences between Wernicke vs. Broca = 17%;
p = 0.002; differences between Wernicke vs. Sham = 24%; p =
0.000; no significant differences between Sham vs. Broca = −7%;
p = 0.571), the anodic Broca’s condition determines the great-
est improvement for verb naming with respect to the other two
conditions (differences between Broca vs. Wernicke = 24%; p =
0.000; differences between Broca vs. Sham = 22%; p = 0.000;
no significant differences between Sham vs. Wernicke = 2%;
p = 0.999) (see Figure 4).

FOLLOW-UPS
The analysis showed a significant effect of Condition [Wernicke’s
vs. Broca’s area vs. Sham, F(2, 12) = 6.86; p = 0.010] indicating a
greater response accuracy for the Wernicke’s and Broca’s condi-
tions with respect to sham [Wernicke’s (mean = 40%, SEM = 3)
vs. Broca’s (mean = 41%, SEM = 4) vs. Sham condition (mean
= 31%, SEM = 3) p = 0.010]. Neither the Task [F(1, 6) = 0.00;
p = 0.978] nor the Time effects [F(2, 12) = 3.68; p = 0.057] were
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significant. The interaction Task × Condition was also signifi-
cant [F(2, 12) = 31.85; p = 0.000]. In agreement with previous
data, the mean percentage of correct nouns was significantly
greater in the Wernicke’s condition than in the other two con-
ditions [Wernicke’s (mean = 51%, SEM = 5) vs. Broca’s (mean
= 32%, SEM = 6) vs. Sham conditions (mean = 30%, SEM
= 5) p = 0.000; no significant differences between Broca’s vs.
Sham conditions, p = 0.997]. On the contrary, the Broca’s stim-
ulation exerted again the greatest influence in verbs’ accuracy
which was significantly higher in this condition than in the other
two [Broca’s (mean = 50%, SEM = 5) vs. Wernicke’s (mean =
29%, SEM = 3) vs. Sham conditions (mean = 32%, SEM = 4)
p = 0.000; no significant differences between Wernicke’s vs. Sham
conditions, p = 0.979].

Moreover, although no other interactions were significant,
post-hoc analysis revealed that the greater amount in the mean
percentage of correct nouns and verbs found for the Wernicke’s

FIGURE 4 | Mean percentage of correct nouns and verbs at baseline

(T1) and at the end of treatment (T5) for the left Wernicke’s, Broca’s

and the sham conditions (∗0.000). Error bars represent standard error of
the mean.

and Broca’s conditions, respectively, persisted both at the first and
the second follow-ups (see Figure 5).

DISCUSSION
Our data suggest that the stimulation of different brain lan-
guage regions differently affects the amount of improvement in
noun and verb naming in a group of seven chronic aphasic
patients.

Since previous studies have indicated that the best recovery
is observed coupling tDCS with an intensive language treatment
(Baker et al., 2010; Fridriksson et al., 2011; Marangolo et al.,
2013), we chose to stimulate the patient during a picture nam-
ing task comparing the effects during anodic tDCS over the left
frontal and temporal areas with a sham condition. In partic-
ular, when we analyzed the aphasic subjects’ results, we found
that all patients significantly recovered in each condition for
both categories. This was due to the intensive language train-
ing that was performed daily during tDCS application (Bhogal
et al., 2003). However, patients were much more accurate in
nouns naming after the left temporal stimulation and in verb
naming after the left frontal stimulation compared to the other
two conditions which did not differ from each other in terms
of response accuracy. These results allow us to affirm that the
recovery in the two word categories was related to the stimulation
of distinct brain regions. A further confirmation on the differ-
ential role played by the two regions comes from the follow-up
testing which showed that the stimulation of the two language
areas still exerted a different influence on the recovery of the
two categories at one and four weeks after the end of each
treatment.

As stated in the introduction, previous rTMS and tDCS reports
with healthy and brain-damaged populations have already indi-
cated a possible involvement of the temporal region in noun’s
naming (Töpper et al., 1998; Mottaghy et al., 2006; Sparing et al.,
2008; Fiori et al., 2011; Flöel et al., 2011; Fridriksson et al., 2011)

FIGURE 5 | Mean percentage of correct nouns and verbs at the end of treatment (T5), at the first and second follow-ups for the left Wernicke’s,

Broca’s, and sham conditions, respectively (∗p = 0.00; ∗∗p = 0.03). Error bars represent standard error of the mean.
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and the presence of a close relationship between the stimulation
of the frontal region and the recovery of verbs (Cappa et al.,
2002; Cotelli et al., 2006, 2008, 2012; Marangolo et al., 2013).
However, while more consistent results were reported for verb
retrieval, the data were less conclusive for nouns suggesting a
possible interest of the frontal regions too (Monti et al., 2008;
Baker et al., 2010; Fertonani et al., 2010; Holland et al., 2011;
Kang et al., 2011). It might be argued that the facilitatory effect
found by Holland et al. (2011) in noun naming after frontal
stimulation was not specific to the process of word retrieval
per se but was related to the activation of a concomitant auto-
matic rehearsal process of the phonological word form exerted
by target’s spoken name (the auditory cue). In the same vein, it

might be the case that in Naeser and Kang et al.’s studies (Naeser
et al., 2005; Kang et al., 2011), the beneficial inhibitory influ-
ence exerted over the frontal right hemisphere has disengaged a
more distributed left hemispheric network which did not neces-
sarily restrict the recovery from nouns to a contribution of the left
frontal cortex.

In our opinion, one way to disentangle the above contradic-
tions is to compare within the same population, the performance
of the patients in the two naming tasks while stimulating differ-
ent language regions, as we did in the present study. We believe
that our data clearly pointed to the presence of a close relation-
ship between the stimulated region and the amount of recovery
found for nouns and verbs. Results from transfer of treatment

Table 2 | Number of correct responses at baseline, post-Broca, post-sham, and post-Wernicke administration of the standardized language

tasks (BADA and Token test).

Subj Conditions Oral noun

naming

Written

noun

naming

Noun

comp

Oral verb

naming

Written

verb

naming

Verb

comp

Word

reading

Word writing

under

dictation

Word

repetition

Token

test

B.A. Baseline 15/30 0/22

40/40

16/28 0/22

20/20

10/92 0/46

45/45

16/36

post -Broca (1) 16/30 0/22 17/28 0/22 34/92* 0/46 17/36

post-Sham (2) 15/30 0/22 18/28 0/22 10/92 0/46 17/36

post -Wernicke (3) 26/30* 0/22 18/28 0/22 15/92 0/46 25/36

F.S Baseline 12/30 10/22

40/40

14/28 5/22

20/20 92/92

37/46

45/45

22/36

post-Broca (2) 14/30 12/22 21/28** 10/22 46/46** 22/36

post-Sham (1) 12/30 10/22 12/28 5/22 39/46 20/36

post-Wernicke (3) 27/30* 13/22 20/28 7/22 32/46 26/36

N.R. Baseline 0/30 0/22

40/40

0/28 0/22

20/20

10/92 0/46 25/45 9/36

post-Broca (3) 9/30 0/22 10/28** 0/22 10/92 0/46 36/45** 8/36

post-Sham (2) 9/30 0/22 2/28 0/22 15/92 0/46 30/45 9/36

post-Wernicke (1) 12/30* 0/22 3/28 0/22 9/92 0/46 36/45 15/36

P.M. Baseline 0/30 0/22

40/40

0/28 0/22

20/20

10/92 0/46

45/45

11/36

post-Broca (2) 8/30 2/22 6/28** 0/22 25/92* 5/46 12/36

post-Sham (3) 10/30 0/22 5/28 0/22 13/92 3/46 13/36

post-Wernicke (1) 14/30* 1/22 0/28 0/22 15/92 5/46 13/36

P.E. Baseline 0/30 0/22

40/40

0/28 0/22

20/20

10/92 0/46 13/45 4/36

post-Broca (2) 5/30 0/22 15/28** 0/22 14/92 0/46 26/45** 6/36

post-Sham (1) 0/30 0/22 5/28 0/22 15/92 0/46 13/45 4/36

post-Wernicke (3) 13/30** 0/22 14/28 0/22 10/92 0/46 23/45 10/36

P.F. Baseline 13/30 0/22

40/40

15/28 0/22

20/20

10/92 0/46

45/45

14/36

post-Broca (1) 21/30 0/22 15/28 0/22 11/92 0/46 17/36

post-Sham (3) 17/30 0/22 15/28 0/22 12/92 0/46 15/36

post-Wernicke (2) 17/30 0/22 21/28 0/22 10/92 0/46 17/36

R.L. Baseline 11/30 0/22

40/40

14/28 0/22

20/20

55/92 0/46 2/45 10/36

post-Broca (3) 19/30 0/22 25/28* 0/22 74/92** 0/46 12/45** 10/36

post-Sham (1) 11/30 0/22 11/28 0/22 55/92 0/46 1/45 9/36

post-Wernicke (2) 20/30** 0/22 11/28 0/22 60/92 0/46 2/45 11/36

The order of conditions (indicated by the number in brackets) was randomized across subjects. For five out of seven subjects, χ2(*) test indicated a significant

difference before and after the Broca’s condition in verb naming and, for six out of seven subjects, before and after the Wernicke’s condition in noun naming (* <

0.0001; ** < 0.05). Subj, Subjects; Comp, Comprehension.
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effects confirmed this hypothesis. Indeed, at the language tests,
in six out of seven patients, there was a significant improvement
in noun naming only after stimulation of the temporal region,
while the ability to produce verbs significantly increased in five
patients only after stimulation of the frontal region. Moreover,
after frontal stimulation, some patients showed a significant
improvement also in word repetition (N.R., P.E., R.L.) and read-
ing (B.A., P.M., R.L.) while one patient (F.S.) had a significant
recovery in writing under dictation task (see Table 2). It is widely
known that the premotor region, including Broca’s area, supports
the rehearsal process necessary for refreshing the word mem-
ory trace during word repetition (Romero et al., 2006; Trost and
Gruber, 2012). It has also been suggested that the premotor cor-
tices play some role in implementing the activity patterns involved
in reading and writing (Anderson et al., 1990; Lubrano et al.,
2004). In our patients, the hypothesis that could be advanced is
that the stimulation of the frontal region co-activated the sur-
rounding premotor areas which lead to an improvement in other
language tasks.

Although the neural mechanisms responsible for tDCS stimu-
lation are still not known, some authors have affirmed that anodic
stimulation elicits an extended increase in cortical excitability
probably due to depolarization of neuronal membrane and to
changes in the synaptic connections of the N-methyl-D-aspartate
(NMDA) receptors involved in long-term potentiation (Nitsche
and Paulus, 2000). This happens when the stimulated area is sup-
posed to be directly involved in the investigated language task.
However, others (Naeser et al., 2005; Kang et al., 2011) found an
improvement also after stimulating through rTMS (Naeser et al.,
2005) or tDCS (Kang et al., 2011) the right language homologous
areas.

To date, the role played by the right hemisphere in language
recovery is more controversial than that of the left regions. Some
evidence has suggested that the right activity may support recov-
ery only if homotopic areas take over the function of the lesioned
left language areas (Saur et al., 2006, 2008; Turkeltaub et al., 2011)
even if they are computationally less efficient. Alternatively, the
right hemisphere may limit recovery if its processing is dysfunc-
tional, or if transcallosal projections from the right inhibit the
left language areas (Naeser et al., 2005; Martin et al., 2009; Kang
et al., 2011). Most of the studies have affirmed that the quality
of improvement is dependent on the amount of spared neural
tissue in the left hemisphere and, to a lesser extent, on the homol-
ogous areas in the right-hemisphere (Heiss and Thiel, 2006). It
seems likely that the reactivation of undamaged network areas
of the left hemisphere usually leads to a better outcome than

the involvement of homotopic contra-lateral regions (Heiss and
Thiel, 2006). For this reason, in our study, we choose to stim-
ulate the left hemisphere regions as also suggested by previous
tDCS studies which indicated that the stimulation of perilesional
spared language areas close to the stimulation site in chronic
aphasic patients enhances functional improvement (Baker et al.,
2010; Fiori et al., 2011; Fridriksson et al., 2011; Marangolo et al.,
2013).

Although some studies have shown that it is difficult to predict
the distribution of the current (Baker et al., 2010), others have
suggested that during naming the current is distributed around
the stimulated region (Holland et al., 2011). The same results
were found in an fMRI studies to measure tDCS effects during
the stimulation of the motor cortex (Antal et al., 2011, 2012).
Since our patients had very different left hemispheric lesions
we reasoned that in this way we have targeted the two regions.
Considering that all of our patients had left-hemisphere dam-
age, it might be argued that the better recovery observed after
the left temporal and frontal stimulation, respectively, for nouns
and verbs, was not related to the stimulated areas but to a greater
sparing of one of the two region.

However, as shown in Figure 1, all of our patients had very
different left cerebral stroke which in some cases predominantly
involved the posterior (B.A., P.F., and R.L.) or the anterior areas
(P.M.) and in others either completely damaged the Wernicke’s
and Broca’s area (N.R., and P.E.) or totally spared the two stimu-
lated regions (F.S.).

We believe that independently of the amount of left spared
cerebral tissue, the different improvement found for the two word
categories clearly indicate at least a partial segregation of the
beneficial effects into a specific brain region. It might be the
case that, in our patients, tDCS has enhanced the capacity of
the left-hemisphere spared areas close to the stimulated region
to make compensatory plastic changes resulting in improved
performance.

We are aware that the present approach, due to the small
sample used and to the lack of functional magnetic resonance
imaging data, does not allows to draw firm conclusions about the
underlying neural mechanisms by which tDCS affected subjects’
performance.

However, overall, it consents to define some important points
about language rehabilitation in persons with aphasia. Indeed, it
confirms several previous reports that highlight the importance
of coupling tDCS with the naming treatment. Moreover, it clearly
suggests the importance to apply different stimulation protocols
to the aphasic populations to enhance the best recovery.
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