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Quality control (QC) of medical imaging devices is essential to ensure their proper function

and to gain accurate and quantitative results. Therefore, several international bodies have

published QC guidelines and recommendations for a wide range of imaging modalities to

ensure adequate performance of the systems. Hybrid imaging systems such as positron

emission tomography/computed tomography (PET/CT) or PET/magnetic resonance

imaging (PET/MRI), in particular, present additional challenges caused by differences

between the combined modalities. However, despite the increasing use of this hybrid

imaging modality in recent years, there are no dedicated QC recommendations for

PET/MRI. Therefore, this work aims at collecting information on QC procedures across

a European PET/MRI network, presenting quality assurance procedures implemented

by PET/MRI vendors and achieving a consensus on PET/MRI QC procedures across

imaging centers. Users of PET/MRI systems at partner sites involved in the HYBRID

consortium were surveyed about local frequencies of QC procedures for PET/MRI.

Although all sites indicated that they perform vendor-specific daily QC procedures,

significant variations across the centers were observed for other QC tests and testing

frequencies. Likewise, variations in available recommendations and guidelines and the

QC procedures implemented by vendors were found. Based on the available information

and our clinical expertise within this consortium, we were able to propose a minimum

set of PET/MRI QC recommendations including the daily QC, cross-calibration tests,

and an image quality (IQ) assessment for PET and coil checks and MR image quality

tests for MRI. Together with regular checks of the PET–MRI alignment, proper PET/MRI

performance can be ensured.

Keywords: hybrid imaging, consensus, recommendations, quality control, PET/MRI
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INTRODUCTION

With the introduction of clinical PET/MRI systems in 2010 [1, 2],
a novel hybrid PET system became available, in addition to
PET/CT and SPECT/CT. The combination of PET with MRI
has several advantages; it offers high soft tissue contrast by MRI,
together with a reduced radiation burden compared to CT [3].
Moreover, the high-resolution anatomical images from MRI can
be used for accurate partial volume correction (PVC) [4] and
fast MRI sequences can be used to correct for motion in PET
examinations [5]. Further, a broad spectrum of available MRI
sequences offers a variety ofmulti-parametric information, which
bears high potential to improve disease characterization through
radiomics and machine learning (ML) approaches [6].

Nonetheless, the typically rather low number of available
datasets for a specific disease from PET/MRI in a single-center
renders a systematic evaluation of possible advantages over other
modalities, and the use of PET/MRI data for ML approaches
challenging. Therefore, pooling of PET/MRI data across multiple
imaging centers is desirable.

However, comparability of imaging data from hybrid PET
information is often hampered by differences in local imaging
protocols and quality control standards [7–9]. In addition to
variations in imaging protocols driven by local preferences of
the physicians in charge, variations in QC procedures and
imaging protocols, as demonstrated for PET/CT operations
[7], can be widely attributed to differences in system design
between vendors and system generations (mainly using different
reconstruction algorithms or settings). However, in contrast to
PET/CT, there are only three main PET/MRI systems on the
market all introduced between 2010 and 2015. Thus, all systems
have implemented state-of-the-art reconstruction algorithms as
well as similar technological characteristics. Therefore, a smaller
variation in QC procedures and IQ parameters of PET/MRI
compared with PET/CT could be expected. However, first
findings indicate that this is not the case. Boellaard et al. [10]
reported high accuracy of phantom-basedQC for three PET/MRI
systems, but only when using dedicated phantom acquisition and
processing protocols; when using clinical protocols, significant
variances between the systems were reported. Further, in a
previous multi-center trial, the inter-site variability of NEMA
image quality evaluations was reported to be similar to
previous reports for PET/CT systems [11]. These findings are
an indication that similar variabilities in PET/MRI operation,
including basic quality control standards, exist as it was shown
for PET/CT.

Currently, there are several recommendations on quality
assurance procedures for PET, PET/CT, and MRI systems
[12–16] and guidelines for standardized imaging protocols
[12, 13, 15, 17, 18]. For PET/MRI, one report exists describing
the implementation of a simultaneous hybrid PET/MRI
system in an integrated research and clinical setting [19].
Further, two guidelines for oncological whole-body [18F]-FDG-
PET/MRI [20, 21] have been published. However, there is
currently no recommendation dedicated to QC procedures for
PET/MRI systems.

This work aims at (a) summarizing relevant guidelines
and recommendations by international bodies on PET and
MRI quality control programs, (b) assessing variations of
local QC procedures at European hybrid imaging sites, (c)
summarizing PET/MRI QC procedures implemented by system’s
manufacturers, and (d) developing a consensus recommendation
of a minimal set of QC measures for PET/MRI throughout the
HYBRID (Healthcare Yearns for Bright Researchers for Imaging
Data) consortium.

MATERIALS AND METHODS

HYBRID is an innovative training network project funded by
the European Commission (MSCA No. 764458). It aims at
promoting the field of non-invasive disease characterization in
the light of personalized medicine by enhancing the information
gained from molecular and hybrid imaging technologies. The
HYBRID consortium brings together international academic,
industrial and non-governmental partners in a cross-specialty
network including eight partner sites with extensive clinical
experience in PET/MRI as well as three vendors of currently
available PET/MRI systems.

Summary of Existing Recommendations
To get an overview of the existing and recommended
QC tests for PET and MRI systems, we summarized QC
guidelines and recommendations published by all major
international bodies related to the field of medical imaging.
For PET and PET/CT these included suggestions by the
American College of Radiology (ACR) [17], the Society of
Nuclear Medicine and Molecular Imaging (SNMMI), and the
European Association of Nuclear Medicine (EANM) through
the EANM Research Ltd (EARL) initiative [15, 22], the
International Atomic Energy Agency (IAEA) [16] and the
Intersocietal Accreditation Commission (IAC) [23]. For MRI,
we gathered information from the ACR [13] and the IAC
[14]. All the information was grouped in a table to have a
complete overview of the differences and similarities between
different recommendations.

State of Implementation of QC Procedures
Based on international QC guidelines and recommendations,
we designed a survey to collect information about the QC tests
and testing frequencies from all eight users of PET/MRI systems
within the HYBRID consortium.

The survey form itself contained two tables: one with the
list of the QC tests for the PET part of the systems, and the
second one with commonly used MRI QC tests. For each test,
the eight participating sites were asked to report the testing
frequency at which they perform these tests. Further, the form
permitted the addition of information regarding phantoms and
tools used or any other free-text comments regarding the
implemented procedures.

To increase the response rate from the participants, the
document included an introduction to the topic, the aim of
the survey and contact details for support during the time of
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evaluation. All documents, including the survey form, were sent
by email to the imaging centers during summer-autumn 2018.
Responses were grouped by PET/MRI system (one per center)
in a single table and served as the basis for a consensus on
PET/MRI QC.

QC Procedures Implemented by the Vendor
As supporting data for discussions on routine PET/MRI QC
procedures, the quality control procedures implemented in three
available PET/MRI systems (the Siemens Biograph mMR [2], the
GE SIGNA PET/MR [24], and the Ingenuity TF PET/MR [1])
were summarized. These included daily quality assurance (DQA)
procedures and additional regular tests. The information was
collected from the user manuals of the systems and information
provided directly by the vendors.

Consensus Recommendation on QC for
PET/MR
Based on the available recommendations for stand-alone
PET(/CT) and MRI systems, the responses to the survey on
QC procedures and the vendor’s implemented quality assurance
measures, recommendations for PET/MRI QC were drafted.
Findings were presented to and discussed with the participants of
the survey, which included experienced clinical PET/MRI users,
to achieve a consensus on a minimum set of PET/MRI QC
procedures from the HYBRID consortium.

RESULTS

Existing Recommendations for PET and
MRI Modalities
Recommended QC tests and testing frequencies for PET(/CT)
andMRI reported by international organizations are summarized
in Tables 1, 2, respectively. For PET, all guidelines included
the Daily QC (as implemented by the vendor) and a test for
image uniformity. However, other suggested tests and testing
frequencies differ between the guidelines. For example, for
the sensitivity, spatial resolution, and image uniformity a high
variability of testing frequencies, tools, and calculation methods
was observed. Likewise, for MRI systems, the testing frequencies
for most of the tests such as image uniformity, linearity, spatial
resolution, table positioning, slice thickness, and slice positioning
were highly variable.

State of Implementation of QC Procedures
All of the eight participating centers completed the form for
the available PET/MRI systems on-site resulting in reported QC
procedures for five Siemens Biograph mMR PET/MR, two GE
SIGNA PET/MR, and one Philips Ingenuity TF PET/MR. Of
note, the GE and Philips systems have PET time-of-flight (TOF)
capabilities. Survey forms were mainly completed by the on-site
medical physics expert.

The DQA protocol provided by the vendors was
indicated to be performed daily for all systems. However,
the testing frequencies of other evaluated tests were highly
variable (Table 3).

Tests and Testing Frequencies for the PET

Component

DQA procedure
All PET/MRI centers indicated that they perform the DQA as
implemented by the manufacturers, including the assessment
of detector stability. It is performed automatically or semi-
automatically with phantoms provided by vendors, after the
routine system initialization or start-up. One of the GE sites
(center 7) indicated they perform a daily check of the PET
system readiness monitor and an additional monthly DQA,
including a partial detector set-up with coincidence timing
calibration (CTC).

Timing resolution
At 3/8 of the centers (two Siemens and one Philips), the test was
indicated to be performed daily. Variations across the answers
for other Siemens systems ranged from performing the test “by
manufacturer’s recommendations” to “not performed as part of
the routine QC.” Responses for the GE systems varied between
monthly and quarterly.

Sensitivity
The testing frequency for this test presented a high variability
across the centers. The answers were: daily, quarterly, annually,
or at the commissioning of the system (during the acceptance
test). One of the Siemens centers indicated not performing the
test as part of the routine QC.

Spatial resolution
Two of the involved centers did not present any specific testing
frequency for this test, Center 4 indicated to perform it daily, and
the rest of the answers (62.5 % of the systems) ranged from yearly
to once every 10 years.

Image uniformity
Three of the eight centers indicated a daily testing frequency;
another three indicated they perform the test every 3months, one
center reported the test to be done annually, and one reported not
to perform it as part of the routine QC.

Normalization
A daily testing frequency was reported for 4 Siemens PET/MRI
systems. From three of the sites (GE and Philips systems), the test
was indicated to be done every 3 months. Only one of the centers
indicated to perform the normalization test every 6 months.

Image quality and attenuation accuracy. Scatter correction

and quantitation
Three centers indicated to performing the test annually, one
of them specified to use the NEMA IQ phantom. One center
reported to perform it every 10 years, two at the acceptance
testing and one reported not to perform it as part of the
routine QC.

Tests and Testing Frequencies for the MRI

Component
Responses on the QC tests and testing frequencies for the MRI
component varied significantly across partner sites. A summary
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TABLE 1 | QC tests for PET and PET/CT systems.

Test ACR

[17]

EANM/EARL

[15]

IAC

[23]

IAEA

[16]

PET Part

Daily system test

(by manufacturer’s recommendation)

Daily Daily Daily Daily

Detector stability N/A Daily or when available N/A Daily

Coincidence timing resolution N/A N/A N/A Daily for TOF PETs

Clinical mode acquisition N/A N/A N/A Daily (optional procedure)

Sensitivity Annually Daily or when available N/A Whenever performance

change is suspected

Spatial resolution Quarterly N/A N/A Quarterly or when available

Image uniformity Quarterly Daily or when available,

by using 68Ge/68Ga

cylindrical phantom.

By manufacturer’s

recommendation

Quarterly

Normalization N/A By manufacturer’s

recommendation

By manufacturer’s

recommendation

and major

hardware repair

By manufacturer’s

recommendation, after

significant QC results

variation or hardware repaira

Absolute calibration

(also called cross-calibration,

well-counter calibration, radioactivity

calibration factors, radioactivity

concentration calibration, or SUV

calibration)

N/A Quarterly

Also, always after

soft/hardware

revisions/upgrades, and

after

new setups/normalizations

By manufacturer’s

recommendation

or after a hardware

change

Quarterly

Image quality and accuracy of

attenuation, and scatter correction

and quantitation

Annually Annually

Also, always after major

changes in soft/hardware

By manufacturer’s

recommendation

Annually

Preventive maintenance N/A By manufacturer’s

recommendation

As well as calibration of

all the devices involved

(well counters,

clocks, etc.).

6-monthly Regular basis

PET and CT images alignment check

(offset calibration or co-registration

check)

Periodically By manufacturer’s

recommendation

N/A Quarterly and after gantries

are separated

CT Part

CT laser alignment Monthly and after laser’s

serviceb

Tabletop alignment and positional

accuracy, and scout scan accuracy

Monthly

also, after serviceb

CT number and uniformity, image

noise and artifacts

Monthlyc

High contrast spatial resolution (MTF

or modulation)

For all the test, at

least annually

according to ACR

guidelines [25]

Recommended tests by

national or international

guidelines on CT QC.

Following national law’s

recommendations

Recommended

tests by IAC

guidelines for CT

Monthly

or after service that can

affect MTF

Scatter radiation and shielding

verification according to local

regulations

Annually

KVp-values and HVL to verify

appropriated filtration between source

and patient

Annually

also, after major changes

Dosimetry Annually

Electron density accuracy N/A N/A N/A Annuallyd

Recommended QC tests and testing frequencies by international guidelines. N/A, the test is not included in the guideline, or testing frequency is not specified.
aWhen performing normalization monthly, it is recommended to perform a detector calibration every 3 months or prior to the normalization if there are noticeable changes in QC over

the preceding month.
b If the PET/CT system is used for radiotherapy planning, the test should be performed daily or prior to the patient examination.
cDaily, Water CT number; monthly, CT number of other materials.
dThe test applied only if the PET/CT system is used for radiotherapy planning.
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TABLE 2 | QC tests and testing frequencies for MRI systems.

Test ACR

[13]

IAC

[14]

Resonance/center frequency Weekly Dailya

Low contrast detectability (e.g., SNR) Weekly Daily a

Image uniformity/magnetic field

homogeneity

Quarterly Dailya

Linearity (geometry accuracy) Weekly Acceptance testing

High-contrast spatial resolution Weekly Acceptance testing

Low-contrast spatial resolution Weekly Acceptance testing

Image artifacts (e.g., Ghosting,

DC-offset)

Weekly Daily

or weekly

Table positioning Weekly N/A

Slice thickness accuracy Quarterly Acceptance testing

Slice position/separation error (also

called slice position accuracy)

Quarterly Acceptance testing

Radiofrequency coil checks Annually Annually

Preventive maintenance Annually Annually

This table summarizes the recommendations on QC for MRI systems given by international

guidelines. All the tests should be included in the acceptance testing to establish

references values for the routine QC results. In this table, N/A: the test or testing frequency

is not specified in the guideline.
aDepending on the stability of the system, the test can be performed weekly instead daily.

of all the results of the QC survey can be found in Table 3.
Results can be summarized in two statements: (I) there are no
standard QC procedures for MRI or (II) the QC procedures are
done entirely by and with phantoms provided by the vendors.
We obtained a different response, only for some specific tests.
The resonance frequency test for one of Siemens Biograph mMR
(center 3) is indicated to be performed daily. For the Philips
Ingenuity TF PET/MR, four of the surveyed tests [resonance
frequency, image uniformity, linearity, and radiofrequency (RF)
coils check tests] are performed weekly.

Additional to the performance tests for the PET and the
MRI component of the system, PET and MR images alignment
was reported to be checked with varying frequencies between
centers with answers ranging from: at acceptance test or after an
engineering service and by manufacturer’s recommendation to
regular checks in intervals between 3 and 12 months.

The frequency of the preventive maintenance was reported to
be every 3 months in most of the centers with just two centers
indicating intervals of every 6 months and yearly.

QC Procedures Implemented by the Vendor
Tables 4–6 present tests and testing frequencies included in the
DQA of the Siemens, GE and Philips PET/MRI systems. A
detector stability test is included within all DQA procedures.
However, other tests vary between vendors. For the PET
component of GE and Siemens systems, the DQA by the vendors
is based on a 68Ge/68Ga PET Annulus Phantom (a hollow
cylinder with a thick radioactive wall) and a cylindrical 68Ge/68Ga
phantom, respectively. The DQA by Siemens includes testing
the correct function of the detectors and electric components
of the system. It includes an assessment of block noise, block

efficiency, system efficiency, and image plane efficiency. Further,
it includes a measurement of randoms and scatter ratio, a
normalization check, an inspection of the sinograms, and it
performs a partial detector setup. For the GE PET/MRI systems,
the DQA includes an assessment of the collected coincidences
and singles, an assessment of deadtime, energy peak, and gain
changes. In contrast, the DQA of the Philips systems is based
on a 22Na point source. The DQA include the inspection of
the sinograms and an assessment of the energy resolution. For
SIGNA GE PET/MR and Philips Ingenuity TF PET/MR, systems
with TOF capabilities, the DQA by vendors also includes a timing
resolution check.

Differences across the QC protocols implemented by the
vendor were found for the MRI part of the PET/MRI systems.

Within the Siemens DQA, a coil check is available. Further,
the preventive maintenance usually includes an image quality test
using the head and body spherical phantoms (180 and 300mm
outer diameter, respectively) provided by the vendor. This test
allows an assessment of signal-to-noise ratio (SNR) and artifacts.
Also, procedures to check each configured local coil individually
based on evaluation of SNR and image intensity are available and
done usually during preventive maintenance to verify satisfactory
coil operation.

For GE systems, at least one specific phantom is provided to
check the MRI component; the TLT spherical phantom is used
to test geometry accuracy, ghosting level, and SNR. The test is
available in the DQA implemented by the vendor, but the system’s
user can decide to perform it or not.

For Philips systems, the DQA does not include any test
for the MRI component. However, Philips provides a 200mm
head phantom to check the MRI component of the Ingenuity
TF PET/MRI through an MRI IQ evaluation. This procedure
is recommended to be done weekly and can be performed
automatically by the system. However, it is recommended to
visually check the images for artifacts (e.g., ghosting and lines).

Consensus Recommendation on QC for
PET/MRI
The minimum consensus on PET/MRI QC includes for all the
systems the following tests: For the PET component, the DQA
implemented by the vendor, a quarterly cross-calibration (CC)
test and a yearly IQ test. For the MRI component, the consensus
includes a monthly coil check and an MR image quality test to be
performed at least quarterly. Further, the check of the PET-MRI
alignment should be performed after mechanical manipulations
on the PET/MRI gantry and after software updates. Table 7
summarizes the proposed recommendations, including the
purpose of the test, testing frequency, and additional comments
for the implementation on three of the commercially available
PET/MRI systems.

DISCUSSION

In this work, existing QC guidelines for PET and MRI systems
were summarized, and the variability of implemented QC
protocols for PET/MRI systems was assessed with the ultimate
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TABLE 3 | Performed QC tests and testing frequencies for PET/MRI systems across the participant sites.

Test Siemens GE Philips

CENTER 1 CENTER 2 CENTER 3 CENTER 4 CENTER 5 CENTER 6 CENTER 7 CENTER 8

PET Part

DQA Daily Daily Daily Daily,

DQA-Phantom

Daily Daily Daily

Also, an additional

monthly

DQA with partial

detector set-up with

time alignment (CTC)

Daily

Detector

stability

Daily Daily Daily Daily,

DQA-Phantom,

quarterly,

with constancy test

Daily Daily Daily, and full detector

calibration after every

significant intervention

Daily

Coincidence

timing

resolution

By manufacturer’s

recommendation

N/P N/A Daily,

DQA-Phantom,

quarterly,

with constancy test

Daily Quarterly Monthly

Also crystal (update

bias) and

energy calibration

Daily

Sensitivity Daily N/P At acceptance test.

Measurement of the absolute

sensitivity of the system

Daily,

DQA-Phantom,

quarterly,

with constancy test

Annually At acceptance

test

At acceptance test Quarterly

Spatial

resolution

N/P N/P Annually

Scan of a NEMA phantom-

recovery curve measurements

Daily,

DQA-Phantom,

quarterly,

with constancy test

Annually At acceptance

test

At acceptance test Once every

10 years

Image

uniformity

Daily N/P Daily

Profile plot through the phantom

Daily,

DQA-Phantom, the system

decides automatically if the test

has to be done quarterly,

with constancy test

Annually Quarterly Quarterly,

combined with the

normalization

Quarterly

Normalization Daily: check 6-monthly

and when new

phantoms are acquired

Daily Daily,

DQA-Phantom

Daily Quarterly Quarterly Quarterly

Cross-

calibration

6-monthly 6-monthly

and when a new

phantom is acquired

Quarterly Yearly

and after getting a new DQA

cylindrical phantom

performed by vendor’s

instructions

Every 2

weeks

Quarterly Quarterly Quarterly

High-contrast

spatial

resolution

By manufacturer’s

recommendation

Quarterly

MRI Maintenance and

QA is done entirely by

the vendor

Not performed as routine

QC6-monthly

and after repairs

Constancy test by

Siemens-Service with Siemens

recommended phantoms

6-monthly

and after repairs

Constancy test by

Siemens-Service with Siemens

recommended phantoms

Quarterly by

vendor

N/P No standard QC

procedures for MRI

Once every

10 years

(Continued)
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TABLE 3 | Continued

Test Siemens GE Philips

CENTER 1 CENTER 2 CENTER 3 CENTER 4 CENTER 5 CENTER 6 CENTER 7 CENTER 8

Low-contrast

spatial

resolution

By manufacturer’s

recommendation

Quarterly

MRI Maintenance and

QA is done entirely by

the vendor

Not performed as routine QC 6-monthly

and after repairs

Constancy test by

Siemens-Service with Siemens

recommended phantoms

Quarterly

by vendor

N/P No standard QC

procedures for MRI

N/A

Table

positioning

By manufacturer’s

recommendation

Quarterly

MRI Maintenance and

QA is done entirely by

the vendor

Not performed as routine QC 6-monthly

and after repairs

Constancy test by

Siemens-Service with Siemens

recommended phantoms

Quarterly

by vendor

Quarterly Quarterly.

During maintenance

Once every

10 years

Slice

thickness

accuracy

By manufacturer’s

recommendation

Quarterly

MRI Maintenance and

QA is done entirely by

the vendor

Not performed as routine QC 6-monthly

and after repairs

Constancy test by

Siemens-Service with Siemens

recommended phantoms

Quarterly

by vendor

N/P No standard QC

procedures for MRI

Once every

10 years

Slice position/

separation

error

By manufacturer’s

specifications

Quarterly

MRI Maintenance and

QA is done entirely by

the vendor

N/A 6-monthly

and after repairs

Constancy test by

Siemens-Service with Siemens

recommended phantoms

Quarterly

by vendor

N/P No standard QC

procedures for MRI

Once every

10 years

Radio-

frequency coil

checks

Daily included in

the DQA

Quarterly

MRI Maintenance and

QA is done entirely by

the vendor

Daily

See note above regarding

cycling coils

6-monthly

and after repairs

Constancy test by

Siemens-Service with Siemens

recommended phantoms

Quarterly

by vendor

N/P Quarterly.

During maintenance

Weekly

MRI

preventive

maintenance

Quarterly Quarterly

MRI Maintenance and

QA is done entirely by

the vendor

Quarterly 6-monthly

and after repairs

Constancy test by Siemens

(Siemens

recommended phantoms)

Quarterly

by vendor

Quarterly Quarterly Quarterly

N/A, Not clear definition of the test; N/P, Not performed as part of the routine QC.
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TABLE 4 | DQA tests for Siemens Biograph mMR PET/MR systems.

Imaging

component

Test Tool/calculation Tolerance criteria

PET Partial detector setup PET 20 cm mMR 68Ge Daily QC phantom (uniform) and the required holder

Parts of the PET detector electronics are calibrated during this test.

Not apply

Normalization PET 20 cm mMR 68-Ge Daily QC phantom (uniform) and the required holder

New normalization map is created. Further, it checks if a valid and successful

normalization result is available in the system’s database. Sinograms of the phantom

scan are displayed, and visual assessment is required.

Normal looking sinogram is

expected.

Block noise The system displays the number of blocks out of range. 0–3 crystals

Block efficiency Checks for a uniform detector response by comparing a block response to the

average of all the block responses. The system displays the number of blocks out of

range.

80–120%

Measured randoms Checks the capability of the system for measuring random events. 85–115%

Scanner efficiency Checks the counting rate produced by a known activity concentration. 33.6–62.4

(count/sec)/(Bq/cc)

Scatter ratio Checks the scatter fraction by a known activity concentration 31.5–38.5%

Scanner efficiency

correction factor (ECF)

Calculates the value of the scanner quantification factor to determine the ratio

between the activity in the scanner and the detected counts.

1.8E007–2.8E007

(Bq*s)/(ECAT counts)

Image plane efficiency To determine hardware variances of line of response detection to getting a uniform

image. The system displays the number of planes out of range.

0–5%

The daily procedure included by the vendor only checks the PET component of the PET/MRI systems. It aims to perform a PET setup and normalization. The reference values for these

tests are established during acceptance testing and updated to the last calibration of the system. The boundaries shown in the table serve only as an example. No MRI-related tests

are included in the DQA. The MRI component is checked during preventive maintenance/service. Ref: Biograph mMR. Function Description. System. Tune-Up/QA. © Siemens, 2011.

goal to reach a consensus on a minimum set of QC procedures.
The results revealed quite significant variations between the
existing recommendations and QC measures implemented in
different centers. The reported variations of local PET and MRI
QC procedures and testing frequencies are assumed to partly
reflect the variations seen in the existing guidelines for the single
modalities and the non-existence of specific recommendations
for PET/MRI. However, in part, the variability in the reporting
seems to be caused by differences in the definition of the specific
tests between the centers and a lack of in-depth knowledge about
the implemented QCmeasures included in the DQA and the tests
performed by the vendor during the preventive maintenance. For
example, the sensitivity of a PET system reflects howmany events
can be detected for a given activity within the field of view (FOV).
A change in sensitivity can possibly be caused by malfunctioning
detectors, changes in the energy resolution or the coincidence
timing window. The NEMA NU2 protocols give clear testing
procedures [26] to measure sensitivity in a reproducible and
standardized way. However, to monitor sensitivity and to assess
potential changes, multiple methods can be used. For example,
the sensitivity can be monitored using the long half-life sources
used for DQA (e.g., 68Ga/68Ge). Therefore, these differences in
methods to measure sensitivity can lead to differences in local
definitions of this test, and thus, to differences in implementation
and reporting. It can be seen in the results from the survey,
where the answers indicate that some of the centers seem
to refer to the specific NEMA NU2 protocol as the test for
sensitivity, and thus, report this test to be done only during
acceptance testing.

QC, as part of a quality assurance program, aims atmonitoring
if a system works as expected. For proper performance of the

PET part, the detectors and measurement electronics need to
work correctly. Checking the detector stability and sensitivity
allows early detection of any sudden changes (e.g., failures
of detector modules). Normalization is needed to correct for
variations of the efficiency of individual detectors and is essential
for uniformity in reconstructed PET images. Further, the spatial
resolution of a PET system, mainly dependent on the detector
geometry and the set reconstruction protocol, is relevant for
lesion detectability and quantitative readings of small structures.
In TOF PET systems, the measurement of the timing resolution
is needed to ensure TOF precision. Furthermore, the cross-
calibration of the PET with the dose calibrators needs to be
ensured for accurate quantitative measurements like SUVs. With
the proposed recommendation, including the DQA, a quarterly
cross-calibration test, and a yearly IQ assessment, proper PET
performance can be ensured.

The DQA provided by the vendors covers most of the tests
mentioned before. For all systems, the correct functionality
of the detectors is checked, and the stability of sensitivity is
assessed by the counts collected from a known activity source
(68Ge/68Ga cylinder phantom for Siemens, 68Ge/68Ga PET
Annulus Phantom for GE and 22Na point source for Philips).
Further, for systems with TOF capabilities, a timing resolution
test is included in the DQA, and for the Siemens PET/MRI
system, the normalization map of the detectors is renewed. All
these parameters are evaluated within the DQA compared to
a baseline established at the commission of the system and
updated during the last calibration or after replacement of the
DQA source.

In addition to the DQA, cross-calibration is required to
ensure proper quantification. The CC test is done using a
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TABLE 5 | DQA tests for GE SIGNA PET/MR systems.

Imaging

component

Test Tool/calculation Tolerance criteria

PET Coincidence PET annulus phantom

Number of coincidence events associated with each crystal element.

Coincidence counts or prompt rates with the DQA phantom are assessed by

measuring the system mean, and the per block (4 × 9 crystals) mean against the

expected values from a decay-corrected baseline. This test assesses system

ability to produce coincidence events from detected singles and their timing

values.

Coincidence directly relates to sensitivity during patient acquisitions.

System mean change < ±9% of

baseline

Block mean change < ±18%

of baseline

Singles PET annulus phantom

Number of individual events detected in each crystal. Singles counts or singles

rates with the DQA phantom are assessed by measuring the system mean, and

the per block (4 × 9 crystals) mean against the expected value from a baseline

after compensating for phantom activity decay. This test assesses system ability

to detect and acquire singles events.

System mean change < ±9% of

baseline

Block mean change < ±27%

of baseline

Deadtime PET annulus phantom

The fraction of time that each detector block is busy. A high value may indicate

noisy electronics or a light leak in the detector. A zero value indicates a loss of

signal which should match low values in singles and coincidence.

System mean change ±0.002

Block change ±0.003

Timing PET annulus phantom

Coincide timing error for each crystal. Timing measurements indicate how many

fractional bins of timing adjustment would be needed to calibrate timing. Timing

bin size is 13.02 ps.

−1 to +1

System mean change < ±0.1 bins, <

±1.3 ps

Block mean change < ±5 bins, <

±65 ps

Energy peak PET annulus phantom

Peak energy spectrum of all crystals. Changes in position of the Energy Peak

indicate that the current measured energy values, not including real-time gain

stabilization (RTGS), have changed from their calibrated target positions. This

can occur under conditions of thermal changes in the detection system and

indicate a need to calibrate the gain.

System mean change < ±8%

Gain changes PET annulus phantom

Gain assessment indicates the percentage change in gain that would be needed

to adjust measured energies to their target values. Assessment is performed on

each of 18 gain channels per detector block and on the mean value of change

for the entire block.

Block mean change < ±6%

Channel change < ±8%

MRI Geometric

accuracy

TLT spherical phantom.

Calculation of the relative diameter of the phantom along the phase and

frequency directions x, y, and z (e.g., Dx = Dphase, x - Dfreq, x). Here, D is the

ratio between the measured and known diameter of the phantom along x, y,

and z-direction.

Not applicable

Ghosting level TLT spherical phantom.

Average value of the signal reported in a square 25 pixel ROI (5 × 5 pixels) in the

region beyond the phantom area in the phase-encoding direction.

Not applicable

Signal to noise

ratio

Ratio S/N calculated from one signal image and one noise image. Calculation of

transmit gain (TG in 0.1 dB) and center frequency (CF in Hz). This test can be

performed with different combinations of coil/phantoms/holders

Not applicable

The results obtained from the PET component are compared with a baseline established at the commissioning of the system and updated quarterly. Ref: SIGNATM PET/MR. 26.0

Operator Manual English 5770625-1EN (2017/11) Rev.2. ©General Electric Company, 2017.

homogeneously water filled cylinder usually provided by the
vendor together with the respective attenuation correction
protocol. A change in cross-calibration is unlikely to be caused
by a change in PET system stability [27]. Therefore, changes are
expected to be mostly related to replacement of the 68Ge/68Ga
phantom (for GE and Siemens DQA) which are also used
for PET calibration, changes in the calibration of the dose
calibrators or modified cross-calibration factors after software
updates. To covering all these potential influencing factors, an at

least quarterly cross-calibration check for 18F is recommended.
Furthermore, CC checks and eventually CC adjustments have to
be performed after replacements of the DQA phantoms, software
updates or changes in the dose calibrators used for patient
injection dose measurements. In addition to the CC, the CC
phantom measurements can be used for the evaluation of the
axial and transaxial uniformity, e.g., using the method published
by the IAEA [16], and it is used for the normalization of the
Philips PET/MRI system.
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TABLE 6 | DQA tests for Philips Ingenuity TF PET/MR systems.

Imaging

component

Test Tool/calculation Tolerance criteria

PET System initialization Restarts the hardware and firmware on the system If the system initialization fails, the program

stops

Hardware sensor test Verifies that voltages and currents are correct for PET gantry electronics Not specified

Baseline collection The system collects the analog offsets of all photomultiplier channels

as baseline data. These baseline values are used by the scanner

processing electronics as a reference in each data collection and after

baseline collection.

The system displays a message indicating

when a Baseline Collection is completed

successfully.

If the measured values are slightly outside the

normal range, it is possible using the scanner.

If the measured values are significantly outside

the allowed range, the scanner should not

be used.

PMT gain calibration Optimizes the electronic gain for each PMT channel. When the system

cannot calibrate all the PMTs for the target gain value within the allowed

number of tries, the system displays a failed status message.

Target gain value

Energy 22Na source centered in a 256mm FOV.

Collects list View data and calculates the energy centroids and FWHM.

Energy centroids should be ∼100.

FWHM Threshold.

Timing 22Na source centered in a 256mm FOV.

The Timing Test compares the system timing against the

calibration settings.

Reference values from timing calibration.

Emission sinogram 22Na source centered in a 256mm FOV.

Collects data for the emission QC sinogram for 2min. Alerts when the

system drift affects image quality or if acquisition hardware is defective.

Visual assessment

Summary of the test, tools, and calculation methods for the daily QC of the PET component of the system. Also, a weekly test using a 200mm head phantom is suggested for the IQ

test of the MRI component. Ref, Information provided by the vendor.

In general, a PET system uses a single CC factor usually based
on 18F. In theory, this should allow a correct quantification of
any PET isotope, given the correct set of correction factors for
differences in positron branching ratios and half-life in the PET
software and, in case of non-pure positron emitters, a proper
prompt gamma correction [28]. However, previous studies have
reported deviations in CC for isotopes other than 18F [29].
These deviations were attributed to incorrect calibration factors
within the dose calibrators [30] or effects resulting from the use
of different isotope containers between calibration and clinical
routine [31]. To account for these issues, a check of the CC for
all PET isotopes in clinical use is recommended to be done at
least once. In case of deviations in CC for additional isotopes, it is
recommended to adjust the dose calibrator settings accordingly.
In cases where this is not possible (e.g., due to legal restrictions
concerning the calibration of the dose calibrator) the deviation
in quantification needs to be communicated with the respective
personal and has to be taken into account if quantitative readings
are used for comparison between different PET systems. Further,
as a regular QC it is recommended to check the dose calibrator
settings for all used isotopes at least yearly (e.g., following a
procedure as described in Logan et al. [32]) and, in case of doubt,
perform an additional CC test.

With the DQA and the cross-calibration measurements,
the proper function of the PET system is essentially ensured.
However, in compliance with the EARL initiative, a yearly IQ
test is recommended additionally to get an assessment of the
overall system performance regarding image quality and, as
contrast recovery- and recovery coefficients are dependent on the
spatial resolution, also spatial resolution. To do so, a protocol

as described by NEMA NU2 [33] or the EARL accreditation
program [34] can be used. Further, the IQ phantom acquisition
can be used to assess uniformity evaluating standard deviation
and mean values of background regions-of-interest [35]. In case
the NEMA IQ phantom is not available on-site, the alternative
use of the ACR PET Phantom can be considered to assess overall
image quality. Procedures for the measurements and image
analysis of the ACR PET Phantom are described in Difilippo
et al. [36], American College of Radiology [37], American College
of Radiology [38]. However, corresponding valid attenuation
correction maps are required when using PET phantoms for
QC of PET/MRI systems [10, 39, 40]. Therefore, when adopting
the ACR Phantom for IQ assessments, dedicated protocols (e.g.,
using CT-based templates for AC) must be available.

On top of the tests mentioned above, the synchronization of
the clocks of all relevant devices (e.g., PET/MRI, dose calibrator,
well-counter) needs to be ensured for accurate quantitative PET
readings [41].

For the MRI component of the PET/MRI systems, we
recommend doing at least an evaluation of the image quality
by means of SNR, geometric accuracy, and artifacts (e.g.,
ghosting, lines). With an overall IQ test, which includes the
parameters mentioned, distortions in resonance frequency, static
B0 field, and gradient field can also be detected. For example,
magnetic field homogeneity has a direct impact on the SNR.
Therefore, GE has an implemented DQA for MRI including
IQ assessment, Philips recommends an IQ assessment to be
done weekly and Siemens systems allow general performance
of the MRI component to be tested by using the head and
body spherical phantoms, and thus, IQ assessment through
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TABLE 7 | HYBRID consensus recommendations on quality control tests for PET/MRI systems.

Imaging

component

Test Purpose Frequency Siemens GE Philips

PET Daily QC To check the proper

operation of the PET

detectors, check system

response to a given activity

source and determine the

correct initialization and

readiness of the system for

scanning.

Daily 68Ge/68Ga cylindrical

phantom

Partial PET detector setup

Normalization

Sinograms evaluation

Block noise

Block efficiency

Measured randoms

Scanner efficiency (E)

Scatter ratio

E correction factor

Image plane efficiency

68Ge/68Ga PET annulus

phantom

Coincidence (sensitivity)

Singles

Deadtime

Timing

Energy peak

Gain changes

22Na-point source

System initialization

Hardware sensor test

PMT gain calibration

Energy

Timing

Emission sinogram

Baseline collection

Cross-

calibration

To ensure proper calibration

of the system against a

reference device for

accurate determination of

activity.

Quarterly for 18F

After DQA phantom’s

replacement, software

updates or changes in

the dose calibrator

Water filled cylinder

Calibration

Uniformity (axial

and transaxial)

Water filled cylinder

Calibration

Uniformity (axial and

transaxial)

Normalization

Water filled cylinder

Calibration

Uniformity (axial and

transaxial)

Normalization

PET image

quality

For overall evaluation of the

reconstructed image for

quantitative applications.

Annually NEMA IQ phantom

Contrast recovery

Background variability

SUV recovery coefficients

(alternative: ACR PET

phantom and respective

evaluations)

NEMA IQ phantom

Contrast recovery

Background variability

SUV recovery coefficients

(alternative: ACR PET

phantom and respective

evaluations)

NEMA IQ phantom

Contrast recovery

Background variability

SUV recovery

coefficients

(alternative: ACR

PET phantom and

respective

evaluations)

MRI Coil check Check proper functioning of

the local RF coils. To be

performed with different

phantom-coils

combinations.

Monthly

Also, whenever

required for

new/replaced coils

Different coil-phantom

arrangements

SNR

Artifacts

Different coil-phantom

arrangements

SNR

Artifacts

Different

coil-phantom

arrangements

SNR

Artifacts

MR image

quality

For an overall check of the

minimum parameters for

appropriate MRI

performance.

Quarterly or by

manufacturer’s

specifications

Head and body spherical

phantoms

SNR

Artifacts (ghosting, lines)

Geometry accuracy

TLT spherical phantom

(Included in the DQA)

SNR

Artifacts (ghosting, lines)

Geometry accuracy

200 mm-Head

phantoms

SNR

Artifacts (ghosting,

lines)

Geometry accuracy

PET-MRI PET and MRI

alignment

To ensure proper

co-registration of the PET

and MR images, avoiding

artifacts for misregistration.

After mechanical

manipulations on the

PET/MRI gantry and

after software updates.

Always after separation of the gantries or other major

hardware repair and after software updating

Always after major

hardware repair and

software updating

Summary of the recommended test, the purpose of the test, testing frequencies. Specific information for the Biograph mMR PET/MR, the GE SIGNA PET/MR, and the Ingenuity TF

PET/MR is also included.

artifacts and SNR calculation in the phantom images is
feasible. In general, we suggest performing the MR image
quality test by using the procedure and phantoms specified
by the vendor. If no specifications are provided, the MRI
IQ can be tested as described by the AAPM and ACR [42,
43]. The ACR suggests performing an MRI IQ test annually.
However, the possibility to discover fails (e.g., in image
intensity uniformity) with a higher testing frequency has been
demonstrated [44]. Therefore, we suggest performing an MRI IQ
test quarterly.

It is also recommended to check the function and quality of
additional hardware such as coils. Checking the coil performance
permits the detection of issues with the coils before these affect
clinical scans and clinical image quality. This test is particularly

important when using flexible coils, which are more susceptible
to deterioration. The procedure for coil performance testing
may be provided by coil or MRI system manufacturer, but can
also be done by analyzing the image SNR and artifacts for
specific phantom-coil arrangements, as described in American
College of Radiology [43]. International guidelines for dedicated
MRI systems suggest to perform an annual coil check; however,
PET/MRI systems vendors such as Siemens suggest a daily test
of the primary coils in use. Therefore, for easy implementation,
we suggest performing a monthly coil check of the most used
coils on-site, and whenever new/replacement coils need to
be accepted.

Finally, no significant interference between the PET and
MRI components has been observed for combined clinical
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3T PET/MRI systems [2, 45–47], and therefore, QC test
performed simultaneously on PET and MRI might not be
required. However, the spatial alignment of both components
needs to be ensured. Checking the image co-registration for
different sequences used clinically may help to reduce the effect
of misalignment artifacts, such as incorrect interpretation of
fused images due to improperly localized lesions in oncological
PET/MRI studies [48]. The test should always be performed after
separation of the gantries and software updating since the offset
calibration values can be overwritten.

Considerations for Specific Applications
It should be mentioned that the QC for MRI covers only
a basic evaluation of the most critical parameters for proper
performance of the imaging modality. Therefore, specific
MRI techniques and sequences may require higher standards
concerning the stability of specific parameters. For example,
MRI applications such as ultrafast imaging (echo-planar imaging,
EPI) will be more sensitive to field inhomogeneities and thus,
may require more stringent testing [49]. Inhomogeneities in B0
magnetic field produce blurring, distortion, and signal loss at
tissue interfaces, particularly at the edge of the field of view.
These image distortions are relevant as they may cause errors
in tissue segmentation on anatomical images and attenuation
correction [50]. Likewise, distortions in the image scale
(geometry) may cause significant bias in radiotherapy planning
[51]. Therefore, it is recommended to include additional QC
procedures tailored to the specific purpose and depending on the
MRI application.

As an example, one of the centers involved in this consensus
has created three specific QC procedures to monitor the MRI
scanner’s behavior for specific applications frequently performed
on-site. MR spectroscopy QC is performed every week. The
procedure entails a single voxel acquisition on the manufacturer-
provided spectroscopy phantom containing water, acetone, and
lactate. The water and acetone peaks are monitored for peak-
frequency, peak-SNR, and peak-width. Furthermore, an MRI
diffusion QC is performed weekly. In this case, the acquisition
of apparent diffusion coefficient maps (ADC) and fractional
anisotropy (FA) in themanufacturer-provided dopedwater bottle
phantom is performed. Average ADC and FA within the bottle
are monitored. A monthly QC procedure was implemented to
monitor potential RF artifacts created by a blood-sampling pump
which operates within the scanner room. The pump is switched
on while a manufacturer-created RF noise scan performed. The
peaks created by the pump are monitored for location and

SNR, to intervene if the peak amplitude or position shifts away
from normal.

CONCLUSION

Existing QC guidelines and recommendations for PET and MR
imaging modalities vary both, in detail and range. Likewise,
variations in local PET/MRI QC measures across European
hybrid imaging sites were reported. However, these variations
can partly be attributed to differences in the definitions of the
tests and a lack of in-depth knowledge of the tests performed
during DQA.

Based on these observations, a recommendation for a
minimum set of QC procedures was developed in consensus, to
ensure the proper functioning of whole-body PET/MRI systems.
This recommendation includes the DQA, a cross-calibration
measurement and an assessment of IQ for PET, a regular IQ test
for MRI as well as a regular coil check, and checks of the PET and
MRI alignment.
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Background: Several MR-based attenuation correction (AC) approaches were
developed to conquer the challenging AC in hybrid PET/MR imaging. These
AC methods are commonly evaluated on standardized uptake values or tissue
concentration. However, in neurotransmitter system studies absolute quantification is
more favorable due to its accuracy. Therefore, our aim was to investigate the accuracy
of segmentation- and atlas-based MR AC approaches on serotonin transporter (SERT)
distribution volumes and occupancy after a drug challenge.

Methods: 18 healthy subjects (7 male) underwent two [11C]DASB PET/MRI
measurements in a double-blinded, placebo controlled, cross-over design. After 70 min
the selective serotonin reuptake inhibitor (SSRI) citalopram or a placebo was infused.
The parameters total and specific volume of distribution (VT, VS = BPP) and occupancy
were quantified. All subjects underwent a low-dose CT scan as reference AC method.
Besides the standard AC approaches DIXON and UTE, a T1-weighted structural image
was recorded to estimate a pseudo-CT based on an MR/CT database (pseudoCT).
Another evaluated AC approach superimposed a bone model on AC DIXON. Lastly,
an approach optimizing the segmentation of UTE images was analyzed (RESOLUTE).
PET emission data were reconstructed with all 6 AC methods. The accuracy of the AC
approaches was evaluated on a region of interest-basis for the parameters VT, BPP, and
occupancy with respect to the results of AC CT.

Results: Variations for VT and BPP were found with all AC methods with bias ranging
from −15 to 17%. The smallest relative errors for all regions were found with AC
pseudoCT (<|5%|). Although the bias between BPP SSRI and BPP placebo varied
markedly with AC DIXON (<|12%|) and AC UTE (<|9%|), a high correlation to AC CT
was obtained (r2

∼1). The relative difference of the occupancy for all tested AC methods
was small for SERT high binding regions (<|4%|).

Conclusion: The high correlation might offer a rescaling from the biased parameters
VT and BPP to the true values. Overall, the pseudoCT approach yielded smallest
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errors and the best agreement with AC CT. For SERT occupancy, all AC methods
showed little bias in high binding regions, indicating that errors may cancel out in
longitudinal assessments.

Keywords: attenuation correction, PET/MRI, serotonin transporter, [11C]DASB, occupancy, absolute
quantification

INTRODUCTION

The introduction of combined imaging systems, such as positron
emission tomography/computed tomography (PET/CT)
proposed a number of benefits, especially for clinical routine,
due to aligned structural and molecular information (Townsend
et al., 2004). Furthermore, the development of combined
positron emission tomography/magnetic resonance imaging
(PET/MRI) systems enabled the simultaneous acquisition of
functional and molecular information. This option decreases
the intrasubject variability between separate measurements (e.g.,
caused by habituation effects, differences in motivation and
attention or fluctuating intrinsic activity) (Hahn et al., 2017).
This is especially of importance when functional changes should
be compared to molecular changes within the same setting, e.g.,
after drug challenge (Sander et al., 2013).

However, PET/MRI brought along a major challenge; photons
are attenuated to varying extent by different tissue types
traversed on the way to the detectors. Ignoring this photon
attenuation causes an erroneous reconstruction of the activity
distribution (Huang et al., 1979). Hence, it is crucial that PET
data is corrected for attenuation. On stand-alone PET systems,
attenuation correction (AC) is performed for example with
retractable radioactive rod sources of 68Ga/68Ge, rotating around
the patient and generating an AC map (Bailey, 1998). In PET/CT
systems, a CT is acquired and scaled from Hounsfield units
(HU) to linear attenuation coefficients at 511 keV (Carney
et al., 2006). The difficulty with AC in PET/MRI systems is
that neither rod sources nor a CT are currently installed due
to technical challenges, such as the magnetic field of the MRI
(Catana et al., 2013). Another issue is that bone is insufficiently
depicted with MRI compared to CT. As gold-standard a separate
CT scan would be acquired, further processed and applied for
AC on PET/MRI data (Andersen et al., 2014). However, this
procedure exposes subjects to additional ionizing radiation and
is not practicable for clinical routine. Therefore, several MR-
based AC methods have been proposed of which the following
are currently implemented as commercial solutions in clinical
systems: Siemens Healthineers AG provides solutions such as
segmentation of fat and water images (DIXON) (Martinez-
Möller et al., 2009) or ultra-short echo time images (UTE)
(Catana et al., 2010). General Electric provides a model based
approach where a bone model is superimposed on the AC map,
derived from segmentation of fat and water images (Sekine et al.,
2016). In addition to these commercial approaches, several MR-
AC methods have been proposed by the scientific community,
such as deep learning algorithms and zero-echo-time sequences
(Delso et al., 2015; Gong et al., 2018) or emission-based

attenuation correction (Berker and Li, 2016). However, new MR-
based AC approaches are commonly based on segmentation or a
template/atlas (Ladefoged et al., 2017).

To evaluate the performance of different AC methods, the
activity in tissue or the semi-quantitative measure standardized
uptake value (SUV) are often used (Schulz et al., 2011; Berker
et al., 2012; Burgos et al., 2014; Izquierdo-Garcia et al., 2014;
Rausch et al., 2016; Ladefoged et al., 2017). However, in
studies with radioligands targeting neurotransmitter proteins,
quantification of distribution volumes and binding potentials
(BP) are of major interest. This is usually achieved with
kinetic modeling and arterial blood and/or a reference region.
Ideally, only non-specifically bound radiotracer is found in
a reference region (Nørgaard et al., 2019). In this study
the radioligand [11C]DASB was administered to quantify the
serotonin transporter (SERT) protein density in the brain.
Kinetic modeling can be performed for example with the
simplified reference tissue model (SRTM), a 1 or constrained
2 tissue compartment model, or a graphical analysis (Logan
plot) (Ginovart et al., 2001; Nørgaard et al., 2019). An
adapted radioligand administration protocol was used in this
study, enabling the estimation of the BP with a ratio method
(Gryglewski et al., 2017).

Furthermore, drug occupancy is frequently studied for
example to elucidate the mechanisms of action of a drug or to
determine the appropriate dose, potentially translating to clinical
applications (Takano et al., 2016). Thus, longitudinal assessments
at baseline and after application of a drug are necessary.

Our main goal was to evaluate the performance
of segmentation and atlas-based AC methods in the
neurotransmitter system by absolutely quantifying distribution
volumes. We hypothesize that differences between the
AC approaches of total volume of distribution will be
comparable with the results of the literature where SUV
and tissue concentration is used, for mathematical reasons (see
section “Materials and Methods”). Additionally, we aimed to
demonstrate the impact of a bias in the reference region on
the specific volume of distribution. Finally, we evaluated the
difference between the AC methods when measurements of a
longitudinal study are compared.

MATERIALS AND METHODS

Subjects
A total of 18 healthy subjects from a larger ongoing trial were
included in this study (7 male, mean age 28.0 ± 9.6 years).
To assure the healthy status, all subjects underwent medical
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examination including blood tests, electrocardiography,
neurological and physiological tests as well as a urine drug test
at the screening visit. Additionally, all subjects were screened
for psychiatric disorders by an experienced psychiatrist with
the Structural Clinical Interview according to DSM-IV criteria.
A urine pregnancy test was acquired for all female subjects prior
to the scans.

Positron Emission Tomography
All subjects underwent two measurements (mean interval:
36.0 ± 29.6 days) on a PET/MRI system (Siemens Biograph
mMR) in a double-blind, placebo-controlled, cross-over design.
The radioligand [11C]DASB, which specifically binds to the
SERT (Wilson et al., 2013), was synthesized as described
previously (Haeusler et al., 2009). Radioligand application started
outside the scanner, using a syringe pump. The radioligand
was infused as bolus for 1 min followed by constant infusion
via a cubital vein for a total duration of 180 min. The
target dose was calculated as 20 MBq/kg (effective dose for
a 75 kg person: 5.55 mSv). PET data was recorded for 120–
125 min in list-mode starting 30–45 min post injection. At
70 min post injection the placebo (saline) or 8 mg of the
selective serotonin reuptake inhibitor (SSRI) citalopram was
infused over 8 min.

Magnetic Resonance Imaging
Simultaneously with the PET acquisition the standard MR-
AC sequences DIXON volume-interpolated breath-hold
examination (VIBE, TE1/TE2/TR = 1.23/2.46/3.60 ms, flip
angle = 10◦, voxel size 2.6 × 2.6 × 3.1 mm3) and ultra-short
echo time (UTE, TE1/TE2/TR = 0.07/2.46/11.94 ms, flip
angle = 10◦, voxel size 1.6 × 1.6 × 1.6 mm3) were recorded.
A magnetization prepared rapid gradient echo sequence (MP-
RAGE) was acquired for a T1-weighted anatomical image
(TE/TR = 4.21/3000 ms, voxel size 1 × 1 × 1.1 mm3) for an
atlas-based AC approach.

Attenuation Correction Approaches
Positron emission tomography data was reconstructed with the
following AC methods in order to assess their influence on SERT
binding based on their availability.

CT
According to the EANM guidelines version 2 (Varrone et al.,
2009) a regular- or low-dose CT can be used for attenuation
correction. All subjects underwent a low-dose CT scan using a
PET/CT (Siemens Biograph TruePoint PET/CT, tube potential:
120 kVp, voxel size: 0.59 × 0.59 × 1.5 mm3, effective dose: 1
mSv) to keep the radiation exposure as low as possible. For the
applicability of the CT scan as AC method, it was preprocessed as
described previously (Carney et al., 2006; Ladefoged et al., 2015).
In short, the CT scan was co-registered to the structural MRI.
Thereafter, it was segmented into bone and non-bone tissues and
a bilinear scaling was applied to estimate the linear attenuation
coefficients at 511 keV (Kinahan et al., 1998). AC CT was used as
reference AC method.

DIXON
This approach is based on segmentation of fat and water images
originating from in- and opposed-phase images (Dixon, 1984).
The final AC map contains the classes soft tissue, fatty tissue, air
and if applicable lung tissue (Martinez-Möller et al., 2009).

UTE
Two MR images with different ultra-short echo times are
segmented into 3 distinctive tissue classes, namely bone, soft
tissue and air (Catana et al., 2010).

PseudoCT
The pseudoCT was created from an individual structural T1-
weighted MRI using an online tool1. The method itself is based
on a database where pairs of T1-weighted MRIs and co-registered
CT scans are stored. The software analyzes the best fitting MRIs,
assigns weights and averages the corresponding CTs accordingly.
The resulting pseudoCT was then processed equally to the CT
(Burgos et al., 2014).

RESOLUTE
This AC method is based on AC UTE but additionally segments
CSF as well as other tissue classes and uses continuous linear
attenuation coefficients for a more accurate AC map (Ladefoged
et al., 2015, 2017). For creation of the AC maps an online tool
provided by the authors of Ladefoged et al. (2015) was used.

Bone Demonstrator
The bone demonstrator (BD) is a non-commercial prototype
provided by Siemens Healthineers AG. An MRI, aligned with a
bone model, is non-rigidly registered to the individual DIXON
MR images. The registered bone model is then superimposed on
the AC DIXON with continuous linear attenuation coefficients
(Paulus et al., 2015; Koesters et al., 2016).

Figure 1A depicts the final AC maps of one
representative subject.

PET Data Reconstruction and
Processing
Three consecutive frames (each 10 min) in tracer equilibrium,
starting from 95 min post PET acquisition start, were
reconstructed with an ordinary Poisson-ordered subset
expectation maximization algorithm (OP-OSEM, 3 iterations,
21 subsets, voxel size 2.09 × 2.09 × 2.03 mm3). The
data was corrected for dead time, randoms, scatter and
attenuation, either with CT, DIXON, UTE, pseudoCT,
RESOLUTE or BD. Furthermore, the data was decay-
corrected to the start of the radioligand administration to
be in accordance with the activity of the blood samples.
The offline reconstruction tool was provided by Siemens
Healthineers AG.

Subsequently, data was processed with Statistical Parametric
Mapping, version 12 (SPM12)2 using default algorithms and
settings unless indicated otherwise. For motion correction,

1http://niftyweb.cs.ucl.ac.uk/program.php?p=PCT
2www.fil.ion.ucl.ac.uk/spm/software/spm12/
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FIGURE 1 | Panel (A) depicts the final AC maps of all described AC approaches from one representative subject, panel (B) shows the group average VT placebo
reconstructed with AC CT, panels (C,D) illustrate the voxel-wise group average relative and absolute percentage difference to AC CT-based VT. Smaller differences in
the center of the brain compared to areas in the proximity to bone are visible.

data was realigned to a mean image (quality = 1) which
was co-registered to the T1-weighted structural MR image.
Thereafter, the MR image was normalized via tissue probability
maps to MNI space. The resulting transformation matrix was
then applied to the dynamic PET data. Time-activity values
for the 3 mentioned frames were derived from 7 regions-
of-interest (ROIs) of the Automated Anatomic Labeling atlas
(Tzourio-Mazoyer et al., 2002), namely the temporal lobe,
anterior cingulate cortex (ACC), amygdala, caudate, putamen,
thalamus and cerebellar gray matter excluding the vermis.
The left and corresponding right ROI of each hemisphere
were averaged for simplification. The regions were chosen
to cover areas across the whole brain with varying amount
of SERT binding.

SERT Quantification
The bolus plus constant infusion protocol enabled the use of an
equilibrium method to quantify the total volume of distribution
(VT), the binding potential in plasma (BPP = VS) and the
occupancy of the SSRI on the SERT with the 3 consecutive frames.
This method has been shown to provide valid estimates of SERT
binding without the need for kinetic modeling (Ginovart et al.,
2001; Gryglewski et al., 2017). VT is derived from CT/CP where
CT is the radioligand concentration in tissue, averaged across
the 3 frames and CP the radioligand concentration in plasma.
CP was calculated as the mean product of whole blood activity,
the plasma and the parent fraction in arterial blood samples,
drawn 120, 130 and 140 min after start of radioligand infusion.
The blood time points were approximately corresponding to
the start time points of the PET frames. Radioactivity was

measured in whole blood and, after centrifugation, in plasma in a
γ-counter (Wizard2, 3′′, Perkin Elmer). Additionally, the fraction
of unchanged [11C]DASB was determined using cartridges
(Ginovart et al., 2001).

BPP is calculated as VT −VND where VND describes the VT of
a reference region, i.e., the cerebellar gray matter for [11C]DASB
(Parsey et al., 2006). Finally, the occupancy was determined as
the relative change in BPP between the placebo and the SSRI scan
(Innis et al., 2007). All estimated parameters are based on ROIs.

Occupancy (%)=

(
1−

(
BPP(SSRI)

BPP(Placebo)

))
× 100 (1)

Statistical Evaluation
To assess the difference between AC methods, the relative
difference (RD) of VT, BPP, and occupancy was calculated with
regard to the reference AC approach CT using ROIs.

RD (%) =

(
ParameterACX−ParameterACCT

ParameterACCT

)
×100 (2)

Furthermore, the absolute percentage difference (AD) was
calculated as

AD (%) =

(
|ParameterACX−ParameterACCT |

ParameterACCT

)
×100 (3)

ACX was defined as one of the investigated AC approaches
(DIXON, UTE, pseudoCT, RESOLUTE, or BD). Finally, linear
regression of VT, BPP, and occupancy was conducted to detect
bias (slope, intercept) and to evaluate similarity (r2) of the
different AC approaches with respect to AC CT.
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RESULTS

The following paragraphs outline key results for all tested AC
methods. A complete list of the group mean relative and absolute
percentage differences and standard deviations for VT (placebo,
SSRI), BPP (placebo, SSRI) and occupancy with all proposed AC
methods compared to the reference AC CT can be found in
Tables 1, 2. RD and AD were mostly in a similar range indicating
that the bias of a ROI of a specific AC is almost exclusively in
one direction across the group. This effect is especially noticeable
for the parameter VT (see Table 1). The results of the ROI-
based regression between the proposed AC methods and AC CT
can be found in Table 3. The values of the SSRI and placebo
measurement were merged to have one r2, slope and intercept
per AC approach and parameter. When analyzed separately the
r2 values were rather comparable with VT placebo r2 ranging
from 0.996 to 0.998 in comparison to VT SSRI r2 ranging from
0.992 to 0996. Similar results were achieved for BPP placebo (r2

ranging from 0.996 to 0.999) and BPP SSRI (r2 ranging from
0.983 to 0.992). Furthermore, slope and intercept were similar.
Figure 2 depicts boxplots with relative difference of VT placebo
and occupancy to the reference AC method CT. For illustration

purposes Figure 1B shows the voxel-wise AC CT-based VT
placebo averaged across all subjects. Figures 1C,D depict the
average voxel-wise relative and absolute percentage differences of
VT placebo to AC CT.

DIXON
VT showed the highest RD in the temporal lobe and the
cerebellum with underestimations of around 11% and r2

∼ 1.
The errors of the placebo and SSRI scan were similar for VT.
In contrast, for BPP the difference was markedly non-uniform
between the ROIs and varied between placebo and SSRI scans.
The most pronounced difference was found in the amygdala
(placebo: −2%, SSRI: 9%). The bias for occupancy was less than
−5%, except for the ACC with an error of approximately −9%.
Regression confirmed the underestimation with a slope below 1
for VT and BPP.

UTE
Similar to VT obtained with AC DIXON, the largest RD was
found in the cerebellum (−9%). The error of BPP varied between
the placebo and SSRI scan. For the placebo scan the RD was as
low as −1% whereas the SSRI scan showed an overestimation of

TABLE 1 | Group mean relative difference and standard deviation of VT, BPP, and occupancy estimated with the proposed AC methods with respect to AC CT for every
ROI.

Mean RD (%) Temporal ACC Amygdala Caudate Putamen Thalamus Cerebellum

AC DIXON

VT placebo −11.0 ± 1.7 −9.7 ± 2.3 −6.4 ± 1.4 −7.8 ± 1.4 −8.2 ± 1.4 −8.4 ± 1.6 −11.7 ± 2.6

VT SSRI −11.1 ± 1.6 −9.2 ± 1.6 −6.1 ± 1.7 −7.0 ± 1.6 −7.6 ± 1.5 −7.7 ± 1.5 −11.8 ± 2.7

BPP placebo −8.8 ± 4.4 −4.1 ± 7.9 −1.5 ± 3.0 −5.0 ± 1.9 −5.9 ± 1.8 −6.6 ± 1.9 −

BPP SSRI −6.9 ± 11.2 7.2 ± 21.2 8.8 ± 9.9 1.7 ± 4.8 −1.2 ± 3.4 −1.5 ± 4.2 −

Occupancy −2.1 ± 9.3 −8.7 ± 16.0 −4.7 ± 2.7 −3.5 ± 2.5 −2.8 ± 2.3 −2.4 ± 2.0 −

AC UTE

VT placebo −6.5 ± 1.7 −7.1 ± 1.2 −4.1 ± 1.9 −3.9 ± 1.4 −4.2 ± 1.4 −3.5 ± 1.4 −9.0 ± 2.8

VT SSRI −6.5 ± 2.0 −7.1 ± 1.0 −4.3 ± 2.2 −4.2 ± 1.5 −4.4 ± 1.4 −3.5 ± 1.6 −9.0 ± 2.9

BPP placebo 0.8 ± 5.9 −1.1 ± 7.2 0.3 ± 2.1 −0.3 ± 1.4 −1.0 ± 1.4 −0.4 ± 1.3 −

BPP SSRI 8.7 ± 12.6 7.5 ± 21.7 8.6 ± 9.5 4.7 ± 4.4 3.0 ± 4.0 5.2 ± 4.0 −

Occupancy −4.4 ± 8.8 −4.3 ± 9.4 −3.0 ± 2.4 −2.3 ± 1.8 −2.0 ± 1.9 −2.4 ± 1.6 −

AC pseudoCT

VT placebo −0.4 ± 2.2 0.0 ± 1.8 −0.1 ± 2.0 0.4 ± 2.3 0.5 ± 2.4 −0.4 ± 1.9 0.0 ± 3.0

VT SSRI −0.6 ± 2.2 0.3 ± 1.5 −0.3 ± 2.4 0.4 ± 1.8 0.5 ± 1.8 −0.1 ± 1.7 −0.3 ± 3.0

BPP placebo −2.0 ± 7.2 0.5 ± 8.2 −0.3 ± 2.8 0.8 ± 3.5 0.8 ± 3.2 −0.6 ± 2.4 −

BPP SSRI −3.7 ± 13.0 4.4 ± 22.3 −0.2 ± 5.8 1.4 ± 4.2 1.7 ± 3.9 0.4 ± 3.9 −

Occupancy 1.0 ± 7.7 −2.2 ± 8.9 0.0 ± 1.6 −0.3 ± 2.2 −0.4 ± 2.0 −0.3 ± 1.7 −

AC RESOLUTE

VT placebo 4.5 ± 1.3 1.9 ± 0.9 5.3 ± 1.8 3.8 ± 1.3 3.8 ± 1.1 3.4 ± 1.0 2.5 ± 2.2

VT SSRI 4.4 ± 1.5 2.2 ± 0.7 5.2 ± 1.5 4.1 ± 1.1 4.5 ± 1.1 4.2 ± 1.1 2.3 ± 2.1

BPP placebo 10.4 ± 6.0 0.8 ± 7.0 8.0 ± 3.1 4.8 ± 2.3 4.7 ± 1.5 4.0 ± 1.4 −

BPP SSRI 16.6 ± 10.4 4.0 ± 20.3 13.4 ± 6.6 7.5 ± 3.2 8.0 ± 3.3 7.3 ± 3.3 −

Occupancy −4.2 ± 6.4 −1.2 ± 8.1 −2.2 ± 2.0 −1.3 ± 2.1 −1.7 ± 1.9 −1.4 ± 1.5 −

AC BD

VT placebo −6.0 ± 1.6 −4.6 ± 2.4 −2.5 ± 1.4 −3.9 ± 1.6 −4.3 ± 1.6 −4.7 ± 1.8 −4.3 ± 2.8

VT SSRI −6.5 ± 1.6 −4.1 ± 1.7 −2.9 ± 1.7 −3.6 ± 1.8 −4.0 ± 1.7 −4.4 ± 1.7 −5.2 ± 3.2

BPP placebo −11.1 ± 5.0 −5.7 ± 8.8 −0.9 ± 3.2 −3.6 ± 2.2 −4.4 ± 2.0 −4.9 ± 2.1 −

BPP SSRI −15.4 ± 10.5 1.2 ± 18.7 2.9 ± 6.5 −1.0 ± 5.9 −2.4 ± 4.4 −3.2 ± 4.9 −

Occupancy 0.9 ± 16.9 −8.3 ± 24.9 −1.9 ± 2.0 −1.5 ± 3.7 −1.3 ± 3.3 −0.8 ± 2.7 −
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TABLE 2 | Group mean absolute percentage difference and standard deviation of VT, BPP, and occupancy estimated with the proposed AC methods with respect to AC
CT for every ROI.

Mean AD (%) Temporal ACC Amygdala Caudate Putamen Thalamus Cerebellum

AC DIXON

VT placebo 11.0 ± 1.7 9.7 ± 2.3 6.4 ± 1.4 7.8 ± 1.4 8.2 ± 1.4 8.4 ± 1.6 11.7 ± 2.6

VT SSRI 11.1 ± 1.6 9.2 ± 1.6 6.1 ± 1.7 7.0 ± 1.6 7.6 ± 1.5 7.7 ± 1.5 11.8 ± 2.7

BPP placebo 9.2 ± 3.5 7.0 ± 5.2 2.8 ± 1.6 5.0 ± 1.9 5.9 ± 1.8 6.6 ± 1.9 −

BPP SSRI 10.8 ± 7.2 14.5 ± 16.8 9.2 ± 9.5 3.7 ± 3.4 2.8 ± 2.2 3.4 ± 2.7 −

Occupancy 6.7 ± 6.5 11.7 ± 13.9 4.7 ± 2.7 3.7 ± 2.1 3.0 ± 2.0 2.7 ± 1.6 −

AC UTE

VT placebo 6.5 ± 1.7 7.1 ± 1.2 4.1 ± 1.8 3.9 ± 1.4 4.2 ± 1.4 3.5 ± 1.4 9.0 ± 2.8

VT SSRI 6.5 ± 2.0 7.1 ± 1.0 4.3 ± 2.2 4.2 ± 1.5 4.4 ± 1.4 3.5 ± 1.6 9.0 ± 2.9

BPP placebo 5.1 ± 2.8 6.0 ± 3.9 1.6 ± 1.4 1.1 ± 0.8 1.4 ± 1.1 1.1 ± 0.8 −

BPP SSRI 11.7 ± 9.7 15.1 ± 17.0 9.4 ± 8.8 5.0 ± 4.1 4.0 ± 3.0 5.2 ± 3.9 −

Occupancy 8.3 ± 5.2 8.5 ± 5.6 3.2 ± 2.1 2.4 ± 1.6 2.2 ± 1.6 2.5 ± 1.4 −

AC pseudoCT

VT placebo 1.5 ± 1.7 1.3 ± 1.2 1.5 ± 1.4 1.8 ± 1.4 1.9 ± 1.5 1.2 ± 1.5 2.5 ± 1.6

VT SSRI 1.5 ± 1.7 1.2 ± 0.9 1.7 ± 1.7 1.4 ± 1.1 1.4 ± 1.2 1.2 ± 1.2 2.5 ± 1.6

BPP placebo 5.1 ± 5.3 6.9 ± 4.1 2.0 ± 1.8 2.9 ± 1.9 2.5 ± 2.0 1.6 ± 1.8 −

BPP SSRI 9.2 ± 9.7 16.5 ± 15.2 4.3 ± 3.7 3.6 ± 2.4 3.6 ± 2.1 3.1 ± 2.3 −

Occupancy 5.1 ± 5.7 7.5 ± 4.9 1.3 ± 0.9 1.6 ± 1.5 1.6 ± 1.3 1.3 ± 1.2 −

AC RESOLUTE

VT placebo 4.5 ± 1.3 1.9 ± 0.9 5.3 ± 1.8 3.8 ± 1.3 3.8 ± 1.1 3.4 ± 1.0 2.8 ± 1.8

VT SSRI 4.4 ± 1.5 2.2 ± 0.7 5.2 ± 1.5 4.1 ± 1.1 4.5 ± 1.1 4.2 ± 1.1 2.6 ± 1.6

BPP placebo 10.5 ± 5.9 5.4 ± 4.5 8.0 ± 3.1 5.0 ± 1.9 4.7 ± 1.5 4.0 ± 1.4 −

BPP SSRI 16.6 ± 10.4 13.7 ± 15.2 13.4 ± 6.6 7.5 ± 3.2 8.0 ± 3.3 7.3 ± 3.3 −

Occupancy 6.0 ± 4.7 6.8 ± 4.3 2.6 ± 1.5 1.7 ± 1.7 2.0 ± 1.6 1.7 ± 1.1 −

AC BD

VT placebo 6.0 ± 1.6 4.6 ± 2.4 2.5 ± 1.4 3.9 ± 1.6 4.3 ± 1.6 4.7 ± 1.8 4.3 ± 2.8

VT SSRI 6.5 ± 1.6 4.1 ± 1.7 2.9 ± 1.7 3.6 ± 1.8 4.0 ± 1.7 4.4 ± 1.7 5.2 ± 3.2

BPP placebo 11.1 ± 5.0 8.3 ± 6.2 2.6 ± 1.9 3.6 ± 2.2 4.4 ± 2.0 4.9 ± 2.1 −

BPP SSRI 16.1 ± 9.3 14.3 ± 11.5 5.0 ± 5.0 4.2 ± 4.0 3.8 ± 3.3 4.7 ± 3.4 −

Occupancy 10.9 ± 12.7 16.2 ± 20.5 2.1 ± 1.7 3.1 ± 2.3 2.7 ± 2.3 2.3 ± 1.6 −

9% in the amygdala. The occupancy varied between−4 and−2%
in all investigated regions.

PseudoCT
For VT, the AD across all regions was less than 3%. The RD
for BPP was similar for the placebo and the SSRI scans with
the exception of the ACC, where the placebo scan overestimated
the BPP by 1% and the SSRI scan by 4%. The relative variation
of the occupancy was between 0 and 1%. However, the AD
revealed an increased bias in all estimated parameters, especially
for BPP in low binding regions. Nevertheless, the results of
all parameters were similar to the ones obtained with AC CT
(r2 ranging from 0.95 to 1). Outliers found in Figure 2, top,
were all from the same subject. However, no abnormalities were
observed in the pseudoCT AC map, thus, the subject was retained
in all analyses.

RESOLUTE
VT and BPP were overestimated in all regions. The largest
deviation for VT was 5% in the amygdala whereas the largest
RD for BPP was found in the temporal lobe (17%). The

overestimations were also observed with regression (slope: 1.04,
intercept 0.20). In contrast, the occupancy was underestimated
in all regions by 1% (caudate) to 4% (temporal lobe). The
slope and intercept of the regression was almost in alignment
with the line of identity (slope between 0.98 and 1.04, intercept
between −0.21 and 0.20) and had an r2 ranging from 0.95 to 1
for all parameters.

BD
The largest relative errors were found in the low binding region
of the temporal lobe (VT SSRI −7%, BPP SSRI −15%). In all
other areas, the bias varied between −6 and 1%. The RD of the
occupancy was between −2 and 1% with an exception of −8%
in the ACC. Again, compared to RD, AD was increased in low
binding regions for the parameter BPP as well as occupancy.
Regression showed the lowest agreement for occupancy with r2

of 0.84 slope = 1.09) and intercept =−6.40.
Overall, the agreement of VT and BPP calculations when using

different AC methods was close, with r2 of approximately 1 for
the placebo and the SSRI scans. In almost all regions, the smallest
relative error was found for AC pseudoCT without mean relative
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TABLE 3 | Region-of-interest-based linear regression parameters (r2, slope, and
intercept) for VT, BPP, and occupancy estimated with the proposed AC methods
with respect to AC CT. The values of the placebo and SSRI scan were merged.

Regression to AC CT r2 Slope Intercept

AC DIXON

VT 0.997 0.93 −0.34

BPP 0.997 0.93 0.27

Occupancy 0.898 1.00 −2.10

AC UTE

VT 0.998 0.98 −0.55

BPP 0.998 0.98 0.23

Occupancy 0.929 0.92 2.93

AC pseudoCT

VT 0.997 1.01 −0.10

BPP 0.997 1.00 0.00

Occupancy 0.945 1.00 −0.38

AC RESOLUTE

VT 0.999 1.04 −0.04

BPP 0.998 1.04 0.20

Occupancy 0.948 0.98 −0.21

AC BD

VT 0.998 0.96 −0.11

BPP 0.997 0.96 0.02

Occupancy 0.841 1.09 −6.40

bias in the cerebellum and ACC for VT placebo. However, AD
revealed marked errors in low binding regions which were hidden
in the RD alone. The regression of AC RESOLUTE and AC
pseudoCT showed a slope and intercept similar to the line of
identity. The standard deviation was highest for occupancy with
AC BD and lowest with AC RESOLUTE in the temporal lobe and
ACC, ranging from±6 to±16% and±8 to±24%, respectively.

DISCUSSION

In this study, we analyzed the performance of different PET/MRI
AC methods, namely, DIXON, UTE, pseudoCT, RESOLUTE
and BD with respect to the CT-reference for the quantification
of SERT binding and occupancy. In contrast to most of the
previous reports we did not use tissue activity or SUV values
but focused on different outcome parameters obtained from
absolute quantification.

First, we evaluated the performance of the tested AC methods
with regards to the parameter VT in comparison to the reference
AC CT. When using AC DIXON, VT was underestimated with a
regional variability. While subcortical regions close to the center
of the brain showed a lower bias, a larger RD was observed
in areas close to the skull. This phenomenon and similar RDs
were reported by other groups (Izquierdo-Garcia et al., 2014;
Rausch et al., 2017) and demonstrated on a voxel-wise basis
(Ladefoged et al., 2017). The bias is likely caused by the missing
bone information (Andersen et al., 2014).

The lack of bone can be accounted for to some degree
by superimposing a bone segment on the AC DIXON map
(i.e., the BD method). The improvement approximately halved

the errors in all regions. However, since AC BD is based
on AC DIXON, errors in the latter are also transferred to
BD (e.g., filled air cavities) (Rausch et al., 2017). Similarly,
AC UTE offered an improvement to the RD of VT, although
still with higher underestimations in the vicinity of the skull.
The error arises from segmentation misclassifications in the
tissue/air border areas (Aasheim et al., 2015). Discontinuities
of the segmented skull and neglect of regional variation in
bone density are further issues leading to inaccurate PET
quantification (Ladefoged et al., 2015). However, overall, the
bias was smaller than with AC DIXON and in some regions
comparable to AC BD, presumably due to the additional bone
segment. In AC RESOLUTE the segmentation of UTE images
was optimized with additional tissue classes and masks in
areas difficult to segment, such as the nasal septa, ethmoidal-,
frontal sinuses and mastoid process. Another difference is
that continuous linear attenuation coefficients are used for a
more accurate attenuation map (Ladefoged et al., 2015). This
improved the VT values, however, yielded overestimations in
all regions. Our results deviate slightly from those of Ladefoged
et al. (2015), who reported underestimations in some areas.
However, the same group published a larger study with errors
similar to the ones found in this work (Ladefoged et al.,
2017). The best performance of VT in terms of bias was
found with the atlas-based AC method pseudoCT, yielding
high accuracy in all regions. As a limitation for this (Burgos
et al., 2016) and similar approaches (Mérida et al., 2017) it
is worth to mention the necessity of a representative MRI-CT
database. Of note, similar RD and AD are expected between
tissue concentration and VT values since VT mathematically
equals the tissue concentration divided by the radioligand
concentration in plasma.

The more commonly used outcome parameter for SERT
and other neurotransmitter applications is BPP. By definition,
the difference between BPP and VT can only arise from the
reference region (here the cerebellar gray matter). It is therefore
important to note that the error of the AC methods is markedly
non-uniform across the brain, particularly for those methods
without or with only limited modeling of bone tissue. Regions
in proximity of bone (e.g., cerebellum) show a higher bias
than regions in the center of the brain (e.g., striatum). Hence,
outcome parameters, which are dependent on interregional
differences (e.g., BPP) or ratios (distribution volume ratio)
will incorporate the non-uniform error as additional source
of bias. Another issue is that SSRIs decrease the binding
also in the reference region. Although the cerebellar gray
matter was identified as the optimal reference region for
[11C]DASB, a displacement of up to 33% was described after
an acute sertralin challenge (Parsey et al., 2006; Turkheimer
et al., 2012). However, this will not affect the comparison
between the different AC methods as differences in the
reference region will be equally present for all AC approaches.
Nonetheless, this may indeed have an effect when using outcome
parameters such as BPP or BPND, which require an unbiased
reference region. Here, lower binding or in other words small
numerical uncertainties will translate into larger errors of
percentage. This is a potential explanation for the differences
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FIGURE 2 | Top, Boxplots depicting the relative difference for each ROI of VT placebo estimated with the proposed AC methods with respect to AC CT. Outliers
present for most regions of AC pseudoCT were all from the same subject. Bottom, Boxplots represent the relative difference of each ROI of occupancy compared to
AC CT. The figure was limited to –30% for visual purposes. Therefore, the lower whisker of AC BD is just partly visible (actual length: –15 to –34%). Furthermore,
three outliers are missing: ACC in AC DIXON (–58%), temporal lobe (–56%), and ACC in AC BD (–91%).

between the SSRI and placebo scans observed for BPP when
using DIXON and UTE.

Differently to this study, binding potentials are also commonly
estimated with kinetic modeling. Inhomogeneous tracer uptake
over time might induce uncertainties in ROIs which can influence
the shape of time activity curves and therefore the outcome of
the kinetic modeling (Mérida et al., 2017). However, Mansur
et al. compared the AC approach pseudoCT to AC CT with
the reference kinetic model SRTM as well as an arterial blood-
based two tissue compartment model (2TCM) (Mansur et al.,
2018). They reported a strong correlation of non-displaceable
BP and VT and mostly similar differences (<5%) as (Mérida
et al., 2017), who used comparable AC approaches. As similar
bias to the ratio method with AC pseudoCT was found here, it
might be concluded that the other AC methods of this study yield
comparable differences as BPP when kinetic modeling is applied.

Given its clinical importance, SERT occupancy induced by
i.v. SSRI challenge was also assessed for all AC methods.
Of note, the error decreased in almost all areas compared
to VT and BPP thus, indicating that the inaccuracy cancels
out, except for errors in the ACC with AC DIXON and BD.
For high binding regions of [11C]DASB, such as putamen,
thalamus and caudate, RD did not exceed errors of −4%
with reasonable SD. This is probably based on the small

test–retest variability between the placebo and SSRI scan in
terms of AC reproducibility since RD and AD are almost
identical in both measurements. Therefore, our results might
be translatable to longitudinal or occupancy studies, were two
measurements are brought into context, independent of the
tracer of choice.

We could demonstrate that the bias is not only dependent
on the AC method but also on the investigated parameter,
which is a complementary discovery to (Ladefoged et al.,
2017). Interestingly, a high r2 was obtained for VT which
may enable the rescaling of biased parameters to the true
values achieved with AC CT on an ROI-basis. This would
enable the usage of all presented AC methods, depending on
the scientific question, e.g., investigation of VT in subcortical
regions with [11C]DASB. However, issues might occur with
other parameters such as BPP or occupancy with AC DIXON
or BD. The lower r2 of the occupancy caused by fluctuating
errors between the SSRI and placebo scans of BPP limit
the applicability of both AC methods to ROIs in the
brain center and parameters independent from other regions
(e.g., VT). Furthermore, we would like to mention that
the scalability does not apply to voxel level with the same
accuracy (Ladefoged et al., 2017). It also has to be mentioned
that a cohort of young adults was investigated (mean age
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28.0 ± 9.6 years). Different results might be achieved in elderly
or diseased subjects due to varying characteristics that cannot
be reflected by the presented AC approaches (e.g., differences in
skull density or cortical thickness). Another limitation observed
in AC DIXON is the inversion of fat and water images, which
leads to incorrect segmentation classes (Ladefoged et al., 2014).
The tissue inversion occurs either partially or measurement
specific and not subject specific, which is especially an issue
in longitudinal studies. It is further an issue for AC BD as it
is based on AC DIXON. Hence, the error propagates to AC
BD. The impact of tissue inversion on BPP and occupancy was
not evaluated due to a lack of data. Another limitation was the
necessity for large ROIs in low binding regions which are mostly
cortical structures for [11C]DASB. This was essential to calculate
reliable BPP as these regions have almost as little binding as the
reference region (i.e., cerebellum). Additionally, since the AC
induced bias is non-uniform, large ROIs, spreading from near
the center of the brain to the proximity of bone tissue, might
average out some regional effects. Hence, dissimilar results might
be achieved in cross-sectional studies for the parameters VT and
BPP with tracers with a different distribution.

CONCLUSION

In this study, we presented the accuracy of different AC
approaches for different binding parameters quantified with
[11C]DASB. We could show the impact of AC on parameters
relying on the accurate quantification of non-displaceable
binding (such as BPP) and a decreased error if two measurements
are brought into context (occupancy), for almost all investigated
regions. The AC method pseudoCT performed best compared
to AC CT since all examined regions and parameters showed
acceptable variations within a range of 4%. Based on these
results, AC pseudoCT should be considered as a reliable
alternative to AC CT.
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Accurate MR-based attenuation correction (MRAC) is essential for quantitative PET/MR

imaging of the brain. In this study, we analyze the regional bias caused by MRAC

based on Zero-Echo-Time MR images (ZTEAC) compared to CT-based AC (CTAC) static

and dynamic PET imaging. In addition, the results are compared to the performance

of the Atlas-based AC (AtlasAC) implemented in the GE SIGNA PET/MR software

version MP24.

Methods: Thirty static [18F]FDG and eleven dynamic [18F]PE2I acquisitions from a

SIGNA PET/MR were reconstructed using ZTEAC (using a research tool, GE Healthcare),

single-subject AtlasAC (the default AC in SIGNA PET/MR software version MP24)

and CTAC (from a PET/CT acquisition of the same day). In the 30 static [18F]FDG

reconstructions, the bias caused by ZTEAC and AtlasAC in the mean uptake of 85

anatomical volumes of interest (VOIs) of the Hammers’ atlas was analyzed in PMOD. For

the 11 dynamic [18F]PE2I reconstructions, the bias caused by ZTEAC and AtlasAC in the

non displaceable binding potential BPnd in the striatum was calculated with cerebellum

as the reference region and a simplified reference tissue model.

Results: The regional bias caused by ZTEAC in the static [18F]FDG reconstructions

ranged from −8.0 to +7.7% (mean 0.1%, SD 2.0%). For AtlasAC this bias ranged from

−31.6 to +16.6% (mean −0.4%, SD 4.3%). The bias caused by AtlasAC showed a

clear gradient in the cranio-caudal direction (−4.2% in the cerebellum, +6.6% in the

left superior frontal gyrus). The bias in the striatal BPnd for the [18F]PE2I reconstructions

ranged from −0.8 to +4.8% (mean 1.5%, SD 1.4%) using ZTEAC and from −0.6 to

+9.4% using AtlasAC (mean 4.2%, SD 2.6%).

Conclusion: ZTEAC provides excellent quantitative accuracy for static and dynamic

brain PET/MR, comparable to CTAC, and is clearly superior to the default AtlasAC

implemented in the SIGNA PET/MR software version MP24.

Keywords: MR-based attenuation correction, PET/MR, PET quantification, PET reconstruction, molecular imaging
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1. INTRODUCTION

Since the introduction of combined PET/MR, accurate
attenuation correction (AC) for brain imaging has always been
a field of active research. Neglecting higher bone attenuation of
the skull in the first generation segmentation-based AC methods
used in product implementations led to a substantial spatially-
varying bias in the reconstructed tracer uptake [1]. To include
patient-specific information about higher bone attenuation, two
concepts for MR-based attenuation correction (MRAC) were
investigated by different research groups. On the one hand, ultra
short echo time (UTE) MR sequences that allow to generate
signal in cortical bone were used to segment bone structures in
the skull [2–8]. On the other hand, the use of single [9–11] or
multi MR-CT atlas [12, 13] information to generate attenuation
images including higher bone attenuation were proposed. On top
of methods relying on MR images, Benoit et al. [14] and Rezaei
et al. [15] evaluated the use of joint estimation of activity and
attenuation for non-TOF and TOF brain PET/MR, respectively.
Renner et al. [16] proposed to integrate a transmission source
rotating in a MR-compatible hydraulic system directly into a
dedicated head coil. Recently, Ladefoged et al. [17] showed in a
multi-center evaluation that the bias introduced by MRAC in
brain PET/MR imaging can be reduced to ±35% when using
different second generation atlas- or UTE-based AC techniques
developed by different research groups.

Weiger et al. [18] and Wiesinger et al. [19] showed that
zero echo time (ZTE) MR sequences have great potential in
imaging materials with short T∗

2 such as cortical bone. Since
ZTE sequences only use a single echo, their acquisition time is
substantially shorter compared to UTE sequences that usually
acquire two echos. In addition, faster switching from transmit to
receive in the ZTE sequence minimizes loss of signal in tissues
with short T∗

2 relaxation times such as cortical bone. Due to
the use of minimal gradient switching, ZTE is less prone to
eddy current artifacts than UTE [19, 20]. Moreover, a correlation
between the ZTE MR signal intensity and CT Hounsfield units
(HU) in cortical bone was demonstrated in Wiesinger et al. [19].

Consequently, ZTE MR imaging is very promising for
accurate AC in brain PET/MR. Delso et al. [21] showed that
ZTE-based skull segmentation, which is needed to generate
attenuation images including higher bone attenuation, is feasible.
Boydev et al. [22] showed that the use of ZTEMR images in their
atlas-based prediction of pseudo CTs improved the correctness
of the pseudo CTs for radiation therapy planning in case of bone
resection surgery prior to the radiation therapy compared to
using T1-weighted MR images as input.

Sekine et al. [20], Khalife et al. [23], Yang et al. [24],
Leynes et al. [25], Wiesinger at al. [26], and, Delso et al. [27]
demonstrated that the quantitative accuracy of PET images
reconstructed with ZTE-based attenuation images is high. Gong

Abbreviations: PET, positron emission tomography; MR, magnetic resonance

imaging; AC, attenuation correction; MRAC, MR-based AC; ZTE MR, zero echo

timeMR; ZTEAC, ZTEMR-based AC; CTAC, CT-based AC; AtlasAC, Atlas-based

AC; UTE MR, ultra short echo time MR; HU, Hounsfield unit; TOF, time of flight;

OSEM, ordered subset maximum likelihood & expectation maximization; FOV,

field of view; VOI, volume of interest; TAC, time activity curve.

et al. [28] recently showed that attenuation images generated
by a neural network using Dixon and ZTE MR images as
input outperform attenuation images from a network that
only uses a Dixon MR as input in terms of bias in the
reconstructed PET images. Moreover, the approach using the
neural network was also superior to the vendor-supplied ZTE
segmentation approach.

So far, no evaluation of ZTE-AC for absolute quantification
of dynamic receptor studies (e.g., in terms of non-displaceable
binding potential or distribution volume) has been published.
The influence of attenuation correction on parameters derived
from kinetic modeling is more complex especially in case when
reference tissue models are used. In those cases, it is important
to have accurate attenuation correction for the target region
(e.g., the striatum) as well as for the reference region (e.g.,
the cerebellum).

To study the influence of ZTE-based AC on the accuracy
of tracer kinetic modeling using the simplified reference tissue
model, we analyzed eleven dynamic PET/MR acquisitions with
the highly selective dopamine transporter tracer [18F]PE2I. In
addition, we investigated the regional quantitative accuracy of
ZTE-based AC in 30 static [18F]FDG PET/MR acquisitions.

2. MATERIALS AND METHODS

2.1. Subjects
We included 48 subjects that participated in two PET/MR
research protocols in the context of neurodegenerative diseases.
Thirty-four patients suspected for dementia were investigated
with a static [18F]FDG PET/MR protocol between October
2016 and June 2017. Three patients were excluded from this
comparison study due to dental implants which led to metal
artifacts in the MR images. In one case the patient was positioned
too low in the head coil which led to very low ZTE MR signal
in the caudal end of the head due to low coil sensitivity in that
region. This case was excluded as well. The mean age of the
remaining 30 patients was 63 y (range 40–77 y). In addition, we
analyzed 14 dynamic [18F]PE2I acquisitions of healthy controls
(mean age 40.8 y, range 21–70 y). As in the case of the static
acquisitions, three cases had to be excluded due to metal artifacts
caused by dental implants.

2.2. Imaging Protocol
All patients were examined on a SIGNA 3T TOF PET/MR (GE
Healthcare, Chicago, US) [29]. The static [18F]FDG PET/MR
protocol included a 25min static PET acquisition 66 ± 9min
after tracer injection (mean injected dose 144± 31MBq). For the
11 [18F]PE2I cases, 60min of dynamic PET data were acquired
directly after tracer injection (mean injected dose 153±15MBq).
During the PET acquisitions a LAVA flexMR [acquisition details:
repetition time (TR) 4ms, echo time (TE) 2.23ms, flip angle
(α) 5◦, matrix 256 × 256 × 120, voxel size 1.95mm × 1.95mm
× 2.6mm, number of averages 0.7, acquisition time: 18 s], a ZTE
MR (acquisition details: 3D radial acquisition, α.8◦, matrix 110
× 110 × 116, voxel size 2.4mm × 2.4mm × 2.4mm, number
of averages 4, bandwidth ± 62.5 kHz, acquisition time 42 s)
and other study-specific MR sequences were acquired. Among
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the study-specific MR sequences were a 3D volumetric sagittal
T1-weighted BRAVO sequence [acquisition details: TE 3.2ms,
TR 8.5ms, inversion time (TI) 450ms, α 12◦, receiver bandwidth
± 31.2 kHz, number of exicatations (NEX) 1, voxel size
1mm× 1mm× 1mm] and a 3D sagittal T2-weighted CUBE
FLAIR sequence [acquisition details: TE 137ms, number of
echoes 1, TR 8,500ms, TI 50ms, receiver bandwidth±31.25 kHz,
NEX 1, voxel size 1.2mm× 1.3mm× 1.4mm] The T1-weighted
and FLAIR MR sequences were used to define regions of interest
in the brain in our analysis. In all cases, a standard head coil
(8-channel HR brain, GE Healthcare) was used for the MR
acquisitions. This coil was validated to ensure that the achievable
transmit to receive switching time was short enough for zero echo
time imaging purposes.

All subjects underwent a PET/CT acquisition before
([18F]FDG cases) or after ([18F]PE2I cases) the PET/MR
acquisition. The PET/CT acquisitions were performed on
a Siemens Biograph 16 or with a Siemens Biograph 40
(Siemens Healthcare, Erlangen, Germany) PET/CT. All PET/CT
examinations included a low-dose CT acquisition (120 kV,
11mAs) which was used to generate a CT-based attenuation
image taken as the ground truth in the study.

2.3. PET Image Reconstruction
The PET raw data from all PET/MR acquisitions were
reconstructed with three different methods for attenuation
correction, shown in Figure 1. First, a GE atlas-based
attenuation image (default method in the SIGNA PET/MR
software version MP24) was used to reconstruct PETAtlasAC.
Subsequently, a GE ZTE-based attenuation image and a co-
registered CT-based attenuation image were used to reconstruct
PETZTEAC and PETCTAC, respectively. The generation of all
attenuation images is described in detail in the following
subsection. The reconstructions of the static PET data sets were
performed offline with the GE reconstruction toolbox v.1.28 (GE
Healthcare, Chicago, US) using time of flight ordered subset
maximum likelihood expectation maximization (TOF OSEM)
with 4 iterations and 28 subsets, a voxel size of 1.17mm ×

1.17mm × 2.78mm, and a Gaussian post-smoothing with an
FWHM of 4mm.

Reconstruction of the dynamic [18F]PE2I PET data sets
was performed on the scanner (software version MP24.R03).
The acquired listmode data were split into 32 frames (frame
length 10–360 s). All frames were reconstructed with TOF OSEM
with 4 iterations and 28 subsets, a voxel size of 1.56mm ×

1.56mm × 2.78mm and a Gaussian post-smoothing with an
FWHM of 3mm.

2.4. Generation of Attenuation Images
First, the atlas-based attenuation images were generated with
the GE reconstruction toolbox v.1.28 which uses the same post-
processing algorithm as implemented in the software release of
the SIGNAPET/MR (MP24.R03). The algorithm uses a non-rigid
registration of an input in-phase LAVA flex MR image to an atlas
of predefined attenuation images [30, 31]. The resulting atlas-
based attenuation images are post-smoothed with a Gaussian
kernel with FWHM ca. 10mm.

Second, the ZTE-based attenuation images were generated
by post-processing the ZTE MR images with a research tool
provided by GE (v.1.6.2). Software release MP26 of the SIGNA
PET/MR contains an option to use this algorithm for ZTE-
based AC. The ZTE post-processing algorithm identifies bone
voxels based on the ZTE image intensity and assigns continuous
bone attenuation values [19–21]. The bone segmentation in
the ZTE post-processing is completely model-free. To avoid
misclassifications of air, tissue and bone in the nasal region,
the ZTE post-processing algorithm v.1.6.2 uses the sinus/edge
correction evaluated in Yang et al. [24]. Details of the ZTE post-
processing algorithm that was used in our analysis are given in
Delso et al. [27].

The vendor-provided ZTE post-processing has several input
parameters. For all parameters but one (the partial volume slope)
we used the default values suggested by the vendor. We used a
value of 2 for the parameter for the partial volume slope which
was obtained based on an evaluation of the results of the first
15 static subjects. The main influence of the partial volume slope
parameter that we observed was a change in the size of the outer
contour of the head (transition between background air and soft
tissue of the skin). By changing the partial volume slope we
obtained better agreement with the size of the outer contours
derived from the CT-based attenuation images. When using the
default partial volume slope of 1, the outer contour of the head is
dilated by 1 voxel (2.4mm) compared to using a partial volume
slope of 2. This in turn led to a small global positive bias of 3%.
All ZTE-based attenuation images were post-smoothed with a
Gaussian kernel with FWHM 4mm.

Third, after automatically removing the patient bed and
cushions, the low-dose CT images from the PET/CT acquisition
were rigidly co-registered to the in-phase LAVA flex MR.
Subsequently, the Hounsfield units of the co-registered
CT were scaled to 511-keV attenuation coefficients by
using the GE-provided multi-linear scaling. We verified
that the Siemens and GE scaling for 120 kV are virtually
identical up to 1,200 HU (where GE decreases the slope
while Siemens does not). After adding the templates for
the PET/MR patient table and the head coil, a CT-based
attenuation image that could be used to reconstruct the
PET/MR raw data was obtained. All CT-based attenuation
images were also post-smoothed with a Gaussian kernel
with FWHM 4mm.

The axial field of view (FOV) of the ZTE MR (limited by the
sensitivity of the head coil) and the one of the CT was slightly
smaller than the axial FOV of the PET detector rings in the
SIGNA PET/MR. To complete areas in the neck and shoulders
where ZTE or CT image information was not available, a simple
segmentation-based two class attenuation image based on the
LAVA flex MR image was used.

2.5. Image Analysis of Static Acquisitions
For all static acquisitions the mean uptake in 85 anatomical
volumes of interest (VOIs) was calculated in PETAtlasAC,
PETZTEAC, and PETCTAC. The VOIs were defined in the
neuro tool of PMOD v.3.8 (PMOD technologies LCC,
Zurich, Switzerland) using the Hammers atlas [32]. In
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FIGURE 1 | Workflow of the PET reconstructions used in this study. In the reconstruction of PETAtlasAC an atlas-based attenuation image that was derived from a

LAVA flex MR image was used for attenuation correction (left column). The atlas-based attenuation image was generated with the vendor-provided software version

MP24. In the reconstruction of PETZTEAC attenuation correction was performed using a ZTE-based attenuation image that was derived from a ZTE MR image (middle

column). The ZTE MR post-processing was done with a research tool provided by the vendor. For PETCTAC a co-registered CT-based attenuation image from a

PET/CT acquisition of the same day was used. In all attenuation images, templates for the bed and the head coil were added.

every VOI we calculated the fractional bias of the mean
uptake as

bAtlasAC(VOI) =
aAtlasAC(VOI)− aCTAC(VOI)

aCTAC(VOI)
(1)

bZTEAC(VOI) =
aZTEAC(VOI)− aCTAC(VOI)

aCTAC(VOI)
, (2)

where aCTAC(VOI) is the mean uptake of the VOI in PETCTAC

that was used as the gold standard and aAtlasAC(VOI) and
aZTEAC(VOI) are the mean uptake of the VOI in PETAtlasAC

and PETZTEAC, respectively. In three subjects (6, 7, and 21), the
caudal end of the occipital skull was not completely in the FOV in
the attenuation CT. In those subjects, the cerebellum VOIs were
excluded from the analysis. All VOIs were grouped according
to their anatomical location into the following groups: frontal
cortex, temporal cortex, parietal cortex, occipital cortex, medial
temporal cortex, striatum, thalamus, cerebellum, and cerebral
white matter. All VOIs and the assigned groups (regions) are
listed in Tables S1, S2. A Wilcoxon signed-rank test was used to
test whether the subject averaged mean of aAtlasAC and aZTEAC is
different from aCTAC in all VOIs and regions.

To analyze the robustness of the vendor-provided atlas-based
and ZTE-based attenuation correction, we applied the metric
proposed in the multi-center evaluation of Ladefoged et al. [17].
This metric calculates the fraction of subjects in which the
MRAC-introduced voxel bias of at least a given fraction of brain

voxels is within±5,±10,±15%. Asmentioned in Ladefoged et al.
[17], for a perfect AC method, the bias in the whole brain of all
subjects would be within ±0%. The results of this metric were
visualized in a characteristic curve for the three bias thresholds
±5,±10,±15%. As in Ladefoged et al. [17], we also analyzed
three subjects with the biggest fraction of voxels exceeding a bias
of± 10%.

2.6. Image Analysis of Dynamic
Acquisitions
Regional time activity curves (TACs) were extracted for the
left and right caudate nucleus, left and right putamen, and
the cortex of the cerebellum. All VOIs were defined based
on the 3D T1 BRAVO MR image using the Freesurfer
image analysis suite which is documented and freely available
online (http://surfer.nmr.mgh.harvard.edu/) [33]. Subsequently,
we used the simplified reference tissue model (SRTM) with the
cerebellar grey matter as reference region to estimate binding
potential values (BPnd) in the four striatal VOIs.

As proposed in Lammertsma and Hume [34] and validated
for [18F]PE2I in Sasaki et al. [35], the tissue response Ct(t) was
modeled as

Ct(t) = R1Cr(t)+

(

k2 −
R1 k2

1+ BPnd

)

Cr(t) ∗ exp

(

−k2 t

1+ BPnd

)

(3)
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FIGURE 2 | Regional bias in the PET reconstruction caused by AtlasAC (blue) and ZTEAC (red) compared to CTAC for all 30 static PET acquisitions. Each box plot

shows the bias distribution over the 85 anatomical VOIs. The rectangular boxes represent the interquartile ranges (IQR) and the horizontal line are the medians. The

upper ends of the whiskers are at the minimum of the third quartile plus 1.5IQR and the biggest data point The lower ends of the whiskers are at the maximum of the

first quartile minus 1.5IQR and the smallest data point. Outliers are plotted as open circles. Please note that the VOIs in the cerebellum had to be excluded in three

subjects (6, 7, 21).

FIGURE 3 | Regional bias in the PET reconstruction caused by AtlasAC (blue) and ZTEAC (red) compared to CTAC as a function of the VOI location in the brain.

Please note that the VOIs in the cerebellum had to be excluded in three subjects (6, 7, 21).

where Cr(t) is the TAC of the reference tissue (the cerebellum),
R1 is the ratio between K1 of the tissue and reference tissue,
and ∗ denotes the convolution operator. The parameters R1, k2,
and BPnd were obtained with non-linear curve fitting using the
python package lmfit (v.0.9.7).

Similar to Equations (1) and (2), we calculated the bias of
BPnd, R1, and k2 in the four striatal VOIs for PETAtlasAC and
PETZTEAC compared to PETCTAC. In all VOIs, a Wilcoxon
signed-rank test was used to test whether the subject averaged
mean of BPnd,AtlasAC and BPnd,ZTEAC differ from BPnd,CTAC.

3. RESULTS

3.1. Regional Bias in Static PET Imaging
Figures 2, 3 and Tables S3, S4 show the results for the regional

bias in the static [18F]FDG reconstructions caused by ZTEAC

and AtlasAC compared to CTAC on a subject and regional level,

respectively. Globally the bias ranges from −31.6 to +16.6%

with a mean of −0.4% and a standard deviation of 4.3% for

PETAtlasAC. For PETZTEAC the bias ranges from −8.0 to +7.7%

with a mean of 0.1% and a standard deviation of 2.0%. Excluding
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FIGURE 4 | (A) Mean of bias in the PET reconstruction in all 85 anatomical VOIs averaged over all 30 static PET acquisitions for Atlas-AC (top row) and ZTE-AC

(bottom row). (B) Standard deviation of VOI bias. The VOI location is visualized in five sagittal slices using the brain anatomy of subject 1. Please note that the VOIs in

the cerebellum had to be excluded in three subjects (6, 7, 21).

the outliers based on the boxplot shown in Figure 3 reduces the
global bias range to −12 to +14% for PETAtlasAC and to −5.5 to
+5.5% for PETZTEAC.

On a subject level, Figure 2 and Table S3 demonstrate that
ZTEAC strongly reduces the inter- and intra-subject variability
in the bias. In subject 24 where the non-rigid alignment to the
atlas failed, PETAtlasAC showed severe negative bias of more than
−25% in the orbitofrontal cortical VOIs (see Figure 5). In these
VOIs of subject 24, the bias of PETZTEAC was <1.6%.

On a regional level, Figure 3 and Table S4 show that ZTEAC
strongly reduces the inter- and intra-regional variability in the
bias, as well as the mean bias in the frontal cortex, temporal
cortex, parietal cortex, medial temporal cortex, cerebellum,
and cerebral white matter. In all regions shown in Figure 2,
the mean bias in PETZTEAC is between −1.2 and +0.6%.
PETAtlasAC shows a distinct negative bias in the cerebellum
(mean −4.2%) and distinct positive bias in the parietal cortex
(mean+4%).

On a VOI level, Figure 4 and Tables S1, S2 demonstrate that
ZTEAC strongly reduces the inter- and intra-VOI variability in

the bias, as well as the mean bias in almost all VOIs. The mean
VOI bias caused by ZTEAC ranges from −1.8% in the lateral
remainder of the left occipital lobe to +2.2% in the left lateral
ventricle. In PETAtlasAC, a distinct gradient in the mean VOI
bias in the cranio-caudal direction is visible. The mean VOI bias
caused by AtlasAC ranges from −4.5% in the cerebral white
matter to +6.6% in the left superior frontal gyrus. In PETZTEAC,
only 1.4% of the analyzed VOIs in all subjects had a bias of more
than 5% whereas in PETAtlasAC 20.3% of all VOIs showed a bias
of more than 5%.

Figure 6 shows the results of the outlier metric [17] for
biases within (±5,±10,±15%). Again, the performance of ZTE-
based attenuation correction is much better than the one of
the atlas-based attenuation correction. At least 95/77% of all
brain voxels in all subjects show a bias within ±10% for
PETZTEAC/PETAtlasAC. For a bias within ±5% the corresponding
values are 82/46% and for a bias within±15% the corresponding
values are 97/89%. Table 1 shows the results of the three worst
outliers in terms of subjects with highest voxel bias, highest VOI
bias and highest fraction of the brain exceeding a bias of±10%.
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FIGURE 5 | Transversal slices of (a) atlas-based attenuation image, (b) ZTE-based attenuation image, (c) CT-based attenuation image, (d) regional bias in PETAtlasAC,

and (e) regional bias in PETZTEAC of subject 24. In this case, the template registration in the atlas-based attenuation image failed which caused a misclassification of

soft tissue voxels as air voxels in the frontal region. The cyan contour lines show the head contour in the CT-based attenuation image for comparison. As a result of

the underestimated attenuation PETAtlasAC shows strong negative bias of up to −32% in the left straight gyrus.

3.2. Bias in Kinetic Modeling of [18F]PE2I
Figure 7 and Table S5 summarize the bias in the modeled BPnd
in four different regions of the striatum using the cerebellum
as reference region and TACs derived from PETAtlasAC and
PETZTEAC compared to TACs from PETCTAC. The bias in the
BPnd ranges from−0.6% (right putamen in subject 11) to+9.4%
(left caudate nucleus subject 9) for PETAtlasAC and from −0.8%
(right putamen subject 3) to +4.8% (right caudate nucleus
subject 8) for PETZTEAC. The right caudate nucleus shows the
biggest subject averaged regional bias (5.1 ± 2.6%, p = 0.003 for
PETAtlasAC and 2.0±1.5%, p = 0.006 for PETZTEAC). In addition,
Figures S1–S3 show the bias in the time activity curves, and the
R1 and k2 estimates in PETAtlasAC and PETZTEAC, respectively.

4. DISCUSSION

Our analysis demonstrates that the bias caused by ZTEAC
compared to CTAC as ground truth for brain PET/MR is small.
The magnitude of the maximum bias of 8% is in agreement with
the analysis of Sekine et al. [20]. In contrast to Sekine et al.
[20], we have evaluated more static PET as well as dynamic PET
acquisitions. Moreover, the subjects in our analysis underwent a
PET/MR protocol with realistic PET acquisition times whereas
[20] only used an additional 2 min PET/MR exam after a
PET/CT acquisition.

In contrast to the earlier evaluation of the quantitative
accuracy of the AtlasAC [30, 31] (range of VOI bias −5 to
+7.3%), our analysis showed that the AtlasAC implemented
in the SIGNA PET/MR software version MP24, can lead to

individual regional underestimations of up to−32% (as observed
in subject 24). A possible reason for the discrepancy is the
fact that the number of subjects in Sekine et al. [30, 31] was
much smaller compared to our study. In this work, the biggest
underestimations were found in a single subject (24) where the
alignment of the atlas to the patient anatomy failed (see Figure 5)
which caused a misclassification of some soft-tissue voxels as air
voxels (pharynx) in the frontal region. Since the atlas alignment
is highly subject dependent, failures are hard to predict. As
demonstrated in subject 24, those failures can occur with the
investigated implementation of the AtlasAC leading to severe
problems in regional quantification.

As observed in Sekine et al. [20], another drawback of
the AtlasAC is the fact that the introduced bias in the PET
reconstruction shows a clear gradient in the cranio-caudal
direction. Caudal VOIs such as the cerebellum (ca −4.2%) and
the anterior lateral temporal lobe (−4.2%) show negative bias.
This is because part of the temporal and occipital bone are
classified as soft tissue in the AtlasAC. Moreover, there is a gross
underestimation of the anterior part of the head including the
oropharynx, nasal cavities, and cartilage tissue.

On the other hand, the superior cortical areas (frontal-
parietal) show positive bias (+6.6% in the left superior frontal
gyrus). This overestimation is caused by the fact that (a) the
thickness of the superior skull seems overestimated in the
AtlasAC and (b) the atlas-based attenuation image is heavily post-
smoothed such that some soft tissue voxels in the superior gyri in
the attenuation image are affected by spill over from skull voxels.

The cranio-caudal gradient in the bias distribution affects
especially cerebral kinetic modeling analysis when using the
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FIGURE 6 | Outlier analysis [17] of the 30 static acquisitions for PETZTEAC (red)

and PETAtlasAC (blue) for the bias thresholds of (A) 5%, (B) 10%, and (C) 15%.

Note the different scale on the x-axis.

cerebellum as the reference region. This could be demonstrated
in the kinetic modeling of the binding potential in the striatum
of the 11 [18F]PE2I subjects. As a consequence of the observed
negative bias in the cerebellum compared to the striatum in
PETAtlasAC in the static cases, AtlasAC leads to a small but
systematic and significant overestimation of the binding potential
of [18F]PE2I in the striatum (ca.+5% in the caudate nucleus and
+3.3% in the putamen). This positive bias can be understood by
looking at Equation (3). Under the assumptions that BPnd ≫ 1

and 1 + BPnd ≫ R1 (which both are fullfilled for [18F]PE2I in
the striatum), it can be seen that scaling Cr(t) with α and at the
same time scalingR1, k2, and BPnd with α

−1 yields the same tissue
responseCt(t). Since we can deduce from the analysis of the static
examinations that Cr(t) in the cerebellum is underestimated by
ca. 4% and that there is almost no bias in the striatum (Ct(t)), we
would expect a 4% overestimation in R1, k2, and BPnd which is in
accordance with the results of the dynamic analysis as shown in
Figure 7 and Figures S2, S3.

Using ZTEAC strongly reduces this bias in BPnd (ca. +2.0%
in the caudate nucleus and +1.1% in the putamen). The
performance of ZTEAC in the context of dynamic PET imaging
is comparable to the MaxProb multi atlas-based attenuation
correction method. In [36], Merida et al. showed that the
MaxProb method leads to a regional bias of −2 to +5% in the
BPnd of seven subjects examined with [18F]MPPF.

It has been shown [31, 37] and should be noted that the
AtlasAC method implemented in the SIGNA PET/MR software
version MP24, is clearly outperformed by more advanced atlas-
based methods. Since the focus of this study was to analyze the
performance of the ZTE-based attenuation correction, a detailed
analysis of more advanced atlas-based methods for MR-based
attenuation correction is beyond the scope of this study.

Compared to the detailed multi-center study of 11 methods
for brain attenuation correction for the Siemens mMR in 359
subjects by Ladefoged et al. [17], it can be seen that the results
for the regional quantitative accuracy of ZTEAC are comparable
to the best methods in Ladefoged et al. [17] which showed a
global mean bias in the range of−0.4% to+0.8% with a standard
deviation of 1.2% to 1.9%. Also in terms of robustness (as seen in
the standard deviation in the VOI-averaged bias) and in terms
of outlier behavior ZTEAC performs comparably to the best
methods of Ladefoged et al. [17]. However, it should be noted that
we could only analyze 30 subjects which influences the detection
of (rare) outliers.

Among the five best methods in Ladefoged et al. [17]
are three template-/atlas-based methods [9, 13, 37] and two
ultra short echo time MR (UTE) segmentation-based methods
[4, 5]. Compared to the template-/atlas-based methods, the
current ZTEAC for brain has the advantage that it does
not rely on any anatomical prior information. This might
be beneficial in subjects with very abnormal brain anatomy
(e.g., after surgery or traumatic brain injury) which needs
further validation.

Finally, the fact that we had to exclude 6 out of 48
patients (12.5%) due to MR artifacts caused by dental implants
demonstrates that there is a need for a reliable method
for compensation of metal artifacts that can be applied in
clinical routine.

A potential limitation of the study is the fact that
the attenuation CTs used for CTAC were acquired on a
Siemens PET/CT system, but scaled to linear attenuation
coefficients with the multi-linear scaling provided by GE.
This might lead to small residual uncertainties in the linear
attenuation coefficients of the ground truth CTAC due to
the fact that the vendor-specific scaling procedures might
be optimized for different effective x-ray spectra. However,
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TABLE 1 | Results of outlier analysis of the static acquisitions in terms of subjects with highest voxel bias, highest VOI bias, and highest fraction of brain exceeding a bias

of ±10%.

Subjects with highest single voxel bias

AtlasAC Subject 24 Subject 29 Subject 21

−53% (left straight gyrus) −43% (left anterior temporal lobe) +41% (left superior frontal gyrus)

ZTEAC Subject 5 Subject 18 Subject 21

+45% (left cerebellum) +43% (left cerebellum) +41% (right fusiform gyrus)

Subjects with highest VOI bias

AtlasAC Subject 24 Subject 22 Subject 21

−31% (left straight gyrus) +16% (left suprerior frontal gyrus) +16% (left precentral gyrus)

ZTEAC subject 9 subject 22 subject 21

−8% (left middle frontal gyrus) +7% (right superior temporal gyrus) +7% (right fusiform gyrus)

Subjects with highest fraction of brain exceeding a bias of ±10%

AtlasAC Subject 22 Subject 19 Subject 21

23% 22% 18%

ZTEAC Subject 21 Subject 6 Subject 9

5% 5% 3%

FIGURE 7 | (A) Boxplot of BPnd values in four striatal regions of the 11 [18F]PE2I subjects obtained from PETAtlasAC, PETZTEAC, and PETCTAC. (B) Bias in BPnd

estimation in PETAtlasAC, PETZTEAC compared to PETCTAC.

we do not expect this to be a major problem, because the
multi-linear scaling curves of GE and Siemens are virtually
identical up to 1,200 HU. Note that in software version
MP26 of the SIGNA PET/MR, the algorithm that generates
the atlas-based attenuation images was updated compared to
software version MP24. A detailed analysis of the performance
of this updated algorithm is beyond the scope of the
manuscript since all our subjects were acquired under software
version MP24.

5. CONCLUSION

ZTE-based attenuation correction provides excellent quantitative
accuracy for static and dynamic PET/MR imaging in all parts
of the brain. It is clearly superior to the Atlas-based head
attenuation correction implemented in the SIGNA PET/MR

software version MP24 and hereby obviates the major concern
that was present in the quantitative accuracy of brain PET/MR.
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Background: This study explores different approaches to estimate the clearance rate

of the reference tissue (k′2) parameter used for pharmacokinetic modeling, using the

simplified reference tissue model 2 (SRMT2) and further explores the effect on the binding

potential (BPND) of
11C-labeled Pittsburgh Compound B (PIB) PET scans.

Methods: Thirty subjects underwent a dynamic PIB PET scan and were classified as

PIB positive (+) or negative (–). Thirteen regions were defined from where to estimate k′2:

the whole brain, eight anatomical region based on the Hammer’s atlas, one region based

on a SPM comparison between groups on a voxel level, and three regions using different

BPSRTMND thresholds.

Results: The different approaches resulted in distinct k′2 estimations per subject.

The median value of the estimated k′2 across all subjects in the whole brain was

0.057. In general, PIB+ subjects presented smaller k′2 estimates than this median, and

PIB–, larger. Furthermore, only threshold and white matter methods resulted in non-

significant differences between groups. Moreover, threshold approaches yielded the best

correlation betweenBPSRTMND andBPSRTM2
ND for both groups (R2 = 0.85 for PIB+, and R2 =

0.88 for PIB–). Lastly, a sensitivity analysis showed that overestimating k′2 values resulted

in less biased BPSRTM2
ND estimates.

Conclusion: Setting a threshold on BPSRTMND might be the best method to estimate k′2
in voxel-based modeling approaches, while the use of a white matter region might be a

better option for a volume of interest based analysis.

Keywords: Alzheimer’s disease, pharmacokinetic modeling, Pittsburgh compound B, SRTM, SRTM2

INTRODUCTION

Current research suggests that Alzheimer’s disease (AD) is associated with an abnormal deposition
of the amyloid-β (Aβ) peptide in the brain [1, 2]. These Aβ deposits may lead to progressive
dysfunction and nerve cells death, resulting in a neurodegenerative process [3]. It is possible to
assess this deposition in-vivo through the use of the 11C-labeled Pittsburgh Compound B (PIB)
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radiotracer in positron emission tomography (PET) studies
[4–6]. A simple visual assessment of standardized uptake value
(SUV) images, derived from these PET scans, might suffice to
assess whether or not there is Aβ deposition. However, through
pharmacokinetic modeling of dynamic PIB PET scans, it might
be possible to further classify the amount of deposition in the
brain [7].

Previous studies have already confirmed that the simplified
reference tissue model (SRTM) [8] is the preferred method for
pharmacokinetic modeling of PIB when arterial input is not
available [9, 10]. However, improvements on the accuracy of the
model can be done by coupling parameters [11] thereby reducing
the number of variables to be fitted by the model. The simplified
reference tissue model 2 (SRTM2) [12] has been validated as a
model “with better accuracy and precision” [10] than the original
SRTM, and has been frequently used in AD PET studies [13–16].

SRTM is a model that fits three parameters: binding potential
(BPND), relative tracer flow (R1), and clearance rate constant
of the reference region (k′2). Meanwhile, SRTM2 is a model
fitted in two runs. During the first run, SRTM is used to obtain
an estimate for k2

′ for each voxel in the image. This value is
then fixed to the median k′2 using voxels outside the reference
region. Next, a second run is done, fitting the two remaining
parameters (BPND and R1), thus reducing the noise in the specific
binding estimates and functional images. SRTM and SRTM2were
originally developed for the analysis of neuroreceptor binding.
Furthermore, SRTM2 was implemented with the intention of
reducing noise levels of the model parameters using a well-
defined receptor-rich region for the k′2 estimation. Nonetheless,
this assumption might be violated in the case of PIB, especially in
healthy subjects, who are not expected to have Aβ deposition.

Previous studies using SRTM2 for pharmacokinetic modeling
employed different approaches for k′2 estimation. For example,
this parameter was evaluated by coupling all target time activity
curves for radiotracers designed for D2/D3 receptors [17, 18] and
radioligands with a high affinity for the serotonin transporter
[19]. Tracers such as [11C]P943 [20], used for quantifying
serotonin 5-HT1B receptors, use the median value of the k′2
estimation for all voxels that have a BPSRTMND value between 0.5
and 4, and [18F]DPA-714 [21], used for neuroinflammation, the
median of all k′2 values from all voxels in the image.

However, Aβ deposits are not evenly distributed across the
brain [22], and change over time with AD progression [3].
Therefore, there are no well-defined receptor-rich regions. Other
radiotracers, such as [18F]Florbetaben [23], [18F]Flutemetamol
[24], and [18F]Florbetapir [25], which also bind to the Aβ

plaques, present the same issue. Studies with these tracers
have either used SRTM or SRTM2, estimating k′2 from all
voxels of the image outside the reference region. This approach
can be challenging in studies that include subjects without
amyloid deposition, because the signal is not as high as in
subjects that present these deposits. This lack of signal might
result in noisy images, which may reduce the reliability of the
estimations of the parameters from themodels. In the case of PIB,
previous investigations performed a pharmacokinetic analysis
using SRTM [26, 27], reference Logan [28], and SRTM2 [10, 13–
16]. Yet, there is no consensus on how the k′2 estimation should be

done. Some studies take the mean SRTM-derived k′2 value from
all target regions [13, 14], while others set a minimum threshold
on the BPSRTMND parametric map to select the voxels being used
for the k′2 estimation [10, 15, 16]. To the best of the authors’
knowledge, the effects that these approaches to estimate k′2 have
in the final BPND value, have not yet been explored.

Therefore, the aim of this study was to examine the
consequences of estimating k′2 using different approaches, and to
define an optimal method for estimating k′2 for the analysis of
dynamic PIB PET studies using SRTM2.

MATERIALS AND METHODS

Subjects
A cohort of 30 subjects, which were available at the moment
of performing this study, was selected from a larger ongoing
study at the memory clinic of the University Medical Center
of Groningen (UMCG), Groningen, The Netherlands. Written
informed consent to participate in the study was provided.
The study was conducted in agreement with the Declaration of
Helsinki and subsequent revisions and approved by the Medical
Ethical Committee of the UMCG (2014/320).

Patients were clinically diagnosed, by consensus in a
multidisciplinary team, either with Alzheimer’s Disease (AD),
according to the National Institute on Aging and Alzheimer’s
Association criteria (NIA-AA) [29], or with mild cognitive
impairment (MCI), in agreement with the Petersen criteria [30].
Healthy controls (HC) had no cognitive complaints and a mini-
mental state examination score above 28. All subjects underwent
standard dementia screening, and multimodal neuroimaging,
including PIB PET scans and T1-3D magnetic resonance
imaging (MRI). After the PIB PET scan, clinical diagnoses
were reconsidered, according to the National Institute on Aging
and the Alzheimer’s Association Research supposed Framework
[1]. Subjects were then divided into two categories, based on
visual inspections of cortical levels of PIB binding, as “PIB+,”
if binding levels were high, and “PIB–,” if they were low.
The demographic characteristics of subjects are presented in
Supplementary Table 1.

PET Acquisition
Subjects underwent a dynamic PIB PET scan under standard
resting conditions with closed eyes. Scans were performed with
either a Siemens Biograph 40 or 64 mCT PET scan (Siemens
Medical Solutions, USA). Both systems were from the same
vendor and from the same generation; the acquisition and
reconstruction protocols were harmonized, and the systems
were (cross-) calibrated. Therefore, no significant differences
were expected from the images provided by these two different
scanners. Nonetheless, a comparison between the data used in
this study, provided from the different scanners, was made using
a t-test and, as expected, no significant results were found.
PIB tracer was synthesized at the radiopharmacy facility at the
Nuclear Medicine and Molecular Imaging department at the
UMCG, according to Good Manufacturing Practice. The tracer
was administered via a venous cannula, and the acquisition
started simultaneously with the PIB injection (379 ± 46 MBq).
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FIGURE 1 | Resemblance of the generated VOIs to be used on the estimation of k′2 organized by approaches: a VOI for the whole masked image, eight volumes

based on anatomical structures (Cerebrum + Brainstem, White Matter + Brainstem, Brainstem, White Matter, Gray Matter, Frontal Lobe, Parietal Lobe, and Temporal

Lobe), three volumes based on different BPSRTMND thresholds (Threshold 0.01, Threshold 0.05, Threshold 0.1), and one volume based on the statistical differences

between groups on a voxel level.

Dynamic PIB PET acquisition lasted for at least 60min (frames:
7× 10 s, 3× 30 s, 2× 60 s, 2× 120 s, 2× 180 s, 5× 300 s, and 2×
600 s). List-mode data from PET scans were reconstructed using
3DOSEM (three iterations and 24 subsets), point spread function
correction and time-of-flight, resulting in images with 400 ×

400 × 111 matrix, isotropic 2mm voxels, smoothed with a 2
mm-Gaussian filter at Full Width and Half Maximum (FWHM).

Image Processing
Registration and data collection from the images were done using
the PMOD software package (version 3.8; PMOD Technologies
LLC). Using tissue probability maps [31], the T1 3D MRI scans
were spatially normalized to the Montreal Neurologic Institute
space. To define the anatomical brain regions, the Hammers
atlas [32] was selected. A total of 77 regions were drawn, with
right and left side separated and white matter distinguished
from cortical tissue. Some regions from the original atlas were
excluded: cerebellar white matter, the corpus callosum, the third
ventricle, the lateral ventricles, and the temporal horns. The PET
images were corrected for motion using the average of the first 12
frames and were then aligned to the MRI in individual space. The
PET images were also smoothed with a Gaussian filter of 6mm at
FWHM, and voxels that were outside of the brain were masked.

Pharmacokinetic Modeling
Parametric images were generated using pharmacokinetic
modeling of the dynamic PIB PET at a voxel level in individual
space, and it was done in three steps: (1) a first estimate of
the BPSRTMND , R1, and efflux constant of the reference region (k′2)
was obtained using a basis function implementation of SRTM
[8]; (2) the k′2 parameter was then fixed to the median k′2
value of all voxels in a predefined volume of interest (VOI);
and (3) the final parametric BPSRTM2

ND map was estimated using
SRTM2 [12]. Thirteen approaches were used to generate VOIs to
estimate the median k′2 (Supplementary Table 2, Figure 1): one
approach containing all voxels of the masked brain image, eight
approaches based on predefined anatomical structures or VOIs,
three approaches based on selecting voxels using fixed BPSRTMND
thresholds, and one VOI approach defined by voxels having a
statistically significant difference between the images of each
group (SPM). These statistical comparisons at voxel level were
performed in SPM12 (Wellcome Trust Center for Neuroimaging,
UK) with a two-sample t-test, and T-maps interrogated at p =

0.005 (uncorrected) and only clusters with p< 0.05, corrected for
family-wise error, were considered significant. Then these VOIs
were projected onto the k′2 parametricmaps and themedian value
[12] of the voxels within the volumes were taken and used for
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the generation of the final parametric BPND maps with SRTM2
(BPSRTM2

ND ). The gray matter of the cerebellum was used as a
reference region due to its lack, or very late presentation, of
specific PIB binding [4, 33–35]. The imposed restriction on the
range of possible apparent uptake rate constant (k2a) values, with
a minimum of 0.01 and a maximum of 0.3, and 80 basis functions
was used. These settings were applied to both the basis function
implementations of SRTM and SRTM2. The R1 parameter was
not considered in this study as it is insensitive to small changes in
the fixed k′2 [8, 14].

Histograms of k′2 distribution were constructed using voxel
values within the VOIs of the average parametric maps per group.

Statistical Analyses
A two sample t-test was performed to evaluate differences in k′2
estimations between the groups. Moreover, since the standard
approach from SRTM2 to estimate k′2 is to consider all voxels of
the masked brain image outside of the cerebellum, a paired t-test
was done to assess the discrepancy between the values yielded
by the Whole Brain and the other methods. This approach has
been used before in studies with other radiotracers that do not
have a region with specific binding [36]. Boxplots of the k′2
distributions for each method were also generated. Comparisons
between PIB+ and PIB– groups for eachmethod were done using
a t-test.

To explore the effect of the applied k′2 value on BPSRTM2
ND , a

sensitivity analysis was done, where the k′2 parameter was fixed
to a range of values from 0.005 to 0.09 (with steps of 0.005),
and the BPSRTM2

ND parametric maps were generated for each k′2.

BPSRTM2
ND values were retrieved from these images for all brain

regions. This effect was plotted with the fixed k′2 values minus
the median k′2 of all subjects for theWhole Brain method, against
the difference between BPSRTM2

ND of the fixed k′2 value and the

average BPSRTM2
ND of all subjects in the Whole Brain method. In

this study, it was chosen to report the BPND values, nevertheless
the results also apply to the distribution volume ratio (DVR) as
the values distinguish only by an offset of 1 [11]. Three brain
regions were chosen to be shown: a region with high binding
(Superior Parietal Gyrus left), a region with medium binding
(Inferior Frontal Gyrus right), and a region with low PIB binding
(Lateral Remainder of Occipital Lobe right).

A scatter plot was made to visually assess the correlation
between the BPSRTM2

ND and BPSRTMND estimations. Then a general

linear model was used to compare the values, with the BPSRTM2
ND

estimations as the independent variable and the BPSRTMND as the
dependent variable.

A Bland-Altman plot was made to evaluate the agreement
between the two BPND measurements. A p-value of 0.05 was
used as a significance threshold for all statistical analyses, and
no correction for multiple comparisons was made. All statistical

FIGURE 2 | Median k′2 parametric maps of all subjects from the PIB+ (top left), and PIB– (left bottom) groups. Shown are corresponding transaxial, and sagittal slices

of the brain. Color scales were adjusted to the same range. On the right, the histograms containing the counts of k′2 values from the voxels of the parametric maps on

the left. Black dots and lines correspond to voxels contained inside the Whole Brain VOI, in red, of voxels from the Gray Matter VOI, and in blue, from the White Matter.

The range of the histograms was adjusted to the same range of the color scale of the parametric maps.
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FIGURE 3 | Distribution of individual subject’s k′2 values per group for all methods. The boxes show the interquartile range of distribution, the solid line shows the

median k′2 value for the group, the whiskers expand up to 1.5 times the interquartile range, and the further points are the outlier subjects. In white, the values from the

PIB– subjects, and in gray, from the PIB+ patients. The dashed line corresponds to the median value from all subjects combined for the Whole Brain method.

The stars show which methods presented a significant difference between groups resulting from the t-tests.

analyses were made using RStudio [RStudio version 1.1.423,
R version 3.4.3 [37]].

Criteria for Best Method Selection
To select the best method for estimating k′2, the 13 approaches
were ranked based on the following criteria, in order of
importance: (1) absence of significant differences in k′2 values
between the groups; (2) k′2 estimation closer to the median value
of the population; (3) high correlations between BPSRTMND and

BPSRTM2
ND ; (4) linear regression’s result with a slope closest to 1,

and (5) an intercept closest to 0.

RESULTS

Parametric Maps
The k′2 parametric maps were noticeably different for PIB+
and PIB– subjects (Figure 2), with the main difference between
groups being an increase of gray matter voxel values in the
PIB– group. When observing the distribution of the k′2 values
of all voxels across the images, a discrepancy can be seen on
the height and position of the peaks and the variance of values
in the histograms (Figure 2). The PIB+ group had a peak at
0.04, and a median value of 0.05, while the PIB– group presented
values of 0.04 and 0.06, respectively. The histogram counts of gray

and white matter voxels of each image only, also revealed that
the main difference between groups was a wider distribution of
values in the gray matter voxels of PIB– subjects when compared
to PIB+ patients, although there was a shift in both peaks.

Efflux Parameter Estimation (k
′

2)
The VOI approaches for retrieving the median k′2 values yielded
different estimations (Figure 3). In general, gray matter VOIs
(i.e., GrayMatter, Frontal, Parietal, and Temporal Lobes) resulted
in a larger and statistically significant difference in k′2 estimations
between PIB+ and PIB– subjects, while white matter and
threshold VOIs did not (Supplementary Table 3). For the PIB+
group, the Parietal Lobe VOI presented the largest range of
k′2 distribution (range 0.03–0.09), and the Whole Brain, the
smallest one (0.04–0.08). For the PIB–, the largest range of
k′2 distribution was observed for the Frontal Lobe (0.04–0.13),
and the smallest for the Brainstem (0.06–0.09). Most methods
presented a statistically significant difference k′2 when compared
with the Whole Brain (Supplementary Table 4). Meanwhile,
the threshold approaches presented the smallest discrepancy in
k′2 for both groups, and, in general, this difference was not
statistically significant.

The median k′2 value using the Whole Brain method was
0.057, and the methods that presented the smallest range of
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FIGURE 4 | Plot of the relative changes in BPSRTM2
ND with relative increment of k′2. In the x-axis is the fixed value of k′2 (which varied from 0.005 to 0.09 with a step of

0.005) minus the median k′2 from the data of all subjects for the Whole Brain method. In the y-axis is the BPSRTM2
ND of the fixed k′2 value of a specific brain region minus

the value of the same region for the Whole Brain method. The dashed line represents a difference in BPSRTM2
ND of zero. Black dots represent data from the Superior

Parietal Gyrus left region (a region with high PIB binding), in dark gray, the Inferior Frontal Gyrus right (a region with medium binding), and in light gray, the Lateral

Remainder of Occipital Lobe right (a region with low binding of PIB).

k′2 distribution, as well as having a mean k′2 closest to the
Whole Brain value, were Threshold 0.1 and, from the anatomical
approaches, the White Matter. The first method presented k′2
values of (mean± SD) 0.05± 0.01 (range 0.04–0.08) for the PIB+
group, and 0.06± 0.01 (0.05–0.07) for the PIB–. Additionally, the
latter resulted in values of 0.07 ± 0.01 (0.05–0.1) for the PIB+,
and 0.06 ± 0.01 (0.05–0.08) for the PIB–. This White Matter
method yielded, however, an overestimation of the k′2 parameter
of 31.8% for the PIB+ group, and 4.4% for the PIB–, when
compared to theWhole Brain. Supplementary Table 3 shows the
means, standard deviations, and ranges of k′2 per group for all
methods, along with the p-value of the t-test that compared the
k′2 differences between groups.

Sensitivity Analysis
When exploring the effect of k′2 estimations on the BPSRTM2

ND , a
non-linear relationship between the parameters was observed.
This can be seen both in Figure 4, which shows the relative
change in BPSRTM2

ND as a function of the fixed k′2 value relative

to the Whole Brain BPSRTM2
ND , vs. the difference between the

fixed k′2 and the estimated value for the Whole Brain; and in
Supplementary Figure 1, which shows the BPSRTM2

ND values for
each fixed k′2. Overall, all brain regions presented a similar
relationship: a steep increase of BPSRTM2

ND with the increment of
k′2 values until it reaches a peak, followed by an exponential
decrease. It was also observed that the larger the fixed k′2, the
smaller the change in BPSRTM2

ND was. It could further be seen that

for regions with more binding, the BPSRTM2
ND was more sensitive

to deviations in k′2.

Correlation of Binding Potential Values
From SRTM and SRTM2
The general linear model suggested a strong correlation between
BPSRTMND and BPSRTM2

ND for all methods (Table 1, Figure 5), with
higher R² values for PIB– subjects and with all results being
significant. For the PIB+ group, the smallest R² was 0.79, for
Frontal and Parietal Lobe methods, while the highest was 0.83
for Cerebrum + Brainstem, Temporal Lobe, Brainstem, and
threshold methods. For the PIB–, the smallest R² was 0.85 for the
Parietal Lobe, and the highest correlation was 0.88 for the Whole
Brain, Cerebrum + Brainstem, and the threshold methods. The
slope furthest from 1 was 0.67 for the PIB+ patients, when using
the White Matter + Brainstem method, while the closest to 1
slope was 0.95 when using the Parietal Lobe VOI. Additinally,
for the PIB– subjects, these values were, 0.99 when using the
SPM method, and 0.86 when using the Temporal Lobe VOI,
respectively. Thresholdmethods were not the closest to 1 for each
group individually, however this approach had the overall best
performance (slope of 0.86 for PIB+; and for PIB− 1.02, 1.03,
and 1.05 for Threshold 0.01, 0.05, and 0.1 respectively).

Bias Assessment
The bias between BPSRTMND and BPSRTM2

ND for different methods

revealed a negative trend that was proportional to BPSRTMND for
the PIB+ patients, and showed a more disperse distribution for
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TABLE 1 | Results from the general linear model comparing BPSRTMND and BPSRTM2
ND

from different methods.

Method PIB+ PIB–

Whole brain R² 0.82 0.88

Intercept 0.05 −0.03

Slope 0.88 1.02

Cerebrum + brainstem R² 0.83 0.88

Intercept 0.05 −0.03

Slope 0.81 0.97

Gray matter R² 0.82 0.87

Intercept 0.06 −0.04

Slope 0.89 0.97

Frontal lobe R² 0.79 0.86

Intercept 0.10 −0.04

Slope 0.95 1.07

Parietal lobe R² 0.79 0.85

Intercept 0.10 −0.03

Slope 0.88 1.08

Temporal lobe R² 0.83 0.86

Intercept 0.03 −0.04

Slope 0.80 0.86

White matter R² 0.83 0.87

Intercept 0.04 −0.03

Slope 0.73 0.98

Brainstem R² 0.83 0.87

Intercept 0.04 −0.03

Slope 0.73 0.98

White matter + brainstem R² 0.81 0.87

Intercept 0.03 −0.04

Slope 0.67 0.88

Threshold 0.01 R² 0.83 0.88

Intercept 0.06 −0.03

Slope 0.86 1.02

Threshold 0.05 R² 0.83 0.88

Intercept 0.06 −0.02

Slope 0.86 1.03

Threshold 0.1 R² 0.83 0.88

Intercept 0.06 −0.02

Slope 0.86 1.05

SPM R² 0.81 0.87

Intercept 0.09 −0.04

Slope 0.86 0.99

All values were statistically significant.

the PIB– subjects (Figure 5, Table 2). Nearly all methods resulted
in a statistically significant bias in BPSRTM2

ND for the PIB– group.
For the PIB+ group, the only methods that did not result in a
significant bias were the ones based on three different thresholds,
Gray Matter VOI, and SPM (Table 2). A wider range was
observed for the PIB+ patients (e.g., for theWhole Brain,−0.64–
0.86) than for the PIB– subjects (−0.32–0.29, same method).
The mean bias between BPSRTM2

ND and BPSRTMND when using the
Threshold 0.1 method was −0.04 ± 0.17 for the PIB+ group

(a bias of 2%, slope = 0.02, intercept = −0.05), and −0.01 ±

0.07 (a bias of 16%, slope= 0.16, intercept=−0.03) for the PIB–
group, and for the White Matter method, −0.15 ± 0.17 (a bias
of 15%, slope = −0.15, intercept = −0.05), and −0.03 ± 0.07 (a
bias of 8%, slope= 0.08, intercept=−0.04), respectively.

Ranking of the Methods
In summary, based on the results presented in the previous
section, the following ranking of the preferred methods to
estimate k′2 was: Threshold 0.1, Threshold 0.05, Threshold 0.01,
White Matter, White Matter + Brainstem, Brainstem, Whole
Brain, Cerebrum + Brainstem, Frontal Lobe, Gray Matter,
Parietal Lobe, SPM, Temporal Lobe.

DISCUSSION

In this study, different approaches of estimating the optimal k′2 to
be fixed in SRTM2 and their impact on BPSRTM2

ND were explored.
The k′2 estimation is an important step in the pharmacokinetic
analysis of dynamic PIB PET scans using SRTM2, as a bias in
k′2 affects the obtained binding potential. Although SRTM2 has
already been validated as a suitablemodel for PIB studies [10], the
fact that there is no well-defined receptor-rich region might lead
to errors in the estimation of BPSRTM2

ND , and an examination of the
consequences of wrongly determining k′2 has not yet been done.

For both PIB+ patients and PIB– subjects, the cerebellum is
a region without specific binding of Aβ tracers, so it can be used
as a reference region for the pharmacokinetic modeling of the
radiotracer using SRTM2 [4, 10, 33–35]. Thus it is not expected
that there will be a significant difference between groups when
estimating k′2, as has already been seen from previous studies
[38]. Therefore, it is important to consider this when selecting
a method.

The main difference between groups is that the PIB+ subjects
present an accumulation of Aβ plaques on the cortex [3], and
thus a higher binding of PIB in these areas, while the PIB–
subjects do not, as was seen in the histograms of Figure 2.
Because of this discrepancy, it was not a surprise that the SPM
VOI was composed mainly of gray matter voxels. Furthermore,
this distinction between k′2 group values is the most probable
explanation for the poor performance of gray matter (i.e.,
Gray Matter, Frontal, Parietal, and Temporal Lobes) and SPM
methods, especially in the PIB– group. This difference between
groups, which can be seen in Figure 2, also shows that not all
brain regions might be suitable for estimating k′2, as the value
for this parameter depends on which group the subject belongs
to. This further demonstrates that, although the theoretical
assumption of SRTM2 is that k′2 should be constant across the
brain, it is not the case in practice.

Moreover, threshold based approaches guarantee that only
voxels with some minimal elevated level of PIB binding were
included within the VOIs used for the k′2 estimation. Since PIB
does not have a specific target region, these methods might be the
best approaches when using SRTM2. Furthermore, this selection
of voxels may also explain why there was a smaller difference in
k′2 between groups for these methods (Figure 3).
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FIGURE 5 | Scatter plot showing BPSRTM2
ND estimates (y-axis) from Threshold 0.1 (top left) and White Matter (top right), and BPSRTMND values (x-axis). Lines resulting from

the linear regression applied to the data are also shown, a full line for the PIB+ group, and a dashed line for the PIB–. Results of the linear regression are given in boxes

at the bottom right corner of each plot. Bland-Altman plot showing the difference between the values of BPND assessed by different SRTM2 methods (by Threshold

0.1 on the bottom left, and by White Matter on the bottom right) from SRTM. The full line is at the mean difference values for the group, and the dashed lines delimit

the 95% agreement interval (at mean ± 1.96 × standard deviation). Dark gray circles represent data from the PIB– patients, and light gray, from the PIB+ subjects.

The preferred method for estimating k′2 should be using
plasma input. However, blood data is not always available, as
in the case of this study, and, therefore, there is a need for
finding the best way of estimating this parameter directly from
the image since it influences the BPSRTM2

ND value. A previous study
by Price and colleagues [34] estimated these parameters using
plasma input compartmental modeling, and they found a ratio

of non-specific trapping ( k5
k6
) of 1.4 and an average clearance for

target tissues (k2) was of 0.144. With these measurements, an

estimation of k′2 can be done using k2
′ =

k2

(1+
k5
k6
)
, resulting in

a k′2 of 0.055. This value is close to the median k′2 value of 0.057
found in the present study. Interestingly, k′2 estimates using white
matter methods (i.e., White Matter, Brainstem, andWhite Matter
+ Brainstem) diverged the most from this expected value for
both groups. Meanwhile, gray matter methods only deviated for
the PIB– group. From this observation, it might be concluded
that regions without specific binding of PIB might result in a k′2
overestimation. Furthermore, PIB retention has been shown to
be similar in white matter for both AD patients and HC subjects

[4], which explains the absence of differences between groups for
these methods.

The results presented in the previous section showed that an
overestimation of k′2 might not be an issue as this would lead
to a smaller bias in BPSRTM2

ND than when underestimating k′2.

Slight changes in low k′2 values yield larger shifts in BPSRTM2
ND

estimation, while for larger k′2 values, smaller shifts in BPSRTM2
ND

were observed. Because of this behavior, it is better to impose a
lower boundary on k′2, to secure a smaller bias in BPSRTM2

ND . This
limit could be around 0.04, since most of the estimation across
methods and subjects were higher, and the sensitivity plot showed
larger biases for k′2 values below 0.04 (Supplementary Figure 1).
Because the actual k′2 estimation can be substantially different
between subjects, it is not recommended to fix k′2 to a single
value across all subjects or to use a population based value.
Based on all results presented, a ranking of the methods was
done. The method Threshold 0.1 was the one that presented
the highest correlation between BPSRTMND and BPSRTM2

ND for both
groups. Moreover, it did not show a significant difference in
estimated k′2 between groups and resulted in a median k′2
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TABLE 2 | Results from the bias assessment comparing BPSRTMND and BPSRTM2
ND from different methods.

Method PIB Mean SD Min Max Intercept Slope p-value

Whole brain PIB+ −0.027 0.169 −0.645 0.856 −0.007 −0.030 0.022*

PIB– −0.024 0.066 −0.317 0.287 −0.035 0.085 <0.001*

Cerebrum + brainstem PIB+ −0.088 0.163 −0.677 0.747 −0.027 −0.094 <0.001*

PIB– −0.036 0.063 −0.323 0.223 −0.042 0.054 <0.001*

Gray matter PIB+ −0.016 0.169 −0.655 0.821 −0.032 0.025 0.067

PIB– −0.042 0.065 −0.348 0.336 −0.050 0.065 <0.001*

Frontal lobe PIB+ 0.065 0.193 −0.600 1.038 −0.014 0.117 <0.001*

PIB– −0.025 0.076 −0.346 0.538 −0.046 0.174 <0.001*

Parietal lobe PIB+ 0.011 0.186 −0.696 0.895 −0.017 0.042 0.004*

PIB– −0.022 0.081 −0.324 0.686 −0.044 0.190 <0.001*

Temporal lobe PIB+ −0.108 0.164 −0.787 0.648 −0.066 −0.063 <0.001*

PIB– −0.062 0.066 −0.386 0.226 −0.059 −0.028 0.007*

White matter PIB+ −0.152 0.170 −0.797 0.690 −0.054 −0.151 <0.001*

PIB– −0.029 0.066 −0.308 0.239 −0.039 0.083 <0.001*

Brainstem PIB+ −0.153 0.170 −0.797 0.690 −0.059 −0.151 <0.001*

PIB– −0.029 0.066 −0.308 0.239 −0.039 0.089 <0.001*

White matter + brainstem PIB+ −0.197 0.184 −0.879 0.628 −0.055 −0.223 <0.001*

PIB– −0.052 0.065 −0.371 0.138 −0.051 −0.014 0.179

Threshold 0.01 PIB+ −0.039 0.166 −0.655 0.820 −0.053 0.021 0.121

PIB– −0.023 0.066 −0.306 0.288 −0.037 0.132 <0.001*

Threshold 0.05 PIB+ −0.041 0.166 −0.656 0.816 −0.054 0.020 0.144

PIB– −0.020 0.067 −0.301 0.298 −0.035 0.140 <0.001*

Threshold 0.1 PIB+ −0.042 0.166 −0.657 0.812 −0.053 0.019 0.170

PIB– −0.015 0.070 −0.292 0.315 −0.032 0.156 <0.001*

SPM PIB+ −0.013 0.173 −0.645 0.856 −0.027 0.022 0.127

PIB– −0.038 0.067 −0.340 0.352 −0.050 0.107 <0.001*

*p < 0.05.

value closest to the expected value, as estimated before [34].
Therefore, the Threshold 0.1 method is the recommended
approach for the SRTM2 voxel-based analysis of dynamic PIB
PET images. While this study was done using a voxel-based
modeling approach (SRTM2), some of the results can be extended
to VOI-based modeling [such as regional time-activity curves
(TAC)]. However, the delineation of the threshold VOIs was
done using the BPSRTMND parametric maps, and these maps are
not available when performing TAC analysis. Thus, in the case
of VOI-basedmodeling, it might be optimal to select a predefined
VOI fromwhere to estimate k′2. In this scenario, theWhiteMatter
VOI seems to be the recommended region for estimating k′2,
for the same reasons that Threshold 0.1 was recommended for
voxel-based analysis.

In this study, all analyses focused on the use of a reference
tissue approach. Previous studies have shown that there is a
high correlation between BPSRTMND and BPND delivered by a
plasma-input two-tissue compartment model [10]. Since plasma
input data was not available for this study, no comparison with
the ground truth could be done, although there was a good
agreement between the median k′2 estimated from all subjects
and that seen in previous studies [10, 34]. Furthermore, another
limitation was the lack of a measure for quantifying the accuracy

of the parametric maps generated using both SRTM and SRTM2.
Moreover, this study was performed using PIB as a radiotracer,
but it can be assumed that the same results are applicable to
other tracers, such as [18F]Florbetapir, [18F]Florbetaben, and
[18F]Flutemetamol, since their target is also the deposit of Aβ

plaques in the brain [39]. However, further research is required
to confirm this.

In conclusion, this study aimed to assess the optimal method
for deriving and fixing k′2 to measure the binding potential
with SRTM2. It was found that the different approaches tested
yielded distinct k′2 estimates across methods and subject groups,
which, in turn, affected BPSRTM2

ND estimates. In this study, it was

found that setting a threshold on BPSRTMND to select brain regions
or voxels to estimate k′2 is the best method for voxel-based
pharmacokinetic modeling of PIB PET scans.Moreover, for VOI-
based analysis of the images, a white matter volume of interest to
derive k′2 is a good alternative.
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In this review, we will summarize the past and current state-of-the-art developments in

attenuation and scatter correction approaches for hybrid positron emission tomography

(PET) and magnetic resonance (MR) imaging. The current status of the methodological

advances for producing accurate attenuation and scatter corrections on PET/MR

systems are described, in addition to emerging clinical and research applications.

Future prospects and potential applications that benefit from accurate data corrections

to improve the quantitative accuracy and clinical applicability of PET/MR are also

discussed. Novel clinical and research applications where improved attenuation and

scatter correction methods are beneficial are highlighted.

Keywords: positron emission tomography/magnetic resonance imaging, attenuation correction, scatter

correction, positron emission tomography image quantification, magnetic resonance-based attenuation

correction

INTRODUCTION

Hybrid positron emission tomography/magnetic resonance (PET/MR) systems for clinical imaging
have been first introduced nearly a decade ago, with systems capable of either sequential or
simultaneous image acquisition. The first concept studies for successful combined PET/MR
measurements were initially performed in 1996 [1]. After solving several technical challenges
due to the complexity of integration of PET and MR, the first commercial whole-body PET/MR
systems were installed in 2010 [2, 3]. PET/MR instrumentation has been an active field and
has been discussed in several review articles [4–9]. The introduction of simultaneous PET/MR
systems for clinical use has been suggested to mark a paradigm shift for neuroimaging, and
the combination of both systems offers a multitude of advantages [10–12]. As can be seen in
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several clinical and research scenarios, PET/MR offers many
advantages over positron emission tomography/computed
tomography (PET/CT) or standalone MR.

Fusion information of MR and PET provides advantages
over PET and computed tomography (CT) in neurological
applications, as overlayingMR and PET image supplies improved
diagnostic information in characterization of many conditions
[13]. Beyond image fusion,MR offers a library ofmultiparametric
imaging information from morphology, function to even
metabolism that cannot be obtained from CT. MR has also
an excellent sensitivity in capturing the small changes in
brain structure and function [14]. PET on the other hand,
offers a high specificity and a wide quality of radiotracers
applicable for investigation of numerous molecular targets [14].
Potential applications include metabolism, receptor function,
neurotransmitter distribution, inflammation, antigen targeting,
and tissue perfusion. Thus, PET/MR unlocks amultitude of novel
research and diagnostic applications. To improve data synergy
between PET and MR, the focus from hardware integration
has shifted to development of integrated data processing and
analyses [14]. It is clear that both the research and the diagnostic
capabilities of hybrid PET/MR could be extended from that of
PET/CT, once fusion information from PET and MR is realized
in a more complementary fashion.

However, as PET imaging is severely affected by both photon
attenuation and scatter, effective data corrections for both
physical phenomena are needed to produce quantitative images
reflecting the true spatial distribution of the radiotracer. The
physical basis of both scatter and attenuation is explained in
detail in review papers of Zaidi and Hasegawa [15], Zaidi
and Montandon [16], and Martinez-Möller and Nekolla [17].
Thus, a prerequisite to these corrections is the availability of an
accurate attenuation map containing the attenuation coefficients
for 511-keV photons at each voxel [17], which makes attenuation
correction fundamental to produce visually and quantitatively
accurate PET images. Shortly after the introduction of the
first commercial PET/MR systems, this became a fundamental
limitation of the modality, until the methodological challenges
were addressed and effective methods were introduced.

Rotating transmission sources and a bilinear scaling
procedure with CT can be applied for attenuation correction
on standalone PET and PET/CT systems, respectively [18].
On PET/MR, there are two basic methodological challenges
related to attenuation correction. First, MR-based attenuation
correction (MRAC) is a challenge due to the very basic idea of
what MR images represent—proton density and relaxation time
properties of biological tissues [17]. However, for attenuation
correction purposes, tissue electron density information needs to
be resolved. Therefore, there is no standardized transformation
procedure that can translate the MR tissue intensities to tissue
attenuation properties as in CT-based attenuation correction
(CTAC). An equally important second challenge is the short T2∗

relaxation time of bone, which makes it hard to delineate bone,
unless MR sequences based on ultrashort echo time (UTE) or
zero echo time (ZTE) sequences are used [19].

Thus, the main challenges in MRAC originated from
deriving bone density information on an individual basis and
differentiating bone in MR images. These two challenges led to

the first clinically implemented MRAC methods ignoring bone
entirely in the body and brain region and replacing bone with
soft tissue. However, neglecting bone in attenuation map in the
head region was shown to cause large, spatially varying bias
in regions close to bone, such as in the cortical regions of the
gray matter with errors of magnitude across the brain ranging
from −10 to −25% [20, 21]. These errors could also be visually
regarded as cortical hypometabolism, representing a potential
factor for misdiagnosis, thus impairing the diagnostic quality of
the PET/MR images [20, 21]. This led to a large and active field of
methodological development in MRAC.

To account for these challenges, a multitude of innovative
methods for MRAC were developed over the course of years
following the introduction of the first simultaneous PET/MR
systems. These methods are well-summarized in the excellent
review papers of Martinez-Möller and Nekolla [22], Hofmann
et al. [23], Berker and Li [24], Bezrukov et al. [18], Chen
and An [25], Izquierdo-Garcia and Catana [26], Keereman
et al. [17], Wagenknecht et al. [27], and Mehranian et al.
[28] and partially in Teuho [29]. These methods have been
proven to be fairly accurate, as a recent multicenter study
with 11 MRAC methods and three radiotracers including [18F]-
fluorodeoxyglucose ([18F]-FDG), [11C]-Pittsburgh compound
B ([11C]-PiB), and [18F]-Florbetabir showed. The methods
included have an average global performance within ±5% of
CT-based reference [30]. To illustrate this, Figure 1 shows the
reported global bias and standard deviation of the methods
reported in the MR-Based Attenuation Correction for PET/MR
Neuroimaging section, where applicable.

Thus, while the challenge of improving accuracy of MRAC
with adult brains with normal anatomy can be considered
to be solved [30, 47], future methodological advances are of
interest. It seems that the focus of methodological research in
MRAC is now shifting on improving the accuracy of the existing
methods and applying them to novel clinical and research
applications. While the accuracy of MRAC is no longer the
major methodological problem, increasing accuracy is always
desirable [36] in combination of the assessment and application
of MRAC methods for more challenging clinical and research
applications. Therefore, any application that involves detection
of subtle changes in the brain, such as dementia trajectory or
epilepsy lesion detection, will benefit from increased accuracy of
MRAC and subsequently from accurate scatter correction.

In addition to attenuation correction, scatter correction
is one of the major quantitative corrections performed in
PET, as the fraction of scattered photons in three-dimensional
(3D) PET acquisitions in the brain region can be increased
to over 30% [48]. Both attenuation and scatter correction
are related, as the attenuation sinogram is used in the
calculation of the scattered photons when performing single
scatter simulation (SSS). A few reports have investigated the
effects of the accuracy of the attenuation map on scatter
correction. These investigations unanimously concluded that the
errors in the attenuation map introduced to calculated scatter
sinograms are much smaller than errors produced by incorrect
attenuation correction [49–52]). While scatter correction has
not been a major issue to be addressed for neurological
PET/MR imaging, developments in scatter correction are
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FIGURE 1 | A scatter plot diagram that contains the reported global average bias and standard deviation in percentage of the methods included in this review. It can

be seen that majority of the published methods perform with a mean bias up to ±5% in positron emission tomography (PET) evaluation. Most of the methods also

have a mean bias in the range of the difference (−6 to +4%) to what was previously reported in a phantom study between different positron emission

tomography/computed tomography (PET/CT) and positron emission tomography/magnetic resonance (PET/MR) systems [31]. Segmentation-based methods: 1–4

[30] MR-ACDIXON, MR-ACUTE, MR-ACCAR−RiDR, MR-ACRESOLUTE; 5 [32] 6-class discrete; 6 [33] ZTE; 7 [34] ZTE; 8 [35] ZTE; 9 [36] ZTE. Atlas-based methods: 10–15

[30] MR-ACONTARIO, MR-ACMUNICH, MR-ACSEGBONE, MR-ACUCL, MR-ACMAXPROB, MR-ACBOSTON; 16 [37] Single-atlas; 17 [38] Pattern recognition; 18–19 [39] Mean

atlas, PASSR; 20 [40] GMM regression; 21 [41] UTE; 22 [42] Atlas; 23 [43] U-net AC; 24 [44] Single-template. Emission-based methods: 25 [30] MR-ACMLAA, 26 [45]

MR-MLAA, 27-29 [46] MLAA, P-MLAA+, P-MLAA++.

also beneficial for increasing the quantitative accuracy of
PET images. Consequently, methodological developments that
increase the accuracy of attenuation correction will also result in
minimization of errors in scatter correction.

MR-BASED ATTENUATION CORRECTION
FOR PET/MR NEUROIMAGING

A multitude of MRAC methods have emerged, and significant
methodological advances have been made in the PET/MR
field of neuroimaging, since the introduction of the first
PET/MR systems. Attenuation correction for PET/MR can
be performed based on anatomical MR images, PET data-
driven approaches, or a combination of both. The attenuation
correction strategies can be roughly divided into (a) methods
based on image segmentation, (b) atlas or database approaches
including machine learning methods, and (c) emission data-
driven approaches, which use PET data alone or in synergy
with existing magnetic resonance imaging (MRI) data. A strict
division between methods is challenging, as some of the
methodology can be used in combination, e.g., segmentation
and template. Table 1 contains a generalized summary of the
methodology between different MRAC methods, with concerns,
solutions, and future directions.

For a complete list of methods, we refer to the excellent review
papers of Hofmann et al. [22], Berker and Li [23], Bezrukov et al.
[53], Izquierdo-Garcia and Catana [18], Keereman et al. [25],

Wagenknecht et al. [27], Chen et al. [26], and Mehranian et al.
[28]. The physical basis of attenuation correction concerning
PET/MR is addressed in Martinez-Möller and Nekolla [17]. In
this section, we will focus on methods that allow for bone
delineation for brain imaging applications, as methods that
ignore bone should be avoided.

MRAC Methods Based on Image
Segmentation
The aims of any segmentation-basedMRACmethod are to divide
the tissues from MR images into specific classes and to assign
the attenuation coefficients either based on predefined value
or determining that value individually. The number of classes
used depends on the method, where three tissue classes (bone,
soft tissue, air) are considered the minimum, while additional
classes might improve the accuracy. The first methodological
challenge is to ensure that tissues are segmented and classified in
an accurate and reproduciblemanner, so that the overlap between
tissues that have large differences of attenuation coefficients is
minimized, such as bone (0.151 cm−1) and air (0.0 cm−1).
Challenging regions to segment are those that include, e.g.,
tissue interfaces such as the sinus region. Challenges for image
segmentation for UTE and ZTE can be found, e.g., in Delso et al.
[54, 55] and Aasheim et al. [56].

The tissues in the head region might be roughly divided into
the following classes: soft tissue (0.094–0.100 cm−1), adipose
tissue (0.086–0.093 cm−1), air cavities, and bone. A further
division can be made between the nasal cavities (sinus region),
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TABLE 1 | Generalized summary of the methodology between (a) segmentation-, (b) template-, and (c) emission-based MRAC methods. Essential concerns, potential

solutions, and future directions are highlighted.

Segmentation Atlas Emission

Requirements MRI image data—T1, T2, UTE, ZTE. Database of CT-MRI-PET images. Emission data.

Need to ensure Quality of the segmented images (no

signal voids, artifacts) and the accuracy

of segmentation.

High number of subjects for database

creation and method validation, especially

for deep learning.

High quality of the emission data by

accurate corrections and calibrations.

Specific advantages Subject-specific anatomy and

anatomical variation is accounted for,

fast and simple to implement.

Continuous attenuation coefficients for

the entire head region.

Can estimate attenuation in the

presence of signal voids and implants.

Specific disadvantages Robustness in challenging anatomical

regions (e.g., sinuses) or presence of

MRI artifacts.

Accounting anatomical and attenuation

coefficient variability.

Non-emitting objects remain invisible.

Issues that have been addressed since

previous reviews

Subject-specific continuous attenuation

coefficients can be derived with R2* or

ZTE intensity to HU calibration.

Bone/air delineation in challenging

regions can be improved with additional

masks and templates.

Methods have been applied to

challenging datasets, such as tumor

imaging and pediatrics.

Computational burden can be reduced

by using GPUs.

Web-based pipelines have been

implemented to ensure that methods are

usable outside specific research centers

which do not have access to large

datasets or are computationally intensive.

Crosstalk reduced with TOF,

high-quality data corrections,

calibrations, and anatomical priors.

Quantitative accuracy is now

comparable to atlas- or

segmentation-based methods.

Clinical validation with a high number of

patients has been performed.

Remaining issues that need to be

addressed in the future

Image intensity uniformities due to

B0/B1 inhomogeneities and image

noise.

Signal voids due to metal implants or

dental fillings.

Wider availability and application of the

methodology for both research and

clinics.

Validation of deep learning algorithms

with various datasets and across

PET/MR systems. Potential ethical issues

when using web-based pipelines.

Specific data requirements and

calibrations needed if applied in the

clinical routine.

Applicability across various radiotracers

with specific uptake.

Suggested countermeasures to

remaining issues

Implement assisted regional

segmentation or improved MR

sequences to countermeasure implants

or signal voids.

Implement emission-based attenuation

correction to account the regions where

MR signal is not available.

Ensure the availability of the methodology

if no intellectual property or ethics issues

do not permit to share the methodology.

Open access databases of CT–MRI–PET

datasets for both training and validation of

algorithms, especially for deep learning.

Solve the need for large paired datasets

by the use of algorithms for deep learning

which apply unpaired data (CycleGan).

Provide routine quality control protocols

to ensure the consistency of

calibrations performed.

Apply the methodology for more

challenging radiotracers.

MRAC, magnetic resonance-based attenuation correction; MRI, magnetic resonance imaging; UTE, ultrashort echo time; ZTE, zero echo time; CT, computed tomography; PET, positron

emission tomography; HU, Hounsfield unit; GPUs, graphics processing units. Essential concerns, potential solutions, and future directions are highlighted.

different classes of bone (spongy and cortical: 0.130–0.172 cm−1),
and different brain tissues (gray and white matter: 0.099 cm−1,
cerebrospinal fluid: 0.096 cm−1). Each of these tissues has a
different attenuation coefficient, which might vary on an inter-
or intrapatient basis. Thus, the most preferable way would be to
account and assign the attenuation coefficients on an individual
basis. This would reduce the variation caused by the differences
in individual anatomy and different patient groups. Thus, the
second methodological challenge is to account for the variation
of attenuation coefficients in tissues and in patients.

Segmentation-based methods are popular due to ease of
implementation and low computational cost. Multiple methods
based on segmentation of T1-weighted images have been
proposed. Zaidi and Fei proposed using T1-weighted MRI
images, which are co-registered to PET data and segmented by
fuzzy C-means clustering to air, scalp, skull, gray matter, white
matter, and nasal sinuses [57, 58]. Statistical parametric mapping

version 8 (SPM8) has also been applied to extract the bone
component from T1-weighted images, which is added to the
Dixon-based attenuation map [59, 60] or by deriving a three-
to six-class attenuation map from T1-images alone [32, 61]. The
advantage of these methods is that they are straightforward to
apply across multitude of datasets, as the only requirement is
access to T1 data, which is collected routinely. In addition to T1-
weighted MR images, methods based on segmentation of [18F]-
sodium fluoride ([18F]-NaF) PET [62] or on a combination of
segmentation and a fixed point source have been applied [63].

Methods based on bone delineation from short echo time
(STE) sequences such as UTE or ZTE have become one of the
most popular fields in segmentation-based MRAC. To visualize
and account for bone, UTE-based methods were introduced in
Keereman et al. [64], Catana et al. [65], and Berker et al. [66].
While these methods showed improvements in the visual and
quantitative accuracy of PET images, inconsistencies in bone
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delineation were reported with UTE [21, 56, 67, 68], which later
resulted in improved segmentation methods andMRI sequences.
After the introduction of UTE, methods based on ZTE emerged
[55, 69, 70]. With both UTE and ZTE, the development of more
advanced segmentation techniques and new MRI sequences has
been an active field of research, to increase the accuracy of bone
delineation and segmentation.

To improve the quality of segmentation, several techniques
have been applied. One is to use regional masks [71] or
anatomical templates [36] to assist in the delineation of different
tissues. Specific masks for challenging regions such as the sinus
cavities have been also proposed [72, 73]. Delineation of tissues
based on tissue clusters from dual echoUTE has also been applied
[54]. Recently, improved segmentation with UTE was achieved
by using custom templates and tissue probability maps with
statistical parametric mapping version 12 (SPM12) segmentation
engine to improve the delineation of both air and bone [74].
Machine learning techniques have also been used to refine
the quality of the attenuation maps derived with UTE and
could potentially be applied in any segmentation-based MRAC
method [75].

Improved MRI sequences for UTE include STE/Dixon and
fuzzy clustering [76], improved UTE using point-wise encoding
time reduction with radial acquisition (PETRA) [77] or likewise
a fast dual-echo ramped hybrid encoding (dRHE) [78], and
reduction of eddy current artifacts [79]. Sequences based on
triple-echo UTE have also been applied [66, 79, 80]. These
methods have shown improvements in terms of accuracy of the
attenuation map, PET image quality, and quantitative accuracy,
compared to UTE-based methods introduced previously. Recent
developments include also the use of 3D radial ZTE imaging [81],
which is primarily a proton density-weighted sequence. Several
studies on successful use of ZTE-based methods on MRAC have
been published recently [55, 69, 70, 72] in addition to assessment
of repeatability [82].

Nevertheless, all previously described methods assign discrete
linear attenuation coefficients to each class. Methods that
apply continuous attenuation coefficients for bone have been
introduced to address the limitations with discrete attenuation
coefficients. A common factor for these methods is to apply
a calibration curve (sigmoid, polynomial, or linear function)
between the relationship of Hounsfield unit (HU) values vs. R2∗

values or ZTE intensities. This allows for mapping of the MR
intensities in the bone region to HU values on a voxel basis. HU
to R2∗ mapping has been successfully applied in Navalpakkam et
al.; [41], Ladefoged et al. [71], Baran et al. [74], and Juttukonda
et al. [83], while HU to ZTE intensity transformation has been
applied in Khalifé et al. [84] and Yang et al. [72]. The performance
of methods using continuous attenuation values is generally
considered superior over discrete-tissue methods.

In summary, it can be seen that methods based on UTEs,
such as UTE and ZTE, have become a very popular option for
segmentation-based MRAC as they allow us to visualize and
segment bone with fairly good accuracy, addressing the first
challenge, which is the delineation of skull bones. Previously,
segmentation-based methods were limited by assigning fixed
attenuation coefficients to bone, but lately, this problem has

been circumvented by implementing calibration curves between
HU and R2∗ or HU and ZTE intensities, addressing the second
methodological challenge. However, there are several regions,
such as air–tissue interfaces in the sinus cavity, which are
still challenging for segmentation-based methods. To account
for this challenge, a multitude of techniques from improved
MR acquisition to masks and templates to assist segmentation
have been applied, helping to improve the accuracy of the
available methods.

Methods Based on Atlas or Database
Approaches Including Machine Learning
Atlas- or template-based methods are typically based on using a
co-registered database or atlas of CT and MR images. Methods
can be further divided into approaches applying a single
probabilistic atlas or a multiple atlas. To create a substitute
CT, the subject MR image is matched to an MR image in the
database or a predefined template. The best match is determined
using a predefined similarity metric. Thereafter, the purpose
is to create a CT substitute corresponding to subject anatomy
with continuous attenuation coefficients for the whole image
volume, usually referred to as pseudo-CT. The substitute pseudo-
CT is usually created in a volume-by-volume, slice-by-slice, or
voxel-by-voxel basis, using a trained classifier, image intensity
mapping, or registration techniques. Recently, methods based on
machine learning or deep learning techniques have also become
increasingly popular.

The most straightforward implementation is to use a single
atlas in combination of a predefined template. Templates can
be created by taking an average of multiple co-registered CTAC
or transmission-based attenuation correction (TXAC) images
to represent mean attenuation coefficients and anatomical
variability in a given population [85]. Template-based
approaches using registration and nonlinear wrapping of a
predefined TXAC or CTAC template to the individual subject
anatomy using SPM have been proposed [44, 86]. SPM8 has
also been used to perform segmentation and state-of-the-art
registration with a probabilistic template to derive a pseudo-CT
[87]. Similar approaches have been implemented by either
wrapping of a CT atlas to the patient MR image using a
two-step registration [88] or registering a subject MR image
to an MR template and mask pair, followed by a two-step
registration to delineate bony regions with the mask [89].
Limitations of the single-atlas approaches include ignoring
the intersubject variation of attenuation coefficients and that
the anatomical transformation might be prone to errors in
registration between the template and subject images, especially
with non-conventional anatomy or in the presence of disease.

Several methods based on a multiatlas approach have been
introduced, where an atlas of multiple pairs of CT and anatomical
MR images is used to derive patient-specific substitute pseudo-
CT either by intensity mapping or by registration. Several
approaches to derive the pseudo-CT substitute exist, such as
using patches to match CT and MRI intensities [90, 91] or image
registration techniques [50, 92–94]. The substitute pseudo-CT
can be also derived by linking the intensities between CT and
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MR images with a trained model, such as using a Gaussian
mixture regressionmodel with probabilistic measures [40, 95, 96]
or a Gaussian mixture model based with patches [97]. While
methods using multiple atlases are inherently more complex
and computationally intensive, they are able to overcome the
limitations of single-atlas approaches [98].

Probabilistic measurers in combination of atlases have been
also applied for pseudo-CT creation, which can be used to
improve the quality of segmentation or to generate continuous-
valued attenuation maps [39, 53, 99]. In addition, pattern
recognition [38] or machine learning techniques [41] have
been successfully applied. Machine learning applying a random
forest regression with patch-based anatomical signatures was
used to generate pseudo-CT from T1-weighted images in
Yang et al. [100]. Recently, several methods based on deep
learning have also become increasingly popular in the creation
of a suitable attenuation maps for MRAC.

Santos Ribeiro et al. [101] proposed a feed-forward neural
network to directly output a continuous-valued head attenuation
map by nonlinear regression of several UTE images and
a template-based MRAC map. Gong et al. [102] used a
convolutional neural network with Dixon images only or in a
combination of Dixon and ZTE images to generate a continuous
valued attenuation map. Similarly, a deep convolutional neural
network that derived attenuation maps based on ZTE images was
shown to outperform both ZTE and atlas-basedmethod in Blanc-
Durand et al. [43]. Interestingly, while most evaluations have
been performed with adults with normal anatomy, Ladefoged
et al. [103] evaluated deep learning methods in pediatric brain
tumor patients, with robust performance. The preliminary results
obtained with these methods are encouraging.

However, it would be advantageous if conventional MR
images collected routinely or PET data could be used to obtain an
attenuation map. The use of deep convolutional neural networks
with T1 images only has been reported in Han [104] and Liu et al.
[105], and they have been applied also to synthetize a pseudo-
CT from patient-specific transmission data [106]. Recently, Liu
et al. [107] proposed to use only uncorrected PET images with
a deep convolutional encoder-decoder network to generate a
pseudo-CT. Very recently, a multiparametric MRI model was
also suggested to generate pseudo-CT maps based only on Dixon
MRI images and was evaluated on head and pelvic images
[108]. Among other benefits, these methods also show a great
potential for whole-body applications. Finally, any deep learning
methodology conventionally requires a large dataset of paired CT
andMRI images. Recently, methods based on unpaired image-to-
image translation using Cycle-Consistent Generative Adversarial
Networks (CycleGan) [109] have been applied to pseudo-CT
generation [110, 111], which might circumvent this requirement.

In summary, the atlas or database approaches range from
simple single-template methods to complex approaches, allowing
us to derive continuous attenuation coefficients not just in
bone but also in a range of tissues. There is also a multitude
of good methods available. Most of these methods, however,
have been solely applied in research context. Until recently,
a few promising studies in using atlas-based approaches on
non-normal populations such as pediatric patients and in brain
tumors have emerged. Naturally, pediatric patients require that

an atlas fit for different anatomy will be created. In this regard,
the research questions on the applicability of the atlas-based
methods for more challenging clinical and research applications
is being addressed.

Recently, several machine learning approaches have emerged,
which can be applied in a flexible manner. They can be applied in
conjunction with segmentation- or emission-based methods, to
refine the quality of the segmentation or the resulting attenuation
maps. A very promising aspect is that machine learning methods
might be able to create accurate attenuation maps solely on
conventional T1 and T2 data or from non-attenuation-corrected
PET images alone, without requiring specific sequences such
as UTE or ZTE. While these methods have initially shown
promising results, they need to undergo further validation studies
to investigate their applicability in larger patient groups, different
datasets, and a variety of radiotracers, in case PET images are used
to derive an attenuation map.

Emission-Based Attenuation Correction
Approaches for PET/MR
Emission-driven methods allow for estimating attenuation maps
(a) based on reconstruction of emission data alone, (b) based on a
combination of jointly reconstructed emission and transmission
data, and (c) by the use of information from scattered
coincidences, background radiation, or radiating sources. An
extensive and thorough review of the methods that apply
emission data for attenuation correction in PET and single-
photon emission computed tomography (SPECT) was conducted
by Berker and Li [22]. In this section, we will focus mainly
on emerging PET/MR-specific approaches applied for clinical
imaging of the head region.

A popular approach for emission-based attenuation
correction is the maximum likelihood reconstruction of
attenuation and activity (MLAA), which was originally proposed
by Nuyts et al. [112], based on a concept introduced by Censor
et al. [113]. The MLAA method is based on simultaneous
reconstruction of both attenuation and activity using maximum
likelihood expectation maximization (MLEM) algorithm and
enables deriving an attenuation sinogram up to a constant
using measured emission data only. The accuracy of the
method is improved if high quality of the emission data can
be guaranteed.

To reduce the cross-talk and dependence on count statistics
in MLAA, the use of time-of-flight (TOF) information with
MLAA has been shown to be beneficial [114]. In addition,
incorporating spatial constraints or prior information, e.g., from
MR data, can be used to improve the MLAA estimate [115]. MR-
guided MLAA imposes MR spatial and CT statistical constraints
with a Gaussian mixture model and Markov random field
smoothness prior to improving the quality of the attenuation
map [116]. Another approach is to jointly estimate the emission
distribution and the attenuation correction factors, avoiding
the reconstruction of the attenuation map. Rezaei et al. [117]
proposed a maximum likelihood algorithm to jointly estimate
the activity distribution and attenuation correction factors
(MLACF), up to a scaling constant.

Advanced MLAA methods with additional penalty functions
might offer better performance in brain imaging as shown
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in Ahn et al. [118] and Mehranian et al. [46], which could
overcome the limitations of earlier MLAA methods for brain
imaging when compared to, e.g., atlas-based methods [42].
Recent developments in the methodology have allowed for
reaching <5% of error in brain PET quantification with TOF-
based MLAA using an MRI prior [46]. Deep learning has been
also applied to improve the quality of the MLAA for attenuation
correction in the brain using nonconventional tracers, such
as 18F-radiolabeled N-(3-fluoropropyl)-2β-carboxymethoxy-3β-
(4-iodophenyl) nortropane ([18F]-FP-CIT) used for brain
dopamine transporter imaging [119]. Thus, it would seem that
most of the limitations in the emission-based methods are
being addressed.

Methods that use either transmission sources or background
radiation have been also introduced. Improvement of the
accuracy of the attenuation maps with an external transmission
source was shown in Mollet et al. [120] and Mollet et al.
[121], with supplemental transmission sources [122], and using
different source geometries [123]. External radiation, such as
176Lu emitted by lutetium oxyorthosilicate/lutetium-yttrium
oxyorthosilicate (LSO/LYSO) scintillation crystals, could also
be used to acquire transmission data [124], or the scattered
background radiation could be used to derived an attenuation
map [125]. However, these methods have been mostly applied
solely in research context. Recently, an integrated approach that
includes a moving point source on a helical path around a
24-channel MR-receiver coil to perform a transmission scan
was introduced in Navarro de Lara et al. [126] and Renner
et al. [127], which might offer a clinically feasible approach
for transmission imaging on brain PET/MR. Finally, several
authors have highlighted the benefits of TOF in reducing the
errors in the PET images reconstructed with MRAC [84, 128,
129]. This is due to TOF reconstruction being less sensitive to
inconsistencies in emission data and data corrections such as
attenuation, normalization, and scatter [130].

It can be seen that emission-based attenuation correction is
an active field of research, where large clinical validation studies
have begun to emerge. A scale-corrected MLACF has recently
been shown to provide images that quantitatively and visually
correspond to CTAC-reconstructed PET images in 57 patients
[131]. Benoit et al. [132] studied a modified non-TOF MLAA
algorithm with a relatively large group of patients, i.e., with 204
[18F]-FDG patients, 35 [11C]-PiB patients, and 1 O-(2-[18F]-
fluoroethyl)-l-tyrosine ([18F]-FET) patient. Moreover, in a study
consisting of 34 dementia patients imaged with [18F]-FDG, an
MLAA method was compared with state-of-the-art MRAC and
CTAC, producing errors within a few percent [45]. The authors
suggested that MLAA might be useful in patients where metal
implants or other imaging challenges hinder the use of traditional
segmentation-based methods.

In summary, emission-based attenuation correction has been
an active field of research, and the methods proposed have
begun to show both increases in quantitative accuracy (errors
below 5%) and advantages compared to segmentation- or atlas-
based methods. For example, emission-based methods might be
able to estimate the attenuation coefficients in the presence of
metal implants, which would pose a problem for segmentation-

or atlas-based methods due to large signal voids. Thus, they
would be able to complement both segmentation- or atlas-based
methods in challenging cases where they fall short.

There have been traditionally two challenges in emission-
based MRAC, which have been addressed in recent
methodological studies. Originally, most methods were
validated using [18F]-FDG only and a small group of patients.
Very recently, however, the applicability of the emission-based
methods to a variety of radiotracers has been shown. Moreover,
the sensitivity of MLAA to the quality of emission data has been
addressed in the following manners. For example, by carefully
improving and ensuring the quality of both TOF calibrations
and accuracy of data corrections and by the implementation of
anatomical priors from MRI, the accuracy of the attenuation
map estimation can be improved. Deep learning methods can be
also applied to improve the quality of the emission estimate in
non-conventional radiotracers.

Status of PET/MR Attenuation Correction
for Neuroimaging for Research and Clinics
As can be seen from above, a multitude of MRAC methods
are available for research settings, where most of the presented
methods perform with good accuracy [30, 133]. While the
problem concerning the availability of accurate attenuation
correction in research settings has been solved, investigation of
new attenuation correction methods still is of interest to improve
the accuracy of the available methods for more challenging
research applications. Most of the methods presented in the
previous chapters might be also applied on PET/MR systems
of different vendors, unless a specialized, vendor-dependent
sequence or software is required.

However, it seems that there is still an ongoing discussion
whether reasonably accuratemethods have become commercially
available, especially in challenging clinical applications [134],
while the accuracy of MRAC can be considered adequate for the
majority of routine clinical situations [47]. Furthermore, future
efforts for standardization and quality control are important
for accurate and robust results in both research and clinics
and are needed for PET/MR as well [135]. In addition to
technical efforts, knowledge sharing in terms of new guidelines
and procedures for PET interpretation and reading will help
to improve clinical confidence [28, 136]. Finally, promising
methods available for research use might be eventually translated
to commercial platforms and thus result in further benefit for
clinical applications.

Perhaps the greatest challenge so far has been to present
the knowledge gained in the evaluation of different MRAC
methods in terms of clinically interpretable information. Impact
of MRAC on clinical reading is generally determined by
visual analysis, presence of visible artifacts in MRAC or
PET, lesion detectability, and standardized uptake value (SUV)
quantification accuracy in PET [28]. Recent studies have
proposed that standardized, clinical metrics need to be taken into
use for MRAC method evaluation, to make direct comparison of
method performance less challenging [30, 137]. Implementing
more advanced vendor-based attenuation correction methods
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will certainly result in an increase in the clinical evaluations
performed with MRAC.

Concerning the availability of accurate MRAC methods
outside the research setting, there are currently two state-of-the-
art vendor-based attenuation correction methods for imaging
of the brain region on the Siemens mMR and General Electric
(GE) Signa PET/MR system. The Philips Ingenuity TF is the
only PET/MR system that does not account for bone, as it uses
the method described in Schulz et al. [138]. In this regard,
while it seems that there is an overflow of MRAC methods
to be selected in the research setting, there are also vendor-
based methods available that have been successfully applied
in a multitude of evaluations in clinical setting. Increasing
the amount of clinical evaluations will undoubtedly result
in increased clinical confidence in applying the vendor-based
methods in clinical routine imaging of, e.g., dementia, epilepsy,
and other diagnostic applications.

The Siemens mMR system implements a UTE-based method
with fixed attenuation coefficients (bone: 0.151 cm−1, soft tissue:
0.100 cm−1, air: 0 cm−1) for delineating bone for the head
region, described in the paper of Aasheim et al. [56] from the
internal software version of VB20P and above. Another method
for delineating bone with continuous attenuation coefficients
using a Dixon sequence and superimposed model-based bone
compartment is presented in the paper of Koesters et al. [89].
Similarly, the GE Signa system has two methods routinely
available. The first method is based on atlas registration to
delineate bone with continuous attenuation coefficients for the
head region [88]. The secondmethod is based on a ZTE sequence,
which derives bone in the head region by segmentation of ZTE
images and assigns continuous attenuation coefficients using a
ZTE-intensity vs. HU calibration curve [69], available from the
internal software version of MP26 and above.

Clinical evaluations of the impact on MRAC with the
vendor-based methods have been performed on the Siemens
mMR using the Dixon, UTE, and model-based attenuation
correction. In the study of Werner et al., 13 patients
suspected of having dementia were imaged with [18F]-FDG.
Both UTE and Dixon-based attenuation correction were
assessed for differentiating hypometabolism [139]. In a similar
study consisting of 16 patients, both model-based and Dixon
attenuation corrections were assessed for the visual interpretation
of regional hypometabolism [140]. Both studies concluded that
the typical patterns of hypometabolism were not significantly
changed when even the most inaccurate MRAC was used.
Furthermore, several research and clinical methods were
recently assessed in terms of z-scores, with 27 patients with
suspected dementia [141]. The study concluded that while the
research methods proved superior, the model-based attenuation
correction should be preferred for diagnostic assessment in the
clinical routine.

Similar methods have also been applied in the diagnostic
evaluations in brain tumors and amyloid imaging. A study from
Rausch et al. evaluated Dixon-based attenuation correction and
the model-based method described in Koesters et al. [89], where
the authors showed no significant change in diagnosis even when
an attenuationmap without bone was used [137] in brain tumors.

Su et al. [80] showed that an attenuationmap without bone is also
sufficient for visual interpretation and clinical diagnosis when
using [18F]-Florbetapir to determine either amyloid positive or
negative status. In a very recent study, Rausch et al. [142] assessed
three vendor-based attenuation correction methods, where the
authors found no significant changes in time–activity curve
(TAC) pattern categorization in [18F]-FET PET and that tumor
grading seems to be feasible, regardless of the choice of the MR-
AC method. Thus, the accuracy of the vendor-based attenuation
correction has been shown to be feasible for both amyloid and
tumor imaging.

Evaluations of the template-based method described in the
paper of Wollenweber et al. [88] have been performed against
CTAC [37, 143], a multiatlas method [98], and ZTE-based
attenuation correction [70]. The ZTE method has also been
evaluated against Ge-68 transmission sources [34], in dynamic
PET [33], and in MR-based radiotherapy of the head [35].
In these evaluations, the ZTE-based method proved superior
to the template-based method, especially if the intent is to
perform kinetic analysis. These studies have shown that the
ZTE-based methods can be considered to be feasible in clinical
PET/MR imaging applications. Undoubtedly, more evaluations
on the vendor-based methods presented above will follow in the
near future.

As can be seen, there are a wide range of MRAC options
from the first-generation of segmentation-, atlas-, and emission-
based methods to second-generation machine learning and
deep learning methods. However, the current application of
these methods for PET/MRI in multicenter clinical trials is a
challenge contrary to PET/CT in population multisite studies
such as Alzheimer’s Disease Neuroimaging Initiative (ADNI)
or Open Access Series of Imaging Studies (OASIS). Since the
methods developed for research used perform, to some extent,
differently in terms of different magnitude of residual bias and
regional accuracy, the community still needs to work on the
standardization of MRAC methods in PET/MR neuroimaging.
These challenges could be potentially overcome by using either
a commonly available and acceptable library of well-established
MRAC methods or by using one comparable, integrated method
from either of the PET/MR vendors.

SCATTER CORRECTION FOR PET/MR
NEUROIMAGING

A 30–35% scatter fraction in brain studies can be expected [16],
which makes scatter correction one of the fundamental data
corrections in addition to attenuation correction. The majority
of the scattered events originate from the patient, whereas the
physical hardware components contribute from 5 to 15% of the
scatter [144]. The physical basis for scatter correction in PET/MR
is addressed in the review paper of Martinez-Möller and Nekolla
[17]. In this section, we will summarize the current approaches
and highlight some emerging applications for scatter correction
in brain PET/MR imaging.

While scatter correction has not been a major issue to be
addressed for neurological PET/MR imaging, developments in
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accuracy of scatter correction are considered beneficial especially
in regard to quantitative PET imaging. Furthermore, advanced
scatter correction methods would be beneficial also in whole-
body imaging applications. The current approaches for scatter
correction can be divided into (a) historical approaches; (b)
simulation or model-based methods, which estimate the single
Compton scatter events; and (c) emerging Monte-Carlo-based
scatter correction methods and methods based on machine
learning. InTable 2, a flowchart describing themain steps in both
SSS and Monte-Carlo scatter correction is described.

Scatter Correction, Historical Approaches
Historically, a multitude of methods were introduced for PET
scatter correction, which are summarized in the following books
and reviews: [16, 48, 85, 151–154]. These methods were based
on either using (1) multiple energy windows to acquire PET
data, e.g., Grootoonk et al. [155]; (2) scatter modeling based
on convolution and subtraction, e.g., Bergstrom et al. [156] and
Bailey and Meikle [157]; and (3) performing Monte Carlo (MC)
simulation, e.g., Levin et al. [158]. In addition to software-based
methods, hardware approaches such as coarse septa or beam
stoppers made from lead were suggested [16]. These methods are
no longer in use, with the exception of emerging MC approaches
discussed later in this paper.

Much effort was also put into the development of approximate
scatter correction techniques for PET, when shifting from two-
dimensional (2D) to 3D PET imaging. These techniques are
summarized in the following articles: Bailey and Meikle [157],
Adam et al. [159], Barney et al. [160], Chen et al. [161],
Cherry [162] and Zaidi [163]. The use of full MC methods
to derive a “gold standard” approach for scatter modeling was
also investigated, although they were considered computationally
too intensive to be implemented in clinical routine at the time
[158, 164, 165]. Interestingly, MC-based methods have recently

reemerged due to the availability of parallel graphics processing
units (GPUs), which offer a boost in computing power at a
reasonable cost and availability [166].

In the gradual shift from 2D imaging to 3D imaging in PET,
most methods were superseded by mainly two approaches based
on direct calculation of scatter distribution, which we will refer to
as simulation-based approaches.

Scatter Correction, Simulation- and
Model-Based Methods
Simulation-based approaches proved most successful for
calculation of scatter in 3D PET. Two methods based on direct
estimation of scatter distribution became most widely adopted,
generally denoted as the SSS algorithm of Watson et al. [146]
and the model-based single scatter approach of Ollinger [147],
which are incorporated as part of the iterative reconstruction
loop in clinical PET/CT and PET/MR systems. The algorithm
implementations vary to some extent across different PET system
vendors, e.g., comparing the approaches of Siemens Healthcare
[167], Philips Healthcare [145], and GE Healthcare [168].

Both the simulation-based [146] and the model-based
approaches [147] are essentially based on the direct calculation
of the single scatter distribution, which considers emission
and attenuation sinograms as input data and is scaled to
match the emission distribution. While there are differences
in implementation of how single Compton scattered events
are modeled between these two approaches, some common
principles can be identified. These are as follows: (1) scatter
is due to single Compton scatter events, (2) single scatter
distribution can be calculated by application of the Klein–Nishina
formula using the known emitter density and attenuation
coefficients from emission and attenuation sinogram data,
and (3) the derived scatter estimate can be scaled to the
emission data tails for subtraction (tail fitting) and to account

TABLE 2 | Flowchart of single scatter simulation following the methodology in Accorsi et al. [145], Watson et al. [146], and Ollinger [147] in comparison to Monte Carlo

simulation-based scatter correction shown in Kim et al. [148], Magota et al. [149], and Ma et al. [150].

Single scatter simulation Monte Carlo simulation

(1) Define activity and attenuation distribution from the scatter uncorrected

emission and transmission image.

Provide a scatter uncorrected emission and transmission image and initialize

random number generator for Monte Carlo simulation.

(2) Randomly distribute scatter points within the scatter volume. Generate annihilation photon pairs according to the activity distribution of the

input emission image. Generate a table of the information from the materials and

physical properties.

(3) Select an line of response (LOR). Simulate photon propagation including both navigation and detection processes

for each photon.

(4) For a given scatter point, calculate the number of events it contributes to this

LOR from (a) activity distribution estimate, (b) Klein–Nishina cross section, (c)

Compton scattering relationships, (d) solid angles, and (e) scatter medium

distribution.

Simulate physical effects such as photoelectric effect and Compton scattering

using the Klein–Nishina formula for the emission volume, with potential inclusion

of the physical effects occurring in the detector.

(5) Repeat (4) for all simulated scatter points and add all of their contributions to

the LOR.

Repeat the steps from (3) to (4) until two photons are either detected or rejected.

(6) Repeat steps 3–5 for all LORs. Update the corresponding LOR value.

(7) Interpolate in LOR space to obtain the scatter sinogram. Perform coincidence sorting to simulated trues, scattered and random events.

(8) Scale and subtract the scatter sinogram from the measured sinogram. Perform scatter sinogram scaling based on the scaling factor derived from the

relationship of simulated scatter and trues vs. measured scatter and trues.

(9) Reconstruct the image. Reconstruct the image.
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for multiple scattered photons. For discussion in differences
in scatter correction approaches and potential relation of
scatter correction to MRAC, we refer the interested reader to
Teuho [29].

Both simulation- and model-based methods have been
extended and modified since the original publications. The
details of the modifications in the model-based method are
described in detail in the following references: Ollinger [147],
Wollenweber et al. [168], Iatrou et al. [169], and Iatrou et al.
[170]. Extensions and modifications to the original work in
the simulation-based method are described in the following
references: Watson et al. [167, 171–174]. A major extension of
the original work was to include the calculation of scatter for TOF
PET, described in the works of Werner et al. [175], Watson [173],
and Iatrou et al. [170], by inclusion of double scatter in themodel,
which also excludes the need for tail fitting [174, 176].

While the currently available scatter correction methods
for PET neuroimaging in general do not pose problems
for the majority of neuroimaging studies on PET/MR, there
might be specific applications where more accurate methods
for scatter correction would be beneficial. As in the case of
MRAC, increasing accuracy of the available methods is always
seen beneficial.

Emerging Methods Based on MC
Simulation and Machine Learning
Methods based on MC simulation and machine learning
have recently gained interest. MC methods offer potential
improvements in increasing the accuracy of scatter estimation
or tail fitting in cases of challenging acquisition conditions.
Machine learning methods allow potentially new approaches to
be implemented in scatter correction, where the computationally
intensive process of scatter calculation could be ignored entirely.
In addition to these, several groups have investigated how current
scatter correction methods could be improved in terms of tail
scaling [177], out-field of view scatter compensation [178],
multiple scatters [179], or speed [180].

Improved scatter correction methodology might prove useful
in several applications. Data-driven methodologies such as
MLAA benefit from accurate data corrections. Recently, it was
shown that improved scatter correction is helpful for increasing
the visual and quantitative accuracy of PET and could also
result in improved attenuation correction with data-driven
methodologies using PET and MRI [45]. Furthermore, accurate
scatter correction methods could be useful in improving the
quantitative accuracy of dynamic PET data with low count
statistics [150], which is often the case in neuroimaging research.
While studies in the head region do not suffer from the same
effects from, e.g., truncation or large bladder-to-background ratio
as PET/MR studies in the body region, accurate methodologies
developed for the head region might eventually become useful
for whole-body PET/MR as well.

With the introduction of fast GPUs that could be implemented
in parallel, promising methods based on MC simulation have
been proposed. Doing a full MC simulation combined with a
GPU implementation could offer a feasible way to implement
a very accurate method for scatter correction [166]. Recently,
a method based on the paper of Gaens et al. [166] was further

refined and applied in a phantom and patient study using a
brain PET/MR imaging system [150], with promising initial
results. MC simulation has been also applied to implement
more robust scaling of the scatter sinograms in the presence
of high activity in [15O]-inhalation studies [149]. Combining
MC simulation in both scatter calculation and scaling would be
beneficial for neurological applications as well as whole-body
studies, and the availability of GPU-based methods might enable
just that.

Finally, several groups have investigated deep learning
methods for scatter estimation to calculate both scatter
and attenuation estimates without requiring conventional
attenuation map generation and time-consuming scatter
correction. The works of Qian et al. [181] and Berker et al. [182]
have shown promising early results in using deep learning to
calculate scatter estimates for PET, which could offer increases
in both accuracy and computational speed. Interestingly, both
papers discussed that a deep learning network trained with MC-
simulated data would offer further improvements in accuracy
[181, 182]. Finally, a very recent work proposed performing
both scatter and attenuation corrections in image space using
non-corrected PET [183]. Undoubtedly, it is expected that
more deep learning-based methods for both attenuation and
scatter correction will emerge in the upcoming years, given
the popularity of the research topic. An intriguing possibility
might be to combine the best of both worlds—by the use
of fast GPU-based MC for accuracy and deep learning for
computational speed.

Finally, concerning PET/MR neuroimaging, the current status
for vendor-based, clinically available scatter correction methods
could be summarized very shortly. The SSS algorithm and the
model-based SSS with current extensions form the basis of
vendor-based scatter correction in PET/MR systems, which offer
a well-validated and reasonable accurate solution for a multitude
of neurologic applications. Although the challenges in traditional
approaches, e.g., related to tail fitting, are well-known in whole-
body applications, these generally do not pose a problem, with
the exception of very specific neuroimaging applications, such as
[15O]-inhalation studies.

It could also be argued, as with MRAC, that the increase
of accuracy in scatter correction is beneficial in both research
and clinical settings, resulting in improved visual quality and
quantitative accuracy. With the increasing appeal of using either
a GPU-based MC or a deep learning-based approach for scatter
correction, it remains to be seen whether these methods will
be implemented as an alternative approaches in future clinical
PET/MR systems.

EMERGING CLINICAL AND RESEARCH
APPLICATIONS

Finally, there are several clinical and research applications
where accurate attenuation and scatter correction methods will
prove to be beneficial. Eventually, the success of PET/MR
depends on the level of confidence revealed by current and
future reports on clinical and research applications where
combined PET/MR provides useful additional information.
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This might lead to more widespread acceptance of PET/MR
in clinical setting, particularly in neurology and oncology
[28]. However, at the same time, it should be emphasized
that PET/MR is much more than mere attenuation and
scatter correction.

For emerging applications in neurological PET/MR, we wish
to highlight recent reports where accurate data corrections are
beneficial. These include, e.g., PET measurements of cerebral
blood flow (CBF) using [15O]-labeled water ([15O]-H2O)
PET [184] and receptor binding studies with [18F]-(E)-N-(3-
iodoprop-2-enyl)-2β-carbofluoroethoxy-3β-(4-methyl-phenyl)
nortropane ([18F]-PE2I) [33]. When PET is used to derive
the arterial input function for quantification and kinetic
modeling, it should be ensured that the method delivers
consistent performance in terms of regional bias, accuracy, and
precision. The impact of accuracy of attenuation correction
on dynamic PET studies in PET/MR has been studied for
3,4-dihydroxy-6-[18F] fluoro-L-phenylalanine ([18F]-FDOPA)
[185], [11C]-cimbi-36 [186], 4-(2-methoxyphenyl)-1-[2-(N-
2-pyridinyl)-p-[18F]fluorobenzamido]ethylpiperazine ([18F]-
MPPF) [50], (R)-[11C]-verapamil [187], and carbonyl-11C]N-
(2-(1-(4-(2-methoxyphenyl)-piperazinyl)ethyl)-N-pyridinyl)
cyclohexanecarboxamide ([11C]-WAY-100635) with [11C]
N, N-dimethyl-2-(2-amino-4-cyanophenylthio)benzylamine
([11C]-DASB) [106]. The methods evaluated in these studies
have proven to perform with sufficient accuracy for both
dynamic and static PET studies. Furthermore, they have
highlighted the importance that bias between the reference
region (e.g., cerebellum) and the analyzed region should be kept
minimal to ensure accurate quantification in kinetic analysis.

Using an image-derived input function (IDIF) for kinetic
modeling on PET/MRI will certainly benefit from accurate data
corrections and will be further improved by the complementary
nature of both modalities. MRI data could be used to assist
and complement PET data in several ways [188]. Using TOF
MR angiography can improve the delineation of the arterial
volume in PET [184, 189–191]. The IDIF could be implemented
in an automated pipeline to provide absolute values of cerebral
glucose metabolism in a clinically feasible manner [192]. The
IDIF measured from either MRI and PET could also be
used interchangeably [193]. The need to measure IDIF could
also be circumvented entirely by the measurement of global
CBF by phase-contrast MRI [194]. Another approach is to
incorporate information from arterial spin labeling (ASL) into
PET pharmacokinetic modeling [195]. Thus, methods using
complementary information from MR with PET for defining
IDIF might be beneficial for kinetic modeling in PET, as MR-
driven or MR-assisted approaches might be less dependent on
accuracy of data corrections.

In regard to emerging applications and new opportunities
that complement the neuroimaging field in PET/MR, we wish
to briefly highlight the following review papers. A review of
the neurologic applications where the complementary natures
of PET and MRI are beneficial in both research and clinics
has been provided in Chen et al. [14], Chen et al. [196],
Catana et al. [197], Hope et al. [198], Miller-Thomas and
Benzinger [199]. The clinical applications where PET/MR might
clinically excel are brain tumor imaging, epilepsy, stroke, and

a number of neurodegenerative conditions, to name a few.
Another new clinical field where PET/MR might excel is the
study of movement disorders [200]. There are also numerous
research applications related to neuroreceptor studies, cerebral
metabolism, and blood flow, which are not yet explored
extensively. From a technical viewpoint, deep learning has
several potential applications, although it has been used mainly
for attenuation correction. A very recent review of potential
applications of artificial intelligence for PET/MR neuroimaging
was given in Zaharchuk [201]. Although out of the scope of
this review, synergistic PET and MRI reconstruction might be
also be applied to improve PET image quality in terms of noise
or resolution.

In addition, we would like to specially mention pediatric
PET/MRI imaging, which presents a number of specific
challenges [202, 203] but also has the utmost benefits [204,
205]. Clinical applications for PET/MR in pediatrics have been
highlighted in Gatidis et al. [206], Kwatra et al. [207], Lee et al.
[208]. Accurate PET quantification is crucial in this population,
and the use of combined PET/MR with accurate attenuation
and scatter corrections could lead to reduced injected doses, as
well as reduced exposure to CT radiation burden. This aspect
has significance for pediatric cancer patients, who may need to
undergo repeated diagnostic imaging sessions. In regard to novel
applications, a recent study showed the benefit of PET/MR in low
activity imaging (14 MBq) of [15O]-H2O PET for quantitative
relative cerebral blood flow (rCBF) assessment in unsedated
healthy newborn infants [209]. In this regard, applying and
modifying existing MRAC methods to pediatric cohorts such as
in Ladefoged et al. [103] are encouraged.

Finally, MR-based radiotherapy treatment (MR-RT) and
PET/MR have a lot in common in terms of methodological
applications. PET/MR could be even used to improve
radiotherapy treatment planning, after the challenges related
to patient positioning for radiotherapy planning have been
sufficiently addressed [210, 211]. This requires designing MR
compatible and PET transparent radiotherapy (RT) equipment
[212] and accounting the attenuation of immobilization
devices and flat table tops [213]. The information from MR
and generated pseudo-CT images could give a better insight
for particle RT where the beam range depends strongly
on chemical composition [28]. Numerous accurate MRAC
methods exist, which could be used for MR-RT, with careful
investigation and application of the methodology for more
challenging populations undergoing radiotherapy. Similarly,
there are a multitude of methods that are used for MR-RT
and could be applied for attenuation correction in PET/MR
[214, 215]. The methodological advances in both MR-RT and
PET/MR could be applied to derive pseudo-CT images on both
platforms to improve the PET quantification or accuracy of RT
treatment planning.

DISCUSSION—CONCLUDING REMARKS
AND OUTLOOK

In research settings, the accuracy of the attenuation correction
is no longer the major methodological factor to be solved, and
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promising state-of-the-art methods are in the process of being
implemented in vendor-based attenuation correction as well. The
remaining issues in research settings are being slowly overcome
in all major fields of (a) segmentation-based, (b) template-based,
and (c) emission-based attenuation corrections. In this regard,
the state of MRAC is very positive, with the major focus on
improving the accuracy of the existing methods. This would
indicate that in the future, MRAC will no longer be considered
as an issue, at least in terms of its impact on the clinical
interpretation of the images.

In clinical setting, the next challenge to overcome is for the
PET/MR community to work on standardization of the use of
different MRAC methods in neuroimaging applications. This
concerns especially the application of MRAC in PET/MRI in
multicenter clinical trials, as there are a wide range of MRAC
options available with varying accuracy and regional bias. These
challenges could be potentially overcome by using either a
commonly available and acceptable library of well-established
MRAC methods with similar accuracy or one comparable,
integrated method from either of the PET/MR vendors.

While the currently available scatter correction methods for
PET neuroimaging in general do not pose problems for the
majority of neuroimaging studies on PET/MR, it could be argued
that increasing accuracy for scatter correction would be beneficial
in a range of clinical and research studies. Methods based on MC
calculation might become clinically feasible for accurate scatter
scaling and estimation. GPU-based approaches might eventually
be implemented in vendor-based methods for scatter calculation.

Deep learning is an emerging trend in medical imaging in
general, where both attenuation and scatter corrections are no
exception, and where several methods applying deep learning
in both attenuation and scatter estimation have emerged.
Undoubtedly, more methods will emerge in the near future.
However, for the introduced methods to become eventually
popular, the applicability of the methods between different
PET/MR systems, different MR sequences, PET tracers, and
patient populations should be carefully investigated.

Currently available clinical and research methods for
attenuation and scatter corrections will be useful in numerous
emerging applications in neurological PET/MR, such as
dynamic PET studies with different radiotracers, IDIF used for
kinetic modeling, clinical applications for neurology, pediatric
imaging, and MR-based radiation therapy. Thus, development,
application, and refinement of advanced methods for attenuation

and scatter correction methods in these fields are further
encouraged, with the focus on taking into account fully the
simultaneous acquisition of both PET and MRI.
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Myocardial perfusion imaging (MPI) with positron emission tomography (PET) allows

quantitative temporal measurements of the radioactive tracer distribution in tissue. The

quantification for myocardial blood flow (MBF) is conducted with kinetic modeling of the

image-derived time-activity curves (TACs) allowing derivation for MBF in units of mL/min

per gram of tissue. The ordered-subset expectation maximization (OSEM) reconstruction

algorithm with time-of-flight (TOF) and point spread function (PSF) modeling is now

routinely employed in cardiac imaging. However, the varying counting statistics of the MPI

measurements conducted with short-lived tracers present a challenge for the PET image

reconstruction methods. Thus, the effect of the reconstruction methods on the flow

quantification needs to be evaluated in a standardizedmanner. Recently, a novel PET flow

phantom modeling the MBF has been developed for investigation of the standardization

of the MBF measurements. In this study, the effect of the reconstruction parameters on

the image-derived flow values against a known reference flow of the flow phantom was

studied with [15O]H2O. The effects were studied by comparison of TACs and relative

errors of the image-derived flow values with respect to the phantom-derived reference

flow value using 5 repeated PET scans with fixed acquisition parameters using a digital

Discovery MI PET/CT system. The reconstruction methods applied were OSEM using

both TOF and PSF (OSEM-TOF-PSF) with several matrix sizes (128 x 128, 192 x 192,

256 x 256, 384 x 384), Gaussian filter sizes (4, 8mm) and OSEM without TOF and

PSF (OSEM), with TOF (OSEM-TOF) and with PSF (OSEM-PSF) in addition to recently

introduced regularized reconstruction method based on Bayesian-penalized maximum

likelihood (Q.Clear). Between repeated measurements, the image-derived flow values

showed high repeatability with a SD less than 2 mL/min as well as high accuracy with the

maximum error of 7% with respect to the reference flow for all reconstructions. Overall,

reconstruction settings had only a small impact on the resulting flow values. In conclusion,

due to the small differences detected, any of the implemented reconstruction algorithms

on the system can be applied in MPI studies for accurate flow quantification.

Keywords: PET, myocardial perfusion imaging, quantification, flow phantom, reconstruction, myocardial

blood flow
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INTRODUCTION

Positron emission tomography (PET) is a noninvasive imaging
modality allowing quantitative temporal measurements of the
radioactive tracer distribution in tissue. By means of myocardial
perfusion imaging (MPI) with dynamic PET, the myocardial
blood flow (MBF) can be derived by kinetic modeling of
the tracer distribution in the myocardium [1–4]. The kinetic
modeling employs time-activity-curves (TACs) measured from
the blood pool and myocardial tissue, resulting in derivation
for MBF in quantitative units of mL/min per gram of tissue.
Flow quantification provides important physiologic information,
which may be useful to individualize patient therapy. The MPI
studies are usually conducted with short-lived radiotracers such
as [15O]H2O, [

82Rb]Cl or [13N]NH3 [5].
Iterative reconstruction methods in PET, such as ordered-

subset expectation maximization (OSEM) algorithm method
with time-of-flight (TOF) and point spread function (PSF)
modeling are now routinely employed in cardiac imaging [6–
8]. In addition, regularized reconstruction methods based on
Bayesian-penalized maximum likelihood (Q.Clear) have recently
been introduced [9]. However, dynamic scans with short-lived
tracers are a challenge for image reconstruction, especially due
to ∼10 times higher count rates after injection compared to the
end of the scan. Moreover, short time frames are used in the
beginning of the scan whereas at the end of the scan, the frame
times are increased to account for tracer decay and increased
noise [7, 10]. Thus, both image quality and quantification need
to be preserved in the presence of varying count statistics and
image noise.

Previously, Presotto et al. [7] investigated the accuracy of the
iterative OSEM reconstruction method, including TOF and PSF,
against analytical reconstruction by using a cardiac phantomwith
[18F]FDG and [13N]NH3. Their study showed an improvement
in activity concentration recovery and a decrease in variability
when the iterative reconstruction with both TOF and PSF
was used. Similarly, Matheoud et al. [11] proved that OSEM
reconstruction with TOF and PSF improved the image quality
in cardiac [18F]FDG studies. Kero et al. [10] studied the effect
of OSEM reconstruction method with TOF on the MBF with
[15O]H2OMPI. The authors compared a simultaneous PET/MR
system to a PET/CT system. They showed no differences in
MBF with or without TOF with the PET/MR system. In
addition, O’Doherty et al. [12] studied the Q.Clear reconstruction
in [13N]NH3 perfusion studies showing no adverse effect on
MBF quantification.

However, technical standardization and investigation of the
approaches used for reconstruction of MBF measurements are
still required. For oncological [18F]FDG studies, the reports
of standardization organizations, such as EARL, have reviewed
a large set of factors affecting quantification of standardized
uptake value (SUV) [13]. Ferretti et al. [14] investigated the
harmonization of the SUVs and discussed that reconstruction
methods that allow accurate image-based SUV quantification
and not only optimized lesion detection are required. Therefore,
it would be of high interest to study the effect of image
reconstruction parameters also in flow quantification.

To our knowledge, no such systematic approach has been
applied to MBF quantification in PET with [15O]H2O with
a reference standard. In previous studies, evaluations of
reconstruction method accuracies have been conducted with
phantoms in static circumstances using [18F]FDG [7, 11, 15].
The authors investigated both the accuracy of recovery of the
activity and parameters that are related to the image quality
and detectability of myocardial defects. However, it would be
of interest to study also parameters that represent the dynamic
state and the kinetics of the MBF. O’Doherty et al. [12] suggested
that a phantom representing myocardial perfusion should be
used as a standard for kinetic modeling in comparison of
reconstruction methods.

Recently, a novel flow phantom has been developed and
validated to investigate flow quantification accuracy and
precision in dynamic PET studies against a known reference
flow value [16]. Consequently, the dynamic phantom offers an
ideal standard for investigation of the effect of different image
reconstruction methods and reconstruction parameters on the
quantified flow values. In this paper, we studied the effect of PET
image reconstruction on the image-derived flow values with a
wide set of parameters. We used a standard protocol based on
the reported factors by EARL to minimize other effects related
to image quality and flow quantification. We applied a recently
introduced PET flow phantom and [15O]H2O as radiotracer and
assessed the effect of image matrix size, Gaussian filter size (GFS),
PSF modeling, TOF and regularized reconstruction (Q.Clear) to
flow quantification using a recently introduced digital Discovery
MI PET/CT system.

MATERIALS AND METHODS

Flow Phantom
This study was conducted with a novel PET flow phantom (DCE
Dynamic Flow Phantom, Shelley Medical Imaging Technologies,
London, Ontario, Canada). The details of the construction
and validation of the phantom are presented in Gabrani-Juma
et al. [16]. The phantom set-up includes a peristaltic pump,
an injection port, a torso-shaped water-filled shell, flow control
valves, flow meters and water containers.

The phantom set-up is represented in Figure 1 [16]. The
outer dimensions of the phantom shell are similar to the NEMA
image quality phantom. An input chamber (volume of 15.7mL)
as well as an exchange cylinder (volume of 161mL) with a
perforated tube (volume of 35mL) are located inside the shell of
the phantom. The input chamber corresponds to the left ventricle
blood pool, while the exchange cylinder and perforated tube
mimic the myocardial tissue. The input chamber and exchange
cylinder allow to derive image-based input and tissue activity
curves. The flow running in the phantom system is adjusted with
a peristaltic pump, where the flow is marked as Qpump in units
of mL/min. Qpump is assumed to be equal to the flow inside the
input chamber. From the input chamber water proceeds to the
perforated tube inside the exchange cylinder. Water passes from
the perforated tube to the exchange cylinder through small holes.
The water flow inside the perforated tube is marked as Qtube
and the water flow out from the exchange cylinder is marked as
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FIGURE 1 | Flow phantom set-up. The peristaltic pump creates the flow inside the phantom with a constant flow rate Qpump. The phantom shell includes an input

chamber and an exchange cylinder, where both the image-derived input function and tissue activity curves can be defined by region-of-interest analysis. A perforated

tube is located inside the exchange cylinder, where the tracer passes from the tube to the cylinder. The flow inside the perforated tube is Qtube and inside the

exchange cylinder Qcyl which are controlled with flow control valves. Qin and Qout are the modeled image-derived flow values. Qin represents flow from the

perforated tube to the exchange cylinder and Qout flow out from the exchange cylinder [16].

Qcyl. These values can be controlled with two flow control valves.
Overall, it is assumed that the sum of Qtube and Qcyl should be
equal to Qpump:

Qpump = Qtube + Qcyl. (1)

The actual flow meter readings Qtube and Qcyl are recorded
during the image acquisition using two microturbine flow
meters (Omega Engineering Inc.) [17]. Flow meter calibration
is conducted by following the calibration protocol. The system
is run with several flow rates and the flow meter readings are
recorded. The recorded values are plotted against the theoretical
flow rates. Finally, the reference flow (Qref) to which image
derived values are compared is derived based on measured values
from Qcyl using a lookup table [16].

Kinetic Modeling of Flow Values
The image-derived flow values with the phantom are derived
using kinetic modeling with a two-compartmental model
[16]. The two-compartmental model is implemented in the
software QuantifyDCE provided by the phantom vendor
(QuantifyDCE 1.1, Shelley Medical Imaging Technologies,
London, Ontario, Canada).

The modeling of image-derived flow values is based on
TACs measured by a volume-of-interest (VOI) analysis. VOI
delineation is conducted by selecting the center point of the
input chamber and exchange cylinder from the PET images.
Spherical region-of-interests (ROIs) at the center points with a
specific diameter for input chamber and exchange cylinder are
automatically produced and the VOI is delineated by searching
all pixel values corresponding a certain threshold range within
the ROI. Finally, the activity concentrations in the input chamber

(CinletVOI (t)) and in the exchange cylinder (CcylVOI (t)) are
derived by summing the VOI pixel values, multiplied by the pixel
volume and divided by the input chamber and exchange cylinder
volumes, respectively [16].

The software models the tracer activity concentration in the
exchange cylinder over time as:

Ccyl (t) = qin∗e
qout∗t ∗Ctube (t) , (2)

where ∗ represents the discrete convolution operation, Ccyl (t)
represents the time-dependent tracer concentration in the
exchange cylinder, qin represents the tracer wash-in rate to the
exchange cylinder (min−1), and qout represents the tracer wash-
out rate from the exchange cylinder (min−1). Ctube (t) is equal to
the activity concentration in the perforated tube and is estimated
based on the CinletVOI (t) where a time delay factor is taken
into account. Finally, as Ccyl (t) contributes signal from both
the exchange cylinder and the perforated tube, the pure activity
concentration in the exchange cylinder is modeled with an input
signal fraction (ISF) corresponding to the signal mixing from the
perforated tube to the exchange cylinder as:

CCylVOI = (1− ISF)×Ctube (t)+ISF×Ccyl (t) (3)

Thus, the model contains four parameters, delay, ISF, qin and
qout which are solved using the standard approach of non-linear
least-squares fitting. The modeled parameters for rate constants
qin and qout in units of min−1 can be converted to final image-
derived flow values Qin and Qout (units of mL/min) when they
are multiplied by the cylinder volume (Vcyl = 161mL).

Thus, Qin (Qin = Vcyl × qin) represents the flow
from the perforated tube to the exchange cylinder and Qout
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(Qout = Vcyl × qout) the flow out from the exchange cylinder.
Ultimately, they should be equal to Qref as no losses should occur
in the phantom:

Qin = Qout = Qref . (4)

PET/CT System
The phantom was imaged with a digital Discovery MI PET/CT
system (DMI, GE Healthcare, Milwaukee, US). The DMI PET
detector system consists of 4 rings of detector blocks. One
detector ring comprises 136 detector blocks. Each block employs
3 x 6 array of silicon photomultiplier (SiPM) detectors with a
4 x 9 array of lutetium-yttrium oxyorthosilicate (LYSO) crystals
with one crystal element size of 3.95 x 5.3 x 25mm. The
axial and transaxial FOV sizes of the DMI are 20 and 70 cm,
respectively. The NEMA performance parameters of the DMI are
13.7 cps/kBq for sensitivity, 4.10 cm for radial spatial resolution
at 1 cm distance from the FOV center, 193 kcps for peak noise-
equivalent count rate (NECR), 21.9 kBq/mL for peak NECR
activity, 40.6% for peak NECR scatter fraction, 375 ps for timing
resolution and 9.40% for energy resolution [18].

Data Acquisition
The PET data acquisition was conducted using 5 repeated scans
in the PET/CT system using the same phantom set-up. To
ensure repeatability, the acquisition parameters were fixed for
each measurement as recommended in [19]. The measurements
were conducted by following the clinical perfusion protocol
used in the Turku PET Centre [20] as follows. The injection
and measurement of doses were performed using the Hidex
automatic dispenser system (Hidex OY, Turku, Finland).
[15O]H2O was injected separately for each measurement with a
target dose of 500 MBq. Dynamic PET scan was started after a
time delay after the injection and acquired as list-mode. Frame
times of 14 x 5 s, 3 x 10 s, 3 x 20 s, and 4 x 30 s were used leading
to a total scan time of 4min and 40 s.

The phantom shell was set on the system table and a CT based
attenuation correction (CTAC) scan was acquired using the low-
dose protocol with tube voltage of 120 kVp and 63–65 mAs. For
each repetition, an individual CTAC was acquired. The PET scan
was acquired following the perfusion protocol. The injected doses
for repeated measurements were in the range of 463–495 MBq
(Table 1). The time delay between the injection and the scan start
time are presented in Table 1.

TABLE 1 | Scan parameters for all repeated scans.

Injected Activity Scan Start Time Qcyl Qtube

[MBq] [s] [mL/min] [mL/min]

Test 1 495 50.0 121 98.0

Test 2 487 50.0 121 98.0

Test 3 490 50.0 120 97.0

Test 4 463 50.0 123 98.0

Test 5 491 51.0 120 98.0

Mean ± SD 485 ± 12.7 50.2 ± 0.4 121 ± 1.2 97.8 ± 0.4

For each measurement, a fixed Qpump of 200 mL/min was
used. Qcyl was adjusted to 60% of Qpump with a flow rate of
∼120 mL/min and Qtube of 98 mL/min. The flowmeter readings
were recorded between CTAC and dynamic PET scans. The
recorded flow values are also presented in Table 1. The flow rates
follow what has been reported before [16].

PET Image Reconstruction
To investigate the effect of image reconstruction to the image-
derived flow values, different reconstruction parameters were
used and the reconstructions were performed similarly for all
repeated measurements.

The OSEM reconstructions with TOF and PSF (OSEM-TOF-
PSF) with different matrix sizes and GFS, as well as OSEM
without TOF and PSF (OSEM), with TOF (OSEM-TOF) andwith
PSF (OSEM-PSF) with a single matrix size (192 x 192) and a
single GFS (5mm)were investigated. In all reconstructions, a 3D-
OSEM algorithm with 3 iterations, 16 subsets and a FOV size of
50 cm was used. In addition, we studied the effect of regularized
reconstruction Q.Clear with β = 350 (QCFX) with an image
matrix size of 192 x 192. The default value for β on the Discovery
MI system was used, which defines the term to penalize image
intensity differences between neighboring pixels, such as image
noise. The reconstruction methods are summarized in Table 2.

It should be noted that due to technical difficulties in the
DICOM data export to QuantifyDCE version 1.1, the OSEM
reconstruction (Table 2, VPHD) could not be analyzed for tests 2
and 5 and the OSEM-TOF reconstruction (Table 2, VPFX) could
not be analyzed for the test 2, 3, and 5. The phantom vendor has
been notified about the issue and will provide an update in the
software in the future.

Data Analysis
To study the effect of the reconstruction parameters, the
input (input cylinder) and tissue (exchange cylinder) TACs
from all the reconstructions were derived from the phantom
using QuantifyDCE 1.1 software by a semi-automated VOI
analysis performed similarly for all reconstructed images. The
parameters used to define the VOIs for all the reconstructions
were fixed: sphere radius of 4 and 6 cm for input chamber
and exchange cylinder, 15% threshold for both, volume
of 15.7mL and 161mL for input chamber and exchange
cylinder and a pixel volume of 19 mm3. The final VOI
was defined based on activity concentration values of 15%
of the maximum activity concentration within the sphere
semi-automatically by QuantifyDCE software. The extracted
TACs were visually inspected to investigate their shape
between subsequent repeats and reconstructions. The areas
under the input and tissue curves (AUC) were computed
to analyze the AUC value over all subsequent measurements
and reconstructions.

Finally, the phantom-derived flow values Qin and Qout were
investigated. The flow values Qin and Qout were derived by the
image-based two compartmental kinetic modeling presented in
Kinetic Modeling of Flow Values. The mean values and standard
deviations (SD) of the AUC and flow values were calculated.
The relative errors of the Qin and Qout flow values with respect
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TABLE 2 | Reconstruction parameters applied in the flow phantom study, separated according to matrix and filter (GFS) size, TOF and PSF and regularized Q.Clear

reconstruction.

Matrix size Filter size (GFS) (mm) TOF PSF Algorithm Iterations Subsets Vendor name

Matrix 192 x 192 5 TOF PSF OSEM 3 16 VPFX-S

128 x 128 5 TOF PSF OSEM 3 16 VPFX-S

256 x 256 5 TOF PSF OSEM 3 16 VPFX-S

384 x 384 5 TOF PSF OSEM 3 16 VPFX-S

Filter (GFS) 192 x 192 4 TOF PSF OSEM 3 16 VPFX-S

192 x 192 8 TOF PSF OSEM 3 16 VPFX-S

TOF-PSF 192 x 192 5 - - OSEM 3 16 *VPHD

192 x 192 5 TOF - OSEM 3 16 **VPFX

192 x 192 5 - PSF OSEM 3 16 VP-S

Q.Clear 192 x 192 - TOF - Q.Clear, β = 350 - - QCFX

*Test 1, test 3 and test 4 included in the analysis.
**Test 1 and test 4 included in the analysis.

FIGURE 2 | Input and tissue time-activity curves (TAC) presented for the reconstructions. In (A) is shown the TACs of the Q.Clear reconstruction, similar to

OSEM-TOF-PSF reconstructions with different matrix sizes and GFS values and thus, are not shown separately. In (B) the TACs of the OSEM, OSEM-TOF, and

OSEM-PSF reconstructions are shown with a zoom-in to the input peak. Difference in shape and amplitude between the TACS of the reconstructions is seen. The

50 s delay has not been included in the TACs.

to the reference flow value Qref were calculated using the
following equation

Qerror =
flow value− Qref

Qref
∗100% (5)

where flow value is either Qin or Qout and Qref is the reference
flow value derived from recorded Qcyl values and using a
lookup table.

We report themean and SDs of the input and tissue TACs over
all the subsequent measurements and reconstructions. Similarly,
we present the AUC values from input and tissue TACs as well
as the image-derived Qin and Qout flow values. Qin and Qout
errors with respect to Qref are reported over all subsequent
measurements per each reconstruction.

RESULTS

The mean input and tissue TACs with their SDs from all
reconstructions are shown in Figure 2. No clear difference
between the TACs derived from the images reconstructed with
OSEM-TOF-PSF with different matrix sizes, GFSs or Q.Clear is
noted. Thus, only one input and tissue TAC is presented for
those reconstructions in Figure 2A. However, TACs derived from
images reconstructed with OSEM, OSEM-TOF or OSEM-PSF
show differences in the input and tissue curve shape and thus,
all those TACs are presented in Figure 2B. The input peaks of
those reconstructions are shown beside the TACs in order to
illustrate the difference. Overall, the deviation in TACs between
subsequent measurements is similar for all reconstructions.

The AUC values of the TACs for all the reconstructions
are shown in Figure 3. The input AUC values were higher in
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comparison to the tissue AUC values over all the reconstructions.
The AUCs were similar between the TACs that were derived from
the images reconstructed with OSEM-TOF-PSF with different
matrix sizes and GFS values. Using the OSEM and OSEM-
PSF reconstruction, the AUC values were systematically higher
for both the input and tissue TAC when compared to other
reconstructions. Q.Clear produced similar AUC values for the
tissue curves as the OSEM-TOF-PSF with different matrix sizes
and GFS values as well as the OSEM-TOF. However, slightly
lower values for the input curves were noted with the Q.Clear
and OSEM-TOF reconstruction.

The mean values and SDs of both the Qin and Qout flow
values and their relative errors with respect to the reference
flow over all the subsequent measurements per each individual
reconstruction are summarized in Table 3. The values for the
reference flow Qref were 140, 140, 139, 142, and 139 mL/min
for the five measurements, respectively with a mean value of 140

FIGURE 3 | Boxplots of input and tissue AUC values over all the subsequent

measurements for all the reconstructions.

mL/min. The image-derived wash-in flow Qin is similar over all
the reconstructions, whereas the wash-out flow Qout shows the
greatest difference to other Qout values when using OSEM and
OSEM-PSF reconstruction. This effect is similar to what is seen
in the AUC analysis. The error between mean Qin and Qout as
well as of the Qin and Qout with respect to Qref are within 5%
for all the reconstructions (Table 3).

Figure 4 shows the distribution and median of the flow values
Qin and Qout and their relative errors with respect to the
reference flow value Qref. It can be seen that the wash-in flow
Qin varies more across different reconstruction parameters. The
wash-out flow Qout is relatively stable across different matrix
sizes and GFS values. The largest differences in both Qin and
Qout are seen when using OSEM or OSEM-PSF reconstruction,
with respect to the other reconstruction parameters. The Q.Clear
is comparable to the OSEM-TOF-PSF with different matrix sizes
and GFS values as well as to OSEM-TOF. For the Qout error
with respect to Qref, the OSEM and OSEM-PSF reconstructions
show positive bias towards the reference flow when all the other
reconstructions show negative bias. The Qin error with respect to
Qref shows negative bias for all the reconstructions.

DISCUSSION

In this study, the effect of reconstruction parameters to the
image-derived flow values (Qin, Qout) using a PET flow phantom
was investigated. The reconstruction methods were studied in
terms of image matrix size, GFS, TOF, PSF modeling, and
Q.Clear. The measurements were conducted with a repeated
protocol with fixed acquisition parameters. The effects were
analyzed in regard to the AUCs of input and tissue curves as
well as to the relative errors of the modeled flow against the
reference flow.

The shape and amplitude of both the input and tissue TACs
were in mutual agreement in regard to the visual analysis of the
TACs between reconstructions. However, images reconstructed
with OSEM, OSEM-TOF, or OSEM-PSF, showed a slightly
different shape and amplitude of the TACs compared to other

TABLE 3 | The mean and SD values for the Qin and Qout flow values and for their relative differences with respect to the reference flow Qref (mean Qref = 140 mL/min)

over all the subsequent measurements for all the reconstructions.

Qin Qout Qin to Qref Error Qout to Qref Error

[mL/min] [mL/min] [%] [%]

Matrix 128 x 128 133.72 ± 0.9 137.53 ± 0.9 −4.38 ± 1.2 −1.65 ± 1

192 x 192 133.88 ± 0.9 137.65 ± 0.8 −4.26 ± 1.3 −1.56 ± 1.2

256 x 256 134.35 ± 0.6 137.72 ± 0.9 −3.93 ± 0.7 −1.51 ± 1.3

384 x 384 134.69 ± 0.8 137.68 ± 0.9 −3.68 ± 1 −1.54 ± 1.2

Filter (GFS) 4mm 133.39 ± 1 137.58 ± 0.8 −4.61 ± 0.7 −1.62 ± 0.6

8mm 133.76 ± 0.8 138.12 ± 0.8 −4.36 ± 0.6 −1.23 ± 0.6

OSEM/TOF/PSF OSEM 134.5 ± 1 140.35 ± 0.8 −3.82 ± 0.7 0.363 ± 0.6

OSEM-TOF 134.95 ± 0.1 137.01 ± 0.8 −3.5 ± 0.1 −2.03 ± 0.5

OSEM-PSF 133.81 ± 1.5 140.42 ± 1 −4.32 ± 1.1 0.407 ± 0.7

Q.Clear β = 350 134.98 ± 0.8 137.45 ± 0.9 −3.48 ± 0.6 −1.72 ± 0.7
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FIGURE 4 | Boxplots show the distribution and median of Qin and Qout (A) flow values and (B) errors with respect to Qref (reference flow) for all the subsequent

reconstructions over all the measurements. The median value for the reference flow Qref for all reconstructions was measured as 140 mL/min.

reconstructions (Figure 2). As a consequence, their measured
AUC values deviated from the other AUCs (Figure 3). When
reconstructed with OSEM-TOF-PSF with different matrix sizes
and GFS values, as well as with Q.Clear, the AUC values were
similar. Moreover, as the SD of both the input and tissue TACs
was similar over all reconstructions, the measurements showed
good reproducibility. Visually, no differences in image noise
between repeated measurements were seen.

Qin and Qout flow values were modeled based on the image-
derived TACs. The kinetic modeling was conducted by using
a two-compartmental model. Generally, smaller values were
measured for Qin compared to Qout, systematically (Figure 4,
Table 3). Also, Qin showed more variability across repeated
measurements for all reconstructions compared to Qout. Qout
is determined from the exponential term (Equation 2), which
corresponds to a clearance rate (k2), making it less susceptible
for variations in activity, as explained in the study of Kero
et al. [10]. However, it should be noted that regardless of
the measurement or the reconstruction parameter applied, the
measured absolute relative errors were smaller than 7% for
both Qin and Qout flow values with respect to the reference
flow value (Figure 4B). This variation can be considered to
be small in context of clinical practice, where a test-retest
reproducibility of 16% is still considered acceptable [21]. This
suggests that overall, the measurements were both accurate and
reproducible despite the effect of reconstruction parameters and
protocols. Reproducibility is also attributed to similar behavior
of image corrections for all repeated measurements, careful
and reproducible measurements and consistent orientation of
the phantom.

In line with the AUC analysis, the modeled Qin and Qout
flow values were higher when using OSEM and OSEM-PSF
reconstructions compared to other reconstructions (Figure 4,
Table 3). This produced a positive Qout to Qref error compared

to other reconstructions (Figure 4B, Table 3). OSEM-PSF
reconstruction produced the highest variation of Qin with an
SD of 1.52 mL/min (Table 3). Overall, the difference between
Qin and Qout was similar between other reconstructions, while
the OSEM and OSEM-PSF reconstructions showed opposite
behavior between Qout and Qin values.

It seems that Qin is affected more by the selected
reconstruction parameters than Qout and can be due to
the fact that the modeled parameter Qin is more sensitive
by the slight variation of the TACs between measurements
(Figure 4). Moreover, Qin increases slightly with respect to
the reconstruction matrix size (Figure 4, Table 3). In these
cases, the Qin errors with respect to Qref decrease as the
reconstruction matrix sizes increase, while the Qout error remain
stable (Figure 4, Table 3). Applying a 4 and 8mm GFS caused
an error of similar magnitude but with less variability for both
Qin and Qout when compared to the reconstructions with
different matrix sizes. Overall, the matrix size or the applied
filter does not seem to affect the wash-out flow Qout, whereas
the wash-in flow Qin shows a dependency on both the matrix
and filter size. However, this dependency can be assumed to
be negligible.

With the Q.Clear reconstruction, Qin and Qout as well as
their relative errors remain within the same range with OSEM-
TOF-PSF reconstructions with different matrix sizes and GFS
values as well as with OSEM-TOF. These results also follow to
the measured AUC values. Ideally, both Qin and Qout should
be equal to each other as well as to Qref. In this regard, using
Q.Clear, the smallest difference between Qin and Qout values
as well as Qin and Qout values of similar magnitude with
respect to OSEM-TOF-PSF and OSEM-TOF reconstructions
were produced. The difference between Qin and Qout flow is
attributed by the characteristics of the reconstruction algorithm
to handle the accurate activity recovery during both in the
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presence of high activity in the early frames and during the
increase of noise in later frames. In theory, an accurate image
reconstruction algorithm should be able to minimize the bias
between Qin and Qout. Naturally, the difference between Qin or
Qout with respect to Qref is affected by the recovery of activity
distribution measured with a PET system. In an ideal PET system
and perfect measurement, both Qin and Qout would correspond
to each other and Qref fully.

Concerning the effect of different reconstruction parameters
to the image quality over the entire scan time in addition to the
image-derived flow values, the results indicate that the image
quality is stable over the entire dynamic scan, as the SD of
the TACs over all the measurements is of similar magnitude
for all reconstructions. In addition, the measurements indicate
high repeatability, as the SD of the flow values over all the
measurements is smaller than 1.6mL/min for any reconstruction.
Moreover, despite of the applied reconstruction parameters, a
high accuracy of flow values was achieved, as the absolute
relative error was smaller than 7% for any reconstruction and
measurement. Overall, the differences were small in terms of
AUCs and Qin and Qout flow values. The largest differences
for Qin and Qout were in a range of 2% at maximum.
This suggests that applied reconstruction parameters had little
impact to the resulting flow values. Moreover, the magnitude
of these variations can be considered to be small in the
clinical context.

Comparison With Previous Studies
Previously, O’Doherty et al. [12] suggested applying a physical
reference standard to determine the effects of different PET image
reconstruction parameters in dynamic PET studies. We applied
a dynamic flow phantom that provides accurate and precise
flow measurements by two-compartmental kinetic modeling
from image-derived TACs. In relation to the reference flow,
the image-derived flow values were used for the analysis of
effect of reconstructions over several reconstruction parameters.
Moreover, previous evaluations on patients performed by both
Kaufmann et al. [22] and Kero et al. [10] have shown that
reproducible MBF with [15O]H2O can be measured in patient
studies as well. In that regard, our phantom study using
[15O]H2O complements such findings.

The results from the analysis of the effect of different
reconstruction methods and their parameters are in line with
the studies of Matheoud et al. [11] and Presotto et al. [7]
who reported improved image quality and activity recovery in
[18F]FDG cardiac studies when iterative reconstruction OSEM
with TOF and PSF was used. Our study showed that the TACs
and thus AUCs remain uniform with reconstructions where both
TOF and PSF were applied.

The results of this study show a difference in the AUCs
between non-TOF and TOF reconstructions, which is explained
by the faster convergence rate of TOF reconstruction compared
to PET reconstruction in most objects [23–26]. Therefore, less
iterations are needed to obtain the same contrast. Preferably, the
amount of iterations in the non-TOF reconstruction should be
increased to match better the convergence of TOF. However,
in practice this is very hard to achieve due to object-dependent
convergence in the OSEM reconstruction.

In addition, the difference in image-derived flow values in
non-TOF and TOF reconstructions is also attributed by different
noise characteristics of the reconstructed PET images and how
well the two-compartmental model handles noise. The data in
Kero et al. [10] shows that non-TOF reconstruction produces
slightly higher MBF compared to TOF reconstruction. We also
noted a similar effect between TOF and non-TOF algorithms. As
shown in the study of Iida et al. [4], added noise in the input
function will result in more positive bias and variance in the
modeled flow value. The slightly higher Qout value seen in non-
TOF reconstruction is partly attributed by the lower SNR in the
non-TOF reconstruction compared to the TOF reconstruction.
Kero et al. [10] also discussed that MBF values are not affected
by the additional filtering. The results of our study also show that
the image-derived flow values are not considerably affected by the
different GFS values.

The reproducibility of MBF values has been recently
compared between a PET/CT Discovery STE system (GE
Healthcare, Milwaukee, US) and a PET/MR Signa system (GE
Healthcare, Milwaukee, US) in the study of Kero et al. [10].
The authors reported no difference on MBF when using TOF
or altering filter or reconstruction settings in the PET-MR.
This is in line with our study, as the difference between Qin
and Qout values with respect to Qref between non-TOF and
TOF reconstructions was only 2% at maximum. They also
reported an average MBF of 2.74 ± 1.37 on PET/CT stress
and average MBF of 2.65 ± 1.15 on PET/MR stress studies.
The average difference in the Qin and Qout measurements
between different reconstructions are of similar magnitude in our
study (Table 3).

Finally, the results from the analysis of Q.Clear
reconstructions are in line with the study of O’Doherty et al.
[12]. They reported that the Q.Clear noise level is correspondent
to the OSEM reconstruction when the value of β = 300 was
used. In our study, the Q.Clear AUC values are in relation with
the OSEM-TOF-PSF reconstructions that apply different matrix
sizes and GFS values as well as with OSEM-TOF reconstruction
when the default value of β= 350 was used. The minor difference
in the β value might be due to different PET/CT systems applied
in our study versus the study in [12]. Similarly, O’Doherty et al.
[12] showed that the Q.Clear effect to the quantification of
MBF is minor, as can also be seen from our study as the image-
derived flow values were similar with the Q.Clear reconstruction
compared to other reconstructions.

Limitations and Future Considerations
In this study, a novel flow phantom was used. Some fluctuations
in the phantom appear between the repetitive measurements due
to the [15O]H2O injections in the system, as can be seen from the
reference flow over repeated measurements (140, 140, 139, 142,
and 139 mL/min). However, this fluctuation is very small, as it is
3 mL/min at maximum. In an ideal system, the image-derived
flow values Qin and Qout should be fully equal to each other,
and fully equal to the reference flow Qref value. In this phantom
set-up, we detected a maximum difference of 6 mL/min between
Qin and Qout and maximum difference of 9 mL/min between
Qin, Qout and Qref. This fluctuation can be considered small
as well.
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The relation between clinically used MBF values and the
phantom flow values can be regarded to the rate parameters
derived from the two-compartmental model as discussed in
Gabrani-Juma et al. [16]. As the K1 and k2 derived from the
clinical two-compartmental model are analogous to the qin and
qout derived from the two-compartmental model of the phantom,
the behavior of Qin and Qout values can be related to correspond
to the behavior of MBF in similar circumstances. However, as
the phantom does not fully represent the physiology of blood
perfusion in myocardial tissue, the correspondence to MBF
should be further investigated in the future. The phantom lacks
of background activity, as the only source of activity in the
shell is coming from the input chamber and exchange cylinder.
Thus, addition of background activity and its effect to the flow
quantification accuracy could be studied further in the future.
Nevertheless, we have shown that the flow phantom offers a
feasible solution for simulation and the modeling of the kinetics
in myocardial perfusion imaging with PET and provides a
physical reference standard to investigate the effect of different
reconstruction methods in a reproducible manner.

This study was also limited by conducting the measurements
with only one PET/CT system. Also, it was not possible
to assess filtered back projection (FBP) algorithm, as it is
not implemented on the Discovery MI. The system also
implements only one iterative reconstruction algorithm (OSEM).
In addition, the analysis was conducted using a single software
specifically designed for flow quantification on the phantom.
Thus, the results of this study serve as a baseline for the
current status in flow quantification when using different
reconstruction parameters on the Discovery MI PET/CT system.
The methodologies presented here can be further used to study
the reproducibility of flow values among different PET/CT
systems, or to implement harmonization and optimization
protocols in the future.

Accordingly, the presented methodology with the achieved
results could be applied as a basis for harmonizing the
reconstruction parameters for MPI studies with [15O]H2O
and other radiotracers as well. However, the optimization
of the reconstruction parameters with different combinations,
including other radiotracers, should be conducted as an
extension of the current study. Optimally, the reconstruction
methods should be fixed in terms of parameters to avoid
systematic errors and to increase reproducibility. In the future,
the reconstruction parameters should be harmonized between
several PET/CT systems to improve both the accuracy and
precision in the MBF quantification further.

CONCLUSIONS

The effect of different matrix size, Gaussian filter size, TOF
and/or PSF as well as Q.Clear reconstruction to image-
derived flow values was small. Overall, different reconstruction
settings had little impact to the resulting flow values with
Discovery MI PET/CT using [15O]H2O. The modeled flow
values showed a variation with a SD of less than 2 mL/min
as well as absolute relative errors of <7% between subsequent
measurements. The differences in measured flow values between
reconstruction algorithms were 2% of maximum. In conclusion,
the reconstruction algorithms evaluated can be applied in MPI
studies for accurate flow quantification.
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This paper proposes an innovative method, named b-ntPET, for solving a competition

model in PET. The model is built upon the state-of-the-art method called lp-ntPET.

It consists in identifying the parameters of the PET kinetic model relative to a

reference region that rule the steady state exchanges, together with the identification

of four additional parameters defining a displacement curve caused by an endogenous

neurotransmitter discharge, or by a competing injected drug targeting the same

receptors as the PET tracer. The resolution process of lp-ntPET is however suboptimal

due to the use of discretized basis functions, and is very sensitive to noise, limiting

its sensitivity and accuracy. Contrary to the original method, our proposed resolution

approach first estimates the probability distribution of the unknown parameters using

Markov-Chain Monte-Carlo sampling, distributions from which the estimates are then

inferred. In addition, and for increased robustness, the noise level is jointly estimated with

the parameters of themodel. Finally, the resolution is formulated in a Bayesian framework,

allowing the introduction of prior knowledge on the parameters to guide the estimation

process toward realistic solutions. The performance of our method was first assessed

and compared head-to-head with the reference method lp-ntPET using well-controlled

realistic simulated data. The results showed that the b-ntPET method is substantially

more robust to noise and much more sensitive and accurate than lp-ntPET. We then

applied the model to experimental animal data acquired in pharmacological challenge

studies and human data with endogenous releases induced by transcranial direct current

stimulation. In the drug challenge experiment on cats using [18F]MPPF, a serotoninergic

1A antagonist radioligand, b-ntPET measured a dose response associated with the

amount of the challenged injected concurrent 5-HT1A agonist, where lp-ntPET failed. In

human [11C]raclopride experiment, contrary to lp-ntPET, b-ntPET successfully detected

significant endogenous dopamine releases induced by the stimulation. In conclusion, our
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results showed that the proposed method b-ntPET has similar performance to lp-ntPET

for detecting displacements, but with higher resistance to noise and better robustness to

various experimental contexts. These improvements lead to the possibility of detecting

and characterizing dynamic drug occupancy from a single PET scan more efficiently.

Keywords: brain imaging, PET, kinetic modeling, competition model, endogenous neurotransmitter release,

lp-ntPET, Bayesian inference

1. INTRODUCTION

Positron emission tomography (PET) is a functional 3D in
vivo imaging technique that allows to visualize and quantify
with a very high sensitivity the local concentration of an
injected radiotracer molecule. In neuroimaging, PET allows the
investigation of key aspects of neurotransmission systems and
provides important measurements such as the concentrations
in presynaptic transporters and postsynaptic receptors in living
human brains. PET data acquired dynamically are commonly
analyzed using reference region models (Lammertsma and
Hume, 1996; Lammertsma et al., 1996; Gunn et al., 1997) that
are built on the assumption that the system under investigation
is in steady state regime. In 1995, both Fisher et al. (1995)
and Morris et al. (1995) advanced the possibility to use PET
to detect dynamic changes in receptor binding or receptor
occupancy occurring during activation studies. Their theory
relied on the hypothesis that a cognitive task increases the firing
rate of the involved neurons, leading to a release of endogenous
neurotransmitter in the synaptic level with a measurable effect
on the PET kinetics. This idea was then extended to using
PET to reveal transient alterations caused by endogenous or
exogenous competing binding compounds, as long as the PET
tracer fulfills the pharmacokinetic characteristics set forth in
Morris et al. (1995). However, the conventional reference region
models are invalid in non-steady state conditions as they assume
that the parameters to be estimated remain constant over the
duration of the study. Consequently, one of the challenges for
PET neuroimaging experiments became the design of robust
and reliable kinetic analysis approaches with an integrated
competition model to account for transient changes in kinetic
binding and receptor occupancy in both low and high target
density regions.

Several kinetic theories have been developed for non steady-

state systems and related resolution methods have been designed
to detect and characterize changes in ligand binding during a

single PET scan. Alpert et al. (2003) proposed a linear extension

of the reference region models, named LSSRM, that includes
a time-varying efflux rate terms. The LSSRM model allows
the statistical detection of a change in tracer binding, but it

does not characterize the modulation. In fact, it assumes that
competing endogenous releases or drug effects are instantaneous,
maximal at time of stimulation and decay exponentially to
baseline thereafter. Any violations of these assumptions might
result in decreased sensitivity and specificity. Several kinetic
models and associated resolution methods, collectively referred
to as “ntPET” for neurotransmitter PET, with less stringent

assumptions have then been proposed (Morris et al., 2005;
Constantinescu et al., 2007; Normandin and Morris, 2008;
Normandin et al., 2012). Among these methods, Normandin
et al. (2012) proposed a linear parametric ntPET (lp-ntPET)
as an extension of the LSSRM model that uses gamma variate
functions spanning a wide range of feasible shapes, times of onset
and duration to characterize the time course of the competing
compound. While LSSRM uses three parameters to describe
the neurotransmitter release (in addition to three parameters
describing the transport of the tracer through the brain to
blood barrier, and its binding at equilibrium), the lp-ntPET
model uses four for the release characterization (seven in total).
Normandin et al. proposed to handle the estimation of the
non-linear parameters by discretizing them and employing a
predefined library of basis functions. The other parameters are
resolved using Weighted Least Squares (WLS) or Non-Negative
Least Squares (NNLS) optimization.

Several issues are associated with this resolution approach.
First, the use of basis functions leads to a poor accuracy of
parameter estimation due to their discretization. In addition,
the quality of fit and accuracy of solutions greatly depends on
the choice of the basis function (Liu and Morris, 2019). This
dependency can result in a moderate sensitivity and an uncertain
specificity for the detection of the transient change, and a loss of
accuracy for its characterization. Moreover, the lp-ntPET model
is over-determined, i.e., different sets of parameters may produce
similar response curves. In such context, the least squares-based
approaches that are used in the lp-ntPET method to estimate the
linear parameters may lead to a lack of reproducibility. Finally,
the least squares method is known to be highly sensitive to noise
and the classic approach may be unreliable in real applications
where high levels of noise are not unusual, especially in small
Regions Of Interest (ROIs). An alternative method that does not
rely on basis functions is described in Fan et al. (2016), who
proposed an estimation method based on Approximate Bayesian
Computing (ABC). Their investigations on simplistic simulated
data are encouraging but did not lead to conclusive results for
real studies.

In this work, we introduce a novel resolution method for
ntPETmodels, called b-ntPET, whereby the parameter estimation
relies on a Markov-Chain Monte-Carlo (MCMC) sampling in
a Bayesian framework. The presented methodology assesses
the probability distribution of the unknown parameters, and
consequently allows the quantification of the uncertainty of
the parameter estimates. Moreover, we hypothesized that the
integration of a priori information on the model parameters, as
allowed in this Bayesian framework, will tackle the identifiability
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problem by reducing the set of eligible solutions. Finally, we
proposed to jointly estimate the noise level with the parameters
of themodel, for increased robustness.We validated our b-ntPET
method and compared its performance against the reference
lp-ntPET approach using realistic simulated datasets as well as
preclinical and clinical data.

2. METHODS

2.1. Modeling Tracer Competition
In the Simplified Reference Tissue Model (SRTM) (Lammertsma
et al., 1996), the kinetic CT(t) of a target region is defined relative
to the kinetic CR(t) of a reference region.

CT(t) = R1CR(t)+ k2

∫ t

0
CR(u)du− k2a

∫ t

0
CT(u)du (1)

Where R1 = K1a/K1 is the local rate of delivery in the target
tissue relative to the reference tissue, k2 is the transfer rate
constant from tissue to blood in the reference region, and k2a
is the transfer rate constant from tissue to blood in the target
region. Alpert et al. (2003) generalized this model by considering
a time-varying efflux rate k2a(t) that reflects the competition
between the radioligand and the endogenous neurotransmitter at
the receptor sites:

k2a(t) = k2a + γ · h(t) (2)

where γ represents the magnitude of transient effects and the
function h(t) characterizes the endogenous neurotransmitter
discharge or an exogenous concurrent drug concentration level
(Figure 1).

This leads to the following operational equation to model the
time-activity curve (TAC) CT(t) of a tissue of interest:

CT(t) = R1CR(t)+ k2

∫ t

0
CR(u)du− k2a

∫ t

0
CT(u)du− γ

∫ t

0
Ct(u)h(u)du (3)

With regard to the choice of h(t), the exponential function
initially proposed in LSSRM (Alpert et al., 2003) has been
extended by Normandin et al. (2012) to:

h(t) =

{
(

t−tD
tP−tD

)

α

exp
(

α

[

1− t−tD
tP−tD

])

, ∀t ≥ tD.

0, ∀t ≤ tD.
(4)

This model is driven by seven parameters among which four
allow to fully characterize the discharge by expressing its
magnitude (γ ), the time at which it begins (tD), the time at its
peak (tP) and its global sharpness (α). The combination of these
quadruplets results in a set of possible response functions. It
is worth noting that the model is over-determined and various
combinations of these parameters can result in producing similar
shapes of the release. This results in an identifiability issue
that may disturb the robustness and the reproducibility of the
estimation methods, especially in the presence of high noise.

In the original method from Normandin et al. (2012), the
linear coefficients (R1, k2, k2a, γ ) were estimated with a weighted
least-squares method. Since the other parameters (tD, tP,α) are
non-linear, optimal (R1, k2, k2a, γ )i were estimated for each hi(t)
from a set of basis functions driven by the parameters (tD, tP,α)i.
The combination of these three parameters that lead to the best
fitting of the measurements determined the best hi(t) and its
associated (R1, k2, k2a, γ )i parameters.

2.2. Overview of the Proposed Estimation
Method
The method aims at estimating the parameters driving the
tracer displacement model defined by Equations (3) and (4).
In the Bayesian paradigm, the parameters to be estimated are
no longer considered fixed quantities but random variables on
which prior knowledge can be applied. The proposed approach
estimates the probability distribution of the parameters given
the measurements, also called posterior probability, as an
intermediate step. This new paradigm brings more flexibility
toward noise and allows to quantify the uncertainty of the
estimations. Figure 2 sums up the whole estimation process.

First, the posterior has to be defined by setting a hierarchical
Bayesian model. The Bayesian model takes into account the
model of the noise (likelihood) and the amount of prior
information we may have on the unknown parameters. Due
to the complexity of the posterior distribution, its explicit
expression is unknown. In this work, we propose to estimate
the posterior probability using a sampling technique (Robert and
Casella, 1999). This approach draws a relevant amount of samples
that are asymptotically distributed according to the posterior
distribution. From these estimated probability distributions,
Bayesian inference is made to determine the final value of
each parameter. The steps of the method are described in the
subsections below.

2.3. Hierarchical Bayesian Model
After reparameterization 1t = tP − tD for convenience, let us
define 2 = {θk}k=1...7 = (R1, k2, k2a, γ , tD,1t ,α) the set of
unknown parameters and Y = (y1, · · · , yN) the measured Time
Activity Curve (TAC), where yn is the measured activity at frame
n. In that study, the variance of the noise ω

2 is also considered
unknown andwill be jointly estimated with themodel parameters
2. We want to estimate the joint probability p(2,ω2|Y) of the
parameters 2 and the noise level ω2 given the measurements Y .
The Bayes rule states that:

p(2,ω2
|Y) ∝ p(Y|2,ω2) · π(2) · π(ω2) (5)

Where p(2,ω2|Y) is called the posterior distribution, ∝

means proportional to, p(Y|2,ω2) is called the likelihood and
corresponds to the noise model, π(2) is the prior that reflects
the knowledge we may have on the model parameters and π(ω2)
is the prior on the variance of the noise. The likelihood and both
priors on the model parameters and on the noise level are defined
in the subsections below.

Frontiers in Physiology | www.frontiersin.org 3 May 2020 | Volume 11 | Article 49882

https://www.frontiersin.org/journals/physiology
https://www.frontiersin.org
https://www.frontiersin.org/journals/physiology#articles


Irace et al. Bayesian-ntPET

FIGURE 1 | Compartment model illustrating a competition model.

FIGURE 2 | Pipeline illustrating the proposed estimation process. The estimation of the posterior distribution is an intermediate step before estimating the final value of

the parameters.

2.3.1. Likelihood
We assume that the noise at each frame is independent from
the noise of the other frames. The likelihood can then be
factorized as:

p(Y|2,ω2) =

N
∏

n=1

p(yn|2,ω2) (6)

with yn the measured value at frame n of the dynamic PET image.
The likelihood at each frame p(yn|2,ω2) is considered normally
distributed around the value expected by the model at the middle
of the frame 2(n) and with the variance ω

2
n:

yn|2,ω2
∼ N

(

2(n),ω2
n

)

(7)

The variance ω
2
n corresponds to the noise level of each frame.

The noise levels vary from one frame to another, but can be
linked considering the popular weighting factors used to model
the noise, such as the activity 2(n) itself, the decay factor tn and
the frame duration dn according to the following formula:

ω
2
n = ω

2 2(n)

tn · dn
. (8)

The value ω
2 corresponds to a noise level that is representative of

the whole TAC and is estimated by the algorithm jointly with the
parameters of the model.

2.3.2. Prior Definition

2.3.2.1. Prior on the Model Parameters

Assuming that the model parameters are independent, the joint
prior distribution of the vector 2 is:

π(2) =

7
∏

k=1

π(θk) = π(R1) ·π(k2) ·π(k2a) ·π(γ ) ·π(tD) ·π(1t) ·π(α)

(9)

The choice of prior distributions can be based on prior
information obtained from preliminary studies or on other
known information from the protocol design. The more realistic
the prior distributions, the more accurate the solution. While
more attention should be paid to the design of the priors
for optimal results, in this work, we deliberately chose non-
informative priors on the model parameters, so the quality of the
results can be credited to the resolution approach only and not to
overly helping prior information. To this end, we used a uniform
prior distribution π(θk) for each parameter, with intervals largely
covering its plausible value range:

θk ∼ U(θmin
k , θmax

k ) (10)

2.3.2.2. Prior on the noise variance

The prior on the noise variance π(ω2) is chosen as an inverse-
gamma distribution with hyper-parameters a0 and b0.
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ω
2
∼ Ŵ

−1(a0, b0) (11)

This choice is motivated by the fact that the inverse-gamma
distribution is a conjugate prior of the variance for the normal
distribution (see next section). The inverse-gamma distribution
also ensures that ω2 is positive.

The values of a0 and b0 depict the a priori information we
may have on the variance of the noise. In our case, they are
chosen so thatπ(ω2) is centered on an empirical estimation of the
variance of the TAC and the variance (the variance of ω

2 itself)
is set to a very large value so that prior assumption on ω

2 are
non-informative.

2.4. Sampling
The posterior distribution defined in (5) is too complex to
be expressed in closed-form and deriving explicit solutions is
intractable. We propose to estimate the posterior distribution
using Monte-Carlo sampling in the parameter space. The idea is
to draw a sufficient amount of samples that are asymptotically
distributed according to the posterior distribution, also called
target distribution. More precisely, a hybrid Metropolis-within-
Gibbs sampler has been implemented, where the step size of each
chain is adjusted to ensure an optimal mixing behavior.

2.4.1. Gibbs
The target distribution p(2,ω2|Y) is defined in an 8-dimensional
space. Sampling the whole random vector 2 directly is
challenging because of the anisotropic nature of the parameter
space (the individual parameters behave in very different ways).
The Gibbs sampler considers a random vector as a set of
individual random variables. It allows to draw samples of
each variable separately according to their univariate posterior
conditional distribution p(θk|Y ,ω

2,2−k) for each θk, where2−k

is 2 without θk, and p(ω2|Y ,2) for ω
2. By sampling iteratively

each parameter at a time according to its associated posterior
conditional distribution, the Gibbs algorithm defines a Markov
Chain whose stationary distribution is the target distribution
p(2,ω2|Y). The parameters θk are sampled according to their
posterior conditional using a Metropolis-Hastings process (see
next section), leading to a so-called Metropolis-within-Gibbs
algorithm (see Robert and Casella, 1999 for more details).

2.4.2. Metropolis-Hastings for the Model Parameters
The Random Walk Metropolis-Hastings (RWMH) is one of the
most commonMCMC algorithms. The idea is to draw a sequence
of random samples, where the value of each sample is obtained
relatively to the value of the previous one. More precisely, given

the value of the jth sample θ
j

k
, a new sample θ

∗

k
is proposed

according to the following law of motion: θ
∗

k
= θ

j

k
+ ǫk · wj,

where wj denotes a Brownian motion and ǫk is a scaling factor. In
order that the sequence of samples are distributed according to
the target density, the proposed sample θ

∗

k
is accepted or rejected

with probability min

(

1,
p(θ∗

k
|Y ,2−k ,ω

2)

p(θ
j

k
|Y ,2−k ,ω

2)

)

. If the proposed sample

θ
∗

k
is accepted, the value of the new sample is set to θ

j+1

k
= θ

∗

k
,

if it is rejected, the value of the new sample stays the same

θ
j+1

k
= θ

j

k
. An efficient mixing of the target distribution requires

that the acceptance rate is close to 1
2 . The step size ǫk must be

chosen accordingly.
The posterior conditional distribution for each model

parameter θk is p(θk|Y ,2−k,ω
2) ∝ p(Y|2,ω2)π(θk) where one

recognizes the likelihood and the prior on θk defined in (6) and
(10), respectively.

2.4.3. Direct Sampling for the Noise Variance
The posterior conditional associated to the variance is
p(ω2|Y ,2) ∝ p(Y|2,ω2)π(ω2). Here, we take advantage
of the fact that the noise is assumed to be normally distributed
and that the inverse-gamma distribution is a conjugate prior
of the variance for the normal distribution. More precisely, by
choosing π(ω2) as an inverse-gamma distribution with hyper
parameters a0 and b0, we know that p(ω2|Y ,2) is also an
inverse-gamma distribution with parameters a = a0 +

N
2 and

b = b0 +
1
2

∑N
n=1

(

yn − 2(n)
)

. With a closed-form expression
for the conditional posterior, it is then possible to draw samples
for ω

2 using direct sampling instead of an acceptance-rejection
scheme. Note that ω2 is sampled and not ω.

2.4.4. Step Size Calibration
To avoid difficulties due to anisotropy of the parameter space,
each parameter has an adapted step size ǫk. The choice of the
step size ǫk has a direct impact on the efficiency of the sampling
process. A large ǫ leads to a high rejection rate, and a low
value provides highly correlated samples. In both cases, the
algorithm would be characterized by excessively slow mixing.
In the proposed method, the optimal values of ǫk are estimated
empirically during a first phase called burn-in so the acceptance
rate of the proposed samples reaches 1

2 . Samples drawn during
the burn-in period are then withdrawn.

2.5. Bayesian Inference
The estimated posterior distribution is a result in itself, it can be
exploited to perform model selection, to find if one or several
modes pop up from the whole distribution, and allows to evaluate
the degree of trust wemay attribute to a detection.When it comes
to extract the final value of the parameters from this distribution,
one must perform inference and look for a suitable estimator.

Popular estimators are the Minimum Mean Square Error
(MMSE) and the Maximum a Posteriori (MAP). MMSE
corresponds to the expectancy of the distribution (or the mean
of the samples). It is very robust but may be inappropriate if
the posterior distribution is asymmetrical, has several modes,
or when the model suffers from identifiability issues. MAP
corresponds to the drawn sample whose posterior probability
is the highest. However, the MAP estimator lacks accuracy and
reproducibility when the MCMC samples are sparse in the
parameter space.

In this work, we propose to resort to a mode-seeking
algorithm to find the main mode of the target distribution. More
precisely, we are looking for the Highest Posterior Density (HPD)
region. HPD consists in localizing the smallest region containing
a given percentage of the drawn samples. Once the interval has
been found, we perform MMSE on the subset of the samples in
that region to get the optimal values for each parameter. Since
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computing HPD on the multivariate distribution is very time
consuming, and may be altered by the sparsity of the samples
in a 8D space, we perform univariate HPD on the marginal
distributions of each parameter. In this work, we looked for
the smallest interval containing the arbitrary amount of 10% of
the samples.

3. MATERIAL

The performance of the presented b-ntPET method was
evaluated with three brain PET studies and compared to the
reference lp-ntPET method. The first study consisted of 21
simulated realistic dynamic [11C]raclopride PET scans. This
dataset was used to evaluate the accuracy of the method, as well
as its robustness against noise in well-controlled conditions.

The second study consisted of experimental dynamic
[18F]MPPF scans in cats involving a drug challenge with an
agonist of the 1A sub-type serotonin (5-HT1A) receptor. This
dataset was used to assess the quantification capacity of the
method.

The third study consisted of experimental human dynamic
[11C]raclopride acquisitions with a bolus-infusion protocol
during which a transcranial direct current stimulation (tDCS)
was applied. This third dataset was used to test the sensitivity
of the method for detecting and characterizing the dopaminergic
discharge induced by tDCS.

The model parameters were estimated with the proposed
method b-ntPET, and compared with the lp-ntPET resolution.
For b-ntPET, 55,000 samples were drawn including 5,000 samples
of burn-in, in the three datasets.

3.1. Simulated [11C]raclopride PET Data
and Ground Truth Determination
A total of 21 realistic dynamic brain PET scans corresponding
to a 100-min bolus-infusion [11C]raclopride PET protocol were
generated using the PET-SORTEO platform (Reilhac et al., 2004,
2005) simulating the performance of the Siemens BiographmMR
scanner (Reilhac et al., 2016). Each PET scan was simulated from
a structurally different numerical brain model to account for
inter-individual anatomical variability as well as using ideal TACs
describing the time course of the tracer, including well controlled
variations caused by dopaminergic discharges. Each brain model
consisted of (1) a 3D attenuation numerical phantom that
described the attenuation coefficients in order to account
for photoelectric absorption, elastic (Rayleigh), and inelastic
(Compton) scatterings of the photons in the human tissues
during the simulation process, and (2) a 3D emission numerical
phantom showing the emitting brain structures. Attenuation and
emission phantoms were respectively constructed from the 3-
tissue class binary image derived from a CT scan and from the
parcellation of a T1 MRIs, both acquired on the same subject
(Mérida, 2017).

Ideal TACs were defined for the simulation of each emitting
brain structure using a full kinetic model involving the definition
of a plasmatic input function (IF), from which tissue responses
were generated. The ideal IF was defined by fitting experimentally

measured IF data with a three exponential model:

Cp(t) =

3
∑

i=1

Ai exp

(

−(t − tpeak) ·
log(2)

Ti

)

with (T1,T2,T3) = (4.28, 735.5, 183.5) sec, (A1,A2,A3) =

(288.6, 1.1, 409.7) Bq/ml and tpeak = 110 sec. From this ideal
plasmatic IF, TAC for the reference region was generated using a

one-tissue compartment model
dCref(t)

dt
= Kref

1 ·Cp(t)−kref2 ·Cref(t)

with Kref
1 = 0.0918 mL/(min.g), kref2 = 0.242 min−1 (Pappata

et al., 2002; Alpert et al., 2003) and a calibration factor of 10.
Ideal TACs that included modulations caused by endogenous

dopamine release were then generated for caudate, putamen
and accumbens using Equations (3) and (4), with R1 =

1.1540, k2 = 0.242, k2a = 0.0653, tD = 42min, tP =

51min, α = 15 and five different magnitudes of dopamine
release: γ = [0; 0.035; 0.078; 0.1284; 0.3] corresponding to
displacement ratios (Mérida et al., 2018) of 0, 5, 10, 15, and 25
(hereafter referred to by placebo, DR05, DR10, DR15, and DR25
respectively). Endogenous release was lateralized to the left side
of the brain and applied to the three structures of the striatum:
caudate nucleus, nucleus accumbens, and putamen. Same input
kinetics were used for all 21 subjects. TACs for the simulation of
activity uptakes in surrounding cerebral regions of lesser interest
as well as in extra cerebral regions (air, soft tissue, bone, CSF
and ventricles, GM,WM, cerebellarWM, cerebellar vermis) were
built from experimental PET/CT data measurements in lieu of
from analytical calculation (Mérida, 2017). The whole set of TACs
used in this simulated study is shown in Figure 3.

Simulated raw emission data of each subject was then
rebinned and reconstructed into 33 time-frames of 3 min each
with the OP-OSEM3D algorithm incorporating the point spread
function (PSF) modeling, normalization as well as attenuation
and scatter correction, and using 12 iterations of 21 subsets. A
zoom of three was applied to the reconstructions, yielding a voxel
size of 0.9×0.9×2.03 mm3 in a matrix of 256×256×127 voxels.
TACs were finally extracted from simulated PET data for striatal
ROIs and reference region using the emission phantom for brain
structure parcellation.

Due to the degradation occurring during reconstruction
(partial volume effects mainly), the activity levels measured from
the reconstructed image are not systematically retrieved for
small brain structures. These alterations have a direct impact
on the kinetic parameters to be estimated. To propose a more
realistic reference than the unachievable values set as input for
simulations, we considered the mean of the measured TACs over
all subjects, thereafter called noiseless TACs, for each condition.
The reference value for R1, k2, and k2a are set by fitting the
noiseless TAC of the placebo condition with the SRTM model
(Lammertsma and Hume, 1996). The reference values for the
release parameters (γ , tD,1T ,α) have then been defined by fitting
the noiseless TACs of each condition with both lp-ntPET and
b-ntPET methods.

The prior intervals for the b-ntPET method were set to R1 ∼

U(1, 2), k2 ∼ U(0, 0.5), k2a ∼ U(0, 0.1), γ ∼ U(−0.5, 0.5),
tD ∼ U(40, 60), 1t ∼ U(5, 25), α ∼ U(10, 20). For the lp-ntPET
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FIGURE 3 | (Top) Ideal TACs used as input for the PET-SORTEO simulations. The three regions caudate, putamen, and accumbens nuclei share the same TACs.

TACs corresponding to endogenous releases of dopamine of 0, 5, 10, 15, and 25%, (PLACEBO, DR05, DR10, DR15, and DR25) were used successively for the

simulation of the left caudate, putamen, and accumbens nucleus. (Bottom) Caudate (left) and Accumbens (right) TACs measured from the images reconstructed from

the simulated data: Mean of the measured TACs (noiseless TACs) over all subjects (solid line) and measured TACs from a single subject (dashed line). The TAC of the

reference region is shown for the subject in the PLACEBO condition. Note that the magnitude of the TACs are not completely retrieved in the reconstructed images

due to signal degradation caused by the limited spatial resolution of the system (partial volume effects). The accumbens is a smaller region than the caudate, which

explains the higher level of noise in the TACs.

approach, the basis functions have been chosen by setting the
extreme values for tD and α accordingly, with a step of 30 sec
for tD and tP, and a step of 0.5 for α.

3.2. Experimental [18F]MPPF Cat Brain PET
Data
Four male cats underwent 90 min PET-MRI scans following
a bolus injection-infusion of [18F]MPPF, a 5-HT1A antagonist
radiotracer, on an integrated Siemens Biograph mMR scanner.
Each cat underwent four separate PET-MRI acquisitions: three
involving a pharmacological challenge at 50 min with NLX-112,
a 5-HT1A agonist, injected at 0.04, 0.08, or 0.16 mg/kg, and one
involving saline injection for control. Dynamic PET images were
reconstructed from the acquired list-mode with 3D OP-OSEM
algorithm, using point spread function modeling, normalization,
scatter, and attenuation correction as well as with a zoom 4,
yielding to a matrix of 256×256×127 pixels, with voxels of 0.7×
0.7 × 2.03 mm3. PET images were realigned and registered into
the same space using a multi-subject MRI template, coregistered
with a labeled atlas defining standard regions of interest (Lancelot
et al., 2010). Using this atlas, TACs for the hippocampus and
cerebellum were extracted and modeled with the classic lp-
ntPET method, and with the b-ntPET method to quantify and
characterize the endogenous release. For additional information,
the original study can be found in Vidal et al. (2018).

The prior intervals for the b-ntPET method have been set to
R1 ∼ U(1, 2), k2 ∼ U(0, 0.5), k2a ∼ U(0, 0.1), γ ∼ U(−0.5, 0.5),
tD ∼ U(45, 70), 1t ∼ U(5, 25), α ∼ U(0, 20). For the classic lp-
ntPET approach, the basis functions were chosen by setting the
extreme values for tD and α accordingly, with a step of 30 s for tD
and tP, and a step of 0.5 for α.

3.3. Experimental [11C]raclopride Human
Brain PET Data
Thirty-two healthy subjects (mean age = 25.25 ± 3.55 years)
underwent a 100 min PET acquisition on the Siemens PET/CT
Biograph after the intravenous injection of [11C]raclopride (18
MBq + 2.6 MBq/kg) and followed by a constant infusion. During
the collection of the PET data, each subject received a single 10
min tDCS session with intensity 2 mA, that started 40 min after
the injection of the tracer. Subjects were divided in two parallel
groups, active (n = 14) vs. sham (n = 18) bifrontal tDCS. A
total of 20 successive frames of 5 min each was reconstructed
with 3D OP-OSEM iterative algorithm incorporating resolution
modeling, time of flight, normalization, attenuation, and scatter
corrections. Gaussian post-reconstruction filtering (FWHM =
3 mm) was applied to all PET images. Reconstructed volumes
consisted of 109 contiguous slices (2.03 mm thickness) of 128 ×
128 voxels each (2.12×2.12 mm2). Due to excessive head motion
that was caused by the stimulation, individual reconstructed
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time-frame from the same scan were registered to each other
using a 3-D rigid body model. T1 anatomical MRI of each subject
was also acquired on a 1.5T Magnetom scanner (Siemens) and
parcellated using the Hammersmith maximum probability brain
atlas (Hammers et al., 2003; Gousias et al., 2008). Time-activity
curves were extracted for the caudate and for the cerebellar
gray matter (without vermis) that was used as reference region
(devoid of specific dopamine D2-like receptors). For additional
information, the original study can be found in Fonteneau et al.
(2018).

Regional TACs were submitted to modeling with lp-ntPET
and b-ntPET with prior intervals set to R1 ∼ U(1, 2), k2 ∼

U(0, 0.5), k2a ∼ U(0, 0.1), γ ∼ U(−0.5, 0.5), tD ∼ U(35, 90),
1t ∼ U(5, 25), α ∼ U(0, 20). For the classic lp-ntPET approach,
the basis functions were chosen by setting the extreme values for
tD and α accordingly, with a step of 30 s for tD and tP, and a step
of 0.5 for α.

4. RESULTS

4.1. Simulated Dataset
In this section we present the results obtained using the 21
simulated [11C]raclopride dynamic PET scans. Results are shown
for the caudate and accumbens regions only, which by their
difference in size, exhibit two different levels of noise. Caudate
as well as putamen are large regions and measured TACs are less
noisy than TACs measured from the accumbens.

4.1.1. Illustration of the Sampling Process
Figure 4 illustrates the sampling process and how it is associated
with probability distributions. In this example, the Markov
Chain associated to the magnitude parameter γ was initialized
randomly at a high value. Consequently, the value of γ

generally decreases during the first iterations to reach the
ergodic distribution between −0.02 and 0.05, after around 3,000
iterations. During the first iterations, too many proposed samples
have been rejected by the Metropolis-Hastings process (the
acceptance rate was below 1

2 ) so the step size was automatically
lowered until it converged to a value close to 0.015 after
around 1,500 iterations. After withdrawing the samples that
have been drawn before convergence (during burn-in), the
remaining samples are ensured to be drawn according to the
marginal distribution associated to γ . Histogramming these
samples gives us the shape of the distribution. One sees that in
this case, ǫ converged in about 1,500 iterations, and the MCMC
chain converged in about 3,000 iterations. Our choice of 5,000
iterations for burn-in is by far sufficient. It is important to keep
in mind that the sampling is performed in an 8-dimensional
space. Each sample of γ is associated with the seven values of the
other parameters. Figure 4 only illustrates the projection of these
samples in the dimension associated to γ .

4.1.2. Bayesian Inference
Figure 5 shows an example of marginal distribution estimated for
each parameter of one subject for both caudate and accumbens
(condition DR25). These marginal distributions correspond
to the projection of all samples in each dimension of the

parameter space. Our results showed that the distribution of most
parameters were hill-shaped, which demonstrates that a single
value is preferred, except for α, that exhibits a rather uniform
distribution, and expresses that in this case the parameter α

is non-informative. Note that the probability distributions for
the accumbens exhibit larger dispersions than for caudate due
to the higher noise in the accumbens TACs. That testifies that
the estimations are less reliable in the case of accumbens. Such
information was not available in the original version of lp-
ntPET. Figure 5 also shows the difference between the different
estimators. Since HPD is based on a mode-seeking algorithm, its
estimations correspond to the top of the probability distributions,
whereas MMSE is deviated when the probability distribution
is asymmetrical. MAP, which corresponds to the single sample
whose posterior probability is the highest, does not seem to
belong to most probable intervals. That can be explained by
the fact that the drawn samples are relatively sparse in the
8-dimensional parameter space.

4.1.3. Accuracy
Figure 6 shows an example of a measured TAC for each
condition and how it is fitted with both methods lp-ntPET
and b-ntPET. One can see that modeled TACs with b-ntPET
are generally smoother than the ones modeled with lp-ntPET.
On this example, b-ntPET seems to be less conducive to false
detections, with lp-ntPET detecting a wider displacement in the
placebo condition for accumbens.

Figure 7 shows the relative errors on the estimations of the
kinetic parameters for all subjects for each condition. Both
methods led to kinetics estimates with similar accuracies for
the caudate region. Nevertheless, with b-ntPET, the estimations
of the kinetic parameters were closer to the reference for the
accumbens where the noise was higher More importantly, a one-
way ANOVA analysis showed that the bias on the estimated
kinetic parameters R1 and k2 for the caudate region depended
on the magnitude of the discharge with lp-ntPET (p <

0.05), whereas it remained stable across conditions with the
b-ntPET estimations.

Figure 8 shows the estimates of the magnitude parameter γ

for all subjects and for all conditions. The reference value of γ

was obtained by fitting the noiseless TACs with both methods.
These reference values are represented as horizontal lines in the
figure. One can observe less outliers and a lower variability in
the estimations of γ with b-ntPET than with lp-ntPET. More
interestingly, the sensitivity of detection was increased with b-
ntPET, as it was possible to distinguish the four magnitudes of
simulated dopamine release (DR05 to DR25) from the placebo
condition, for the caudate as well as for the accumbens, which
is not always the case with lp-ntPET. Finally, the estimated
magnitude of the release is closer to zero in the placebo condition
with b-ntPET than with lp-ntPET.

Figure 9 shows the endogenous release curves (γ · h(t)) that
were estimated by both methods. One can observe that b-ntPET
estimated released curves that were closer to the reference and
with less variability. Moreover, lp-ntPET presents more aberrant
curves in every condition, especially for the accumbens. Finally,
lp-ntPET presents more false detections in the placebo condition.
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FIGURE 4 | Illustration of the sampling of parameter γ on a single ROI (caudate, condition DR25). (Left) Evolution of the step size during the burn-in phase. (Middle)

Generated samples (Markov Chain). The grayed region corresponds to the burn-in phase whose samples are withdrawn. (Right) Histogram of the remaining samples

corresponding to the estimation of the marginal distribution of γ .

FIGURE 5 | Example of the marginal distribution estimated for each parameter with b-ntPET and for a single simulated subject at condition DR25. Vertical lines show

the inferred value of each parameter according to the proposed estimator HPD (red) compared to popular estimators MMSE (blue) and MAP (green). (Left), caudate;

(Right), accumbens.

Figure 10 shows theMean Squared Error (MSE) between each
individual estimated curve γ · h(t) and the references obtained
from the noiseless TACs. B-ntPET presents a generally lowerMSE
than lp-ntPET, especially when high level of noise is present, such
as in the accumbens. This suggests a better identification of the
shape on the endogenous release. B-ntPET also presents a lower
inter-subject variability.

4.2. Experimental Brain Cat Dataset
4.2.1. Dose Effect Gamma Response
The estimations of the γ parameter obtained for the brain
cat real dataset, in the hippocampus and for each individual,
are reported in Figure 11. Lp-ntPET was not able to evidence
any significant differences between the magnitude of the
various displacements induced by pharmacological challenge
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FIGURE 6 | Example of simulated TACs and fitted curves obtained with lp-ntPET (red) and b-ntPET (blue). The fitted curves on the mean TACs over all subjects (here

labeled noiseless fit) are also shown on this figure for both methods, as reference. (Left), caudate; (Right), accumbens.

compared to the control condition (NaCl injection). In
contrast, differences in the magnitude of the displacement
measured with b-ntPET between every dose condition
and control condition (Figure 11) were significant. In
addition, characterization of the gamma parameter by
b-ntPET showed a lower interindividual dispersion and
no outliers.

A linear correlation between the injected dose and the γ

response (dose effect) could be computed with an acceptable
Pearson coefficient of r = 0.73 (p < 0.0001, lower and
upper bounds for 95% confidence interval = [0.52; 0.85]),
whereas dispersion of estimated γ parameter failed to show this
correlation with lp-ntPET with a Pearson coefficient of r = 0.21

(p = 0.21, lower and upper bounds for 95% confidence interval
= [−0.12; 0.51]).

4.2.2. Characterization of the Displacement
The estimated time-course of the radiotracer clearance from the
ROI as a percentage of the baseline state k%baseline

2a (t) defined in
Equation (12) has been calculated for both methods (Normandin
et al., 2012; Angelis et al., 2019).

k%baseline
2a (t) = 100 ·

k2a + γ · h(t)

k2a
(12)

Both lp-ntPET and b-ntPET were able to model the temporal
variation of the efflux rate induced by drug competition at the
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FIGURE 7 | Accuracy of the estimations of the kinetic parameters (R1, k2, and k2a) with lp-ntPET and b-ntPET. The relative errors (in %) on the estimations are given

for each condition. (Left), caudate; (Right), accumbens. Whiskers represent 1.5 times the IQR.

FIGURE 8 | Estimates of the magnitude parameter γ across conditions obtained with lp-ntPET and b-ntPET. Horizontal lines correspond to the reference values that

are obtained by fitting the noiseless TACs with each method (lp-ntPET and b-ntPET). (Left), caudate; (Right), accumbens. Whiskers represent 1.5 times the IQR.

(Paired t-test: *p < 0.05; **p < 0.001; ***p < 0.0001).

individual level (Figure 12). The curves obtained with lp-ntPET
presented disparate patterns and led to non-interpretable results.
In contrast, the responses modeled with b-ntPET were more
homogenous across subjects and the amplitude of the curves
increased with the injected dose.

4.3. Experimental Brain Human Dataset
Results from the experimental human brain raclopride
PET study showed that the b-ntPET resolution method

reduced uncertainties of the model parameter estimates.
Figure 13 shows boxplots of the γ parameter estimated
by both methods for the right caudate of all subjects. In
our study, with lp-ntPET, individual γ estimates ranged
from −0.04 to 0.1 with some negative outliers for the
placebo group, and from zero to less than 0.1 for the
active group. No statistical difference was found between
the active and the placebo groups. However, the estimates
produced with b-ntPET showed a much lower dispersion and
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FIGURE 9 | Endogeneous release curves (γ · h(t)) estimated by both methods for all conditions. Color lines represent the different subjects. The dashed line

corresponds to the release curve estimated from the noiseless TAC by each method (reference). (Left), caudate; (Right), accumbens.

FIGURE 10 | Mean Squared Error (MSE) computed between each individual estimated release curve (γ · h(t)) and the reference estimated from the noiseless TACs, for

each estimation method and condition. (Left), caudate; (Right), accumbens. Error bars show the standard deviations.

consequently a significant difference was detected between
groups (p < 0.05).

The ability of ntPET to model discharge curves is illustrated
in Figure 14. Mean TACs across subjects, pooled by group
(normalized by the activity of the three frames preceding the
tDCS stimulation) are shown (left scale). On the right scale,
mean displacement curves, per group, are plotted. With the lp-
ntPET model, displacement curves were noisy and increased
from the triggering of the stimuli to the end of the experiment
for both the placebo and the active groups, reducing their

discrimination. With the b-ntPET model, the mean discharge
curve was flat for the placebo group, with the exception of small
humps near 70–80 min post injection. For the active group,
a hump was visible at the start of the tDCS stimulus, then it
was flat before rising up at 60 min. k%baseline

2a (t) curves were
much less noisy when estimated with b-ntPET. These results are
in accordance with the original publication (Fonteneau et al.,
2018), where the binding ratio parameter of the right caudate was
significantly different between groups in the time interval 40–55
min post tDCS.

Frontiers in Physiology | www.frontiersin.org 12 May 2020 | Volume 11 | Article 49891

https://www.frontiersin.org/journals/physiology
https://www.frontiersin.org
https://www.frontiersin.org/journals/physiology#articles


Irace et al. Bayesian-ntPET

FIGURE 11 | Magnitudes of the displacement (γ ) estimated by both methods in the hippocampal region. The conditions NaCl, C04, C08, and C16 correspond to

saline injection, and injections of 0.04, 0.08, and 0.16 mg/kg of 5-HT1A agonist, respectively. Whiskers represent 1.5 times the IQR. (Two-sample t-test: *p < 0.05;

***p < 0.0001).

5. DISCUSSIONS

The possibility to characterize and quantify from a single
dynamic PET experiment the system response to a stimulus or to
an exogenous administration of a centrally acting cold compound
provides a unique tool for the in vivo exploration of functional
neurochemistry and psychopharmacology. With the advent of
simultaneous PET/MR acquisitions, this methodology used in
single PET/fMRI protocol paradigms, involving stimulation
or pharmacological challenges, will open the door to the
simultaneous characterization of the direct response of the
neurotransmission system under investigation, as well as the
mapping of the induced brain activity, with enormous potential
in neurology and psychopharmacology. Several methods have
been proposed to analyze neurotransmission systems under non
steady state regime, such as the LSSRM and the lp-ntPET,
and used for the analysis of experimental animal and human
studies. Mapping of increased dopamine release induced by
motor planning task was first shown in a [11C]raclopride human
study using the LSSRM method (Alpert et al., 2003). Lataster
et al. (2011) investigated the in vivo dopamine release in the
human prefrontal cortex in response to a psychosocial stress
challenge, using the radioligand [18F]fallypride and the same
analysis method. Similarly, Ceccarini et al. (2012) detected
striatal and extrastriatal reward-induced dopamine release in
humans. Kim et al. (2014) revealed for the first time that different
temporal patterns were involved in the dopamine response to
smoking using the more advanced lp-ntPET method to analyze
[11C]raclopride PET data of subjects smoking cigarettes during
the acquisition. The same technique was used to associate
the in vivo displacement of [11C]raclopride with observed
behavioral changes of awake, freely moving rats following the

administration of amphetamine (Angelis et al., 2019; Kyme et al.,
2019).

In this work, we introduced a novel resolution method for
ntPETmodels, called b-ntPET, that addresses some shortcomings
and limitations of the current lp-ntPET model, and whereby the
parameter estimation relies on a Markov-Chain Monte-Carlo
(MCMC) sampling in a Bayesian framework, allowing the joint
estimation of the noise level and the model parameters as well as
the use of prior knowledge to guide the estimation process toward
realistic solutions.

5.1. Performance of the Parameter
Estimations
The use of well-controlled simulated PET data allowed us to
show that b-ntPET produced more reliable estimates of R1, k2,
and k2a with higher accuracy and lower variability than lp-ntPET
(Figure 7). This was especially the case in high noise context,
such as for the accumbens, which is a relatively small region.
These kinetic parameters rule the classical exchanges between the
plasma and the free, non-specific and bound compartments as in
the SRTM methods and their estimates should not be influenced
by the presence of any competing ligand. However, and unlike b-
ntPET, their estimated values obtained with lp-ntPET depend on
the magnitude of the displacements (Figure 7), especially in the
presence of noise.

More importantly, experiments on the simulated data showed
that the improvement of the estimation quality when using
b-ntPET was even more noticeable when estimating the
magnitude of the transient effect (Figure 8). Unlike lp-ntPET,
b-ntPET was able to detect and estimate the magnitude of
the displacement with a high level of accuracy and precision
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FIGURE 12 | Individual k%baseline
2a (t) curves (left and right regions for each cat), obtained with lp-ntPET (Left) and b-ntPET (Right) approaches, for each condition. The

different acquisitions are represented with different colors. Both hippocampus left and right are presented.

(reduced variability). Consequently, and contrary to lp-ntPET,
differences in magnitude between groups estimated by b-ntPET
were found systematically statistically significant even in high

noise situations. The higher performance obtained with our
approach was confirmed with the experimental cat dataset
where b-ntPET allowed the detection of statistical differences
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FIGURE 13 | Estimated γ value in the right caudate for both methods lp-ntPET and b-ntPET. Contrary to lp-ntPET, b-ntPET allows the dissociation of the two groups

(Two-sample t-test: p < 0.05).

FIGURE 14 | For both methods, solid line: the mean of the endogenous releases estimated for the active (red) and placebo (blues) groups using both methods;

dashed line: the mean of the associated k%baseline
2a (t) curve.

between the placebo group and other conditions, while no
statistical differences were found when kinetics were modeled
using lp-ntPET.

As a conclusion, γ estimated with b-ntPET reliably
distinguished activated vs. control groups with limited sample
size of subjects. In addition, γ was able to quantify the level of
endogenous release as shown in Figure 8 as well as drug effect
occupancy as shown by the regression results on the cat study
(see section 4.2.1).

The analysis of the marginal probability density estimated
for each parameter (Figure 5) revealed that the α parameter
as well as and the tP and tD parameters in the presence of
noise (accumbens region) were poorly determined. Hence, we
did not specifically studied the estimation accuracy of each
parameter taken independently, but the resulting γ · h(t) curves
instead. With the simulated study, we were able to quantify the
MSE distance between estimated curve and the reference curve
(Figure 10). Results showed that whereas lp-ntPET frequently
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failed to characterize accurately the transient dynamic change,
b-ntPET was able to produce individual curves with right
magnitude and shape compared to the reference. Lp-nPET was
especially deceiving in placebo condition, in noisy context, and
surprisingly in the noiseless curve of the DR10 condition.

In this last case, lp-ntPET over-estimated the value for γ with
a value of 0.6 (Figure 8). One can note that the estimated release
curve peaked in-between two measured points (Figure 6). It is
very likely that lp-ntPET, which seeks the best solution in the
least squares sense, favorized this extreme solution consisting
of a very brief displacement of a high amplitude between two
measured points. This problem can happen even in a low noise
scenario, as demonstrated with the reference curve of the DR10
condition. Shorter frames could have reduced the risk of such
overfitting issue, but would have resulted in a noisier TAC. Given
the low robustness to noise of the lp-ntPET method from the
other hand, a compromise regarding the duration of the frames
can be hard to set. This issue clearly illustrates a limitation in
the lp-ntPET implementation with regard to its dependence to
the time discretization. By tackling the noise more efficiently and
outputting smoother TACs, b-ntPET, on the other hand, is less
under the yoke of the temporal resolution.

5.2. B-ntPET as a Generalization of
lp-ntPET
B-ntPET can be seen as an extension of the lp-ntPETmethod and
this for several reasons. In an ideal scenario where the parameter
space is totally covered by the set of basis functions, the WLS
solution returned by the lp-ntPET method corresponds to the
best solution in terms of goodness of fit, which is also the solution
that maximizes the likelihood p(Y|2). Yet, when using b-ntPET
in the special case where non-informative priors are used, as we
do in this study, the posterior distribution p(2|Y) equals the
likelihood p(Y|2) (up to a normalization factor). Consequently,
lp-ntPET and b-ntPET seek to optimize the same objective
function. Whereas lp-ntPET uses WLS to obtain directly the
single set of parameters that maximizes this objective function,
b-ntPET samples the parameter space to assess the objective
function in its wholeness. Denser regions of samples correspond
to higher probable regions in the parameter space. B-ntPET relies
on all these samples to provide the best solution. The global
maximumof this objective function corresponds to both theWLS
solution returned by lp-ntPET and to the solution returned by
b-ntPET when the MAP estimator is used. In the absence of
noise, and with moderate noise, this global maximum is well
defined, and both lp-ntPET and b-ntPETwith theMAP estimator
may provide relevant results. However, when data are noisy,
the surface of the objective function is highly non-smooth and
the global optimum can be translated by local optima. This can
lead to overfitting issues, with the best-fit solution becoming
no longer representative of the data. In this case, the HPD
estimator selects a more robust solution because it relies on the
seeking of the most probable cluster of samples in the parameter
space rather than the single most probable sample. In other
words, a set of parameters is a good candidate for b-ntPET
with HPD when it leads to high fit and when small variations

on these parameters also lead to good fit. Another consequence
of this regularization effect when using b-ntPET with HPD is
the production of smoother characterization curves (Figures 9,
12, 14), while lp-ntPET detected a lot of short releases with
high amplitude.

Another conceptual difference between lp-ntPET and
b-ntPET is that b-ntPET treats all the model parameters
(R1, k2, k2a, γ , tD,1t ,α) equally and estimates them at
once, whereas lp-ntPET distinguishes the linear parameters
(R1, k2, k2a, γ ) and the non-linear parameters (tD,1t ,α). By
doing so, we believe b-ntPET reduces the dependence between
the two subsets of parameters. Figure 7 illustrates that idea by
showing that the estimates of the kinetic parameters (R1, k2, k2a)
are less sensitive to the displacement with b-ntPET than with
lp-ntPET. In addition, in terms of exploration of the parameter
space, by relying on a discrete set of basis functions, lp-ntPET
restrains the parameter space associated to the non-linear
parameters tD, 1T and α to a grid, while b-ntPET explores the
parameter space continuously by using MCMC sampling. An
immediate consequence is the possibility for b-ntPET to assign
any value to these parameters.

One key advantage of b-ntPET is its flexibility to integrate
prior knowledge on the parameters. Whereas lp-ntPET allows to
restrain the estimations of tD, 1T , and α to plausible solutions
by setting the boundaries of the basis functions accordingly, b-
ntPET allows the consideration of any kind of prior distribution
for tD,1T , α as well as for the other four parameters of themodel.

Finally, another benefit of b-ntPET over lp-ntPET is that the
noise is jointly estimated with the parameters of the model.
Nevertheless, it is worth noting that the joint estimation of the
noise variance can be omitted when the variance of the noise
is already known with precision, for example by using some
elaborate deterministic models accounting for measured counts,
frame duration, deadtime etc.

5.3. Computational Considerations
Whereas no particular effort was made in this work to
optimize the implementation of the b-ntPETmethod, we decided
nevertheless to discuss here its computational efficiency and the
existing options for improvement. As a very first observation,
we can say that b-ntPET is computationally slightly more
demanding than lp-ntPET. While a C implementation of lp-
ntPET can analyze a TAC in less than 2 s with an i7 core, our
current compiled Python implementation of b-ntPET requires
about 3 s. This additional cost is not truly notable for ROI-
based analysis, but could become significant for a pixel-wise
implementation. The computational time required by b-ntPET
is directly proportional to the amount of samples drawn. In this
work, we employed 55,000 samples, a number that subsequent
analyses showed to be far too high, and processing time could be
significantly decreased by reducing adequately this number.

The convergence speed of the MCMC is a crucial point. We
assessed the convergence properties by running 50 instances
of MCMC chains over the same data from random starting
values. We then measured the Potential Scale Reduction Factor
(PSRF) on each parameter, which is a popular tool to measure
convergence rate of MCMC chains (Brooks and Gelman, 1998).
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The PSRF value was below 1.02 after <100 drawn samples
indicating very early convergence. Fan et al. (2016) reported that
they attempted to solve the same model with MCMC but their
implementation could not reach convergence within a reasonable
amount of time. We believe the higher convergence efficiency
of our method is a nice consequence of estimating the noise’s
variance jointly with the parameters of the model. Indeed, the
acceptance ratio during the sampling process highly depends on
the accuracy of the noise variance estimate. If overestimated,
too many samples are accepted and if underestimated, too many
are rejected, both cases leading to poorly-mixed samples (an
ineffective exploration of the parameter space) and a risk for the
MCMC chain to be stuck in a local optimum. Sampling the noise
variance with direct sampling instead of an acceptance-rejection
scheme also improves the mixing behavior.

Finally, our current implementation can be reduced
significantly by using GPU programming.

5.4. Perspectives on Bayesian-ntPET
We have identified a few axes for future investigations and
developments with the primary goal to improve the b-ntPET.
First, in this work we did not pay much attention to the
choice of the estimator, and we decided to choose HPD over
the other approaches. However, inferring independently each
parameter from their respective marginal distribution using the
HPD estimator (and possibly with the others) is a debatable
choice and may lead to suboptimal solutions. The interval with
the highest probability on the marginal distributions does not
always correspond to a region with high probability in the
whole parameter space. One solution is to perform multivariate
HPD in the whole 8-dimensional parameter space. Some
preliminary tests on the real human dataset led to some very
encouraging results (Figure 15). Multivariate HPD is however
time consuming and needs appropriate tuning to accommodate
the sparseness of the samples in the whole parameter space
(the 50,000 samples are dense on marginal distributions, but are
sparse in a 8-D space).

The results presented in this article were obtained using rather
non-informative priors. More sophisticated priors with realistic
constraints would guide the estimation process to more suitable
solutions. For example, fortuitous noisy measurements in
successive frames can be interpreted as brief tracer displacements
leading to false detections, and setting priors that would penalize
variations that are too short in time would be appropriate. Priors
can also be integrated from other modalities such as fMRI or EEG
according to the design of the study.

The stochastic context of the approach is also profitable. For
example, one can be interested in doing model selection to
classify whether or not the tracer was significantly displaced.
For this purpose, Bayesian theory proposes tools to quantify
the probability of the TACs to be described by a model
rather than one other. Furthermore, the estimation of the
posterior probability distributions provided by the methods can
be exploited in a number of ways. First, confidence intervals
or, more generally, information about the degree of trust on
the estimation results can be easily furnished. It would also be

FIGURE 15 | Median estimated TAC fit (solid line) as well as median estimated

endogenous releases (dash line) computed for the placebo (blue) and active

(red) groups from the experimental [11C]Raclopride study and using the

multivariate HPD in lieu of the univariate HPD. We can note that the estimated

releases produced with the multivariate HPD exhibit more acceptable and

expected features than when the univariate HPD was used (Figure 14 right)

with a quasi null release for the placebo group and a more continuous release

starting after the beginning of the stimulation for the active group.

conceivable to returnmore than one solution by seeking the most
probable modes in the probability distribution.

In a voxel-wise implementation, spatial regularity can be
enforced by a 3-D Markov Random Field, possibly supported by
spatial priors such as anatomical information fromMRI or CT.

In this work, the validations and the experimental applications
of the method were carried out first with the [11C]raclopride
tracer, that is known to be displaceable. This nice property is
not systematically shared with other tracers, but is not specific
to [11C]raclopride either. We showed in the third application,
that the method is also applicable to [18F]MPPF, and lead to
more exploitable results than with the reference method for
this fluorinated tracer. The methodology presented here can be
extrapolated to other displaceable tracers without much risk.
However, two situations may challenge the efficiency of the
resolution process. The first may occur when the dynamics of
the transient effect can not be fitted by the current model by
lack of flexibility, possibility leading to reduced sensitivity and
inaccurate estimates of the magnitude of the phenomena. In
this current work, the transient effect is modeled by a gamma
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function. We believe that the chance of violating this assumption
is however low, as the gamma function can model a large variety
of magnitudes and shapes. If this is not the case, the optimization
scheme detailed in this study can be adapted to a new model by
re-defining the likelihood function accordingly, and adapting the
prior distributions to the new parameters. The second situation
may occur when a displacement with a low magnitude is to be
analyzed in low signal-to-noise ratio condition. We showed in
this work that the joint estimation of the noise and the parameters
lead to improved performance compared to the reference
approach. However, for tracers inducing very low signal-to-
noise ratios, the efficiency of the proposed method can be
questioned and should be tested, if possible, with well-controlled
simulated data before application to actual scans. Finally, the
availability of the parameters’ probability densities generated with
the Markov chain sampling is a clear advantage of b-ntPET over
other resolution approaches, as the sharpness of their profile
reflects the capacity of a tracer to be displaced and therefore
the suitability of the ntPET model. This is still to be tested and
is beyond the scope of the current study. This will nevertheless
constitute the subject of a future work with other dopamine
tracers such as [18F]Fallypride or [11C]FLB45, or with tracers
for other neurotransmission systems such as [11C]diprenorphine,
which has often been the subject of competition studies.

Another question that may arise is that of the experimental
design of a competition study. The stimulation time, the
duration of the stimulation and its intensity are often questions
asked in relation to the optimization of this design aiming at
increasing the chances of detection and characterization of a
discharge. In this area too, the b-ntPET approach could be
useful for this optimization process, based on the study of the
probability distributions and the confidence intervals that b-
ntPET can generate.

Lastly, simultaneously acquired PET/MR data can also
be exploited to investigate and to characterize the link
between the temporal evolution of the drug uptake to the
target receptors measured by PET imaging and the cerebral
activity/hemodynamic response occurring after administration
of drugs measured by BOLD imaging (Sander et al., 2013).

6. CONCLUSION

We have introduced a novel method named b-ntPET, for
the resolution of a kinetic model involving a displacement
of radiotracer produced by an endogenous neurotransmitter
release or a pharmacological challenge. The proposed approach
is formulated in a stochastic framework, and provides the
probability distribution of the parameters of the model in
addition to their estimated values. The method also supplies the
level of noise in the data which is estimated jointly with themodel
parameters for increased robustness.

By evaluating the method on simulated and real datasets,
we demonstrated that the proposed method has increased
performance in terms of sensitivity and resistance to
noise compared to the reference method lp-ntPET. These
improvements lead to better results in terms of detection and
characterization of the displacement.

As a conclusion, b-ntPET offers the possibility to reliably
detect and characterize transient variation in receptor occupancy
from a single PET scan.
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Scandium (Sc) is a promising candidate for theranostic applications due to the existence

of radioisotopes suitable for both imaging and therapy. A “proof-of-concept” study

regarding first-in-human use of 44Sc for imaging metastatic neuroendocrine tumors

was reported recently, however, quantitative assessment of 44Sc-based PET images

was not performed. The aim of this study was to evaluate quantitative capabilities

of 44Sc-PET using a commercial PET scanner. The NEMA/IEC body phantom with
44Sc was acquired according to the local protocol used for whole-body oncological

[18F]FDG PET examinations. Additionally, we characterized the signal recovery (recovery

coefficient—RC) according to the iteration number. For all reconstructions, pertinent

image corrections (normalization, dead time, activity decay, random coincidence, and

attenuation) were applied. Presently, 44Sc scatter corrections are not optimized and

could, thus, result in quantitative bias. To investigate the best option, the data were

reconstructed using different available scatter corrections (relative -RelSC- and absolute

-AbsSC-) and an additional prompt-gamma correction (PGC). System cross-calibration

with the local dose calibrator (BGcal) and image noise, expressed by the coefficient of

variation (COV), were evaluated in the homogeneous background region (5 kBq/mL) of

the phantom. Maximum (RCmax) and 50% threshold recovery coefficients, corrected

for background (RCA50), were measured for all spherical inserts (25 kBq/mL) of the

phantom. Acceptable COV (<15%) was achievable with low iteration numbers (<3).

BGcal differences were low: mean BGcal were 77.8, 81.3, and 86.7%, for RelSC, AbsSC,

and PGC, respectively. RC values exceeded the present RC range recommended for

[18F]FDG procedures. Using the iterations to be evaluated, RCA50 ranged from 29.9 to

59.9% for the smallest lesion (spherical insert of 10 mm diameter) and from 45.5 to

80.3% (13 mm), 66.4 to 75.6% (17 mm), 71.7 to 75.7% (22 mm), 75.1 to 78.6% (28

mm), and 76.7 to 80.9% (37 mm) for the, respectively spherical inserts. The results of
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this study show that clinical 44Sc-PET imaging has the potential to provide signal recovery

in lesions of different sizes comparable to current 18F-PET standards. In order to improve

the quantitative accuracy of 44Sc PET, optimized corrections are still necessary and will

be investigated further in future.

Keywords: PET imaging, quantification, 44Sc, theranostic, scatter correction, prompt-gamma correction

1. INTRODUCTION

Clinical theranostic application of 68Ga (T1/2 = 68 min, Eβ
+
av =

830 keV, I= 89%) and 177Lu (T1/2 = 6.65 d, Eβ
− av= 134 keV, I

= 100%; Eγ = 113 keV I= 6%, 208 keV I= 10%) is now common
for PET imaging and targeted radionuclide therapy, respectively.
The 68Ga/177Lu theranostic couple is used for labeling with
somatostatin analogs (e.g., DOTATOC or DOTATATE) and,
more recently, also for PSMA-targeting ligands (e.g., PSMA-
11 and PSMA-617), thereby, enabling radiotheranostics of
neuroendocrine and prostate cancer, respectively [1–4].

PET is currently regarded as a more sensitive technology than
SPECT and provides images with superior spatial resolution
and improved quantification [5]. The switch from 111In-based
SPECT imaging, such as 111In-octreotide, to the use of 68Ga
for PET imaging, represents a cornerstone in nuclear medicine:
[68Ga]Ga-DOTATATE demonstrated significantly superior
image quality and, hence, outperformed 111In-octreotide in both
diagnostic accuracy and impact on treatment decisions [6].

68Ga is obtained from a 68Ge/68Ga-generator system, which
can be conveniently placed in a radiopharmacy at any hospital.
The availability of 68Ga is, however, restricted with regard to
activity that can be eluted for radiopharmaceutical preparation,
while the generator itself is also costly. A drawback of using 68Ga,
however, is its short half-life of only 68 min (compared to 2.81 d
for 111In), which does not allow scanning at late time points after
injection nor transportation of 68Ga-based radiopharmaceuticals
over longer distances (when a 68Ge/68Ga generator is not present
on site). Optimally, the physical half-life is identical to the
biological half-life and 44Sc can be used with targeting agents that
are retained longer in the body. As an example, 44Scmay be viable
in the use of albumin-binding radiopharmaceuticals, which have
longer circulation time [7]. Finally, it remains to be mentioned
that 68Ga has a different coordination chemistry compared to
177Lu, therefore, 68Ga results in different chelator-radiometal
complexes and, hence, chemically unequal radiopharmaceuticals.
This may result in different in vivo uptake patterns for both
diagnostic and therapeutic radioligands [8–10].

Several years ago, 44Sc was proposed as an alternative

PET nuclide [11, 12]. The physical decay properties [13] of
44Sc (T1/2 = 4.04 h, average Eβ

+ = 632 keV, I = 94%)

are attractive to address the shortcomings of 68Ga mentioned

above. It decays with an almost four-fold longer half-life

than 68Ga [13] by emitting relatively low energy β
+-particles

that enables the acquisition of PET images with a spatial
resolution equal or even superior to that achievable with 68Ga
[14]. The coordination chemistry allows the preparation of
44Sc-radioconjugates using a DOTA-chelator in analogy with

177Lu-labeling [9]. Preclinical experiments in mice showed
almost identical distribution patterns for 44Sc- and 177Lu-labeled
ligands [10, 11]. Consequently, 44Sc may be adopted as a more
favorable diagnostic match to 177Lu than 68Ga. In future, 47Sc
(T1/2 = 3.35 d, average Eβ

− = 162 keV, I = 100%; Eγ = 159
keV I= 68%) can be employed as a therapeutic match to provide
chemically-identical 44Sc/47Sc-based radiopharmaceuticals for
radiotheranostic applications [15–17]. A possible addition to
the scandium radioisotope family, due to its theoretically more
favorable characteristics for PET imaging, is 43Sc. [18]. Although
it provides possible advantages in terms of gamma emission, it is
currently more challenging to produce in terms of yield, as well
as cost [19, 20].

Rösch and co-workers performed preliminary studies using
44Sc obtained from a 44Ti/44Sc generator system [21]. First
PET images of a patient administered with [44Sc]Sc-DOTATOC
looked promising, where somatostatin-receptor-positive liver
metastases were imaged and visible 18 h after administration
of 37 MBq [22]. It was later proposed to produce 44Sc
at a cyclotron using natural Ca targets, in an attempt to
simplify production and increase yield [23, 24]. At PSI, it was
demonstrated for the first time that 44Sc can also be produced
in high quantities and good quality when using enriched 44Ca
targets [11, 25]. In recent years, the production was constantly
improved, currently enabling the preparation of up to 5 GBq
44Sc with small quantities of target material. This production
method may be translated to a conventional medical cyclotron
commonly installed in PET centers. Subsequently, the application
of cyclotron-produced 44Sc in two patients with neuroendocrine
neoplasms, receiving a diagnostic administration of [44Sc]Sc-
DOTATOC at Zentralklinik Bad Berka (Germany), was reported
[26]. First-in-man studies with [44Sc] Sc-PSMA-617, using
generator-produced 44Sc, were reported recently in the literature,
underlining the excellent features of 44Sc in a clinical setting [27].

Despite the reported clinical advantages of 44Sc, its use could
potentially be restricted by the currently limited quantification
capability of clinical devices. The first reported human study
using 44Sc [26] indicated that absolute quantification was not
available, but the authors did not discuss this limitation further.
Other studies on the use of non-pure positron emitters started
evaluating this limitation. In particular, the importance of
adopting adapted and optimized corrections in the acquisition
and reconstruction process, in achieving quantitative imaging
in clinical setups, was highlighted. As an example, the work by
Armstrong et al. [28] addressed the impact of prompt-gamma
coincidence inducing quantitative artifacts and underlined the
important role of specific corrections in absolute quantification
using 82Rb cardiac imaging. The study by Lubberink and Herzog
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[29] reviewed different optimization strategies for improving
quantification of 124I and 86Y, including effects from scatter and
prompt-gamma corrections.

The aim of this paper was to evaluate the quantification
capabilities of 44Sc in a clinically-relevant phantom configuration
study performed with a commercial PET scanner.

2. MATERIALS AND METHODS

The experimental design presented in this work included (a)
image acquisitions of a NEMA/IEC NU2 phantom (see sections
2.1, 2.2) and (b) the subsequent data analysis (see sections
2.3, 2.4). The phantom was scanned under clinically-relevant
conditions at the Aarau Cantonal Hospital (KSA) using a mCT
Biograph PET-CT (Siemens Healthineers AG) [30]. 44Sc was
produced via the 44Ca(p,n)44Sc nuclear reaction at Injector 2
cyclotron facility at Paul Scherrer Institute (PSI), Switzerland, as
previously reported [25, 26].

The reference activity received from PSI was used to perform
a cross calibration of the local dose calibrator (Veenstra
Instruments, Joure, Netherlands VDC-405 with ionization
chamber VIK-202). At PSI, the nuclide content in the irradiated
targets was identified and quantified by γ -ray spectrometry
using an N-type high-purity germanium (HPGe) coaxial detector
(EURISYS MESURES, France) and the Ortec InterWinner
5.0 software. A dose calibrator (ISOMED 2010, Nuclear-
Medizintechnik Dresden GmbH, Germany) was employed for
the quantitative determination of 44Sc activity [20]. The reference
activity was measured at the end of chemical separation and the
time noted, before packing and transportation. This reference
activity and time, on its original vial, was used to cross calibrate
the local dose calibrator by modifying the isotope settings (factor
and scale) to match this reference activity. The factor obtained
was then used for all dispensing syringe activities. The activities
obtained for various settings, along with the setting chosen
for 44Sc, are listed in Table 1. All measurements were decay-
corrected to the reference activity. These values were then used to
estimate the injected activity (IA) used to fill the main phantom
volume (background volume) and the included spherical inserts,
representing lesions. The 44Sc cross-calibrated factor (presented
in Table 1) was then used for all activity dispensing.

TABLE 1 | Reference activity and employed factors for determination of the local

dose calibrator factor for 44Sc measurements.

Radionuclide Setting Measurement

(Factor and scale) (GBq)

Ga-68 751 scale 1 2.116

F-18 765 scale 1 1.401

Co-60 889 scale 1 0.392

Sc-44 760 scale 0.56 0.594

Reference activity 0.595

All measurements were decay-corrected to the reference time provided by PSI. The factor

is constrained to a given range (0–900) and for some radionuclides, a scale different than

1 is also needed.

2.1. Phantom Preparation
The NEMA/IEC NU2 phantom (PTW, Freiburg, Germany) used
in this study enabled the characterization of image quality and
quantitative signal recovery in the main background phantom
volume and in spherical structures of different size potentially
affected by partial-volume-effect (PVE). The NEMA/IEC
phantom is composed of a main volume (background) of 9.5 L
that mimics the human abdominal shape. The phantom includes
a set of hollow-glass-sphere inserts of variable diameters: 10, 13,
17, 22, 18, and 37 mm, respectively. In addition, a lung insert
(5-mm-diameter and 16-cm-long cylinder filled with plastic
material to reproduce the lung density of 0.3 g/mL) was placed
in the center of the phantom to simulate lung tissue attenuation.
The phantomwas filled with a background activity concentration
of 5 kBq/mL and a five-fold higher activity concentration (25
kBq/mL) in the spherical inserts. The activity concentration
and background ratio used was chosen to mimic the average
hepatic activity concentration measured in patients when using
[18F]FDG oncological PET 1 h after administration of a mass-
activity of 3.5 MBq/kg. This corresponded to the recommended
dose reference level in Switzerland at the time of this study for
this specific examination [31]. The adopted experimental setup
allowed comparison with previously published results obtained
with [18F]FDG for the same device [31].

2.2. PET Acquisition and Reconstructions
The Siemens mCT PET, utilized for the phantom acquisitions
performed in this work, consists of 4 rings, with 48 detector
blocks in each ring and lutetium oxyorthosilicate (LSO) crystals,
a PET field-of-view (FOV) of 22.1 cm and transaxial FOV of 70
cm. The detector ring diameter is 84.2 cm, the reported time
coincidence window is 4.1 ns, system time-of-flight (TOF) 540
ps, and energy window 435–650 keV. The phantomwas placed on
the PET bed to have the equatorial plane of the spherical inserts
at the center of the device FOV, where the system sensitivity is
expected to be at its maximum. A single-bed, step-and-shoot,
300 s, list-mode (LM) acquisition was performed. The LM data
were reconstructed according to the local clinic protocol used
for whole-body oncological [18F]FDG PET examinations, with
acquisition time of 150 s per bed position. For the acquisition,
the vendor specific setup for the radionuclide 44Sc was selected,
taking a positron fraction of 0.9427 and half-life of 3.97 h
into consideration.

Supplementary reconstructions were performed, in addition
to the local clinical protocol, by varying the number of iterations
from 1 to 10 with 21 fixed subsets. This was done in order
to characterize the convergence of the signal recovery in
background areas, the spheres, and the lung. Reconstructions
were performed using the TOF information and the point-spread
function correction implemented in the vendor-based iterative
reconstruction algorithm (TrueX + TOF - ultraHD-PET).

2.3. Data Analysis
2.3.1. PET vs. Dose Calibrator Activity

Cross-Calibration (BGcal)
The PET to local dose calibrator activity cross calibration (BGcal)
was tested by calculating the ratio between the measured PET
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signal (Ac,bg) and the expected average activity concentration
(Ac,bg) evaluated in the homogeneous background regions of
the phantom:

BGcal =
Ac,bg

Ac,bg
(1)

Ac,bg was measured in four cubic regions of interest (40
mm per side) placed in the homogeneous background region
of the phantom which surrounded the spheres. When using
[18F]FDG, a deviation <0.1 from the ideal BGcal =1 is regarded
as acceptable.

2.3.2. Noise
The image noise was evaluated by the coefficient of variation
(COV), which is the ratio between the standard deviation and the
average activity concentration measured in same cubic volumes
of interest (VOIs) of the phantom background described above
for the cross-calibration assessment:

COV(%) =
SDbg

Abg

∗ 100 (2)

The background signal-to-noise ratio (SNR) is the reciprocal of
the COV. A COV≤15% (background SNR≥ 6.7) was considered
as an acceptable noise level for clinical image interpretation, as
suggested in the EARL procedure [32]. Although this value is
somehow arbitrary, it has already been used as a reference value
in previously-published works [33–35], which enables a term of
comparison for image quality assessments.

2.3.3. Average Residual Lung Error
A cylindrical VOI 30 mm in diameter and 120 mm in length was
included in the lung insert. The average residual lung error (in %)
was obtaining by:

LE(%) =
Lc

Ac,bg

∗ 100 (3)

where Lc is mean counts in the lung region and Ac,bg is the
average activity concentration in the background region.

2.3.4. Recovery Coefficient
A VOI, with a side of 50 mm in length, was centered on each
of the six spheres of the phantom. For each spherical insert
(j = 1...6) the maximum and the background-adapted recovery
coefficients (RC) were obtained as follows:

RCj,max(%) =
ac,sph,j,max

Ac,sph
∗ 100 (4)

RCj,A50(%) =
ac,sph,j,A50

Ac,sph
∗ 100 (5)

where Ac,sph is the expected activity concentration in the spheres,
ac,sph,j,max is the measured maximum voxel value (in terms of
activity concentration) for a given spherical insert. ac,sph,j,A50 is,
for each considered spherical insert, the average voxel value in
a VOI, defined by a 3D-iso-contour adapted for background [as
defined in [32]] as recommended by the EANM Guidelines for
[18F]FDG tumor PET imaging [35]. The numerator of Equation
(5), for a given sphere j, is the average activity concentration
computed from voxels in the VOIsph,j,A50. The VOIsph,j,A50
includes all voxels with activity concentration ≥ (acj,max +
Ac,bg)/2, where acj,max is a maximum activity concentration
assumed in the hot sphere j. RC calculations were performed
using a Matlab script.

Calculated RCmax and RCA50 values were compared with
reference values provided by the EANM/EARL accreditation
protocol [36].

2.3.5. Evaluation of Available Scatter and Prompt

Gamma Corrections
Pertinent image corrections (normalization, dead time, activity
decay, random coincidence, and attenuation) were applied to all
reconstructions performed. A known limitation that applies to
radionuclides not routinely used in clinical studies (particularly if
they are non-pure positron emitters) exists on the applied system
corrections that were optimized for the 18F PET setting and not,
in this case, for the 44Sc.

For this reason, along with the clinical corrections, all possible
scatter corrections available in the iterative reconstruction
algorithm (relative and absolute scatter corrections) were tested,
thereby, producing a set of dedicated reconstructions [37].
Additionally, we applied the available prompt-gamma correction
(PGC) [38] to evaluate the contributions of high-energy γ -
emissions of 44Sc to the quantitative accuracy of reconstructed
PET images.

Evaluated scatter methods differ mainly on the procedure
used to account for scatter events at the sinogram level [39].
The absolute scatter correction relies on the single scatter
estimation (SSS) algorithm [37], which estimates the scatter
distribution produced by a single scatter event and integrates this
contribution over the whole acquired FOV volume. The relative
scatter correction, on the other hand, scales the SSS (plane-by-
plane) to the net trues based on a scaling mask computed outside
the emission object. The volume covered by the emission object
is known from the transmission sinogram obtained from the CT
acquisition. Based on the CT information, the emitting object and
the outside region masks are generated and applied to correct the
emission object sinogram. Similar to the methodology, the PGC
is estimated by the single event rates. The PG model is combined
with a scatter sinogram estimated by the SSS algorithm, and the
total background model is scaled to fit the tails of the measured
data [38]. Additionally, further contributions from PGC can be
addressed as described by Armstrong et al. [28] and Lubberink
and Herzog [29].

Statistical analyses were performed with Python Scipy
statistical module using the Wilcoxon signed rank test.
Additionally, differences between the obtained COV and
BGcal were calculated between the reconstructions obtained in

Frontiers in Physics | www.frontiersin.org 4 July 2020 | Volume 8 | Article 241102

https://www.frontiersin.org/journals/physics
https://www.frontiersin.org
https://www.frontiersin.org/journals/physics#articles


Lima et al. 44Sc Quantification on Commercial PET

comparison to the original/reference reconstruction (absolute
scatter correction with PSF and TOF).

Difference(%) =
Srefrecon − Stestedrecon

Srefrecon
∗ 100 (6)

3. RESULTS

The effect of the iteration number on the noise (COV), average
residual lung error and the BG calibration obtained in the tested
reconstructed images are presented in Figure 1.

Noise level within acceptable ranges (15% was used as level
of comparison to [18F]FDG [32]) is achievable with low iteration
numbers (iterations ≤3 when subsets = 21) and increases as the
iteration number increases for all evaluated corrections.

Figure 1 also shows the effect of the used scatter correction
(SC) model (absolute vs. relative) on the obtained COV
and background calibration values. The main observed result
is the reduced background calibration level obtained for
reconstructions employing the relative scatter in comparison
to other evaluated corrections. The BG calibration values did
not vary with the tested number of iterations, averaged at 0.81
(± 0.01), 0.78 (± 0.01), and 0.87 (± 0.01), respectively for the
absolute scatter correction, relative scatter correction and PGC.
With the results obtained with PGC, it was observed that the
BG calibration improved in relation to the original (absolute
scatter correction and no PGC), and the previously-evaluated
relative scatter. Both differences were statistically significant with
p-value < 0.001. Figure 1 also shows the average residual lung
error obtained.

Additionally, Figure 1 shows that the average residual
lung error reduces with the increase of iteration number
and a small difference (≤ 4%) was observed between the
evaluated corrections.

Figure 2 shows scatter corrections and PGC profiles
obtained on the acquired sinogram. All plots discriminate the
contributions from the emission and scatter estimate sinograms
and the subtraction mask used for scatter modeling without
(B–relative scatter) and with PGC (C), respectively. Differences
depends on the size of the applied scatter mask (blue dashed line)
and, subsequently, the extrapolation of events obtained outside
the central part of the sinogram and the scaled scatter estimate
(green line). Noticeably, the initial scatter sinogram (SSS) is
further overestimated with the relative scatter by using the wider
mask, the PGC is able to improve the applied correction. The
effect of this was seen in the BG calibration in Figure 1.

Lastly, recovery coefficients were evaluated for all
reconstructed PET images, depending on the applied correction
(PGC, no PGC with absolute scatter correction and no
PGC with relative scatter correction), as a function of the
number of iterations. Figure 3 shows the obtained RCA50

and RCmax for all spherical inserts of the phantom across the
evaluated reconstructions.

4. DISCUSSION

In this work, the quantitative capabilities of a clinical PET/CT
device using 44Sc in a well-characterized phantom-based setup
was investigated for the first time. Quantitative 44Sc PET/CT

FIGURE 1 | Noise level (COV), average residual lung error and local cross-calibration for 44Sc obtained as a function of the tested iteration numbers for the different

evaluated corrections (absolute scatter correction, relative scatter correction and PGC). The differences (in %) between the absolute or relative scatter correction in

respect to the PGC is displayed in the lower plots. All reconstructions were performed (similarly to clinical 18F PET setup) with absolute scatter correction, PSF

and TOF.
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FIGURE 2 | Profiles obtained from measured sinograms superimposed with the estimated scatter corrections applied: (A) absolute scatter correction; (B) relative

scatter correction, and; (C) with PGC.

FIGURE 3 | RCmax and RCA50 obtained as a function of the sphere size for the tested number of iterations (from 1 to 10, for a fixed number of 21 subsets) and for the

different scatter/PGC tested corrections. The range of RC values recommended in the EANM/EARL accreditation procedure for [18F]FDG PET is indicated in blue. The

RC range of values proposed by Kaelep et al. [34] is within the shaded red area.

performances were compared with reference performance levels
known for the well-established 18F PET imaging. We reported
quantitative accuracy (BG calibration) and noise level (COV)
assessed in a PVE-free background volume (the main volume
of the NEMA/IEC NU2 phantom) and recovery coefficients
obtained in spherical inserts of different size. In particular, we
investigated the impact of different scatter models and PGC
available in the vendor-based iterative reconstruction algorithm.

With regard to the noise, the results presented showed that,
with clinically relevant activity concentrations, scan duration
and reconstruction setups, noise levels below 15% can be
achieved for a low number of iterations. These results, in
terms of noise levels and, additionally, to the average residual
lung error, are comparable to published results obtained with
[18F]FDG [31, 40] in similar clinical configurations for the
same device.
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Of note, it was found, according to the local dose calibrator
cross-calibration, that the background quantitative signal was
significantly below the acceptable performance levels considered
for commonly-used PET radionuclides (for instance, BGcal out
of the 1 ± 0.1 range defined as acceptable for 18F; Figure 1). In
a recent publication [41], the authors reported the results form a
survey across Dutch hospitals (8 centers, 13 different PET/CT),
describing performance standard achievable in quantitative PET
for both 68Ga and 18F. In particular, they found a system cross-
calibration within 15% deviation in all tested devices and within
10% in 10 of 13 devices. We previously reported a background
cross calibration of <5% deviation using 18F for the mCT
PET/CT system used in this work [31].

The low level of the measured background activity
concentration could possibly be attributed to the specificity
of the 44Sc decay (non-pure positron emission with associated
high-energy prompt-gamma emission) which would significantly
bias quantitative PET images in absence of optimized scatter and
prompt-gamma corrections.

We initially considered the measured low level of BG
calibration potentially ascribed to a non-appropriate scatter
correction which, in the specific case, acted as an over-correction
that resulted in an artificial depletion of the signal from the
background volume. Further reconstructions were, therefore,
performed using the scatter correction methods (relative

and absolute) available from the vendor-based reconstruction
algorithm implemented in the tested commercial PET/CT device.

Based on the results presented in this study, the available
PGC improved the absolute quantitative accuracy of 44Sc PET,
in agreement with results reported by Armstrong et al. [28] and
Lubberink and Herzog [29] for other PET radionuclides. The
impact of this correction is visible in Figure 2, where the overall
scatter contribution was reduced, subsequently, improving the
quantitative accuracy of the recovered activity concentration
in the phantom background (Figure 1). The PGC fraction,
although small, was not negligible: the difference between PGC
reconstruction and non-PGC reconstructions was significant in
terms of background calibration (p-values < 0.01 for non-PGC
absolute and relative scatter corrections, respectively). Although
the application of the PGC resulted in an improved quantitative
accuracy, this was still well below accuracy levels obtained for 18F
and 68Ga, which could indicate that further optimization could
be performed. The average residual lung error was also found to
be close to the reported 18F values for a similar device [40].

According to data presented in Figure 3, we observed that,
even in the presence of a sub-optimal signal recovery, the
uniform background, the signal recovery for spherical inserts
with a diameter of <20 mm exceeded the reference range on
values provided by the EANM/EARL recommendation [33].
It has been observed that RC values significantly higher than

FIGURE 4 | RCmax and RCA50 obtained as a function of the sphere size for the optimal reconstruction (3 iterations and 21 subsets) and for the different scatter/PGC

tested corrections (red full lines). Additionally we presented corrected RCs obtained by compensating for the low BGcal measured in the PET reconstructions to

match a BGcal offset of 1 (red dashed lines). The EANM/EARL reference range of values is within the blue shaded area, the RC range of values proposed by Kaelep

et al. [34] is within the red shaded area.
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EANM/EARL reference values are commonly obtained when
iterative reconstruction using both PSF and TOF information are
used [34]. For this reason, the recommended range of RC values
recommended by Kaalep et al. was also considered (red shaded
area in Figure 3). Recovery coefficients (RCA50) were [31.5:66.8],
[45.5:80.3], [66.4:75.6], [71.7:75.7], [75.1:78:6], and [76.7:80.9] for
the 10, 13, 17, 22, 28, and 37mm spherical inserts, respectively, on
the reconstruction with absolute scatter and no PGC; confirming
a quantitative signal recovery in the lower range of the values
provided by Kaelep et al. [34]. To compensate for the quantitative
offset caused by the background calibration (BGcal < 1), we
presented, for the optimal reconstruction setup (3 iterations),
corrected RCs obtained by scaling up the measured RCs
presented in Figure 3 by the respective BGcal offset compared
to BGcal = 1 adopted in the NEMA approach. Corrected RCs
are shown in Figure 4 and falls well within the range of values
proposed by Kealep et al. [34], for PET reconstructions adopting
TOF and PSF information. This observation further supports
the hypothesis that achievable signal recovery in 44Sc PET is
comparable to that achievable with 18F and 68Ga.

4.1. Limitations
This paper focused on the quantitative accuracy performances
of a clinical PET scanner to quantify 44Sc. The present study
does not investigate possible sources of quantitative bias, such
as the effect of the positron range, in addition to the configured
branching factor and its impact on quantification of 44Sc.

A possible explanation for the measured low level of
background calibration could arise from the methodology
adopted to determine the 44Sc activity. In this work the cross
calibration relied on a reference activity value provided by PSI.
The obtained factor was then used for all dispensing syringe
activities. A different approach described in the literature [12, 42]
defines the absolute 44Sc activity as the measured activity using
the 18F dose calibrator settings multiplied by a factor (0.7).
Although this approach has been tested, we found that this
doesn’t correlate to our findings. By using this approach, we
would have received 980.7 MBq at the reference time although
the dispatched activity was 595.0 MBq. As a result, this approach
was not further considered.

Phantom preparation and data analysis applied in our study
differs in some points from the EARL (or NEMA) procedures (for
instance, the lesion-to-background activity concentration ratio)
and might impair a full comparability of results obtained with
the cited procedures. Nevertheless, we consider that comparing
our results with EARL proposed reference values (for the COV
and RCs) would still be meaningful.

5. CONCLUSION

In this work, we evaluated the capability of a commercial PET/CT
device to produce accurate quantitative imaging with 44Sc, for

the first time. We performed dedicated 44Sc PET acquisitions
using a controlled and clinical relevant phantom-based setup.
Quantitative 44Sc PET performances, in terms of quantitative
accuracy and noise levels, were shown to be comparable to

that achieved in 18F PET. In particular, this study outlined
that available scatter and prompt-gamma corrections plays an
important role in 44Sc PET quantification. In view of a broader
clinical application of 44Sc-based radiopharmaceuticals,
it is essential to further improve and optimize
these features.
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Positron emission tomography (PET) neuroimaging in neuropsychiatry is a powerful
tool for the quantification of molecular brain targets to characterize disease, assess
disease subtype differences, evaluate short- and long-term effects of treatments, or
even to measure neurotransmitter levels in healthy and psychiatric conditions. In this
work, we present different methodological approaches (time-invariant models and
models with time-varying terms) that have been used to measure dynamic changes in
neurotransmitter levels induced by pharmacological or behavioral challenges in humans.
The developments and potential use of hybrid PET/magnetic resonance imaging (MRI)
for neurotransmission brain research will also be highlighted.

Keywords: brain imaging quantification, neurotransmitter release, kinetic modeling, dopamine, PET/fMRI

INTRODUCTION

Many transformative therapies for neurological and psychiatric disease states over the last decades
have targeted neurotransmitter systems through serotonin, dopamine, or opioid receptors and
transporters. Neurotransmitters play an important role in regulating brain activity at the molecular
and neurochemical level and are centrally involved in many brain functions, including, for example,
cognition, behavior, sleep, appetite, and mood. Endogenous and exogenous stimuli, including
behaviorally relevant stimuli, mood changes, and pharmacological challenges, evoke widespread
changes in neurotransmitter systems. These changes are important to understand neural function
in health and disease. One of the most and extensively characterized neurotransmitter system
is the mesocorticolimbic dopaminergic pathway. Dopamine, both the “pleasure” and “goal-
directed movement” chemical neurotransmitter, has been the main central pathway target for the
pharmacological effects of habit-forming drugs. For example, dynamic changes in the dopaminergic
system are known to contribute to a wide range of behaviors including affect, reward, decision-
making, and inhibitory control.

Using in vivo functional molecular positron emission tomography (PET) imaging, we are able
to image and quantify with very high sensitivity and specificity the local concentration of a range
of neuroreceptor targets in a non-invasive way. PET radiotracers for imaging of neurotransmission

Frontiers in Physiology | www.frontiersin.org 1 July 2020 | Volume 11 | Article 792109

https://www.frontiersin.org/journals/physiology
https://www.frontiersin.org/journals/physiology#editorial-board
https://www.frontiersin.org/journals/physiology#editorial-board
https://doi.org/10.3389/fphys.2020.00792
http://creativecommons.org/licenses/by/4.0/
https://doi.org/10.3389/fphys.2020.00792
http://crossmark.crossref.org/dialog/?doi=10.3389/fphys.2020.00792&domain=pdf&date_stamp=2020-07-21
https://www.frontiersin.org/articles/10.3389/fphys.2020.00792/full
http://loop.frontiersin.org/people/868417/overview
http://loop.frontiersin.org/people/955247/overview
https://www.frontiersin.org/journals/physiology
https://www.frontiersin.org/
https://www.frontiersin.org/journals/physiology#articles


fphys-11-00792 July 18, 2020 Time: 19:18 # 2

Ceccarini et al. Quantifying Neurotransmitter Dynamics With PET

had been primarily focused on studying changes in endogenous
levels of dopamine in the striatum (Finnema et al., 2015),
mainly using 11C-raclopride, but has not yet been adequately
extended to other neurotransmitter systems (Paterson et al.,
2010; da Cunha-Bang et al., 2019). More recently, advances
have been made in developing new antagonist radioligands
with higher dopamine D2 receptor affinity, such as 11C-FLB457
or 18F-fallypride and agonist radioligands like 11C-PHNO.
Together with developments in the methodology for measuring
neurotransmitter dynamics extending to extrastriatal brain
regions, this has provided an increased understanding of the role
of synaptic dopamine in drug action, normal neuropsychology,
pathophysiology of addiction, Parkinson’s disease, and
schizophrenia. Efforts in measuring neurotransmitter dynamics
have currently extended to other targets such as the serotonin
(Gryglewski et al., 2014; Erritzoe et al., 2019), noradrenaline,
γ-aminobutyric acid, glutamate, acetylcholine, and opioid
peptides [see review (Sander and Hesse, 2017)].

Data analysis methods have been developed to detect and
characterize endogenous neurotransmitter release during
dynamic PET imaging with a displaceable radioligand,
in response to pharmacological, behavioral, or cognitive
interventions, through mechanisms of a “pure competition”
radioligand-target displacement model. Changes in binding
potential (BPND) represent receptors as static targets that are not
dynamically regulated by processes like internalization within
post-synaptic membranes [see Ginovart (2005) for a review of
this topic]. Models that incorporate receptor internalization
and its effect on PET quantification have been proposed
in by integrating PET with functional magnetic resonance
imaging (fMRI) studies [see section “Imaging Dynamic
Neurotransmission Using Simultaneous PET and Functional
MRI” and Sander et al. (2015)]. The most commonly used drug
to induce dopamine change is amphetamine, exhibiting several
well-documented effects on dopamine neurotransmission,
including increased synthesis and release together with inhibited
degradation and uptake.

Conventional PET methods to estimate the BPND are
commonly based on kinetic models that assume that the system
under investigation is at equilibrium. However, this assumption
is intentionally violated in studies using pharmacological or
behavioral stimuli to invoke transient dopamine release. When
the assumption of a steady-state neurotransmitter level is
violated, conventional analysis methods, which rely on time-
invariant parameters (time-invariant model), may produce biased
BPND estimates (Yoder et al., 2004; Sullivan et al., 2013).
Therefore, methods to detect neurotransmitter release during an
activation study have been developed allowing for a non-constant
dopamine level during the scan (i.e., time-variant parameter
models). For example, the linearized simplified reference tissue
model or the linearized simplified reference region model
(LSRTM or LSRRM) models dopamine release as an exponential
decay that peaks instantaneously at the start of the stimulus
(Alpert et al., 2003). A more flexible and innovative kinetic model
to fully characterize endogenous neurotransmission, named
the linear parametric neurotransmitter PET (lp-ntPET) model
(Morris et al., 2005; Normandin et al., 2012; Wang et al., 2017),

allows the dopamine curve to take on a variety of forms
with a peak dopamine concentration to occur sometime after
the start of the task. However, the performance of lp-ntPET
remains suboptimal. It is sensitive to noise and limited in
sensitivity and accuracy.

Additionally, dynamic changes in neurotransmission are also
known to contribute to blood oxygenation level dependent
(BOLD) and cerebral blood volume (CBV) changes (Mandeville
et al., 2013). The advent of hybrid PET/MRI scanners paved the
way for more comprehensive investigation of the relationship
of simultaneous changes in neuroreceptor occupancy and
hemodynamic parameters, therefore clarifying the contributions
of specific neurotransmitter systems to dynamic changes in
BOLD response (Sander et al., 2013).

In this article, we first summarize the basics of various
PET methodological approaches to measure dynamic changes in
endogenous neurotransmitter levels induced by pharmacological
or behavioral challenges. Next, we discuss how the use of
simultaneous PET and fMRI can provide complementary and
new views on quantitative imaging of neurotransmission.

APPROACHES FOR MEASURING
ENDOGENOUS NEUROTRANSMITTER
RELEASE: THE CURRENT STATUS

Time-Invariant Models
Traditional analyses of dynamic PET quantification of changes in
neurotransmitter levels estimate the BPND, a static parameter that
represents the potential for specific binding of the radioligand
to specific enzymes in the brain, by fitting the dynamic data
with compartmental or graphical (linearized) models. These
models, including reference region models, such as the SRTM
(Lammertsma and Hume, 1996), the Logan graphical reference
method (Logan et al., 1990), and equilibrium analysis, assume
that the system under investigation is in equilibrium condition.
Another assumption is that the endogenous neurotransmitter
and receptor concentration does not change during the course
of the scan. Under these conditions, BPND is estimated from a
reference tissue model considering the time activity curve of the
reference region as an indirect input function to the kinetic model
of the target region.

In these traditional studies, BPND is measured at rest and
after a specific (cognitive or pharmacological) stimulus, during
two separate PET sessions. The standard calculated endpoint to
quantify neurotransmitter release is formulated as the fractional
reduction in the radiotracer BPND following the stimulus (post-
stimulus, BPpostND ) compared to the BPND at rest or baseline
(pre-stimulus) (BPpreND), Eq. (1):

1BPND =
(BPpostND − BPpreND)

BPpreND
(1)

A decrease in BPND is used as an index of neurotransmitter
release induced by a stimulus. This approach has been used
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conventionally with 11C-raclopride, 18F-fallypride, 11C-(+)-
PHNO, 11C-FLB457, 11C-CIMBI-36, and 11C-carfentanil PET, to
quantify respective endogenous dopamine (Martinez et al., 2003;
Montgomery et al., 2007; Wai et al., 2019; Zakiniaeiz et al., 2019;
Whitton et al., 2020), serotonin (Erritzoe et al., 2019), and opioid
release (Turton et al., 2018) before and after the administration of
cannabis, nicotine, methylphenidate, and amphetamine.

However, traditional models that estimate BPND do
not contain explicit functions to describe short-lived
neurotransmitter responses. When the stimulus is applied
during a single scanning session, inconsistency in the results
[of smoking studies, for example, Brody et al. (2004, 2010)]
could be attributed to limitations of the conventional models.
As BPND estimates become sensitive to the amount of data
used post-stimulus, poor fitting of the data can lead to biased
estimates of BP demonstrated by Sullivan et al. (2013), as
critically reviewed by Liu et al. (2019). Therefore, a more flexible
time-varying kinetic model would be better configured than
conventional time-invariant models to reliably and reproducibly
capture transient responses.

Temporal Changes in Neurotransmitter
Levels: Models With Time-Varying Terms
The first neurotransmitter competition kinetic model that was
implemented to detect and characterize changes in ligand binding
using only a single PET experiment is the linear extension of the
reference region model (LSRTM or LSRRM), proposed by Alpert
et al. (2003). LSRRM accounts for time-dependent changes in
radiotracer binding, influx, and clearance induced by cognitive
or drug effects in a single scan session, with the inclusion of both
baseline and activation terms. LSRRM models neurotransmitter
release as an exponential decay that peaks instantaneously at
the start of the stimulus. It assumes that the physiologic steady
state is not maintained throughout the paradigm but accounts
for time-variation in the dissociation rate of ligand k2a = k2/[1
+ BPND], where k2 is the tissue-to-plasma efflux constant in
the tissue region. The dopamine–radioligand competition at
the receptor site is reflected by a temporal change in apparent
dissociation rate, which is accounted for by adding a time-
dependent parameter γh(t) to a fixed k2a. The parameter γ

represents the amplitude of the ligand displacement, hence the
peak dopamine level. The function h(t) in Eq. (2) describes the
rapid change after task onset and dissipation over time, where
u(t) is the unit step function, while τ controls the rate at which
activation effects die away and T indicates the timing of stimulus
initiation:

h (t) = e[−τ(t−T)]u (t − T) (2)

An increased k2a reflects a decreased BPND for D2/D3 receptors,
which in turn can be ascribed to an increased dopamine release
and will result in a positive value of γ.

There have been promising results using a single 18F-fallypride
injection protocol and the LSRRM to describe extrastriatal
and striatal dopamine release induced by emotional processing
(Badgaiyan et al., 2009), attention, reward, and stress task
(Christian et al., 2006; Lataster et al., 2011; Ceccarini et al.,

2012; Kasanova et al., 2017), and also during dopamine-
releasing pharmacological challenges, such as intravenous alcohol
administration (Leurquin-Sterk et al., 2018) and 19-THC
(Kuepper et al., 2013), as can be seen in Figure 1.

However, LSRRM assumes that effects of the stimuli on
endogenous neurotransmitter release are instantaneous, maximal
at the start time of stimulation [equal to T, see Eq. (2)], and decay
exponentially to baseline thereafter (at rate τ). When any of these
assumptions are violated, the estimates of the model parameters
could be biased and/or inaccurate.

More flexible kinetic approaches and associated resolution
models have been proposed to resolve these limitations, such
as the lp-ntPET model (Morris et al., 2005; Normandin et al.,
2012; Kim et al., 2014). In order to estimate the temporal
characteristics of a transient neurotransmitter component in PET
data with less stringent assumptions than LSRRM, lp-ntPET
employs gamma-variate basis functions spanning a wide range of
feasible neurotransmitter shapes, times of onset, and duration.

Specifically, lp-ntPET is the union of the conventional
multilinear reference tissue model (MRTM) (Ichise et al.,
2003) and a time-varying term that describes the transient
neurotransmitter term, Eq. (3):

CT = R1CR (t)+ k2
t
∫
0
CR (u) du− k2a

t
∫
0
CT (u) du

− γ
t
∫
0
CT (u) hi(u)du (3)

hi (t) =
(

t − tD
tP − tD

)α

exp
(

α

(
1−

t − tD
tP − tD

))
u (t − tD) (4)

The novelty and the flexibility of the lp-ntPET approach consists
of the use of the, γ, gamma-variate functions hi (t), where
γ describes the response magnitude, and the three implicit
parameters (tD, tP, α) describe the time course of the response
(tD, the start of the response or time delay; tP, the peak time;
and α, the decay rate or sharpness), assuming values incremented
over finite intervals. The efficiency of lp-ntPET makes it practical
to perform a voxel-by-voxel analysis of the whole brain or for
localized activation patterns. The model has been successfully
applied to 11C-raclopride data to estimate the temporal dynamics
of dopamine release in the mesolimbic circuit during smoking
(Cosgrove et al., 2014; Kim et al., 2014). Recently, lp-ntPET has
been applied in preclinical 11C-raclopride PET studies following
amphetamine administration (Angelis et al., 2019).

To evaluate the validity of extending lp-ntPET to the cortex,
Liu et al. (2018) compared the ability of the lp-ntPET model
and LSRRM to detect and characterize cortical dopamine release
induced by a stress task with simulated 18F-fallypride PET data. In
18F-fallypride PET studies that detect cortical DA release induced
by a sustained behavioral stress challenge, simulations suggest
that both LSSRM and MRTM methods produce comparable
t-scores over a wide range of sharpness, α, and rise time for
DA signals. However, LSRRM consistently outperformed MRTM
in terms of fitting accuracy. This may be relevant if the study
goal is to characterize the PET signal and/or to deduce the
dopamine signal shape or duration. Further, LSRRM and other
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FIGURE 1 | Extrastriatal and striatal dopamine release measured with 18F-fallypride PET and quantified with LSRRM (reported as a statistical parametric t map
based on the significance of γ) during (A) a reward responsiveness learning task in healthy controls (Ceccarini et al., 2012) and (B) 19-THC (the main psychoactive
ingredient of cannabis) administration in healthy controls compared to patients with psychosis (Kuepper et al., 2013).

time-varying models may be the safer choice when the duration
of the dopamine response and/or its shape are pertinent or
unknown (Liu et al., 2018).

The significance of the responses estimated by lp-ntPET can
be assessed using model selection criteria and statistical testing
on γ, the estimated response magnitude, obtained by either t or
F-test values comparing the goodness of fit of MRTM and lp-
ntPET for each data set (Normandin et al., 2012). However, it
has been reported that the t-score is not an indicator of goodness
of fit but merely a measure of the magnitude of an estimated
parameter relative to its variability (Liu et al., 2018). Additionally,
the goodness of fit metrics depend critically on the number of
parameters in the model and, together with the number of basis
functions, have an impact on the false positive rate (FPR) (Liu
and Morris, 2019). Given their findings, Liu and Morris (2019).
proposed a set of modified goodness-of-fit metrics that adapt to
the number of basis functions to maintain a stable FPR (Liu and
Morris, 2020). Another recent Monte Carlo method proposed by
Bevington et al. (2020) improves the detection sensitivity while
preserving the cluster size threshold.

An optimization of the lp-ntPET displacement modeling
method, called 2-step lp-ntPET, has been proposed by Mérida
et al. (2018) where the model parameters are estimated in two
steps, starting with the estimation of R1, k2, and k2a with
MRTM followed by the estimation of the release parameters
(tD, tP, α, and γ) (unpublished results). In this way, the kinetic
parameters are estimated more accurately, independently from
the magnitude of the endogenous neurotransmitter release, and
the macroparameter, the displacement ratio, seems to allow better
detection of neurotransmitter discharge.

Finally, recent developments regarding the investigation of
neurotransmitter dynamics have been introduced. For instance,
the assessment of temporal changes in dopamine release has
been proposed to advance to a resolution of a few minutes using

detailed modeling of dopamine dynamics (Lippert et al., 2019).
Furthermore, the assessment of rapid changes in dopamine
release and synthesis rates during cognitive performance have
also been investigated by extending the technique of functional
PET (fPET) imaging using 11C-raclopride (Zhang et al., 2019)
and 18F-FDOPA (Hahn et al., 2019).

IMAGING DYNAMIC
NEUROTRANSMISSION USING
SIMULTANEOUS PET AND FUNCTIONAL
MRI

With the current availability of scanners capable of simultaneous
dynamic PET/MRI acquisitions, there is an increasing interest
in measuring endogenous neurotransmitter release and time-
varying measures of receptor occupancies in combination
with dynamic neurovascular changes using fMRI techniques.
The capability to combine multi-modal fMRI measures and
neuroreceptor PET during activation paradigms provides
an unprecedented opportunity to study neurotransmission
dynamics through multiple lenses in the living brain. Indeed,
as technical and methodological advances in simultaneous
PET/MRI have matured (Ladefoged et al., 2017; Sari et al., 2017;
Chen et al., 2018), we have seen an emergence of biological
questions that favor simultaneous acquisitions of PET and
MR signals (Cecchin et al., 2017; Streeter Barrett et al., 2019;
Sander et al., 2020).

A revolution offered by PET/fMRI is the potential for
resolving dynamic transitions in brain physiology, chemistry,
and neurotransmission in space and time. Being able to
acquire simultaneous functional measurements under the same
physiological or pharmacological conditions not only reduces
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confounding factors, interscan, and intrasubject variability but
also enables cross-validation of biological measurements. A key
importance of simultaneously acquired PET/fMRI signals for
imaging dynamic neurotransmission is the ability to link
actions at receptors, such as ligand binding or adaptations, to
changes in hemodynamics. Alterations in local hemodynamics
(such as BOLD, local perfusion, or CBV) have been shown
to occur in response to changes in neuronal activity and
during neurotransmission (Logothetis et al., 2001; Jenkins, 2012),
although the topic of neurovascular coupling is still an active
research area. The opportunity to now study a new facet
of neurotransmission—neurotransmitter or receptor changes
and its relationship to fMRI signal—will further elucidate the
nature and interpretation of fMRI. Conversely, being able to
track vascular changes during PET receptor measurements
can address important questions like the dependence of PET
signals on radiotracer delivery. On the latter topic, it has been
demonstrated that blood flow is not a confound during dynamic
PET neuromodulation experiments that evaluate within-scan
time-dependent challenges (Sander et al., 2019). The advent
of simultaneous PET/MR scanners has paved the way for
investigations that evaluate how dopamine receptor densities
may organize functional cortical networks during working
memory (Roffman et al., 2016) or delineate the role of opioid
receptor availability while evaluating pain processing pathways
(Karjalainen et al., 2017). Time-varying PET kinetic models will
be a crucial component of a comprehensive investigation between
functional brain organization, physiological and molecular
processes within similar timescales.

Several PET/MRI studies have been performed that have
investigated the effects of time-varying neurotransmitter
modulations (using pharmacological challenges) on fMRI and
receptor-specific PET signals simultaneously. Much of this
line of work has focused on establishing contributions of the
dopaminergic system on the fMRI response, demonstrating
that the hemodynamic response can be directly linked to
D2/D3 receptor occupancy through neurovascular coupling

mechanisms (Sander et al., 2013). The relationship between
hemodynamic changes (e.g., BOLD, CBV, or CBF) as measured
with different fMRI techniques, receptor occupancy, and
endogenous neurotransmitter has been described with a
neurovascular coupling model (Sander et al., 2013, 2015).
Considering specifically a ligand L (e.g., an administered
drug) with efficacy εL that binds to D2 receptors and displaces
dopamine (DA), a linear relationship between hemodynamic
changes (1H) and receptor occupancy (θ) is expressed as:

1H (t) = ND2εLBmax,D2θL (t)− ND2Bmax,D21θDA (t) (5)

where ND2 is a neurovascular coupling constant (determined
experimentally), Bmax,D2 is the total concentration of D2
receptors, θL (t) is the time-varying occupancy of an exogenous
ligand (if present), and 1θDA (t) is the time-varying occupancy
of dopamine. In a more general framework, the functional
hemodynamic response 1H can be expressed as the sum of
receptor occupancies by different ligands, L, (endogenous and
exogenous) and receptors, R, as:

1H(t) =
#receptors∑

R=1

#ligands∑
L=1

NRεR,LBmax,R1θR,L(t) (6)

This model incorporates the possibility of any number of
receptors and neurotransmitters (or ligands) that may contribute
to the hemodynamic response. Experimental evidence for this
relationship has been demonstrated using D2/D3 antagonism and
agonism (Figure 2), yet remains to be evaluated for multiple
receptor systems working in parallel. The temporal correlation
proposed in this model can be complicated by other biological
parameters like receptor desensitization and internalization
in vivo and requires further expansion of these model frameworks
(Sander et al., 2015).

The effects of a partial serotonin receptor agonist
have also been evaluated using simultaneous PET/fMRI

FIGURE 2 | Time-varying occupancy (blue) and cerebral blood volume (CBV) responses [positive (orange) or negative (green) percent change] due to a
pharmacological response from the D2/D3 antagonist prochlorperazine (A) and the D2/D3 agonist quinpirole (C) in non-human primates. Occupancy curves are
derived from a time-varying specific binding term during kinetic modeling, and the CBV curves are fitted using the general linear model. (B) 11C-raclopride-PET
binding potential maps (upper row) and CBV maps shown at peak value of the dynamic modeling term (Sander et al., 2015).
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(Hansen et al., 2017), demonstrating that biphasic functional
signals can be linked to serotonin receptor occupancies. As an
example of stimulus-based simultaneous PET/fMRI studies, the
opioid pain system has been examined using 11C-diprenorphine
(Wey et al., 2014). In the thalamus, co-localized and positively
correlated fMRI and PET signal changes suggest that opioid
neurotransmission contributes to pain-induced fMRI changes.

The use of time-varying models to quantify dynamic receptor
occupancy together with fMRI has been key to these types of
studies. For the purpose of comparing time-dependent kinetic
rate constants, outcome measures such as “dynamic binding
potential” (DBP) have been proposed to signify the dynamic
nature of the system (Sander et al., 2013). Since dynamic
measurements with PET versus fMRI still operate on different
time resolutions (minutes vs. seconds), the combination of time-
varying outcome measures from PET kinetic models with fast-
changing repetitive signals in fMRI can present a challenge
for direct and equivalent comparisons in the temporal domain.
As more studies are carried out in this area, careful multi-
modal experimental design together with integrating multi-
modal models will no doubt play a key role.

The exploration of dynamic neurotransmission with
simultaneous PET/fMRI is still in its infancy. Within the field
of neuropsychiatry, PET/fMRI can help evaluate whole-brain
functional effects of antipsychotic drug treatments in relation to
neurotransmitter or receptor changes (Selvaggi et al., 2019) and
shed a light on distributed networks that these drugs modulate.
Connecting findings from multi-modal outcomes in complex
mental illness, e.g., in schizophrenia, can also serve to connect
hyper- and hypo-neurotransmitter tone to cortical function
during relevant cognitive tasks (Slifstein et al., 2015). These
approaches extend the field beyond traditional hemodynamic-
based functional imaging methods or pure pharmacological
target evaluations.

CONCLUSION

Quantifying dynamic neurotransmission in the living brain
with PET has provided insight into the molecular dynamics
of the living brain. Both time-invariant and time-varying
pharmacokinetic models have played an important role in
the ability to accurately quantify neurotransmitter dynamics.
In the age of multi-modal methods, simultaneous PET/fMRI
can have a profound impact on our understanding of
neuropsychiatric diseases, drawing connections between
neurotransmitter imbalances to wide-spread changes in
functional activation in diseases such as addiction, psychosis,
and depression. Overall, models and methods for imaging
neurotransmission, non-invasively, will play an important role
in elucidating mechanisms underlying brain (dys)function in
health and disease.
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NEMA characterization of PET systems is generally based on 18F because it is the most
relevant radioisotope for the clinical use of PET. 18F has a half-life of 109.7 min and
decays into stable 18O via β+ emission with a probability of over 96% and a maximum
positron energy of 0.633 MeV. Other commercially available PET radioisotopes, such as
82Rb and 68Ga have more complex decay schemes with a variety of prompt gammas,
which can directly fall into the energy window and induce false coincidence detections
by the PET scanner.

Methods: Aim of this work was three-fold: (A) Develop a GATE model of the GE Signa
PET/MR to perform realistic and relevant Monte Carlo simulations (B) Validate this model
with published sensitivity and Noise Equivalent Count Rate (NECR) data for 18F and
68Ga (C) Use the validated GATE-model to predict the system performance for other
PET isotopes including 11C, 15O, 13N, 82Rb, and 68Ga and to evaluate the effect of a
3T magnetic field on the positron range.

Results: Simulated sensitivity and NECR tests performed with the GATE-model for
different radioisotopes were in line with literature values. Simulated sensitivities for 18F
and 68Ga were 21.2 and 19.0 /kBq, respectively, for the center position and 21.1
and 19.0 cps/kBq, respectively, for the 10 cm off-center position compared to the
corresponding measured values of 21.8 and 20.0 cps/kBq for the center position
and 21.1 and 19.6 cps/kBq for the 10 cm off-center position. In terms of NECR,
the simulated peak NECR was 216.8 kcps at 17.40 kBq/ml for 18F and 207.1 kcps
at 20.10 kBq/ml for 68Ga compared to the measured peak NECR of 216.8 kcps at
18.60 kBq/ml and 205.6 kcps at 20.40 kBq/ml for18F and 68Ga, respectively. For 11C,
13N, and 15O, results confirmed a peak NECR similar to 18F with the effective activity
concentration scaled by the inverse of the positron fraction. For 82Rb, and 68Ga, the
peak NECR was lower than for 18F while the corresponding activity concentrations were
higher. For the higher energy positron emitters, the positron range was confirmed to be
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tissue-dependent with a reduction of the positron range by a factor of 3 to 4 in the plane
perpendicular to the magnetic field and an increased positron range along the direction
of the magnetic field.

Conclusion: Monte-Carlo simulations were used to predict sensitivity and NECR
performance of GE Signa PET/MR for 18F, 15O, 13N, 11C, 82Rb, and 68Ga radioisotopes
and were in line with literature data. Simulations confirmed that sensitivity and NECR
were influenced by the particular decay scheme of each isotope. As expected, the
positron range decreased in the direction perpendicular to the 3T magnetic field.
However, this will be only partially improving the resolution properties of a clinical
PET/MR system due to the limiting spatial resolution of the PET detector.

Keywords: nuclear medicine, PET/MR, NEMA NU 2–2012, high energy positron emitters, positron range

INTRODUCTION

The simultaneous acquisition of both PET and MRI was first
developed for small animal imaging (Shao et al., 1997) whereas
the development of an integrated PET/MR system for human
studies only dated from a decade ago (Catana et al., 2010).
The development of solid-state detectors such as avalanche
photodiodes (APDs) and silicon photomultipliers (SiPMs) made
it possible to integrate a PET detector ring into the bore of an MR
scanner and to develop fully integrated PET/MR systems. The
main advantage of using SiPMs over APDs is the faster detector
response, therefore enabling simultaneous Time-of-Flight (TOF)
PET and MR scanning, as demonstrated with the GE Signa
PET/MR system (Yamamoto et al., 2003; Levin et al., 2016b;
Vandenberghe et al., 2016; Efthimiou et al., 2019).

In terms of resolution, the PET spatial resolution is mainly
limited by the detector size of discrete detector elements, the
positron range, non-collinearity of the gamma rays resulting
from an annihilation event and the decoding scheme of the PET
scanner (Levin and Hoffman, 1999; Moses, 2011). The positron
range, that is the distance the positron travels from the emitting
nucleus to the location where the annihilation occurs, is the main
non-detector related factor that limits the PET resolution (Moses,
1994; Palmer et al., 2005; Park et al., 2007; Peng and Levin, 2012)
and the use of a magnetic field to limit its impact has already
been proposed in the nineties (Iida et al., 1986; Rickey et al.,
1992; Hammer et al., 1994; Laforest and Liu, 2008; Vallabhajosula
et al., 2011). Because of the Lorentz force, a moving charged
particle such as a positron describes a helical path along the
direction of a magnetic field. As such, the positron range is
reduced in the plane perpendicular to the magnetic field, while
it remains unaltered or becomes slightly enlarged in the direction
of the magnetic field (Eleftheriou et al., 2014; Kolb et al., 2015).
Furthermore, the positron range relates directly to the energy of
the positron (Kemerink et al., 2011; Emond et al., 2019). Studies
with various PET radioisotopes have reported a larger reduction
of the positron range for isotopes emitting positrons with a
higher energy such as 120I (Herzog et al., 2010), 82Rb (Rahmim
et al., 2008); or 68Rb (Wirrwar et al., 1997; Cal-González et al.,
2009; Soultanidis et al., 2011; Alva-Sánchez et al., 2016; Li et al.,
2017). In order to reduce the blurring effect of the positron

range, it can be modeled as part of Point Spread Function (PSF),
used in the reconstruction algorithm to model the PET system
response. However, as stated in Jodal et al. (2012), different
values for the positron range of different PET isotopes have been
reported in literature, probably because of the limited accuracy
of the experimental setup used in some of these studies such
that the intrinsic detector resolution might be comparable to
the positron range. As reference values for this study, we used
the positron range values reported in Cal-González et al. (2009),
Jodal et al. (2012) for the most relevant PET isotopes and various
surrounding tissues.

Generally, the evaluation of the performance of a PET system
is done for 18F because it is the most widely used PET isotope
in a clinical setting to evaluate the glucose metabolism in
mainly oncological but also specific cerebral (Phelps et al., 1979)
and cardiac diseases (Marshall et al., 1983). However, with the
increasing clinical relevance of other radioisotopes, such as 15O,
13N, 11C, 82Rb, and especially 68Ga (Hoffend et al., 2005), the
need to evaluate the PET system performance for these isotopes
is increasing because of their different decay scheme and physical
properties. 18F almost exclusively decays via positron emission
with a branching ratio of 96.8% and has a relatively low maximum
positron energy (0.6335 MeV). Properties of 15O, 13N, and 11C,
are in line with 18F properties and are considered pure β+

emitters, with the probability of positron emission being close
to 100% and with a maximum positron energy of 1.735, 1.198,
and 0.960 MeV, respectively. On the other hand, 82Rb and
68Ga have more complex decay schemes with multiple positron
emission branches with different energies and with a significant
contribution of prompt gamma emissions (Banerjee and Pomper,
2013; Afshar-Oromieh et al., 2014; Conti and Eriksson, 2016;
Papp et al., 2018; Mayerhoefer et al., 2020). In addition, these PET
radioisotopes emit positrons with a higher maximum energy of
3.381 and 1.8991 MeV, respectively (energy of the most abundant
positron). In the context of simultaneous PET/MR imaging, the
impact of a high magnetic field on positron range during PET
scanning still needs extensive evaluation, especially for high-
energy positron emitters.

Among the NEMA acceptance tests, the sensitivity and Noise
Equivalent Count Rate (NECR) tests are essential to evaluate
the PET system performance. Sensitivity expresses the fraction
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of coincidences resulting from β+ decay that is registered by
the PET system for low activity concentrations. NECR is related
to signal-to-noise ratio (SNR) and evaluates the impact of an
increased activity concentration on the PET signal. It determines
the interplay between true events, scatter and randoms to
estimate which increase of activity concentration is still beneficial
to improve the SNR.

The aim of this work was three-fold and can be summarized
as follows: (A) Develop a realistic GATE model for the GE
Signa PET/MR (B) Validate this model with sensitivity and
NECR measurements performed on the 3T GE Signa PET/MR
for 18F and 68Ga according to the NEMA NU 2–2012 protocol
(National Electrical Manufacturers Association [NEMA], 2012;
Caribé et al., 2019) (C) Use the validated GATE-model to predict
the PET/MR system performance for other isotopes including
18F, 11C, 15O, 13N, 82Rb, and 68Ga and to evaluate the effect of
the 3T magnetic field on the positron range.

MATERIALS AND METHODS

GATE Model for the GE Signa PET/MR
GATE is a toolbox for Monte Carlo (MC) simulations based
on GEANT4 and adapted for nuclear medicine applications
(Jan et al., 2004). GATE Monte Carlo (MC) simulations were
performed on a high-performance computer installed at Ghent
University (Vlaams Supercomputer Centrum – VSC). The
GATE model was implemented to mimic the PET hardware
configuration of the integrated GE Signa PET/MR system
consisting of five rings of 28 detector blocks each, covering an
axial Field Of View (FOV) of 25 cm while the transaxial FOV is
60 cm. Each detector element consisted of a lutetium-yttrium-
oxyorthosilicate (LYSO) scintillator with crystal elements of
25 mm × 4.0 mm × 5.3 mm and MR-compatible SiPM
technology (Levin et al., 2016a). In addition, an energy window
of 425–650 keV was used while the coincidence window
was set to 4.57 ns (±2.29 ns). The geometry was modeled
using the cylindrical PET system model in GATE, which also
takes into account the foam, plastic and copper shielding
between the bore and the detectors. This model was used to
simulate the annihilation distribution of positrons for different
tissue types and included the following physical processes:
positron decay, multiple scattering, ionization, bremsstrahlung
and electron annihilation. To evaluate the effect of a magnetic
field on the positron range, a magnetic field with a field
strength of 3.0 Tesla was in the axial direction to model
the MR component of the GE Signa PET/MR system which
has a static magnetic field of 3.0 Tesla with a maximum
radiofrequency amplitude of 44 mT/m and a maximum slew
rate of 200 T/m/s.

Validation of the GATE Model for the GE
Signa PET/MR
To validate the GATE model for the GE Signa PET/MR, we
compared the sensitivity and NECR results of the NEMA NU 2–
2012 acceptance measurements of the GE Signa PET/MR system
using 18F and 68Ga with simulated sensitivity and NECR for 18F

and 68Ga using GATE and the appropriate model for the GE
Signa PET/MR and the hardware phantoms.

Sensitivity Measurements
Sensitivity measurements were performed at two different
locations in the FOV according to the NEMA NU 2–
2012 protocol (National Electrical Manufacturers Association
[NEMA], 2012). At each location, multiple measurements were
performed of a 700 mm long source filled with low levels
of activity. The line source was surrounded by an aluminum
cylinder of initially 2.5 mm thickness with successively adding
four 2.5 mm thick aluminum sleeves. Low activity levels
were used to minimize random events and dead time effects
while the dense aluminum surroundings of the line source
ensured sufficient annihilation events to measure the PET
signal. To obtain sufficient count statistics, sensitivity data were
measured as long as it took to have at least 10.000 true events
collected per slice. The sensitivity was calculated by extrapolating
the sensitivity values for the line source surrounded by an
aluminum sleeve with varying thickness to the sensitivity value
corresponding to the attenuation-free measurement of the line
source via the following equation:

Si = S0 × e−2µAlXi (1)

where Si is the sensitivity corresponding to the ith measurement,
Xi the thickness of the aluminum sleeve for the ith measurement,
µAl the linear attenuation coefficient of aluminum and S0 actual
sensitivity corresponding to a measurement with no aluminum
surrounding the line source.

Sensitivity Simulations Using GATE
The simulations consisted of modeling a low activity line
source filled with 5 MBq, positioned first in the center of
the FOV and then at a radial distance of 10 cm from the
center. To measure the sensitivity, simulations were performed
of the line source surrounded by an aluminum sleeve with
five different thicknesses ranging from 2.5 to 12.5 cm in steps
of 2.5 cm. For each simulation, the count rate of true events
only was obtained ROOT’s “Coincidences” tree which stores
pairs of single events that meet the conditions specified in
the digitizer. Each pair is identified by an eventID for each of
the two single events (eventID1 and eventID2), which identifies
the radioactive decay generating the singles. Furthermore, the
entire history of interactions, including Compton or Rayleigh
scattering, occurring from their location of origin till they reach
the detector, is recorded for each event of a pair. A coincidence
detection is considered to be random when the eventID between
the two single events of one pair is different. When they are
identical, a coincidence event can still be either a scattered or true
event. True coincidences are obtained by excluding paired events
with a history of compton or rayleigh scattering. Corresponding
sensitivity values were determined as described for the sensitivity
measurements and the final sensitivity was reported as the
average of both positions in the FOV.
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NECR Measurements
Noise Equivalent Count Rate was measured with a 700 mm long
and 203 mm wide polyethylene cylinder containing a 700 mm
long plastic tube line source (3.2 mm inner diameter) filled with
high activity. To evaluate the impact of random counts and
dead time effects for different activity levels, the measurements
were repeated to take advantage of the physical decay and cover
different levels of activity. Through a sinogram-based analysis,
as described below, the peak NECR, corresponding activity
concentration and scatter fraction were extracted from these
measurements (National Electrical Manufacturers Association
[NEMA], 2012).

NECR Simulations Using GATE
For NECR simulations, the activity in the line source was varied
from 1 to 800 MBq using a total of 11 different levels in order
to reduce the computation time. In order to estimate the rate
at which the scanner acquires coincidence data, that is true,
random, or scattered coincidences, a sinogram based analysis
was performed. For each slice, the sinogram stores the LOR as
function of the projection angle and the distance from the center
of the FOV. The GATE output file containing the sinogram
data were imported as a 2D matrix and transformed into a 2D
histogram with 320 bins for the vertical axis, representing the
projection angle from 0 to π , and 640 projection bins for the
horizontal axis, representing the distance from the center of the
FOV ranging from −300 to 300 mm for the GE Signa PET/MR.
All processing steps are shown in Figure 4.

According to the NEMA protocol, an alignment of the
sinogram data was performed by finding the maximum value for
each projection angle and shifting the projection data such that
the maximum value for each projection angle is at the center
of the sinogram, as shown in Figures 1A–C. After alignment,
the corresponding projection bins of all projection angles are
summed to obtain a summed projection profile, as shown in
Figure 1D. Next, a 40 mm wide strip (see Figure 1E) was
centralized around the peak of the summed projection profile
in order to estimate the background counts according to NEMA
procedures. The values of the projection bins at left and right edge
of this central 40 mm wide strip were averaged and multiplied
by the number of projection bins within the strip. This value
was considered as a representative estimate for the fraction of
random and scattered events detected within the strip and used
to estimate the corresponding fraction of true events. Once the
fractions of random, scattered and true events are estimated for
different activity levels, the corresponding count rate curves as
well as NECR can be extracted (Figure 1F).

Simulated Sensitivity and NECR of the
GE Signa PET/MR for Other Isotopes
Using GATE
The GATE-model for the GE Signa PET/MR was used to simulate
the sensitivity and NECR of the PET/MR system for isotopes
other than 18F and 68Ga including 11C, 15O, 13N, and 82Rb. In
terms of sensitivity, the simulated values were compared with the

FIGURE 1 | Extraction of NECR data: (A) Extract in ROOT the sinogram data for each slice, (B) Set all pixels located more than 12 cm from the center of the FOV to
0, (C) Align the projection bins of each projection angle according to the maximum values, (D) Sum all projection angles of the sinogram, (E) Select a 40 mm wide
strip to estimate random and scattered events, (F) Compute the scatter fraction and different count rate curves as well as the NECR.
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theoretical sensitivities based the branching ratio of each isotope
and the average sensitivity of 21.5 cps/kBq measured for 18F
(Caribé et al., 2019).

Positron Range Evaluation Using the
GATE Model for the GE Signa PET/MR
The GATE-model for the GE Signa PET/MR was used to simulate
the presence of the magnetic field and evaluate its impact on the
positron range in different tissue media. To characterize the effect
of the 3T magnetic field on the positron range, we simulated
point sources of positron-emitting radionuclides including 18F,
11C, 15O, 13N, 68Ga, and 82Rb positioned in the middle of a
homogeneous 20 cm× 20 cm× 20 cm cube with different tissue
media: lung (mass density of 0.3 g/cm3), soft tissue (mass density
of 1.0 g/cm3), bone (mass density of 1.42 g/cm3). To evaluate
the tissue-dependence, we simulated the spatial distribution of
positron annihilation for 68Ga in an inhomogeneous region. The
region comprises two adjacent cubes of 20 cm × 20 cm × 20 cm
filled with lung and soft tissue. For each isotope, 5 million events
were simulated with and without 3T magnetic field applied in
the axial direction. As output, the spatial coordinates of the
location of the annihilation end point were saved to a file for each
recorded positron.

TABLE 1 | Sensitivity for 18F and 68Ga in the center of the FOV and 10 cm off
center in the presence of 3T MR field.

Measured (cps/kBq) Simulated (cps/kBq)

0 cm 10 cm 0 cm 10 cm

18F 21.831 21.173 21.205 21.112
68Ga 20.063 19.689 19.098 19.017

These results are compared to the measured 18F and 68Ga-values
(Caribé et al., 2019).

RESULTS

GATE Model for the GE Signa PET/MR
The GATE model for the GE Signa PET/MR including
the MR-body (gray) is presented in Figure 2 together with
the phantom configurations for the sensitivity and NECR
simulations according to the NEMA NU 2-2012 protocols.

Validation of the GATE Model for the GE
Signa PET/MR
The simulated and measured sensitivity values for 18F and 68Ga
at the center of the FOV and 10 cm off-center are presented in

FIGURE 2 | Visualization of the GATE model of the GE Signa PET/MR system including the NEMA NECR (right) and sensitivity (left) phantom with a 70-cm-line
activity source (red). The PET system consists of 5 rings of 28 detector blocks (25 mm × 4.0 mm × 5.3 mm) based on lutetium-yttrium-oxyorthosilicate (LYSO)
crystals with MR-compatible SiPM technology (Alva-Sánchez et al., 2016). This results in an axial and transaxial FOV of 25 and 60 cm, respectively.
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TABLE 2 | Measured and simulated scatter fraction, peak NECR and the
corresponding activity concentration for different isotopes in the presence of
3T magnetic field.

Scatter
fraction at
peak (%)

Peak NECR
(kcps)

Activity
concentration at

peak NECR (kBq/ml)

Measured
18F (Caribé et al., 2019) 43.3 216.8 18.60
18Ga (Caribé et al., 2019) 42.9 205.6 20.40

Simulated
18F 38.8 216.8 17.4
15O 38.8 216.4 18.2
13N 38.2 212.0 16.5
011C 38.5 217.6 16.7
82Rb 39.1 173.5 19.6
68Ga 38.7 207.1 20.1

Table 1 while the simulated and measured peak NECR with the
corresponding activity concentration and scatter fraction at peak
NECR are presented for 18F and 68Ga in Table 2.

Simulated Sensitivity and NECR of the
GE Signa PET/MR for Other Isotopes
Using GATE
Table 3 shows the simulated NEMA sensitivity for 18F, 15O,
13N, 82Rb, and 68Ga as the average value of the sensitivity at

the center of the FOV and 10 cm off-center. Figure 3A shows
the underestimation of the simulated sensitivity for 82Rb when
only one aluminum sleeve is surrounding the line source while
Figure 3B presents the estimated sensitivity without taken into
account the sensitivity values using only one aluminum sleeve.
As such, the sensitivity value averaged over the center and 10 cm
off center position in the FOV is increased to 21.4 cps/kBq
(Figure 3B), compared to 19.9 cps/kBq when taken into account
all five sleeve thicknesses (Figure 3A).

The results for the simulated peak NECR, the corresponding
activity concentration and the scatter fraction at peak NECR
for 18F, 11C, 15O, 13N, 68Ga, and 82Rb are presented in Table 2
while Figure 4 shows the simulated true, random and scattered
coincidence rates as well as NECR curves for these isotopes as a
function of the activity concentration.

Positron Range Evaluation Using the
GATE Model for the GE Signa PET/MR
Table 4 shows the comparison of the simulated positron range
in soft tissue for different radioisotopes with and without
3T magnetic field with measured values taken from literature
(Li et al., 2017; Soultanidis et al., 2011). The simulated
mean positron range values for different isotopes in soft
tissue, lung and bone are presented on Tables 5, 6 with
and without the presence of a 3T magnetic field, with the
mean positron range averaged over all directions (Table 5)
and the mean positron range calculated for the transversal

TABLE 3 | Sensitivity for different isotopes in the presence of 3T magnetic field, presented as the average value of the sensitivity at the center of the FOV and the
sensitivity at 10 cm off center.

Branching ratio (%) Measured (cps/kBq) (Caribé et al., 2019) Simulated (cps/kBq) Theoretical values (cps/kBq) R2 at the center values

18F 96.76 21.5 21.2 1.00
15O 99.89 20.9 22.20 1.00
13N 99.82 21.5 22.18 1.00
11C 99.75 21.1 22.16 1.00
82Rb 95.45 19.9 21.21 0.91
68Ga 87.90 19.9 19.2 19.53 1.00

FIGURE 3 | Sensitivity data for 82Rb with the sensitivity plotted against the thickness of the attenuation layer together with the exponential regression. Graphs show
the fitted equation and coefficient of determination for the simulations at the center of the FOV (0 cm, blue) and for 10 cm radially off center (10 cm, orange) with,
respectively, 5 (A) and 4 (B) different thicknesses for the attenuation layers.
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FIGURE 4 | Simulated count rates and NECR for 18F, 15O, 11C, 13N, 82Rb, and 68Ga according to NEMA, as a function of the activity concentration.

plane perpendicular to the magnetic field and axial plane
parallel to the magnetic field (Table 6). The impact of
the magnetic field on the positron range is also visually
shown in Figures 5, 6.

DISCUSSION

In this work we have developed and evaluated a model for the
GE Signa PET/MR to run realistic Monte Carlo simulations
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TABLE 4 | Comparison of positron range in soft tissue for different radioisotopes
with and without 3T magnetic field.

Max energy
(keV)

Mean 3D positron range (mm)

GATE Ref. Ref.

(Li et al., 2017) (Soultanidis
et al., 2011)

None 3T None 3T None 3T

18F 633.5 0.50 0.52 0.64 0.45 0.56 0.54
15O 1732.0 1.87 1.66 2.01 1.74 2.44 2.00
13N 1198.5 1.08 1.01 1.32 1.26
11C 960.2 1.02 0.96 1.03 0.82 1.05 0.96
82Rb 3378.0 4.85 3.82 4.29 3.65 5.21 3.90
68Ga 1899.0 2.32 2.04 2.24 2.02 2.62 2.07

TABLE 5 | Mean 3D positron range for different tissues and radioisotopes with
and without 3T magnetic field.

Mean 3D positron range (mm)

Soft tissue Lung Bone

None 3T None 3T None 3T

18F 0.50 0.52 2.23 1.70 0.34 0.34
15O 1.87 1.66 7.74 4.28 1.22 1.17
13N 1.08 1.01 4.30 2.63 0.71 0.69
11C 1.02 0.96 3.05 1.97 0.51 0.51
82Rb 4.85 3.82 18.2 10.1 3.09 2.74
68Ga 2.32 2.04 8.09 4.59 1.33 1.26

TABLE 6 | Mean positron range in the transversal (perpendicular to the magnetic
field) and axial direction (parallel to the magnetic field) for different tissue types and
radioisotopes with and without 3T magnetic field.

Mean transversal positron Mean axial positron
range (mm) range (mm)

Soft tissue Lung Bone Soft tissue Lung Bone

None 3T None 3T None 3T None 3T None 3T None 3T

18F 0.27 0.26 0.95 0.73 0.17 0.17 0.27 0.27 0.95 1.08 0.17 0.17
15O 0.93 0.77 3.74 0.97 0.61 0.57 0.93 0.93 3.75 3.74 0.61 0.61
13N 0.54 0.49 2.15 0.74 0.35 0.34 0.54 0.54 2.15 2.15 0.35 0.35
11C 0.48 0.48 1.52 0.63 0.26 0.25 0.48 0.51 1.52 1.52 0.26 0.26
82Rb 2.42 1.62 9.10 2.25 1.54 1.28 2.42 2.42 8.95 8.96 1.54 1.55
68Ga 1.01 0.95 4.04 1.00 0.66 0.61 1.01 1.16 4.05 4.04 0.66 0.66

using GATE. The model was validated by comparing simulated
sensitivity and NECR data 18F and 68Ga with corresponding
measurements performed on a GE Signa PET/MR system (Caribé
et al., 2019). Once validated, these simulations allowed us to
evaluate the system characteristics in terms of sensitivity and
NECR for different, less conventional PET isotopes such as 15O,
13N, 11C, and 82Rb. In addition, the effect of the 3T magnetic field
on positron range was investigated for different PET isotopes in
different tissue types (lung tissue, soft tissue, and bone).

In terms of validating the GATE MC simulations, the
simulated NEMA sensitivity values, presented in Tables 1, 3,
were in line with the expected, theoretical values for all simulated
PET radioisotopes, These theoretical values were based on
the measured GE Signa PET/MR sensitivity for 18F while
accounting for the differences in branching ratio between each
isotope and 18F. These sensitivity values confirmed the higher
count rate and increased sensitivity (Iagaru et al., 2019) of
the GE Signa PET system due several design factors including
Compton scatter recovery, longer axial FOV and reduced ring
diameter (Lubberink and Herzog, 2011; Wagadarikar et al., 2014;
Hsu et al., 2017).

For the pure β+ emitters such as 11C, 13N, and 15O, the
sensitivity was comparable to that of 18F. However, 68Ga and 82Rb
showed considerable differences. For 68Ga, this was expected as
literature data already reported a sensitivity of about 2 cps/kBq
lower than 18F (Peng and Levin, 2012), which was confirmed by
the simulations. However, for 82Rb with a positron branching
ratio very similar to 18F (less than 2% difference), the sensitivity
is much lower than expected. This could be explained by the
high energy of 3.381 MeV of the emitted positrons such that
only one aluminum sleeve surrounding the line source is not
adequate enough to generate sufficient annihilations. Therefore,
sensitivity measurements with only one attenuating layer of
aluminum surrounding the line source should be discarded for
82Rb or material with a higher density than aluminum should
be considered (see Figure 3 and Table 3). In addition, and
specifically for 82Rb, a significant portion of the coincidences
were detected outside of the scanner bore, which, in theory, is
not be possible since the LOR corresponding to two annihilation
photons detected by the scanner can be positioned outside of the
scanner. However, due to the additional 777 keV prompt-gamma
emission, two gamma photons originating from a decaying 82Rb
source, can be registered as a pair of annihilation photons
by the scanner, even when the source is situated outside of
the scanner bore.

The results of the simulated NEMA count rate performance
tests of the GE Signa PET/MR are summarized in Figure 4
and Table 2 and showed good agreement with previous count
rate data for 18F (Levin et al., 2016a). These results confirmed
that GATE MC simulations can be used to study the count rate
performance of the GE Signa PET/MR. For positron emitters with
high branching ratios for β+ decay such as 11C, 13N, and 15O, the
simulation results confirmed a peak NECR similar to 18F with the
corresponding activity concentration scaled by the inverse of the
positron fraction.

For the higher energy positron emitters such as 68Ga and
82Rb, the simulated count rates were slightly lower than the
measured values for 18F, as shown in Figure 4 and Table 2.
These lower values are primarily due to the respective 1.2%
(1.883 MeV) and 13.1% (2.604 MeV) fraction of β+ decay for
68Ga and 82Rb, which also results in prompt gamma emissions.
These prompt gammas contaminate the PET signal by generating
additional random, scattered and detection events which, in
turn, increases the deadtime effects. The third gamma effect was
also reported by different research groups (Martin et al., 1995;
Converse et al., 2003).
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FIGURE 5 | Spatial distribution of the simulated annihilation endpoints in the x/y plane perpendicular to the magnetic field and the z/y plane parallel to the magnetic
field for a 82Rb point source positioned in homogeneous lung tissue for a field strength of 0 T (left) and 3 T (right).

In terms of the positron range, the 3T magnetic field clearly
reduced the positron range by a factor up to 3–4 in the direction
perpendicular to the magnetic field, especially for the higher
energy positron emitters such as 15O, 68Ga, and 82Rb and for
low-density tissues such as lung tissue. While changes in positron
range could clearly be observed in the perpendicular direction,
the magnetic field does not have a clear impact on the positron
range in the direction of the magnetic field, as was shown in
Figure 5 and Tables 4–6. The impact of the magnetic field
on the positron range is highly dependent on the positron
energy and tissue type as shown in Tables 5, 6. The latter is
known to be related to the tissue electron density such that the
mean free path of the positron is larger for tissues with lower
electron density (Cal-González et al., 2013). This dependency is
clearly demonstrated at the interface between different tissues
as shown in Figure 6. These findings are in agreement with
previous studies on the positron range (Rickey et al., 1992;

Cal-González et al., 2009; Shah et al., 2014; Alva-Sánchez et al.,
2016; Huang et al., 2016; Caribé et al., 2017), and confirm
a reduced positron range in the perpendicular direction of a
magnetic field. Moreover, studies have also indicated (Iida et al.,
1986; Wirrwar et al., 1997; Soultanidis et al., 2011; Kraus et al.,
2012) that a higher magnetic field will also induce a greater
reduction of the positron range. However, it has to be noted
that this effect was negligible for low energy positron emitters,
such as 18F. Moreover, the expected improvement of the PET
image resolution, resulting from a reduced positron range by the
presence of a 3T magnetic field, will only partially be observed
in the resolution properties of the GE Signa PET/MR system due
to the limited resolution of the PET detectors. Indeed, detector-
dependent factors, such as crystal size and crystal penetration
during detection, and inherent limitations such as the non-
collinearity of the annihilation photons are also present and
can explain why a reduced positron range with an increasing
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FIGURE 6 | Spatial distribution of the simulated annihilation endpoints in the z/y plane parallel to the magnetic field for a 68Ga point source positioned at the
interface between lung and soft tissue (dashed black line) for a field strength of 0 T (left) and 3 T (right).

magnetic field does not translate directly into improved image
quality (Herzog et al., 2010; Bertolli et al., 2016; Caribé et al.,
2019; Wadhwa et al., 2020). However, in a preclinical setting with
small diameter detector rings and crystal sizes, the impact of a
reduced positron range on the PET image quality is expected
to be much higher while the use of monolithic crystals or
recordings of the depth of interaction in clinical PET systems
can further enhance the PET resolution such that it becomes
more sensitive to positron range effects (Hammer et al., 1994;
Stockhoff et al., 2019).

However, there are also limitations to be considered for this
study. The dead time digitizer settings have a certain degree
of uncertainty since these values were not provide by the
manufacturer. This could affect the NEMA sensitivity estimates
via the exponential regression of the simulated data (Khalif
et al., 2016) and could explain the slightly lower simulated
sensitivity values compared to theoretical values. Due to the
uncertainty of the dead time digitizer settings, the deadtime was
heuristically tuned to match measured data, and then applied
to other simulations. These settings could also have lowered the
scatter count rate (∼500 kcps scatter at 20 kBq/ml as shown
in Figure 4), compared to ∼700 kcps (Levin et al., 2016a) and
∼600 kcps (Caribé et al., 2019) scatter (at the same activity
concentration) reported values for the Signa PET/MR with 18F.
Moreover, it should be noted that the count rates and NECRs for
each simulation in this study were estimated using the NEMA
approach which does not require an estimate for the number of
random events (National Electrical Manufacturers Association
[NEMA], 2012). This could explain the slight underestimation
of the scatter fraction which was determined directly from the
count events in the ROOT file. Indeed, for all of isotopes, the
simulated scatter fractions were around 38 to 40%, which is
slightly lower compared to reported, measured scatter fraction of
43.3% for 18F. Finally, this study only evaluated the impact of a
3T magnetic field on the positron range, as this is a field strength

which is clinically relevant and in line with the magnetic field of
GE Signa PET/MR.

CONCLUSION

GATE Monte-Carlo simulations were validated for simulating the
GE Signa PET/MR system and used to predict sensitivity and
NECR performance for 18F, 15O, 13N, 11C, 82Rb, and 68Ga. The
GATE based predicted sensitivity and NECR data were in line
with expected and previously published sensitivity and NECR
values for all simulated PET isotopes and confirmed the impact of
deadtime effects and increased random events on NECR for 68Ga
and 82Rb because of the additional prompt gamma emissions.
In addition, we have investigated the impact of the magnetic
field on the positron range for different tissue types and PET
isotopes. The improvement of image resolution resulting from
a decreased positron range in the plane perpendicular to a 3T
magnetic field, especially for high energy positron emitters, is
only partially observed in the resolution properties of the GE
Signa PET/MR system due to the limited spatial resolution of
the PET detectors.
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Influence of Multiple Animal Scanning
on Image Quality for the Sedecal
SuperArgus2R Preclinical PET
Scanner
Nikos Efthimiou1,2*, John D. Wright1, Luke Clayton1, Isaline Renard1, Federico Zagni3,
Paulo R.R.V. Caribé4, Stephen J. Archibald1,2 and Christopher J. Cawthorne1,2*

1Positron Emission Tomography Research Centre, University of Hull, Hull, United Kingdom, 2Department of Biomedical Sciences,
University of Hull, Hull, United Kingdom, 3Medical Physics Department, University Hospital ‘S. Orsola-Malpighi’, Bologna, Italy,
4Medical Image and Signal Processing – MEDISIP, Ghent University, Gent, Belgium

Background: Increased throughput in small animal preclinical studies using positron
emission tomography leads to reduced costs and improved efficiency of experimental
design, however the presence of multiple off-centre subjects, as opposed to a single
centered one, may affect image quality in several ways.

Methods:We evaluated the count rate performance using a NEMA scatter phantom.
A Monte Carlo simulation of the system was validated against this dataset and used to
simulate the count rate performance for dual scatter phantoms. NEMA NU4 image
quality phantoms were then scanned in the central and offset positions, as well as in
the offset position next to a uniform activity phantom. Uniformity, recovery
coefficients and spillover ratios were then compared, as were two time frames for
acquisition.

Results: Count rate performance assessed with a single NEMA scatter phantom was in
line with previous literature, with simulated data in good agreement. Simulation of dual
scatter phantoms showed an increase in scatter fraction. For the NEMA Image Quality
phantom, uniformity and Recovery coefficients were degraded in the offset, and dual
phantom cases, while spillover ratios were increased, notably when the chamber was
placed nearest the gantry. Image quality metrics were comparable between the 20- and
10min timeframes.

Conclusion: Dual animal scanning results in some loss of image quality on the Sedecal
Argus PET scanner; however, this degradation is within acceptable limits.

Keywords: preclinical PET CT, dual phantom scanning, multiple animal scanning, Monte Carlo simulation, image
quality, NEMA NU4, Sedecal Argus 2R

1 INTRODUCTION

Preclinical Positron Emission Tomography (PET) allows the longitudinal study of a range of
biological processes in disease models, as well as being invaluable in the screening of novel
diagnostic/theranostic PET probes. It is increasingly common for preclinical PET centers to scan
multiple animals simultaneously in order to increase the cost-efficiency and throughput of studies,
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especially with the use of short-lived PET isotopes such as [11C],
or where statistical requirements demand large study groups for
the correct powering of experiments [1, 2].

Scanning multiple, radially displaced mice in the Field Of
View (FOV) will increase attenuation and scatter, as well as the
complexity of scatter correction. Additionally sensitivity and
resolution will be reduced, while an increase in the overall
activity in the FOV will increase dead time. As such, image
quality is likely to degrade, and it is necessary to assess these
effects on individual scanner/bed geometries as these vary
considerably [3]. Although ultimately the effect on biological
quantitation is of greatest importance, use of the NEMA NU4
image quality (IQ) phantom [4] allows direct comparison
between systems.

Several groups have reported setups to achieve multiple
animal imaging. Aide et al. [5] reported the use of a Siemens
Biograph TrueV clinical PET-CT scanner and showed that tracer
quantitation in the central and offset positions was highly
correlated, albeit with lower system sensitivity and resolution
(and higher injected activities) than commonly found in
preclinical systems.

Aide et al. [1] went on to characterize a self-manufactured
four-animal bed on the Siemens Inveon, demonstrating an
increase in spillover ratios and a decrease in resolution for the
NEMA IQ phantom; albeit with a high correlation between PET
quantitation and biodistribution using this arrangement. Habte
et al. [6] characterized a 3- and 4-bed setup for the R4 (Concorde
Microsystems/Siemens) and Inveon (Siemens) scanners and
demonstrated comparable in vivo quantitation between single
and multiple animal scanning as long as attenuation correction
was performed. Yagi et al. [7] reported another self-assembled
multiple animal bed for the Inveon scanner, evaluating
uniformity in mouse phantoms for four animals and
demonstrating a comparable decrease to Habte et al. [6].
Seidel et al. [8] reported a dual mouse bed that enabled ECG-
gated imaging to be carried out on the Argus PET-CT scanner but
did not characterize effects on image quality.

Siepel et al. [9] studied the effects of scanning 2 and 4 animals,
axially or radially displaced, in an Inveon scanner using the
NEMA NU4 IQ phantom. They reported a decrease in
uniformity, a reduction in Recovery Coefficient (RC) and an
increase in Spill-Over ratio (SOR) for the 2 and 4 phantom
radially-displaced cases, which could be improved by axial
displacement. Rominger et al. [10] characterized an 8-mouse
bed in the Inveon scanner, demonstrating that scatter correction
and reduced overall activity in the field of view was necessary to
achieve optimum quantitation in this setting. Using the PET-
SORTEO simulation methodology, Reilhac et al. [11] assessed the
signal degradation for dual animal scanning on the Inveon and
the impact of this on the detection of biological variation. After
demonstrating that their simulation gave comparable results to
acquired phantom data, they went on to demonstrate that
recovery coefficients and uniformity were decreased, while
SOR (in this case peak-to-valley measure) were increased.

Most recently, Greenwood et al. [12] characterized a
commercial four-chamber bed on a Mediso preclinical PET
scanner, using NEMA phantoms and mice. As in previous

studies, they demonstrated a decrease in uniformity and
recovery coefficients, and an increase in spillover ratios, in the
multiple vs. single animal cases, though these increases were
within the recently suggested limits for bias [13].

This study seeks to investigate the effect of dual animal
scanning on the Sedecal SuperArgus2R preclinical scanner
using the NEMA IQ phantom filled with a range of activities;
also to assess the effects on IQ for common static scan frame
lengths. Initially, we validate a Monte Carlo (MC) simulation of
the scanner geometry and use it to compare the effect on count
rate performance between single and dual NEMA scatter
phantoms. We then go on to assess IQ metrics on phantoms
placed either centrally, offset, or offset alongside a 20 mL syringe
containing an equal activity, also comparing spillover ratios
where air and water chambers are displaced toward the center
of the field of view or the bore.

2 MATERIALS AND METHODS

2.1 SuperArgus2R Scanner
The Sedecal SuperArgus2R preclinical PET scanner (Figure 1)
[14–16] features 18 phoswich detector blocks in an arrangement
of 2 rings with diameter 118 mm and axial FOV 48.0 mm. In
between the two rings there is gap of 8 mm. Each block has a two
layers of 13 × 13 crystals of cerium-doped Lutetium Orthosilicate
(LSO:Ce) (7 mm length) at the inner layer and cerium-doped
Gadolinium Orthosilicate (GSO:Ce) (8 mm length) at the outer
layer. Each crystal element has size mm2. The two crystals are
joined back to back with an optically transparent method. From
the 18 blocks, 7 are in coincidence. The coincidence window was
5 ns for all crystal combinations.

The phoswich detector arrangement provides Depth of
Interaction (DOI) information, allowing for more uniform
images and better radial spatial resolution [17]. As such, this
detector configuration should also reduce spatial resolution
degradation when scanning dual objects.

2.2 Monte Carlo Simulation Model
Due to the supplied animal bed on the scanner being too small to
accommodate two scatter phantoms simultaneously,
investigations on a single phantom in an offset bed position
and dual phantom scatter fraction were performed in
simulation only.

The MC simulation model was developed using the GATE
(v.8.1) [18], simulation toolkit. The model was validated over the
scanner’s acceptance tests and measurements following the
NEMA protocol [19]. The energy window was set to
250–700 keV, the same as the one used in the experiments.
The coincidence window was set to 5.0 ns. The
emstandard_opt3, physics model, was used without any
variance reduction techniques or energy cuts.

2.2.1 Simulations for Count Losses, Scatter Fraction
and NECR
Amodel of the NEMA scatter fraction phantom was simulated in
order to compare the counting performance, scatter fraction and
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Noise Equivalent Count Rate (NECR) for different placements in
the FOV, using the validated GATE model. The model phantom
matched the manufactured phantom that was used for the
validation of the simulation model; a polyethylene cylindrical
phantom 70 mm long and 25 mm in diameter (for details see
Section 2.3).

The phantom was simulated solo in the center, offset
(±19.0 mm on the x axis, as defined in GATE) positions of the
FOV [20, 21] as well as in combination with a second phantom.
The model of the scanner included all parts of the physical
scanner (plastic tubes, shielding etc).

2.3 NEMA Phantom Studies
All acquisitions were made using [18F] produced using an ABT
mini-cylotron (ABT, United States).

2.3.1 Assessment of Scatter Fraction, Count Losses,
Random Coincidences and NECR
The system was evaluated according to Section 4 of the NEMA
NU4-2008 standard [4]. A polyethylene cylindrical phantom
70 mm long and 25 mm in diameter was manufactured and a
3.2 mm hole was drilled 10 mm off center to fit a capillary tube
made of Borosilicate glass (World Precision Instruments, 1B200-4).
The capillaries had an outer diameter 2.0 mm and inner 1.12mm.

Phantom data were acquired with a starting activity of
approximately 35 MBq of [18F]. A series of 10 min scans
followed by a 15 min of rest were acquired, lasting in total for
more than 3 half-lives (6 h), using the 250–700 keV energy
window.

2.3.2 Raw Data Processing
The NEMA NU4-2008 [4] protocol requires that uncorrected
sinograms holding only number of coincidences are processed.
However, direct extraction of such data from the scanner was
not possible. By default, the scanner saves the recorded
coincidences (after application of the energy window) in the
proprietary .tru files which essentially are histograms holding
counts per detector combination with detector pair coordinates.
The scanner’s software has the option to extract pre-corrected
(for dead time and decay) FORE-3D sinograms [22]
(Figure 1B), typically for Filtered Back-Projection
reconstruction, which are not suitable for the execution of
the NEMA protocol.

We addressed the issue by appropriately modifying the IO
component of the STIR image reconstruction library [23] to read
the .tru files and export projection data. Besides the new input
function, the issue of the multiple detector layers, which are not
currently supported by STIR, was addressed by means of simple

FIGURE 1 | (A) Representation of the geometry of the Sedecal SuperArgus 2R detector geometry. The inner layer of crystals (red) are made of LSO:Ce and the
outer layer (gray) are GSO:Ce. (B) Sinogram with corrections, generated by Sedecal’s FORE-3D software (size 175 × 128 × 61). (C) Non corrected sinogram created
from the .tru file containing only counts (size 117 × 117 × 61), as generated in STIR. The two sinograms are from the axial position 29 of the first acquisition 33 MBq. (D)
Illustration of the position of NEMA phantom inside the FOV. The mirror transformation is with respect to the position of the cold containers. (E)–(G) photographs of
the phantom in the central, off-centre and dual acquisitions.
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geometrical translations in order to assign the events on a single
cylindrical model.

Finally, as suggested in the NEMA protocol, Single Slice
Rebinning was performed on the projection data using the
tool provided in STIR (Figure 1A). The sum of all bins in the
sinograms we generated was equal to the sum of events in the
.tru file.

2.3.3 Assessment of Image Quality
ANEMANU4-2008 image quality phantom [4] containing 2.5 or
10 MBq of 18F (representing low and high activity acquisitions in
mice respectively) was scanned at the center and offset positions
and alongside a (20 mL) syringe filled with the same activity as
illustrated in (Figure 1B). The activity was within 2.5% of stated
dose at acquisition start. PET acquisitions used the 250 − 700 keV
energy window, with two bed positions to fully cover the
phantom, over a period of 20 min (2 × 10 min) or 10 min
(2 × 5 min) to assess the effect of different timeframes on
image quality. CT acquisitions covered the entire PET field of
view and were performed at 40 kV and 140 µA beam current, with
360 projections and 1 shot). Attenuation maps were generated
from a segmented version of the CT image scaled to 511 keV, as
part of the standard reconstruction process from the
manufacturer.

Images were converted into DICOM format and loaded into a
Mediso image anaylsis software (Mediso NEMA Tests, NEMA
IQ) which automatically recognized the NEMA IQ phantom
geometry and generated appropriate ROI’s for uniformity
(%Standard Deviation (%STD)), Spill-Over ratio (SOR) and
Recovery Coefficient (RC). Generated ROIs were manually
positioned over the respective regions of the phantom,
according to the protocol’s instructions, to return mean
values and the percentage standard deviation.

In addition we sought to investigate whether the above
figures of merit were consistent across the FOV. To assess
this, we made acquisitions on single NEMA IQ phantoms
positioned off-centre on the left- and right-hand side of the
bore. For SOR assessments we also performed left- and right-
sided offset acquisitions with the air chamber facing either
toward or away from the scanner bore, in order to
investigate any impact made through the inherent bias of the
NEMA IQ phantom geometry. We also investigated the impact
on dual phantom scanning when the NEMA IQ phantom is
positioned on the left or right imaging bed.

Finally, we performed dynamic acquisitions at 10- and 20 min
frames on centrally positioned NEMA IQ phantoms and dual
offset positioned phantoms in order to assess the impact of
reduced scan time on the same image quality metrics.

2.3.4 Image Reconstruction
PET image reconstruction was performed using Ordered Subsets-
Expectation Maximization (OSEM) 2D, with 16 subsets after 2
full iterations. The 2D sinogram was generated using 3D Fourier
Rebinning (FORE-3D) on the stored data files provided by the
manufacturer. The stored sinograms were corrected for linearity
and dead-time . In order to reduce the amount of blurring, the
maximum ring difference was set to 16 rings and a span 3; the

default settings recommended by the manufacturer. No post-
filtering was applied in the reconstructed images.

The reconstruction was performed with all available
corrections applied (randoms, scatter and attenuation) and
included normalization. The reconstructed images had 175 ×
175 voxels, with 64 slices for acquisitions with a single bed
position and 116 for two bed positions. The voxel size was 0.39 ×
0.39 × 0.775 mm3. CT reconstruction was performed using the
manufacturer’s filtered back-projection algorithm.

3 RESULTS

3.1 Validation of the Simulation Model
The count rates of prompt, true, random, scattered events and the
NECR of the measured phantom acquisition are presented in
Figure 2A as a function of activity in the FOV, and summarized
in Table 1. At a starting activity of 10 MBq, reflecting a suggested
maximal injected dose for a mouse, the count loses are
approximately 3.3% which increases to 9.76% when the
activity doubles to 20 MBq; representative of a dual scanning
scenario. The ratio between random and true events remains
below 21% up to activities of 20 MBq, and the NECR has a peak of
105 kcps at 26 MBq. Comparison between this measured data and
its simulated counterpart (Figure 2B) shows good agreement,
with the simulation data returning a 4.5% reduction in NECR
peak. Scatter fractions were comparable at both 10- and 20 MBq
(19.65 and 18.26% vs. 20.9 and 19.35% respectively).

Furthermore, the scatter rate steadily increases in the
measured centrally positioned acquisition until around 25 MBq
is reached, peaking at 45.6 kcps (Figure 2A). This closely
correlates to the simulated counterpart where the scatter rate
peaks at similar activity levels. The simulated data, however, show
that 57.9% of scattered events occur within the phantom, and
28.4% of events take place in the Delrin (polyoxymethylene) tube,
which resides in the scanner bore to protect the detector rings and
electronics. 30% of scattered events occur on the gantry shielding
and less than 1% on the animal bed.

3.2 Simulation of Dual Scatter Phantoms
Simulations of the single NEMA scatter phantom in the offset bed
position shows count losses of 0.98% at 10MBq, increasing to 13.3%
at 20MBq (Figure 2C). Likewise, the dual scatter phantom
simulation returned count losses at 5.78% and 17.26% for both
10- and 20MBq, respectively. The rate of random events occurring
appears to almost double from 10 to 20MBq yet remains below 20%
(Figure 2D). In the case of simulated offset and dual phantom
acquisitions, the scatter rate continues to increase until a peak of
53.22- and 58.23 kcps at 30MBq, respectively. The dual phantom
simulation increased in scatter rate by 17.4% compared to the
centered phantom (Table 2).

3.3 NEMA NU4 Image Quality Phantom
3.3.1 Static Phantom Acquisition
3.3.1.1 Uniformity
The uniformity, (%STD) at the center of the FOV, offset position
and dual scanning, for initial activities 2.5- and 10 MBq, is
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presented in Figure 3A. In Figure 3J, we present the
corresponding CT images.

For both low (2.5 MBq) and high (10 MBq) acquisitions, the %
STD increased when the phantom was placed at the offset
position or when dual phantoms were scanned, compared to
the single centered phantom case. Overall, %STD was higher for
the low activity acquisitions (11–12%) vs those of higher activity
(6–8%). Dual phantom acquisition returns 13% higher noise
compared to single phantom acquisitions. We observe that
line profiles placed over the uniform region of the NEMA IQ
phantom and fitted with a polynomial (Figure 4) demonstrate
asymmetrical fits for offset phantoms, with higher apparent
activities closer to the scanner gantry. This phenomenon is
not seen in the single centered phantom acquisitions and is

not as apparent in the dual phantom cases. Interestingly, when
OSEM 3D reconstruction was employed, the artefact was more
pronounced (see Supplementary Data).

Phantom positioning on the left- or right-hand side of the
scanner had little impact on uniformity. Similarly, placement of
the air chamber facing inwards or outwards had little effect
(Figure 3D, corresponding images Figure 3K).

Likewise, uniformity is comparable between dual phantom
acquisitions with the NEMA IQ phantom placed on the left or
right side (Figure 3G).

Doubling the scan time from 10 to 20 min reduces %STD by
38.1 and 29.5% in single centered phantom acquisition for 2.5-
and 10 MBq, respectively (Figures 5A,D). Increasing the
scanning time from 10- to 20 min for dual phantom scanning

FIGURE 2 | Prompt, Trues, Random Scatter rates and NECR for the NEMA scatter phantom for (A) Experimental measurements at the central bed position. (B)
Simulated central bed position. (C) Simulated off center, and (D) dual phantom scanning. The linear fit to the Prompts was performed for the first five points.

TABLE 1 | Measured and simulated trues, scattered and randoms fraction for two activities.

Activity (MBq) Trues ratio Scattered fraction Random ratio NECR

Sim (%) Real (%) Sim (%) Real (%) Sim (%) Real (%) Sim (%) Real (%)

10 69.45 73.22 20.9 19.65 4.00 6.78 67.46 61.9
20 64.76 68.12 19.35 18.26 11.7 13.81 97.2 95.6
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reduces the %STD of the uniformity by 34.4 and 26.0% for 2.5-
and 10 MBq, respectively.

Adding a second activity source, as is the case for dual
phantom scanning, increases the %STD 13.1 and 16.2%
compared a single centered phantom at 2.5 MBq for both 10-
and 20 min acquisition times, respectively. In the case of 10 MBq
acquisitions, dual phantom scanning increases the %STD
uniformity by 22.8 and 26.2% for 10- and 20 min acquisitions,
respectively.

3.3.1.2 Recovery Coefficients
The mean values and %STD for the different phantom positions
are presented in Figure 3C. The central slices of the rods taken
from the 10 MBq acquisitions are shown in Figure 3M.

With the exception of the 10 MBq offset scan, acquisitions
performed on phantoms positioned both centrally and offset
return comparable data on recovery coefficients. In the case of
the 10 MBq offset data, both the 3- and 5 mm diameter rods
return recovery coefficients greater than 1. On the other hand,
both offset acquisitions performed at 2.5- and 10 MBq show a
more favourable recovery coefficient for the 1 mm compared to
the centrally positioned scans. Finally, the dual phantom
acquisitions show progressively poorer RCs with reducing rod
size, with a reduction of 60 and 24% for the 2- and 1 mm rods,
respectively, compared to the single offset acquisitions.

Recovery Coefficients remained generally consistent when the
offset phantom was positioned on the left and right side of the
scanner FOV (Figure 3F). Left side, air chamber facing outwards
continued to show RC greater than 1.0 for 3- and 5 mm rods at
10 MBq, as did the 3 mm rod on the right side phantom, air
chamber facing outwards at 2.5 MBq, but to a smaller extent.
Interestingly, left side, air chamber facing inwards show a normal
expected range of RC’s at 10 MBq, albeit with a comparatively
reduced 2 mm RC. No particular observations could be made
between 2.5- and 10 MBq acquisitions, except that the 2 mm RC
appeared to be poorer at 10 MBq, excluding the aforementioned
left side, air out acquisitions. However, these observations could
be equally explained by the variability in the exact positioning of
the rods.

When the NEMA IQ phantom is positioned at the right-hand
side for dual phantom scanning, the 3 mm rod’s RC is poorer at
both 2.5- and 10 MBq (Figure 3I). No other noteworthy
difference can be seen between the RCs of the dual phantom
acquisitions when the NEMA IQ phantom is position at either the
left- or right-hand side.

Increasing the scan time from 10- to 20 min makes little
difference to the overall mean values of the RC, with none of
the mean values changing greater than 5.01% across all
acquisitions, regardless of activity present and phantom
orientation between single centered and dual phantom

FIGURE 3 | Assessment of NEMA NU4 Image Quality for the single centered, single offset and dual phantom cases. (A–C) Uniformity, SOR and Recovery
Coefficients for the centered, offset and dual phantom positions indicated in (J). (D–F)Uniformity, SOR and Recovery Coefficients for the single left or right offset position
with the air chamber facing the center or edge of the field of view as indicated in (K). (G–I)Uniformity, SOR and Recovery Coefficients for the dual phantom configuration,
with the NEMA IQ phantom in the left or right position as indicated in (L). (M) Variable orientation of rods in NEMA NU4 phantom. Error bars: standard deviation.
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(Figures 5C,F). The %STD of the RC, however, reduced by 46.4,
39.3, 50.7, 52.6 and 31.8% in the 20 min scan as compared to the
10 min scan for 1-, 2-, 3-, 4- and 5 mm rods, respectively.

3.3.1.3 Spill-Over Ratio
The spill-over ratios for the air and water chambers in the NEMA
IQ phantoms positioned centrally, offset and offset in
combination with a second phantom are presented in
Figure 3B. At central positions, the SOR in the water chamber
is 27% higher than the air chamber at both 2.5- and 10 MBq. The
SOR for both chambers increases when dual phantom data is
acquired. Compared to the centrally positioned phantom, the
chamber orientation data from single offset scans show that the
SOR in water increases by 15% when the water chamber is closest
to the edge of the bore yet reduces by 5% when the water is closer
to the center (Figure 3E). Whereas in the same data, the SOR in
air remains largely unchanged regardless of orientation. When
the same data is compared between the left- and right-hand side
of the bore, we see that the air chamber has a slight increase in
SOR on the right side than that of the left side, whereas the water
chamber remains largely unchanged. It is noticeable from Figures
3B,E that the activity levels make little difference, with 10 MBq
acquisitions increasing the SOR only slightly in each case.

4 DISCUSSION

4.1 Simulation of Multiple Phantoms
Both the measured and simulated prompt counts are in good
agreement with Kehl et al. [24] and Zagni et al. [19] however, the
latter study reports a marginally higher NECR. We suggest that
this difference is due to the data processing method, as our results
are produced by processing the raw sinograms, as suggested by
the NEMA protocol. Other groups have reported the scanners’
counting performance [14, 25], however those studies used non-
standard phantoms, making direct comparison difficult.

The offset and dual phantom simulations do not result in a
marked increase in randoms and NECR when compared to the
single centred phantom for both 10 to 20 MBq (Figure 2).
However, in the simulated studies the scatter fraction increases
for both the off-centre and dual phantom compared to the single
phantom case at both activity levels (Figure 2; Table 2). Scatter
fractions for the single phantom (19.7%) were in line with
literature values (21%), [3] and are relatively high, due to
either the small size of the gantry or the increased within-
detector scattering resulting from the phoswitch design [26]. It
is not possible to assess the effect of scatter on image quality
directly as this will depend on the implemented corrections,

FIGURE 4 | Assessment of uniform region asymmetry for the NEMA IQ phantom in the single centered (A, D), offset (B, E) and dual (C, E) cases. Yellow lines
indicate selected region. Adjacent graphs indicate line profiles fitted with a polynomial function.
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though these could be assessed with simulation studies Given the
high density of the Delrin gantry cover (1.41 g/cm3), our findings
suggest that replacing the Delrin tube with a lower density
material or removing altogether would significantly improve
the scatter fraction. This simple modification could improve
the NECR of the scanner and thereby provide better image
quality at higher activity levels.

It has previously been proposed that the activity in the FOV at
the time of acquisition should be approximately 90 − 95% of the
NECR peak in order to improve image standardization [27]. In
the case of the scanner being reviewed in this paper this
corresponds to 18–20 MBq. Although, NECR has a valuable
role in quantifying the statistical quality of the PET data, its value
as a metric of image quality, with iterative reconstruction, is
limited [28].

The image quality strongly depends on the many parameters
of the reconstruction algorithm [29]. An increase in starting
activity would allow for shorter imaging times, however this may
result in an increase in absorbed dose to the animal above the
threshold for biological effects [30], an issue for longitudinal

studies, although our reported modest increase in random events
associated with higher activities suggests that imaging with higher
activities would have a relatively small impact to image quality.

4.2 Uniformity
Our results indicate a higher level of noise for the single phantom
case than previously reported [3]. However, this data was
acquired using a single bed position and with a different
activity (3.7 vs. 2.5 MBq). It has been previously reported that
multiple bed positions increase variability [31].

When more than one or off-centre sources of activity are
present in the scanner, our findings suggest that the Sedecal Super
Argus 2R scanner performs favourably compared to similar
studies used other scanners. Siepel et al. [9] reported an 18.4%
rise in %STD of the uniformity from a single, centrally positioned
phantom, to dual offset acquisition, similar to our study.
However, a 50 mL centrifuge tube was used compared to our
20 mL syringe, which was chosen to more accurately reflect the
volume of a mouse. Reilhac et al. [11] reported a higher increase
of 43% in the %STD of the uniformity when scanning a Derenzo

FIGURE 5 | Assessment of NEMA NU4 Image Quality for the 10 and 20 min summed frames for single centered and dual phantom cases. (A–C) Uniformity, SOR
and Recovery Coefficients for the centered and dual phantom positions, 10 min summed frame. (D–F) Uniformity, SOR and Recovery Coefficients for the single or dual
phantom positions, 20 min summed frame. Error bars � standard deviation.
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phantom alongside a NEMA IQ phantom. Finally, Greenwood
et al. [12] reported a decrease in uniformity (an increase of 55% in
%STD) when assessing four phantoms simultaneously vs the
single centered case. It may be expected to see such a significant
increase in %STD when there are four sources of activity present,
which was not assessed in our study.

4.3 Recovery Coefficients
Recovery coefficients generally decreased for the dual case, as
reported previously. The variation that is sometimes seen in RCs
(e.g., the 10 MBq offset case) may be explained by the placement
of the 1 mm rod being geometrically closer to the center of the
FOV in case of the offset acquisitions as the exact position of rod
geometry was not factored in our acquisition protocol (see
Figure 3M).

Similar behavior has been observed and reported on by Aide
et al. [32] and Siepel et al. [9], who attributed this to the combined
effect of ‘over-estimation of scatter correction plus the non-
negativity constraint in the image reconstruction’.
Furthermore, Greenwood et al. [12] showed that the smaller,
1 mm diameter rod was not discernible when scanning four
phantoms simultaneously, which stands by our observations
that RC diminishes as more sources of activity are introduced
into the FOV.

It should also be noted that the NEMA protocol derives the
%STD from the standard deviations of the line profiles along axial
directions and the %STDuni assuming Gaussian error
propagation. However, this is not the correct standard
deviation of the RC as the %STD of the maximum value of a
randomly distributed value is not the standard deviation of the
underlying distribution [33]. This results in an artificial increase
of RC for smaller sources.

The phoswich detector arrangement inherently provides DOI
information, allowing for an improved and more uniform spatial
resolution in the images [17]. This detector configuration should
naturally reduce the spatial resolution degradation when
scanning dual objects, allowing for reconstruction methods
without Point Spread Function (PSF) correction to perform
well under these conditions. This is in contrast to the reported
performance of OSEM 2D reconstruction for the Inveon [9, 32].

Our data shows that RC values do not significantly change
between 10- and 20 min imaging frames. However, as expected,
the %STD of the RCs is markedly higher on the shorter imaging
time frames regardless of activity or scan orientation.

4.4 Spillover Ratios
Our data indicated a dependence of SOR on gantry proximity.
The apparent increase on the water container in the offset case

could be a result either of limitations of the scatter correction
algorithm, or by photons scattered by the Delrin tube, in close
proximity at the edge of the gantry.

When scanning two subjects, the SOR increases by 17 and 12%
for water and air, respectively. Siepel et al. [9] reported an approx.
32% increase in the SOR values for water and approx. 40% for air,
albeit using a larger non-NEMA phantom in a scanner with a
wider bore. The position dependency that we show for the single
offset subject was not apparent in the dual case. As the SOR did
not increase markedly between 2.5 and 10 MBq in the single
centered case this suggests the effect is not due to the increased
activity in the FOV.

No notable difference was observed in SOR between 10 and
20 min frames at both high and low activities, and between single
centered and dual phantom scanning.

As Greenwood et al. [12] demonstrated, increasing the
number of iterations during reconstruction may improve the
SOR values. However, this may come at the expense of noise
amplification, as shown by Gaitanis et al. [34]. The above, has not
been assessed here.

When comparing simulated phantom data to NEMA IQ
acquisition, it is worth noting that the SuperArgus2R has an
axial FOV smaller than that of the NEMA phantom (47 vs.
50 mm), and thus NEMA IQ acquisitions used multiple bed
positions. However, data on scatter fraction and NECR were
acquired using effectively a single bed position as the NEMA
protocol does not specify a similar setting for this case.

Image quality is also dependent on energy discrimination, and
our studies used the 250–700 keV setting as used in other studies
[3] and suggested to provide a good balance between counting
performance and scatter rejection [35].

The primary application of preclinical PET at the University of
Hull PET Research center is to assess the pharmacokinetics and
biodistribution of novel imaging probes [36–39], for this
application the degradation in image quality predicted for the
two animal case is acceptable. For the application of existing
tracers to provide physiological readouts in disease models, our
data suggest that higher injected doses provide better image
quality overall if dual animal scanning is warranted for
logistical reasons [40].

5 CONCLUSION

In this study, we present the impact of dual subject scanning on
the PET signal and image quality using the Sedecal SuperArgus
2R preclinical scanner. In brief, our experiments demonstrate a
decrease in image quality between the single and dual phantom

TABLE 2 | Scatter fraction for simulated off-centre and dual phantom scanning.

MBq Single centre (actual) Single centre (simulated) Scatter faction

Single offset (simulated) Dual (simulated)

10 19.65% 18.26% 22.52% 23.71% (21.36% @ 20 MBq total)
20 20.9% 19.35% 20.42% 21.36% (18.53% @ 40 MBq total)
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cases, however of less magnitude than similar decreases reported
for other scanners.

We conclude that the Sedecal AuperArgus 2R preclinical
scanner is, therefore, suitable for dual animal scanning,
particularly in biodistribution studies of novel radiotracers - as
is a key operational objective of our facility. Regarding
investigations looking into more subtle biological changes or
smaller regions of interest, the scanning protocol and injected
dose should be carefully considered to ensure that image quality is
optimized throughout the field of view.
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