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understand network activity of the brain by combining 
experimental and modeling techniques. A surprisingly 
rich set of new observations is emerging about the 
functions of the olivo-cerebellar cortical modules. This 
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new emerging knowledge achieved using in vitro and 
in vivo techniques and the computational attempts at 
functional circuit reconstruction.
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This schematic drawing shows the most relevant connections 
within a cerebellar module. The mossy fibers contact granule 
cells (GrC) and deep cerebellar nuclei (DCN) cells which, in turn, 
receive inhibition from the same common set of Purkinje cells 
(PC). Moreover, the interior olive (IO) cells emit climbing fibers 
that contact DCN cells and Purkinje cells (PC), which also project 
to the same DCN cells. An activate group of GrCs is in (red), while 
others (yellow) are laterally inhibited by the GoCs. The active GrCs 
excite the overlaying PCs (dark red) according to a vertical organi-
zation pattern (Bower and Woolston, 1983). The PCs inhibit DCN 
neurons which in turn inhibit the IO neurons. Note that, within a 
cerebellar module, different circuit elements communicate in closed 
loops. The mossy fibers contact granule cells and DCN cells which, 
in turn, receive inhibition from the same common set of Purkinje 
cells. Moreover, the IO cells emit climbing fibers that contact DCN 
and PC, which also project to the same DCN cells.

The cerebellum has traditionally provided an ideal case for 
investigating the relationship between cellular neurophysiology and 
circuit functions, because of the limited number of neuronal types 
and the regular organization of its internal network (Figure 1). The 
Motor Learning Theory (Marr, 1969; Albus, 1971), which proposed 
the first computational model of cerebellar function, was inspired by 
morphological determinations of the number of neurons and syn-
apses but accounted for only very limited knowledge on functional 
properties of the cerebellar circuitry. In recent years, in associa-
tion with remarkable developments of physiological technologies, 
important achievements at the cellular level have suggested that the 
original view needs to be revisited (Rokni et al., 2008). The papers 
in this special issue are focused on the relationship between cellular 
properties and circuit responses, which hold the key to control spike 
timing and long-term synaptic plasticity (Hansel et al., 2001; De 
Zeeuw and Yeo, 2005; D’Angelo and De Zeeuw, 2009; D’Angelo 
et al., 2009) and eventually cerebellar functioning.

In the cerebellum, inputs are conveyed through a double system 
formed by the mossy fibers and the climbing fibers. These inputs 
converge onto Purkinje cells, which eventually inhibit the DCN, 
representing the sole output of the circuit (Figure 1). Despite the 
wealth of available information, outstanding issues remain open 
about the spatial organization of granular layer activity, the discharge 
of Purkinje cells and deep cerebellar neurons, the mechanisms of 
circuit inhibition, the forms of long-term synaptic plasticity and 
their relationship with behavior. These aspects are covered by the 
papers in this special issue combining a careful literature review 
with significant original data.

Signals coming into the cerebellum through the mossy fibers 
are first processed in the granular layer network. The mossy fibers 
show complex firing patterns, ranging from frequency-modulated 
discharges to short bursts (van Kan et al., 1993; Chadderton et al., 

2004; Rancz et al., 2007; Arenz et al., 2008; Prsa et al., 2009). With the 
intervention of the inhibitory circuits and synaptic plasticity, mossy 
fiber activity is transformed into new spatio-temporally organized 
spike sequences for further processing in Purkinje cells (Mitchell 
and Silver, 2003; Nieus et al., 2006; Mapelli and D’Angelo, 2007; 
D’Angelo, 2008; D’Angelo et al., 2009). Then, granule cell spikes 
propagate through the ascending axon and along the parallel fib-
ers. Despite the wealth of information on single cell properties, 
the spatio-temporal organization of activity in the granular layer 
network remains largely to be determined.

In this special issue, it is shown that afferent mossy fiber signals 
are differentially filtered and amplified depending on the intensity 
of local inhibition and on several receptor- and channel-dependent 
properties (Mapelli and D’Angelo, 2007; Mapelli et al., 2010a,b). 
These results lend support to the emerging concept that the granu-
lar layer performs complex transformations on the mossy fiber 
input by generating new spatio-temporal pattern with the aid of 
local circuitry and synaptic plasticity. These temporal patterns are 
likely to integrate with repetitive and coherent activity enhancing 
responses in the theta band (Pellerin and Lamarre, 1997; Hartmann 
and Bower, 1998; Courtemanche et al., 2009). These observations 
are integrated through the first realistic large-scale computational 
reconstruction of the granular layer providing a direct link between 
molecular, cellular, and network properties in the cerebellar net-
work (Solinas et al., 2010).

These papers also contribute to sheds light on the mechanisms 
of transmission from granular layer to Purkinje cells and molecu-
lar layer interneurons. This process has been the object of debate, 
in which evidence for spots-like or beam-like activation has been 
contrasted (Rokni et al., 2007). Here, it is suggested that native 
bursts are amplified along the vertical transmission line, thereby 
generating activity spots (Mapelli et al., 2010b). Then, the effect 
of bursts along the parallel fibers is filtered, probably through 
molecular layer interneurons (Bower, 2010), generating weaker 
and frequency-independent responses. This effect was proposed 
to explain the “spot vs. stripe” controversy, since spots would easily 
emerge following burst transmission generated following punctu-
ate stimulation.

The Purkinje cells receive inputs both from parallel fibers and 
climbing fibers originating from the inferior olive. The inferior 
olive itself is an oscillator (Llinas and Yarom, 1981a,b; Chorev et al., 
2007; Khosrovani et al., 2007; Van Der Giessen et al., 2008), which 
can produce theta-frequency patterns influencing Purkinje cells 
and inhibitory interneurons of the molecular layer (Barmack and 
Yakhnitsa, 2008). Although much less numerous than parallel fib-
ers, the climbing fibers exert a powerful effect on the Purkinje cells 
eliciting the complex spikes. The complex spike has been variously 
interpreted as a signal carrying either an error or an instruction for 
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specific groups of Purkinje cells. Interestingly, the mossy fiber input 
can play a critical role in determining both the spike-to-spike vari-
ability and the UP/DOWN state of Purkinje cells, generating a 
complex blend of dynamics on multiple time-scales. Purkinje cell 
synchrony and the repercussion of PC firing on DCN neurons have 
been investigated in vivo (Jorntell and Ekerot, 2006; Baumel et al., 
2009; Bengtsson and Jorntell, 2009) and novel information on PC 
functioning has been provided through the development of geneti-
cally expressed fluorescent proteins in these neurons (Akemann 
et al., 2009).

The cells of DCN consists of diverse neuronal populations with 
distinct integrative properties (Uusisaari et al., 2007) and gener-
ate the sole cerebellar output. Both mossy fibers and to a lesser 
extent climbing fibers make collateral connections on to neurons 
of the DCN. DCN neurons also inhibit the IO cells regulating their 
coupling. IN DCN cells, intrinsic dynamics generate silent pauses, 
and possibly rebound excitation, producing alternating phases of 
activity. The DCN, in addition to act as a “relay station” between 
cerebellar mossy fiber input and cerebellar output to premotor 
areas, either directly or via the cerebellar cortex may also act as 
the substrate of motor memory storage (Raymond et al., 1996; 
Aizenman et al., 1998; Aizenman and Linden, 2000; Ito, 2006). It has 
been hypothesized that the synchronous oscillations in the Purkinje 

generating synaptic plasticity at the parallel fiber – Purkinje cell syn-
apse (Ito and Kano, 1982; Ito et al., 1982). Moreover, it has recently 
been demonstrated that both the climbing fiber and the parallel 
fiber inputs may influence the bistable transition of Purkinje cells 
between UP and DOWN states (Loewenstein et al., 2005; Jacobson 
et al., 2008), at least in anesthetized animals (Schonewille et al., 
2006). Both the mechanisms of olive activation and of climbing 
fiber control of plasticity are incompletely understood. Moreover, 
it is still debated which kind of coding is used by Purkinje cell and 
how molecular layer inhibition could control it.

In this special issue, the Purkinje cell processing mechanisms 
have been considered. Purkinje cells are spontaneously active and 
their discharge is modulated by the activity coming from the granu-
lar layer and the inferior olive. It was recently shown that the molec-
ular layer can sustain synchronous gamma band (30–80 Hz) and 
high-frequency (100–200 Hz) oscillations entraining the Purkinje 
cells (de Solages et al., 2008; Middleton et al., 2008). Purkinje cells 
were proposed to act as perceptrons (Brunel et al., 2004) and to 
process spike pauses (Steuber et al., 2007), and may live in a bistable 
UP–DOWN state (Loewenstein et al., 2005). Here, it is proposed 
that, in Purkinje cells, regulation of firing precision seems a more 
creditable coding strategy than frequency modulation (Rokni et al., 
2009). Moreover, superposition of UP/DOWN states can engage 

Figure 1 | Functional organization of the olivo-cerebellar system: a dynamic view.
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The physiology of climbing fi ber signals in cerebellar Purkinje cells has been studied since the 
early days of electrophysiology. Both the climbing fi ber-evoked complex spike and the role of 
climbing fi ber activity in the induction of long-term depression (LTD) at parallel fi ber-Purkinje 
cell synapses have become hallmark features of cerebellar physiology. However, the key role 
of climbing fi ber signaling in cerebellar motor learning has been challenged by recent reports 
of forms of synaptic and non-synaptic plasticity in the cerebellar cortex that do not involve 
climbing fi ber activity, but might well play a role in cerebellar learning. Moreover, cerebellar LTD 
does not seem to strictly require climbing fi ber activity. These observations make it necessary 
to re-evaluate the role of climbing fi ber signaling in cerebellar function. Here, we argue that 
climbing fi ber signaling is about adjusting relative probabilities for the induction of LTD and long-
term potentiation (LTP) at parallel fi ber synapses. Complex spike-associated, dendritic calcium 
transients control postsynaptic LTD and LTP induction. High calcium transients, provided by 
complex spike activity, do not only favor postsynaptic LTD induction, but simultaneously trigger 
retrograde cannabinoid signaling, which blocks the induction of presynaptic LTP. Plasticity of 
the climbing fi ber input itself provides additional means to fi ne-tune complex spike associated 
calcium signaling and thus to adjust the gain of heterosynaptic climbing fi ber control. In addition 
to dendritic calcium transients, climbing fi ber activity leads to the release of the neuropeptide 
corticotropin-releasing factor (CRF), which facilitates LTD induction at both parallel fi ber and 
climbing fi ber synapses.

Keywords: calcium, cerebellum, climbing fi ber, corticotropin releasing factor, long-term depression, long-term potentiation, 

parallel fi ber, Purkinje cell

Ross and Werman, 1987), which are required for the induction of 
cerebellar LTD (Konnerth et al., 1992).

More recent observations suggest that the role of climbing 
fi ber signaling is more complex than that of an invariant ‘teacher’ 
signal contributing to LTD induction and, therefore, to cerebellar 
motor learning. Here, we will discuss recent evidence showing that 
climbing fi ber synapses onto cerebellar Purkinje cells show forms 
of plasticity as well. Moreover, we will review recent observations 
on types of synaptic and non-synaptic cerebellar plasticity that 
do not depend on climbing fi ber signaling, suggesting that motor 
learning is not exclusively linked to climbing fi ber activity. Rather, 
a picture emerges, in which the presence or absence of climbing 
fi ber activity infl uences induction probabilities for various types 
of plasticity, thus orchestrating Purkinje cell output patterns and 
cerebellar gain control.

THE COMPLEX SPIKE: SIGNATURE OF CLIMBING FIBER 
ACTIVITY
Climbing fi ber synaptic transmission onto Purkinje cells is very 
powerful and reliable, resulting from the large number of syn-
aptic contact sites formed by an individual climbing fi ber input 
(Palay and Chan-Palay, 1974) as well as from the high probability 
of release at each climbing fi ber terminal (Dittman and Regehr, 
1998; Hashimoto and Kano, 1998; Silver et al., 1998). Climbing 
fi ber synapses contact spines on the primary Purkinje cell  dendrite, 

INTRODUCTION
The fi rst detailed characterization of excitatory synaptic responses 
to climbing fi ber stimulation resulted from intracellular Purkinje 
cell recordings performed in anaesthetized cats by Eccles, Llinas and 
Sasaki, working at the time at the Australian National University 
in Canberra (Eccles et al., 1964, 1966). Stimulation of the climbing 
fi ber input, or the contralateral inferior olive (from which climbing 
fi bers originate) led to an all-or-none ‘giant’ or ‘complex’ spike, 
composed of an initial fast action potential, followed by smaller 
spikelets superimposed on a sustained depolarization (Eccles et al., 
1966). In the mature cerebellum, this massive, excitatory response 
pattern results from the activity of only one climbing fi ber input 
(Ramón y Cajal, 1911) that remains after a period of developmental 
elimination of surplus climbing fi bers, which in rats occurs during 
the fi rst 3 weeks of postnatal life (Crépel et al., 1976).

The characteristic complex spike provides a hallmark feature of 
cerebellar physiology, particularly because of its seemingly invariant 
nature (for review, see Schmolesky et al., 2002). Another hallmark 
feature is the role assigned to climbing fi ber activity in cerebellar 
motor learning. It is widely assumed that long-term depression 
(LTD) at parallel fi ber-Purkinje cell synapses, a type of synaptic 
plasticity that requires co-activation of the parallel fi ber and the 
climbing fi ber input, provides the cellular correlate of forms of 
motor learning. Climbing fi ber activity results in large, widespread 
calcium transients in Purkinje cell dendrites (Miyakawa et al., 1992; 
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whereas parallel fi ber synapses contact spines on secondary and 
 tertiary dendritic branches (Strata and Rossi, 1998). Whereas paral-
lel fi ber stimulation causes a graded excitatory postsynaptic poten-
tial (EPSP) in Purkinje cells, climbing fi ber activity is monitored in 
somatic recordings as an all-or-none complex spike (Eccles et al., 
1964, 1966), characterized by a fast sodium spike that is followed 
by typically two to three spikelets riding on top of a depolarization 
plateau (Figure 1). Purkinje cell complex spikes occur at low fre-
quencies around 1 Hz, but can reach frequencies up to 11 Hz when 
nociceptive stimulation is applied (Ekerot et al., 1987). Each com-
plex spike can be associated with high-frequency fi ring of spikes in 
the climbing fi ber itself, which can reach frequencies up to 500 Hz 
(Maruta et al., 2007). In Purkinje cell dendrites, climbing fi ber acti-
vation evokes calcium spikes, which have been characterized in 
early intradendritic recordings (Llinas and Sugimori, 1980). For a 

long time, however, the origin of the  different somatically recorded 
complex spike components remained unclear (as discussed in 
Schmolesky et al., 2002). Recent somato-dendritic double-patch 
recordings demonstrate that dendritically recorded calcium spikes 
show no obvious relation to the number and occurrence of spikelets 
within the simultaneously recorded complex spike (Davie et al., 
2008). These observations suggest that the typical, somatically 
recorded complex spike waveform is locally generated, whereas 
in the dendrite, climbing fi ber activity evokes isolated calcium 
spikes. Simultaneous somatic and dendritic patch-clamp record-
ings from our lab are shown in Figure 1. In the soma, climbing fi ber 
stimulation evokes complex spikes (black traces). In contrast, the 
dendritic recordings (blue traces) obtained at distances of about 
75 µm (Figure 1A) and 100 µm (Figure 1B) from the soma, respec-
tively, reveal local climbing fi ber responses, which do not show 

FIGURE 1 | Climbing fi ber responses monitored by simultaneous double 

patch-clamp recordings from the soma and dendrites of cerebellar Purkinje 

cells. (A) Paired recordings from the soma (black trace) and the dendrite (blue 
trace). The dendritic patch electrode was located at about 75 µm distance from 
the soma. (B) In this recording, which was obtained from a different Purkinje 
cell, a more distal location (ca. 100 µm) was selected for the dendritic patch 
electrode. Small arrows in (A) and (B) point towards small, delayed spikelets 
seen in the dendritic recordings, that likely refl ect sodium action potentials 
generated in the axon (see corresponding, but larger spikes in the somatic 
recordings), which passively spread into the dendrite. (C) At a far more proximal 
location (ca. 10 µm), the dendritic recording resembles the complex spike 
recorded in the soma, but already at this distance an attenuation of the initial, 
fast sodium spike can be seen. (D) Recording confi guration of the experiments. 

This picture was assembled for illustration purposes only. The recordings were 
obtained from cerebellar slices prepared from P28-35 Sprague-Dawley rats. 
Slices were perfused with standard ACSF (as described in Coesmans et al., 
2004) bubbled with 95% O2 and 5% CO2. The recordings were performed at 
near-physiological temperature (31–34°C) using an EPC-10 amplifi er (HEKA 
Electronics, Germany). Currents were fi ltered at 3 kHz, digitized at 10 kHz, and 
acquired using Fitmaster software. The recording electrodes were fi lled with a 
solution containing (in mM): 9 KCl, 10 KOH, 120 K gluconate, 3.48 MgCl2, 10 
HEPES, 4 NaCl, 4 Na2ATP, 0.4 Na3GTP, and 17.5 sucrose (pH 7.25). Patch 
electrodes used for somatic recordings had electrode resistances of 3–4 MΩ, 
and patch electrodes used for dendritic recordings had electrode resistances of 
7–10 MΩ. For climbing fi ber stimulation, glass pipettes were used that were 
fi lled with ACSF.
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the spikelets that are characteristic for the somatically recorded 
complex spike. An exception to this are small spikelets that occa-
sionally occur during the late stages of the dendritic climbing fi ber 
response (Figures 1A,B: arrows). These spikelets coincide with late, 
higher amplitude spikes seen in the somatic recordings. In Purkinje 
cells, sodium action potentials are initiated in the axon, and pas-
sively spread into the dendrite, where their amplitude decreases 
with increasing distance from the soma (Stuart and Häusser, 1994). 
The small spikelets seen in our dendritic recordings likely represent 
those attenuated sodium spikes.

CLIMBING FIBER ACTIVITY EVOKES DENDRITIC CALCIUM 
TRANSIENTS
Climbing fi bers form so-called ‘en passant’ synapses with their tar-
get Purkinje cells, whose number and distribution along the axis 
of the Purkinje cell primary dendrite allow for excitatory action 
throughout the dendritic tree. The most obvious  consequence of 

this  unusually tight synaptic contact formed by a single climb-
ing fi ber input is a large, widespread calcium transient that 
accompanies complex spikes (Miyakawa et al., 1992; Ross and 
Werman, 1987). Climbing fi ber-evoked calcium transients not 
only can be recorded in the primary dendrites (an example of a 
calcium transient recorded in a primary dendrite spine is shown in 
Figure 2), but also in secondary and tertiary branches (Miyakawa 
et al., 1992; Ross and Werman, 1987). Such ‘out-of-territory’ cal-
cium signaling has also been described in cerebellar Purkinje cells 
of mormyrid fi sh (Han et al., 2007), in which the separation of 
climbing fi ber and parallel fi ber input territories is even more pro-
nounced. The dendritic tree of these cells is palisade-shaped, with 
a horizontal dendrite (contacted by the climbing fi ber input), and 
vertical dendrites (contacted by parallel fi bers) that show a much 
lower degree of branching as compared to their mammalian coun-
terparts. Climbing fi ber stimulation results in calcium transients 
in both the horizontal dendrite and the vertical dendrites (Han 

FIGURE 2 | Calcium signaling in a dendritic spine evoked by climbing fi ber 

activity. (A) Top: A rat Purkinje cell (P36) was fi lled through the patch pipette 
with the fl uorescent calcium indicator Oregon Green BAPTA-2 (200 µM). The 
red box indicates the magnifi cation area. Calcium transients were recorded in a 
spine (red circle) and in the shaft (blue circle) of the primary dendrite using a 
Zeiss LSM 5 Exciter confocal microscope and a ×63 Zeiss Apochromat 
objective (bottom picture). (B) Climbing fi ber stimulation evokes a complex 

spike shown at two different time scales (top), which is associated with a large 
calcium transient monitored in the spine (red trace), and a smaller transient in 
the shaft (blue trace; bottom). The calcium traces represent averages of 10 
transients (acquired at 30 s delays), and are displayed as normalized 
fl uorescence changes (ΔF/F). For image acquisition and analysis we used ZEN 
software (Carl Zeiss MicroImaging, Thornwood, NY, USA). Patch-clamp 
recording details are described in Figure 1.
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et al., 2007). In both mammalian and mormyrid Purkinje cells, 
calcium infl ux associated with dendritic calcium spikes is partially 
mediated by P/Q-type voltage-dependent calcium channels (Han 
et al., 2007; Usowicz et al., 1992; Watanabe et al., 1998), suggesting 
that these channels provide the regenerative component needed 
for the spatial spread of the calcium signal. In spines contacted by 
parallel fi bers, coincident parallel fi ber and climbing fi ber activity 
results in supralinear calcium transients (Wang et al., 2000). These 
spine calcium signals are largest when the parallel fi ber activation 
precedes climbing fi ber activation by 50–200 ms, and depend on 
calcium release from IP

3
-sensitive calcium stores when the parallel 

fi ber input is weakly activated (Wang et al., 2000). Stronger parallel 
fi ber stimulation results in the activation of more parallel fi bers. In 
this scenario, supralinear calcium signaling is not restricted to indi-
vidual spines and is mediated by the activation of voltage-depend-
ent calcium channels (Wang et al., 2000). A similar enhancement 
in dendritic calcium signaling at parallel fi ber input sites has been 
found in mormyrid Purkinje cells upon parallel fi ber and climbing 
fi ber stimulation (Han et al., 2007). These observations show that 
calcium transients evoked by climbing fi ber activity do not only 
invade the parallel fi ber input territory, but that they contribute 
to a local amplifi cation of calcium transients at parallel fi ber input 
sites, even in spines located on distal branchlets that are contacted 
by parallel fi bers (Wang et al., 2000). This is a remarkable fi nding, 
as the climbing fi ber input itself only contacts spines on the primary 
dendrite (Strata and Rossi, 1998). The amplitude of the climbing 
fi ber-evoked calcium transient itself also depends on the state of 
the membrane potential. Synaptic activity of the climbing fi ber 
or the granule cell input can shift the membrane potential to an 
‘UP’ state, while inhibitory inputs can cause a transition towards 
a ‘DOWN’ state (Loewenstein et al., 2005; but see Schonewille 
et al., 2006). Dendritic climbing fi ber-evoked calcium transients 
are smaller following a ‘DOWN’ state (Rokni and Yarom, 2009). If 
these bidirectional state transitions occur in vivo, ‘UP’ states could 
provide an optimal time window for enhanced dendritic calcium 
signaling.

GLUTAMATERGIC TRANSMISSION AT CLIMBING FIBER 
SYNAPSES: NEW PLAYERS IN SIGHT
Excitatory postsynaptic currents (EPSCs) at climbing fi ber synapses 
are largely mediated by the activation of AMPA receptors (Konnerth 
et al., 1990; Llano et al., 1991; Perkel et al., 1990) that contain GluR2 
subunits and are therefore not permeable to calcium (Hollmann 
et al., 1991). In the following, we will focus on two additional types 
of glutamate receptors, whose contribution to climbing fi ber sig-
naling (and potential role in calcium signaling) has only recently 
been fully appreciated: N-methyl-D-aspartate (NMDA) receptors 
and metabotropic glutamate receptors.

NMDA RECEPTORS
At many types of excitatory synapses, NMDA receptors provide a 
major source of calcium infl ux and are therefore considered as key 
players in synaptic plasticity (Bliss and Collingridge, 1993). Purkinje 
cells, in contrast, were until recently assumed to lack functional 
NMDA receptors. Both NR1 and NR2 subunits are required to form 
functional NMDA receptors. In Purkinje cells, NR1 subunits are 
expressed at all ages, from birth throughout adulthood, as consist-

ently shown by numerous morphological studies (Monyer et al., 
1992, 1994; Moriyoshi et al., 1991; Petralia et al., 1994). During the 
fi rst postnatal week in rodents, a juvenile form of the NR2 subunit 
(the NR2D subtype) has clearly been demonstrated in Purkinje cells 
(Momiyama et al., 1996). However, during this period the result-
ing NMDA receptors do not contribute to synaptic transmission 
at parallel fi ber or climbing fi ber inputs (Lachamp et al., 2005; 
Llano et al., 1991). In mature Purkinje cells, in situ hybridization 
and immunohistochemical studies reached contradicting conclu-
sions regarding the expression of NR2 subunits (Monyer et al., 
1994; Watanabe et al., 1994; Yamada et al., 2001; but see Akazawa 
et al., 1994; Thompson et al., 2000). As no NMDA currents were 
detected in whole-cell patch-clamp recordings (Farrant and Cull-
Candy, 1991; Konnerth et al., 1990; Llano et al., 1991), the notion 
became widely accepted that Purkinje cells lack functional NMDA 
receptors.

Recently, this question has been re-examined in older animals 
(>8-week-old mice) using more selective pharmacological tools 
(NBQX instead of CNQX as an AMPA receptor antagonist) and a 
new generation of antibodies. It now appears in the light of these 
more recent results (Piochon et al., 2007; Renzi et al., 2007) that 
mature Purkinje cells express functional NMDA receptors from the 
end of the third postnatal week on, which contain NR2A and/or 
NR2B subunits. These NMDA receptors are activated by climbing 
fi ber stimulation and contribute to the complex spike waveform, 
by infl uencing the number and timing of spikelets, as well as the 
afterdepolarization plateau (Piochon et al., 2007). Thus, in mature 
Purkinje cells, functional NMDA receptors are expressed at climb-
ing fi ber synapses, and might well contribute to climbing fi ber-
evoked calcium signaling.

METABOTROPIC GLUTAMATE RECEPTORS
Similar to parallel fi ber burst stimulation, climbing fi ber stimulation 
can evoke a slow excitatory current that is triggered by the activation 
of type 1 metabotropic glutamate receptors (mGluR1) and can be 
signifi cantly enhanced when glutamate uptake is blocked (Dzubay 
and Otis, 2002). Such mGluR1-mediated potentials are also evoked 
by climbing fi ber stimulation in the presence of an mGluR agonist 
in the bath, suggesting agonist binding and a widespread, dendritic 
calcium transient as key triggers for this type of slow excitatory 
signaling (Yuan et al., 2007). In this scenario, climbing fi ber activity 
could facilitate mGluR1 potentials well beyond the climbing fi ber 
input territory, providing that the climbing fi ber-evoked calcium 
signal coincides with suffi ciently high local glutamate transients. A 
related phenomenon has been described earlier, in which parallel 
fi ber activation elicits mGluR1 potentials when the climbing fi ber 
input was stimulated up to 90 s prior to the parallel fi ber input 
(Batchelor and Garthwaite, 1997). Adding the calcium chelator 
EGTA to the recording electrode abolished the slow potentials, 
while they could be triggered when substituting photolytic calcium 
uncaging for climbing fi ber stimulation. The examples provided in 
these studies (Batchelor and Garthwaite, 1997; Yuan et al., 2007) 
show that calcium signaling is required to trigger mGluR1 poten-
tials. Recent evidence suggests that this calcium sensitivity results 
from the involvement of TRPC cation channels that mediate the 
slow, excitatory conductances. Both TRPC1 (Kim et al., 2003) and 
TRPC3 channels (Hartmann et al., 2008) have been suggested to 
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mediate the slow current. TRPC channels open in response to 
G-protein-coupled receptor activation and/or the occurrence of 
calcium surges. This activation pattern principally enables TRPC 
channels to mediate capacitive calcium entry after release of cal-
cium from intracellular stores (Montell et al., 2002). However, the 
calcium transient associated with slow, mGluR1 potentials is not 
blocked in Purkinje cells obtained from TRPC1−/− or TRPC3−/− mice 
(Hartmann et al., 2008). These observations suggest that mGluR1 
potentials might be triggered by calcium surges, but that signifi cant 
components of the associated calcium infl ux are not contributed 
by TRPC channels.

     These novel fi ndings are crucial for the present discussion of 
the consequences of climbing fi ber signaling for cerebellar plastic-
ity and function, because mGluR1 potentials signifi cantly enhance 
complex spike associated calcium transients (Yuan et al., 2007), and 
might therefore facilitate the induction of parallel fi ber LTD. It has 
been suggested that such an increase in the LTD induction prob-
ability occurs when mGluR1 potentials are enhanced after block-
ade of glutamate transporters (Brasnjo and Otis, 2001). However, 
the cause for the enhanced probability of LTD induction remains 
unclear. Both TRPC channels (but see Hartmann et al., 2008) and 
IP

3
-mediated calcium release from internal stores could contrib-

ute to more pronounced calcium signaling. Moreover, a stronger 
mGluR1 activation would also result in enhanced PKC activation. 
All of these factors could enhance the LTD induction probability. 
Despite of these remaining uncertainties with regard to the type 
of TRPC channels involved and the origin of the calcium signal 
associated with slow excitatory potentials, new aspects of mGluR1 
signaling at climbing fi ber synapses emerge. First, mGluR1-trig-
gered potentials can be evoked by climbing fi ber signaling, and 
second, these slow potentials enhance calcium signaling and are 
likely to facilitate LTD induction.

PLASTICITY OF CLIMBING FIBER-PURKINJE CELL SYNAPSES
Marr-Albus-Ito models of cerebellar motor learning describe the 
parallel fi ber input to Purkinje cells as the site in the cerebellar 
network at which the learning events take place (Albus, 1971; 
Ito, 1984; Marr, 1969). In these classic models, the climbing fi ber 
plays a crucial role as well, but is seen as a ‘teacher’ that signals 
errors and disturbances in sensomotoric function, rather than an 
additional site of information storage. The long prevailing dogma 
of the ‘invariant’ climbing fi ber response resulted from the high 
probability of release at climbing fi ber terminals (Dittman and 
Regehr, 1998; Hashimoto and Kano, 1998; Silver et al., 1998), as 
well as the all-or-none character of climbing fi ber signaling (Eccles 
et al., 1966). These features make climbing fi ber transmission both 
extremely reliable and forceful, and distinguish it from transmission 
at most other types of central nervous system synapses.

Nevertheless, synaptic plasticity exists at climbing fi ber synapses 
as well: LTD of climbing fi ber EPSCs (recorded in voltage-clamp 
mode) can be induced using low-frequency (5 Hz, 30 s) climbing 
fi ber stimulation (Carta et al., 2006; Hansel and Linden, 2000). In 
current-clamp mode, LTD is associated with an alteration in the 
complex spike waveform (Hansel and Linden, 2000), a reduction 
in the complex spike afterhyperpolarization (Schmolesky et al., 
2005), and a long-term depression of climbing fi ber evoked cal-
cium transients (Weber et al., 2003). Figure 3 illustrates two crucial 

aspects of climbing fi ber LTD: climbing fi ber tetanization leads 
to a reduction in the amplitude of the slow spikelets that make 
up the late component of a complex spike (Figure 3A), and the 
associated calcium transients (Figure 3B). Climbing fi ber LTD is 
postsynaptically induced and expressed (Shen et al., 2002). The 
biochemical cascade for the induction of climbing fi ber LTD shares 
elements with the LTD induction cascade at parallel fi ber synapses: 
at both types of synapses, a postsynaptic calcium surge, activation 
of mGluR1 receptors, and activation of protein kinase C (PKC) are 
required for LTD induction (Hansel and Linden, 2000). Climbing 
fi ber LTD induction is also PKA-dependent (Schmolesky et al., 
2007), which has not been tested for parallel fi ber LTD yet.

It remains to be determined whether climbing fi ber plasticity can 
play a similar role in motor learning as assumed for parallel fi ber 
LTD. However, the reduction of calcium transients accompanying 
climbing fi ber LTD (Weber et al., 2003) has a signifi cant effect on 
the LTD induction probability at parallel fi ber synapses (Coesmans 
et al., 2004) and might therefore provide a critical component of 
cerebellar gain control (see below).

DEVELOPMENTAL CLIMBING FIBER PLASTICITY
Climbing fi ber synaptic plasticity has also been observed in the 
developing cerebellum, where it might play a role in the activity-
dependent elimination of surplus climbing fi bers, and the stabiliza-
tion of the remaining ‘winner’ climbing fi ber input. This pruning 
process is typically completed at the end of the third postnatal week 
(Crépel et al., 1976; Lohof et al., 1996). Recent studies suggest that 
long-term potentiation (LTP) and LTD can be observed at climb-
ing fi ber synapses during postnatal development (Bosman et al., 
2008; Ohtsuki and Hirano, 2008). In P4-11 Purkinje cells, pairing 
of climbing fi ber stimulation and Purkinje cell depolarization leads 
to LTP at ‘large’ climbing fi ber inputs, which are suffi ciently strong 
to evoke spike fi ring in Purkinje cells, but induces LTD at ‘small’ 
climbing fi ber inputs (Bosman et al., 2008). As multiple climbing 
fi ber inputs share innervation fi elds on Purkinje cell dendrites 
(Scelfo et al., 2003; Sugihara, 2005), it is conceivable that LTP and 
LTD at developing climbing fi ber synapses refl ect a direct synaptic 
competition of neighbouring climbing fi ber inputs, at the end of 
which the potentiated input is stabilized and becomes the ‘winner’, 
whereas the depressed synaptic inputs are eventually eliminated 
(Bosman et al., 2008). The LTP described in this study is calcium-
dependent, but does not require the activation of NMDA receptors. 
The potentiation is mediated by an increase in the single channel 
conductance of AMPA receptors, suggesting a postsynaptic induc-
tion and expression mechanism (Bosman et al., 2008). Another 
study also described that in postnatal development (P5-9), climb-
ing fi ber stimulation leads to LTP at strong climbing fi ber inputs, 
and LTD at weak climbing fi ber inputs (Ohtsuki and Hirano, 
2008). In this study, however, LTP and LTD were accompanied 
by changes in the paired-pulse depression ratio and alterations 
in the frequency of asynchronous EPSCs, indicating that both 
types of plasticity are presynaptically expressed. LTP (but not LTD) 
induction requires a postsynaptic calcium transient, suggesting 
the involvement of a retrograde messenger (Ohtsuki and Hirano, 
2008). Whether or not the different observations made in these 
two studies can be explained by slight differences in the stimula-
tion protocols (for example, the second study applied unpaired 
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climbing fi ber stimulation) remains to be determined. Despite of 
the existing discrepancies, both Bosman et al. (2008) and Ohtsuki 
and Hirano (2008) show that bidirectional climbing fi ber plastic-
ity exists during postnatal development. These forms of climbing 
fi ber plasticity might be critically involved in the elimination of 
surplus climbing fi bers.

PARALLEL FIBER PLASTICITY UNDER HETEROSYNAPTIC 
CLIMBING FIBER CONTROL
The classic Marr-Albus-Ito theories of cerebellar motor learning 
suggest that synaptic plasticity at parallel fi ber synapses (the learn-
ing site) depends on activity at the heterosynaptic climbing fi ber 
synapses (the instructor site). In agreement with this theoretical 
framework, Masao Ito and colleagues described in the early 1980s 

a form of LTD at parallel fi ber synapses that is induced following 
paired parallel fi ber and climbing fi ber activity (Ito and Kano, 1982; 
Ito et al., 1982). As fi rst suggested by Albus (Albus, 1971), parallel 
fi ber LTD provides an attractive candidate mechanism for cerebel-
lar motor learning, as it is expected to result in a disinhibition of 
the target cells of inhibitory Purkinje cell projections in the deep 
cerebellar nuclei (DCN) or vestibular nuclei.

Parallel fi ber LTD induction depends on activation of the mGluR1/
PKC signaling cascade (for review see Hansel and Bear, 2008) and 
activation of the α isoform of calcium/calmodulin-dependent kinase 
II (αCaMKII; Hansel et al., 2006). Climbing fi ber signaling triggers 
dendritic calcium transients and contributes to parallel fi ber LTD 
induction (Konnerth et al., 1992) by activating these induction cas-
cades. Co-activation of parallel fi ber and climbing fi ber inputs causes 

FIGURE 3 | Climbing fi ber LTD affects bidirectional parallel fi ber plasticity. 

(A) A 5-Hz climbing fi ber tetanization for 30 s evokes climbing fi ber LTD, which 
is monitored here as a reduction in the amplitude of the fi rst slow spike 
component (arrow). (B) Climbing fi ber LTD is accompanied by a reduction in 
complex spike-associated calcium transients (red trace: before climbing fi ber 
tetanization). Calcium transients were recorded in the region of interest (red 
box). Fluorescence signals were monitored using a cooled CCD camera 
(Quantix, Roper Scientifi c), and the calcium indicator dye Oregon Green 
BAPTA-2 (200 µM). (C) After induction of climbing fi ber LTD (open dots; CF 

stimulation at 5 Hz, 30 s), subsequent application of the parallel fi ber LTD 
protocol (PF + CF stimulation at 1 Hz, 5 min) induces LTP instead (closed dots). 
(D) ‘Inverse’ calcium thresholds in the cerebellum: a higher calcium threshold 
has to be reached for LTD than for LTP induction. Climbing fi ber stimulation 
contributes calcium to reach this higher threshold, whereas climbing fi ber LTD 
lowers the amplitude of this calcium transient (red arrows). (A), (C) and (D) are 
modifi ed from Coesmans et al. (2004). Copyright 2004 by Elsevier. (B) is 
modifi ed from Weber et al. (2003). Copyright 2003 by the National Academy of 
Sciences, USA.
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supralinear calcium signaling in parallel fi ber spines (Wang et al., 
2000), thus providing a coincidence detection mechanism that might 
be required to reach a critical calcium threshold for LTD induction. 
A somewhat puzzling observation has been that strong parallel fi ber 
activation on its own can trigger parallel fi ber LTD in the absence of 
climbing fi ber activity (Eilers et al., 1997; Hartell, 1996). Similarly, 
climbing fi ber stimulation can be replaced by somatic depolariza-
tion (Linden et al., 1991). These fi ndings suggest that climbing fi ber 
activity indeed facilitates LTD induction by amplifying local calcium 
transients, but that there is no specifi c requirement for climbing 
fi ber-evoked calcium signals. This conclusion is supported by recent 
recordings from cerebellar Purkinje cells of mormyrid fi sh (intro-
duced above). Parallel fi ber stimulation alone at enhanced stimulus 
strength (increase in the pulse duration) can induce parallel fi ber 
LTD. When the climbing fi ber is co-stimulated, however, a lower 
stimulus strength (as applied to monitor test responses before and 
after tetanization) is suffi cient for LTD induction (Han et al., 2007). 
These observations suggest that parallel fi ber LTD can be induced in 
the absence of climbing fi ber activity, which might nevertheless have 
an important role in facilitating the induction process.

The impact of climbing fi ber signaling on parallel fi ber plastic-
ity becomes more obvious when taking LTP into consideration. 
Both pre- and postsynaptically expressed types of LTP have been 
described at parallel fi ber synapses (Lev-Ram et al., 2002; Salin 
et al., 1996). LTP can be induced when applying the same low-
frequency/low-intensity parallel fi ber stimulation protocol used 
for LTD induction, when climbing fi ber stimulation is omitted 
(Lev-Ram et al., 2002). Just like LTD, this form of LTP is postsyn-
aptically induced and expressed (Coesmans et al., 2004; Lev-Ram 
et al., 2002) and might therefore function as a reversal mechanism 
for LTD. LTP induction depends on lower calcium transients than 
LTD induction (Coesmans et al., 2004; Figure 3D), and requires 
the activation of protein phosphatases PP1, PP2A and PP2B 
(Belmeguenai and Hansel, 2005). Therefore, at the level of cal-
cium signaling and kinase/phosphatase activation requirements, 
cerebellar  bidirectional synaptic plasticity seems to be governed by 
induction rules that provide a mirror image of those described at 
glutamatergic synapses in hippocampal and neocortical pyrami-
dal cells (Jörntell and Hansel, 2006). Moreover, a unique motif in 
cerebellar plasticity is the heterosynaptic control of parallel fi ber 
plasticity by the climbing fi ber input. The effi cacy of this control 
function becomes obvious when looking at the consequences of 
LTD at the climbing fi ber input itself (Hansel and Linden, 2000). 
Climbing fi ber LTD is accompanied by a reduction in complex 
spike-associated calcium transients (Weber et al., 2003). This reduc-
tion in calcium signaling is suffi ciently strong to reverse the polar-
ity of parallel fi ber plasticity after previous climbing fi ber LTD 
induction (Coesmans et al., 2004). This metaplastic interaction is 
illustrated in Figure 3C: when climbing fi ber LTD is induced fi rst, 
subsequent application of the parallel fi ber LTD induction protocol 
results in LTP induction instead. The most likely explanation for 
this sign reversal is that climbing fi ber LTD reduced the activity-
dependent calcium signal below the threshold for LTD induction 
(Figure 3D).

In addition to its role in postsynaptic parallel fi ber plasticity, 
climbing fi ber signaling also affects a form of presynaptic parallel 
fi ber LTP that results from brief parallel fi ber tetanization (e.g. 8 Hz 

for 15 s; Salin et al., 1996). Presynaptic parallel fi ber LTP is induced 
by activation of adenylyl cyclase I (Storm et al., 1998), produc-
tion of cAMP and the subsequent activation of cAMP-dependent 
protein kinase (PKA; Chen and Regehr, 1997; Salin et al., 1996). 
More recent observations show that climbing fi ber-evoked cal-
cium signaling can trigger the release of endocannabinoids from 
Purkinje cell dendrites (Brenowitz and Regehr, 2003), which bind 
to CB1 receptors at parallel fi ber terminals and suppress LTP induc-
tion by interfering with the adenylyl cyclase/PKA cascade (Van 
Beugen et al., 2006). It has been suggested that endocannabinoid 
signaling facilitates the induction of postsynaptic LTD (Safo and 
Regehr, 2005). The inhibitory action of CB1 receptor activation on 
presynaptic LTP might well contribute to this facilitation of LTD, 
assuming that activity-dependent postsynaptic alterations are often 
accompanied by presynaptic changes. In this scenario, climbing 
fi ber-evoked calcium transients do not only promote postsynaptic 
LTD, but in addition provide a ‘safety lock’ mechanism that prevents 
that presynaptic LTP and postsynaptic LTD occur at the same time 
(Van Beugen et al., 2006). Under some conditions, coincident paral-
lel fi ber activity and retrograde endocannabinoid signaling might 
even promote the induction of a presynaptic form of LTD (Qiu and 
Knöpfel, 2009), thus aligning pre-and postsynaptic changes. These 
recent reports show that the climbing fi ber input heterosynaptically 
affects four forms of parallel fi ber plasticity: postsynaptic LTD, 
postsynaptic LTP, presynaptic LTP, and presynaptic LTD.

THE OTHER CLIMBING FIBER SIGNAL: CORTICOTROPIN-
RELEASING FACTOR
The complex spike-associated calcium transients in Purkinje cell den-
drites are certainly the best characterized contribution of  climbing 
fi ber signaling to cerebellar plasticity. However, it should not be 
overlooked that climbing fi ber activity can additionally result in the 
release of the neuropeptide corticotropin-releasing factor (CRF) 
from climbing fi ber terminals (Barmack and Young, 1990; Tian and 
Bishop, 2003). CRF can bind to type 1 and/or type 2 CRF receptors 
expressed in Purkinje cells. Whereas type 2 CRF receptors are not 
expressed in spines, type 1 receptors, which are G-protein coupled 
and lead to the activation of adenylyl cyclase/PKA and PKC pathways 
(Grammatopoulos et al., 2001), are located in the dendrite across 
from parallel fi ber terminals, and in non-synaptic regions (Swinny 
et al., 2003). CRF signaling has been shown to be critically involved in 
parallel fi ber LTD induction as the CRF receptor antagonists α-heli-
cal CRF-(9-41) (α-h CRF) and astressin prevent LTD (Miyata et al., 
1999). Type-1 CRF receptors are not expressed in the dendrite across 
from climbing fi ber terminals (Swinny et al., 2003), and yet climbing 
fi ber LTD is blocked, too, in the presence of astressin (Schmolesky 
et al., 2007), suggesting that diffusion to adjacent receptors is suf-
fi cient. It is possible that CRF signaling facilitates LTD induction at 
both climbing fi ber and parallel fi ber synapses by activating the PKC 
signaling cascade and, at least in the case of climbing fi ber LTD, the 
PKA signaling cascade (Schmolesky et al., 2007). These results show 
that the climbing fi ber input exerts a control function over parallel 
fi ber plasticity not only through the calcium transients associated 
with complex spike activity, but also by the activity-dependent release 
of the neuropeptide CRF (Figure 4). Moreover, it seems that the same 
factors involved in parallel fi ber LTD (here: high calcium, CRF recep-
tor activation) promote LTD at the climbing fi ber input as well.
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 cerebellar motor learning? To slightly clear the fog, it might be 
useful to take a step back and have a look at the evidence at hand. 
Granule cells provide massive excitatory input to Purkinje cells 
via ascending granule cell axons on the one hand, and parallel 
fi ber synapses on the other. These two sets of granule cell input, 
however, seem to play different roles in cerebellar processing and 
gain control. Synapses of the ascending axons do not show forms 
of long-term plasticity (Sims and Hartell, 2006). In contrast, there 
is a high degree of pre-and postsynaptic plasticity at parallel fi ber 
synapses, but about 85% of these synapses are functionally silent 
(Isope and Barbour, 2002). It has therefore been suggested that 
granule cells predominantly activate Purkinje cells through the 
hardwired ascending axon input, while the parallel fi ber input 
allows for acquired control using fi ne-tuned recruiting of parallel 
fi ber synapses (Rokni et al., 2008). These observations suggest a 
high degree of functional specialization of the two different sets of 
synaptic contacts provided by granule cells, and support the view 
that the parallel fi ber system plays a key role in cerebellar adap-
tations. But under what conditions does parallel fi ber plasticity 
occur, and what are its functional consequences? A very elegant 
study has been provided by Jörntell and Ekerot, who showed that 
parallel fi ber receptive fi elds in adult cats can be bidirectionally 
modifi ed after parallel fi ber stimulation in vivo (Jörntell and 
Ekerot, 2002). Paired parallel fi ber and climbing fi ber stimulation 
causes a long-term decrease in the receptive fi eld size of Purkinje 
cells, while unpaired parallel fi ber stimulation causes a lasting 
increase. While this study provides an example of plasticity of sen-
sory inputs to cerebellar Purkinje cells, without immediately obvi-
ous consequences for motor control, there are three aspects that 
are highly relevant for the present discussion. First, the  stimulus 

IS CLIMBING FIBER SIGNALING INVOLVED IN CEREBELLAR 
MOTOR LEARNING?
Numerous studies using genetically modifi ed mice suggest a 
correlation between parallel fi ber LTD and cerebellar motor 
 learning (De Zeeuw and Yeo, 2005). However, LTD has never 
been demonstrated during motor learning in behaving animals. 
It has indeed been claimed that parallel fi ber LTD might not be 
involved in motor learning at all, based on the observation that 
motor  learning  (eyeblink conditioning) is intact when parallel 
fi ber LTD is pharmacologically inhibited (Welsh et al., 2005). Even 
if LTD is involved in motor learning, the contribution of the 
climbing fi ber input remains unclear, as LTD can be induced in 
the absence of climbing fi ber activity, as long as the parallel fi ber 
input is suffi ciently active (Eilers et al., 1997; Han et al., 2007; 
Hartell, 1996). Moreover, when reviewing recent developments in 
cerebellar plasticity research, it becomes obvious that several types 
of plasticity that have been characterized do not require climbing 
fi ber activity for induction. This holds true for presynaptic LTP 
(Salin et al., 1996) and postsynaptic LTP (Lev-Ram et al., 2002). 
Climbing fi ber activity is only required for the induction of LTD 
at both climbing fi ber (Hansel and Linden, 2000) and parallel fi ber 
inputs (Ito and Kano, 1982; Ito et al., 1982) as well as for rebound 
potentiation at interneuron – Purkinje cell synapses (Kano et al., 
1992). While climbing fi ber activity-dependent parallel fi ber LTD 
has been the predominant model for cerebellar motor learning, 
these more recently discovered types of plasticity could well be 
involved in cerebellar learning as well, but are independent of 
climbing fi ber activity.

So what is the role of parallel fi ber plasticity, and specially 
climbing fi ber activity-dependent parallel fi ber plasticity, in 

FIGURE 4 | Climbing fi ber activity facilitates LTD induction at parallel fi ber 

synapses. For simplicity, climbing fi ber and parallel fi ber terminals are shown to 
contact the same postsynaptic compartment. The LTD induction cascade is 
shown in blue: large calcium transients promote the activation of αCaMKII and 
PKC. A PKC-mediated phosphorylation of the AMPA receptor subunit GluR2 
triggers the internalization of GluR2 subunits. The LTP cascade is shown in 
yellow: lower calcium transients promote phosphatase activation (only PP2B is 

directly calcium-regulated). Eventually, GluR2 subunits are delivered to the 
membrane. Climbing fi ber activity facilitates LTD induction by elevating the 
overall calcium transient (calcium sources are not shown), and by releasing the 
neuropeptide CRF. CRF binding to type 1 CRF receptors (CRF-R1) facilitates the 
activation of PKC and PKA. The activation of PKA is a required step for the 
induction of climbing fi ber LTD. It has not been determined yet, whether the 
same holds true for parallel fi ber LTD.
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protocols applied suggest that both LTD (paired stimulation) and 
LTP (unpaired stimulation) phenomena contribute to the decrease 
and increase, respectively, of the receptive fi eld sizes. If so, this 
study demonstrates that LTD and LTP are involved in a form of 
cerebellar learning that can be monitored in vivo. Second, this 
study elegantly shows that LTD and LTP can perfectly complement 
each other in cerebellar information storage, without the need to 
classify one as the ‘learning’ mechanism and the other as a tool 
used for ‘extinction’ or ‘reversal’. In other words, in some types of 
 cerebellar learning, depression and potentiation simply provide 
two sides of the same coin, allowing for bidirectional adaptations. 
Third, this study clearly demonstrates that climbing fi ber activity 
exerts a crucial function in the control of bidirectional cerebellar 
plasticity. This latter observation is in line with the widespread 
notion that enhanced climbing fi ber activity precedes cerebellar 
learning, acting as an ‘error detector’, or as a ‘teacher’ (for review 
see Simpson et al., 1996). In this view, climbing fi ber activity signals 
the need for adjusting the gain values of cerebellar sensory inputs 
and/or motor output control.

CONCLUSION
In a recent paper published in Frontiers in Neuroscience, Rodolfo 
Llinas and Yosef Yarom review the histology and physiology of 
the cerebellar cortex, concluding that ‘the cerebellum should be 
regarded as a control machine rather than a learning machine’ 
(Rokni et al., 2008). We do not agree with this assessment. In our 
view, the cerebellum certainly acts as a control machine, but on 
top of that the cerebellum (particularly the cerebellar cortex) pro-
vides a giant switchboard for associative learning. Currently, the 
existing evidence does not seem to allow for a defi nite conclusion. 
Our more learning-biased view results from close inspection of the 

cerebellar circuitry and its capacity for information storage based 
on both in vitro and in vivo studies (see also Hansel et al., 2001; 
Jörntell and Hansel, 2006). Parallel fi ber to Purkinje cell synapses 
are perfect candidate locations for the storage of motor memories, 
because of their ability to bidirectionally adjust synaptic gain both 
pre- and postsynaptically. Although not strictly required, elevated 
climbing fi ber activity facilitates the induction of parallel fi ber 
LTD by enhancing dendritic calcium signals and by releasing the 
neuropeptide CRF from climbing fi ber terminals. Climbing fi ber 
activity also suppresses presynaptic LTP by triggering the release of 
endocannabinoids from Purkinje cell dendrites. The complexity of 
this ‘orchestration’ of parallel fi ber plasticity by the climbing fi ber 
input shows after induction of LTD at the climbing fi ber input itself: 
the accompanying reduction in complex spike-associated calcium 
transients shifts the relative probabilities for the induction of LTD 
and LTP, respectively, at the parallel fi ber input. Plasticity residing 
at the parallel fi ber synapses is likely complemented by additional 
types of cerebellar plasticity, such as plasticity at inhibitory synapses 
onto Purkinje cells, and intrinsic plasticity mechanisms found in 
several types of neurons within the cerebellum. It remains to be seen 
how the cerebellum puts these features to use, but its underlying 
circuitry seems very well suited for activity-dependent information 
storage and learning.
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Climbing fi ber coupling between adjacent Purkinje cell 
dendrites in vivo
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Climbing fi ber discharges within the rat cerebellar cortex have been shown to display synchrony, 
especially for climbing fi bers terminating in the same parasagittal bands. In addition, Purkinje 
cells which have the smallest rostrocaudal separation also seem to have the highest degree of 
synchrony. But this has so far only been investigated for distances down to 250 µm. In the 
present study, we wanted to investigate whether Purkinje cells that are located immediately 
next to each other display a particularly pronounced synchrony in their climbing fi ber discharges. 
To this end, we used a previously undescribed type of electrophysiological recording, a single 
electrode, loose patch, dual dendritic recording, from pairs of adjacent Purkinje cells in the 
decerebrated, non-anesthetized cat. From each recorded dendrite, this technique provided 
well isolated, unitary calcium spikes, which we found to have a spontaneous activity that was 
essentially identical with the pattern of spontaneous climbing fi ber discharges. By calculating 
the coupling in fi ring between the adjacent dendrites, we found that most climbing fi ber 
responses occurred independently of each other and that the probability of coupled discharges 
was less than 8%. These values are comparable to those obtained in previous studies for 
Purkinje cells located within the same parasagittal band and show that climbing fi ber coupling 
within a microzone exists also in non-rodent mammalian species. However, since the degree of 
synchrony of climbing fi ber discharge was not particularly pronounced in adjacent Purkinje cells, 
it seems unlikely that climbing fi ber synchrony has pronounced systematic regional variations 
within the same microzone.

Keywords: climbing fi bers, synchrony, electrotonic coupling, Purkinje cells, inferior olive

band (Sugihara et al., 2001) and that different IO neurons project-
ing the same microzone can be found in the same small part of the 
IO (Garwicz et al., 1996; Sugihara et al., 2007).

Importantly, the PCs of a single microzone innervates the 
same restricted area of the cerebellar nucleus (Apps and Garwicz, 
2005; Garwicz and Ekerot, 1994; Garwicz et al., 1996), which has a 
motor output that is functionally specifi c to the CF receptive fi eld 
of the afferent PCs (Ekerot et al., 1995; Jorntell and Ekerot, 1999). 
Therefore, the microzones, together with their corticonuclear target 
cells and olivocerebellar afferent neurons, may be regarded as the 
smallest functional units of the cerebellum, which has been termed 
microcomplexes (see Apps and Garwicz, 2005).

Interestingly, within a microzone, PCs with the smallest rostro-
caudal separation also seem to have the highest degree of synchrony. 
This is true at least down to distances of 250 µm, which is the reso-
lution defi ned by the physical constraints of the multi-electrode 
arrays used to obtain the data (Lang et al., 1999; Sugihara et al., 
2007). Since anatomical studies suggest that the most closely located 
IO neurons have the highest chance of providing the most closely 
spaced olivocortical terminations within the microzone (Garwicz 
et al., 1996; Sugihara et al., 2007), it is thus possible that the high-
est degree of CF synchronization may be found for adjacent PCs. 
The correlation between (several) adjacent PCs was also studied 
in two recent papers describing PC dendritic calcium transients 

INTRODUCTION
Inferior olivary (IO) neurons are connected to each other with 
gap junctions (Llinas et al., 1974), which makes them electrotoni-
cally coupled (Devor and Yarom, 2002; Llinas and Yarom, 1981; 
Placantonakis et al., 2006). The coupling provides a mechanism 
by which IO neurons may become synchronized in their output. 
This has been shown to occur in numerous studies in which the 
synchrony of climbing fi ber (CF) discharges have been investigated 
with recordings of CF responses in Purkinje cells (PCs) of the cer-
ebellar cortex (De Zeeuw et al., 1997; Flusberg et al., 2008; Lang 
et al., 1999; Ozden et al., 2008; Welsh et al., 1995). Interestingly, the 
synchronization has been reported to preferentially occur in narrow 
sagittal bands (De Zeeuw et al., 1997; Lang et al., 1999) suggesting 
that synchronization may primarily be a property of the IO neurons 
that project to the same microzone of the cerebellar cortex.

Microzones are extremely narrow sagittal bands of the cerebellar 
cortex, which can extend over several folia. A microzone is defi ned 
as an area in which the PCs receive CF input activated from exactly 
the same peripheral receptive fi eld (Andersson and Oscarsson, 
1978; Ekerot et al., 1991). They run primarily in the parasagittal 
direction, but can be interleaved in patterns that are not purely 
parasagittal (Ekerot et al., 1991). The morphological underpinnings 
of the microzonal organization are that individual IO cells diverge 
to innervate 5–10 PCs which all are located in a very narrow sagittal 
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using optical methods (Flusberg et al., 2008; Ozden et al., 2008). 
However, in these studies the temporal resolution was limited to 
50–256 ms. Hence, many additional mechanisms in addition to the 
gap junction couplings may account for the observed synchrony. 
Here we use the higher temporal resolution that can be achieved 
in electrophysiological recordings of two adjacent PC dendrites to 
limit our analysis to the time window during which gap junction 
coupling may occur. Another purpose of our study was to inves-
tigate if the IO neuron synchrony observed in rodents is demon-
strable also in the cat.

MATERIALS AND METHODS
PREPARATION
Adult cats were prepared as previously described. Briefl y, follow-
ing an initial anesthesia with propofol (Diprivan® Zeneca Ltd, 
Macclesfi eld Cheshire, UK), the animals were decerebrated at the 
intercollicular level and the anesthesia was discontinued. The ani-
mals were artifi cially ventilated and the end-expiratory CO

2
, blood 

pressure and rectal temperature were continuously monitored and 
maintained within physiological limits. Mounting in a stereotaxic 
frame, drainage of cerebrospinal fl uid, pneumothorax and clamp-
ing the spinal processes of a few cervical and lumbar vertebral 
bodies served to increase the mechanical stability of the prepara-
tion. Our EEG recordings were characterized by a background of 
periodic 1–4 Hz oscillatory activity, periodically interrupted by 
large-amplitude 7–14 Hz spindle oscillations lasting for 0.5 s or 
more. These forms of EEG activities are normally associated with 
deep stages of sleep. The pattern of EEG activity and the blood 
pressure remained stable, also on noxious stimulation, throughout 
experiments.

RECORDINGS AND STIMULATION
The initial delineation of the forelimb area of the C3 zone in the cer-
ebellar anterior lobe and the continuous monitoring of the general 
condition in the sensitive mossy fi ber-to-granule cell-to- parallel 
fi ber pathway were performed as described previously.

In vivo patch clamp recordings, loose patch (Stuhmer et al., 
1983) and whole cell recordings, were made from PC dendrites 
in the upper 2/3 of the superfi cial molecular layer accessible from 
the surface with patch pipettes pulled to 6–14 MOhm (potassium-
gluconate based internal solution) on a Sutter micropipette puller 
(P-97, Sutter Instruments Co., USA). Loose patch dendritic record-
ings were obtained on a routine basis as a result of failed attempts 
to obtain giga-Ohm seals on PC dendrites (for more details on 
our standard methods to obtain in vivo patch clamp recordings, 
see Jorntell and Ekerot, 2006). Non-invasive patch recordings in 
the current clamp mode has previously been demonstrated to pro-
vide a reasonable refl ection of the major transmembrane poten-
tials (Mason et al., 2005). The present analysis was confi ned to 
rare cases in which two distinct dendritic spikes could be detected 
in the recordings. The example of the morphologically recovered 
PC (Figure 1) was obtained from an intracellular PC dendritic 
recording in the whole cell mode in which the recording solution 
contained 1.5% neurobiotin (see Bengtsson and Jorntell, 2009; 
Jorntell and Ekerot, 2006). Extracellular metal electrode record-
ings (exposed metal tips 3–15 µm) were also made from PCs in 
the PC layer.

The IO was accessed with a tungsten-in-glass electrode inserted 
through the vermis at a perpendicular angle relative to the stere-
otaxic horizontal plane, just caudal to the primary fi ssure. This elec-
trode was then used to stimulate the IO. The position of the electrode 
was confi rmed to have an appropriate location within the IO as 
thresholds for evoking CF responses in the C3 zone (measured with 
surface ball electrodes) always were below 20 µA.

ANALYSIS
Using home-made software and the Data Translation 3010 A/D-
board, all recordings were continuously sampled and digitized at 
100 kHz. Off-line analysis of dendritic spike times was made in 
another home-made program.

For calculations of spike-coupling, one of the two spikes recorded 
were set as the trigger. The software then identifi ed the relative times 
of the other spike over a 2-s time window that straddled the trigger 
spike. When the two spikes coincided or nearly coincided, the time 
was determined by close inspection of the trace. Typically, when 
spikes partly overlapped in time, the start point of a spike was still 
easy to identify by a distinct break of the normal time course of 
the other spike (Figure 1E). The procedure was repeated for every 
trigger spike encountered and a frequency distribution histogram of 
the spike times of non-trigger spike was created. From these histo-
grams, we subtracted the baseline activity. The remaining number 
of spikes in time bins 0.0–4.9 and 5.0–9.9 ms were summed and 
divided by the number of trigger spikes and the result was consid-
ered the spike coupling.

All data are given as mean ± standard error of the mean 
(SEM).

All experiments were approved in advance by the local Swedish 
Animal Ethics Committee.

RESULTS
PROPERTIES OF DOUBLE LOOSE PATCH DENDRITIC PURKINJE 
CELL RECORDINGS
In the present study, we used single patch clamp electrodes to obtain 
double loose patch dendritic recordings in the current clamp mode 
from two different PCs simultaneously. Double loose patch den-
dritic recordings were only obtained in preparations that were 
highly mechanically stable. Double loose patch recordings were 
typically obtained as a side effect of failed attempts to establish a 
giga-Ohm seal on a single PC dendrite, and seemed to be facili-
tated by the application of negative pressure in the patch clamp 
electrode. However, double loose patch dendritic recordings were 
extremely rare to get and those we report represent a set obtained 
during a long series of investigations dedicated to obtain whole 
cell recordings from interneurons (Jorntell and Ekerot, 2003) and 
PC dendrites.

The seal resistance of the double loose patch dendritic recordings 
were 190 ± 44 MOhm (N = 7). Although the membrane resistance 
of PC dendrites in vivo has not been reported, our preliminary data 
indicate that it is typically well below 40 MOhm. In other words, 
the seal resistance in the loose patch dendritic recordings were at 
least fi ve times higher than the membrane input resistance. Under 
such conditions it has been shown that steady-state and dynamic 
changes in transmembrane potential can be recorded, although 
the potentials are attenuated in amplitude and a minor additional 
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time constant is added to the recorded signal (Mason et al., 2005). 
According to the data of (Mason et al., 2005), the recorded DC 
potential with a ratio between the seal and membrane resistance 
of 5 should be in the range of 60–90% of the actual membrane 
potential. In our double loose patch dendritic recordings the DC 
potential was −35 ± 7 mV (N = 7), which corresponded to more 
than half of the membrane potential recorded intracellularly in the 
dendrites under whole cell mode (−50 to −52 mV).

According to the data of (Mason et al., 2005, Equation 4 in that 
paper), the additional time constant obtained in loose patch record-
ings is also determined by the relationship between the membrane 
resistance and the seal resistance. In cases like ours, with the seal 
resistance being fi ve times higher than the membrane resistance, 
the time constant of the recorded signal would be expected to 
increase by 20% as compared to the signal that would have been 
recorded in the whole cell mode. This is a marginal change which 

FIGURE 1 | Intradendritic versus loose patch dendritic recordings. (A) PC 
dendrite and soma, partially reconstructed after recording in the whole cell 
(intracellular) mode with neurobiotin in the pipette solution. (B) Superimposed 
dendritic spikes from the intracellular recording. Membrane potential, recorded 
with 0 pA bias current, as in (C). (C) Long sweep illustrating the constant 
amplitude of the dendritic spike. (D) Long sweep of a double loose patch dendritic 
recording. Dashed line indicates the peak amplitude of the smaller of the units. 
Calibrations as in (C). (E) Superimposed dendritic spikes. The dashed lines indicate 

the peak amplitudes of the largest unit in isolation and during coincident activation 
with the smaller unit, respectively. (E1 and E5) Superimposed spikes of the two 
dendritic spike units in isolation. (E2) Recorded response when the onset of the 
small unit (arrows) barely preceded the large unit. (E3) Recorded response when 
the small and large units coincided in time. (E4) Recorded response when the 
small unit was activated after the larger unit. (F) Histogram of cross-correlated 
activity with the spike times of the larger unit serving as the ‘trigger’ against which 
the relative spike times of the smaller unit were plotted. Bin width: 5 ms.
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is compatible with the observation that for the larger of the two 
dendritic spikes recorded the time-course was not obviously dif-
ferent from the dendritic spikes recorded in the whole cell mode 
(Figures 1, 3 and 4).

However, for the smaller dendritic spike in the pair, the attenu-
ation was more obvious, with a partial obliteration of the spike-
lets on top of the dendritic spike (see below). Since the amplitude 
of the smaller spike was much smaller than the larger spike, we 
may assume that the seal resistance with the former may actually 
be much lower than the seal resistance with the latter. According 
to (Mason et al., 2005), the time constant of the recording will 
increase to double that of the cell when the seal resistance and 
cell resistance decreases to unity. This would then suggest that the 
seal resistance (and DC potential) we recorded were dominated 
by the interaction between the electrode and the larger of the two 
dendritic units whereas the seal resistance with the smaller of the 
two units was much lower, which can explain the lower amplitude 
of the spikelets in the latter.

COMPARISON WITH INTRACELLULAR DENDRITIC RECORDINGS
To verify that the double loose patch dendritic recordings were from 
the dendrites of two independent PCs, we compared their activity 
with that of PC dendrites recorded intracellularly and with that of 
CF responses in somatic PC recordings. During the course of the 
collection of the data reported here, we have obtained approximately 
100 intracellular PC dendritic recordings, which will be described 
in detail in a separate paper under preparation. However, since they 
are an important tool to demonstrate that the dual dendritic loose 
patch recordings really represented the activity of two independent 
PC dendrites, we report some of their basic characteristics here. The 
spontaneous activity of intracellularly recorded PC dendrites was 
dominated by the spontaneously active and relatively stereotyped 
slow spikes, often with 1–2 spikelets riding on the top (Figure 1). 
Comparison with previous in vitro studies indicates that these spike-
lets were most likely calcium spikes whereas the underlying ‘spike’ was 
likely the CF EPSP (Callaway et al., 1995). Importantly, in all intracel-
lular dendritic recordings we obtained with the whole cell technique, 
the amplitude of the spontaneous dendritic spikes was similar and 
there were no partial or intermediate-sized events (Figure 1C).

The double loose patch dendritic recordings differed from the 
intracellular recordings by showing spikes of two different ampli-
tudes (Figure 1D). Importantly, when these spikes coincided in 
time, the resulting spike simply represented the sum of the two 
events, which made it possible to separate the two units even when 
they occurred exactly at the same time (Figure 1E). This circum-
stance made it possible to construct cross-correlograms of the 
activity of the two spikes (Figure 1F)

All dendritic recordings used in the present study were obtained 
in the upper 2/3 of the molecular layer and were hence free from 
somatic sodium spikes, which are known to propagate passively 
from the soma up to the most proximal parts of the proximal den-
drites (Stuart and Hausser, 1994).

COMPARISON OF THE ACTIVITY OF THE SPONTANEOUS DENDRITIC 
SPIKES WITH CLIMBING FIBER RESPONSES
The spontaneous activity of dendritic spikes, recorded in whole 
cell mode and in dual dendritic-attached mode, was in principle 

identical to that of the complex spikes recorded extracullarly in the 
PC layer (Figure 2). All three types of recordings were character-
ized by a low spontaneous fi ring frequency, an extremely broad 
distribution of interspike intervals and a near complete absence 
of interspike intervals shorter than 50 ms. The shortest interspike 
intervals recorded were 52 ± 1.6 ms (N = 14) for loose patch den-
dritic recordings and 56 ± 2.8 ms (N = 12) for complex spikes 
recordings, again very similar values (all data based on 400–4000 
spike intervals). Mean unitary fi ring frequency for the loose patch 
dendritic recordings was 2.8 ± 0.13 Hz and 2.7 ± 0.14 Hz for the 
complex spikes (P = 0.46 students t-test). We compared these values 
with those obtained from extracellular recordings of molecular 
layer interneurons (cf. Ekerot and Jorntell, 2001, 2003; Jorntell and 
Ekerot, 2002). For this type of unit, the average spontaneous fi ring 
frequency was considerably higher (14.2 ± 3.4 Hz, N = 10) and at 

FIGURE 2 | Spike interval-frequency histograms for dendritic and 

complex spikes. From the top, this fi gure shows the spike interval-
histograms of a single unit dendritic spike, extracted from a double loose 
patch dendritic recording, of a dendritic spike in an intradendritic recording, 
and of a complex spike in a PC soma recorded extracellularly with a metal 
electrode. For comparison, the lowermost histogram plots the spike interval 
distribution of a molecular layer interneuron. Bin widths, 5 ms, except in 
lowermost histogram, which has a bin width of 1 ms.
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least 50% of the interspike intervals were shorter than 50 ms in 
all cases. Hence we conclude that the spikes that can be recorded 
in loose patch dendritic and intracellular recordings are likely to 
correspond to the CF response of the PC dendrite.

DENDRITIC SPIKES ARE EVOKED BY CLIMBING FIBERS IN AN 
ALL-OR-NONE FASHION
In addition, we also investigated the activation of dendritic spikes 
using electrical stimulation within the IO. In the population of 
the dendritic recordings, electrical stimulation in the IO evoked 
spike responses with a single threshold. In addition, IO stimula-
tion always evoked the dendritic spike in an all-or-none fashion 
(N = 53, Intracellular and loose patch dendritic recordings). This 
is shown for a double loose patch dendritic recording in Figure 3. 
Importantly, in the three cases tested for the double loose patch 
dendritic recordings, the threshold for the two dendritic spikes were 
identical (with 5 µA resolution), in line with the suggestion that 
IO neurons projecting to adjacent parts of the cerebellar cortex is 
located nearby each other in the IO.

COUPLING BETWEEN DENDRITIC SPIKE PAIRS
Figure 4 illustrates the cross-correlograms and the calculated cou-
pling between two dendritic units recorded simultaneously in a sin-
gle-electrode double loose patch dendritic recording. This method 
differs somewhat from previous investigations, which focused on 
CF synchrony within ±1 ms of the ‘master’ cell (Lang et al., 1999; 
Sugihara et al., 2007). Instead, in order to provide a more complete 
measure of coupling, where the discharge of one IO cell leads the 
discharge of an adjacent IO cell, we measured the probability with 
which the discharge of one IO cell was followed by a discharge in its 

putative neighbor within a time window of 0–10 ms (Figure 4C). 
This can be motivated by the fact that the time constant of the 
electrotonic coupling between IO neurons and the long duration of 
the IO action potential result in that the peak depolarization in an 
IO neuron is reached in the order of 5–10 ms after the occurrence 
of the spike in the coupled neuron (Devor and Yarom, 2002; Llinas 
and Yarom, 1981). From our recordings, we found that most of the 
spike couplings between a pair of dendritic spikes were observed 
at about 2–7 ms, whereas the number of exact coincidences (i.e. 
at 0–1 ms) was comparatively much lower (in the order of 10% of 
the total number of the spikes that were defi ned as triggered by the 
other dendrite’s spike). Mean baseline activity was subtracted and 
the sum of the remains in the two bins (Figure 4C) were divided by 
the number of ‘trigger’ spikes. Measured in this way, the coupling 
between adjacent dendritic spikes was 7.7 ± 0.9% (N = 14).

It can be noted that in this case, the spikes tended to be acti-
vated in an oscillatory pattern (Figure 4B). Such patterns were 
not observed for all dendritic pairs (cf. Figure 1C) and were not 
analyzed further.

DISCUSSION
Using a not previously described type of recording, the single-
 electrode double loose patch dendritic recording, we investigated 
the degree of CF coupling in pairs of adjacent PC dendrites. We 
found that the coupling was not particularly strong, less than 
8% of the CF discharges of one dendrite were coupled to the CF 
discharges of an adjacent dendrite. These values were essentially 
similar to those found for PC pairs located within 250–500 µm 
in the same sagittal axis of rodents (Lang et al., 1999). Hence, the 
fi ndings indicate that spike coupling between IO neurons exist in 

FIGURE 3 | IO stimulation activates the dendritic spikes in an all-or-none 

fashion. From top to bottom, the responses evoked in a double loose patch 
dendritic recording by increasing stimulation intensities in the inferior olive 
(IOstim). Inset to the right, the spontaneous responses of the individual 

unitary dendritic spikes superimposed. Note that the peak amplitude of 
the response evoked by IOstim represented the sum of the two unitary 
dendritic spikes, showing that both dendritic spikes were activated by the 
stimulation.
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the non-anesthetized, decerebrated cat but do not support that 
adjacent PCs are substantially more coupled than more remotely 
located PCs within the same microzone.

The double loose patch dendritic recordings we report here 
are likely to be closely related to loose patch clamp recordings. 
In the latter type of recording, a tight seal between the electrode 
and the recorded unit allows measurement of its transmembrane 
potential, the accuracy of which depends on the ratio between the 
seal resistance and the resistance of the recorded cell (Mason et al., 
2005). Due to the comparatively small dimensions of distal, spiny 
dendrites, we believe that patch clamp recordings is most likely 
to be primarily obtained from the smooth stem dendrites, which 
ascend nearly all the way up to the upper end of the molecular 
layer. Since PCs are extremely fl at (the transverse dimension being 
in the order of 10 µm, see Ito, 1984; Sugihara et al., 1999) their 
packing density in the transverse direction also becomes very high. 
Hence, it is likely that the stem dendrites of two adjacent PCs may 
at least for a part of their course be located in very close proxim-
ity to each other. Our paired loose patch dendritic recordings, 
which were obtained on rare occasions during failed attempts to 
establish a giga-Ohm seal on a PC dendrite, presumably refl ect 
situations when the patch electrode happened to be located in a 
site where two stem dendrites were co-localized. The maintained 
suction in the patch electrode presumably resulted in the attrac-
tion of both of these stem dendrites and a partial access to both 
membrane surfaces.

The confi guration of the spikes recorded was compatible with 
them being dendritic calcium spikes: for the biggest of the two units, 
the appearance was very similar to calcium spikes recorded from PC 
dendrites in the whole cell (intracellular) mode (Figure 1). For the 

smaller unit of the pair, the basic time course was also similar, but 
there was a reduction of the spikelets riding on top of the spike – this 
can be explained by the fact that in the loose patch mode an addi-
tional time constant is added to the recorded signal, and this time 
constant is increased as the seal resistance on the cell is decreased 
(Mason et al., 2005). We believe that the larger unit simply refl ected 
the dendrite which was located closer to the electrode whereas the 
smaller unit recorded was located at a larger electrical distance.

The other spiking unit of the molecular layer, the interneurons, 
could essentially be excluded as a source of the recorded signals 
already on basis of the discrepancy in spike duration/confi guration 
(Jorntell and Ekerot, 2003), but additional analysis of the patterns 
of spontaneous activity strengthened this conclusion (Figure 2). 
Also the fact that the response latency time and response reliability 
on IO stimulation was very different from those reported from 
interneurons (Jorntell and Ekerot, 2002, 2003), exclude the possibil-
ity that some of our recordings were from interneurons. In addition, 
since the level of spontaneous activity and the interspike-interval 
distributions of dendritic spikes and complex spikes recorded from 
PCs were essentially identical, it is most likely that all of the sig-
nals we recorded in the loose patch dendritic mode were due to 
CF activation of dendritic spikes. Since CF inputs in vivo always 
transmit to the PC (for example, sensory activation can drive the 
CF response of a single PC with 100% security at a response latency 
time coeffi ciency of variation of 0% (at 1 ms resolution); Jorntell 
et al., 1996), the dual dendritic signals must also have refl ected 
input from two different CFs.

The point with the single-electrode double loose patch den-
dritic recordings was that they described the CF activity of two 
adjacent PC dendrites, which could correspond to the activity of 

FIGURE 4 | Coupling between dendritic spikes in paired loose patch 

dendritic recordings. (A) Superimposed dendritic spikes of the two dendritic 
units. (B) Cross-correlograms of the spontaneous activity of the two 
dendrites. In the upper histogram, the spike times of dendrite 2 relative to the 
occurrence of the dendritic spike 1 was plotted. The reverse relationship was 
plotted in the lower histogram. Numbers indicate degree of coupling. Bar 

calibration applies to (B) and (C). (C) Close-up of the upper histogram in 
(B) illustrating the bins that were used for the analysis of the spike coupling 
(black bars). Dashed line indicates the mean background activity. Note that 
the fi rst bin includes all spike intervals of 0.0–4.9 ms, the second includes all 
spike intervals between 5.0–9.9 ms etc. (D) For comparison, the same 
histogram with 1 ms bin width.
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two adjacent neurons in the IO. Anatomical evidence supports the 
notion that within a microzone, more closely located PCs tend to 
be innervated by more closely located IO neurons (Garwicz et al., 
1996; Sugihara et al., 2007). Such recordings should therefore be 
well suited to study the coupling of CF activity.

Although we used a similar method but a different time window 
in comparison to previous studies (De Zeeuw et al., 1997; Flusberg 
et al., 2008; Lang, 2001, 2002; Lang et al., 1999) the values of CF 
synchrony are at least roughly comparable. In their analysis of CF 
synchrony De Zeeuw et al. (1997) used several different time frames 
and showed that for a time window of ±10 ms, the calculated level of 
CF synchrony was about two times higher than for a time window 
of ±1 ms. We measured spikes that followed the trigger spike at up 
to +10 ms and our values may therefore be considered as being 
similar to the values obtained from previous studies.

An important difference between this and previous electrophysi-
ological studies was that we focused on spike coupling, i.e. when 
one CF discharge coincides with or precedes the CF discharge in 
another PC. Previous works have instead focussed on coincidence 
within ±1 ms of a ‘master’ cell (i.e. the ‘trigger’-spike of our cross-
correlograms) (Lang et al., 1999), or an even wider time window 
that straddles the spike onset of the ‘master’ cell (De Zeeuw et al., 
1997). We believe that the distinction could be important, since 
discharges in one CF that is driven by the electrotonic coupling 
between IO neurons can only occur after the discharge of the ‘mas-
ter’ CF. Due to the long duration of the IO neuron action potential 
(the fast sodium spike is followed by a calcium plateau of sub-
stantial amplitude and duration; Llinas and Yarom, 1981) and the 
time constant in the electrotonic coupling, the peak depolarisation 
(approx. 2 mV) in an IO neuron is reached in the order of 5–10 ms 
after the occurrence of the spike in the coupled neuron (Devor and 
Yarom, 2002; Llinas and Yarom, 1981; Long et al., 2002). For spike 
discharges that coincides exactly or slightly precedes the ‘master’ 
cell, the reason for the synchrony could be a shared drive rather 
than direct coupling through gap junctions. Among the numerous 
factors that could contribute to both spike synchrony and spike 
coupling, there are four main alternatives (Figure 5).

1. Gap junctions: provide a means by which the membrane 
potential of one cell infl uences the membrane potentials of its 
coupled neighbors. However, the resistance is high (5 GOhm) 
and the signal that passes through is low-pass fi ltered. Hence, a 
full spike in one IO neuron suffi ces to give a few mVs of depo-
larization in its coupled neighbor with a substantially reduc-
tion of its rise-time and time-course (Devor and Yarom, 2002; 
Llinas and Yarom, 1981; Long et al., 2002). Hence, the cou-
pling mediated by gap junctions should be relatively weak and 
impose a certain delay on the spike coupling. Nevertheless, in 
mice with a knocked-out gene expression of the gap junction 
component, spike synchrony (at ±1 ms) has been reported to 
be substantially reduced (Marshall et al., 2007).

2. Excitatory afferent input: Evoked excitatory afferent input to 
the IO can drive CF responses in all of the PCs of a micro-
zone within a few 100’s of a µs with a near 100% fi delity (e.g. 
Jorntell et al., 1996). Blocking spontaneously active excitatory 
synapses in the IO enhances synchrony within the microzone 
(Lang, 2001, 2002).

3. Inhibitory afferent input: the parasagittal specifi city of the 
CF synchrony has been shown to be under the control of 
inhibitory input (Lang, 2002), possibly due to the inhibitory 
projection from the deep cerebellar nuclei (DCN) to the IO 
(Bengtsson and Hesslow, 2006). This can be understood as a 
consequence of the fact that the passive electrotonic spread is 
normally limited to pairs of neighboring IO neurons (Devor 
and Yarom, 2002), but that a release from inhibition may 
increase the excitability of the IO neurons and thereby the 
electrotonic spread within the IO. Conversely, this mecha-
nism could under normal levels of inhibition ensure that the 
highest degree of synchrony is limited to the IO neurons with 
the shortest electrotonic distances.

4. Subthreshold intrinsic oscillatory activity: This is an intrinsic 
form of activity that is set up by the membrane conductances 
of the IO neurons. It appears to drive episodes of subthreshold 
oscillations in the membrane potential that may coordinate the 
spike generation in neighboring IO neurons if the oscillations 
are in phase. Some studies have indicated that these oscillations 
disappear when gap junctions are blocked or non- existent 
(Placantonakis et al., 2006), although contrary evidence exists 
(De Zeeuw et al., 2003; Long et al., 2002). Oscillatory activity 
in IO neurons has been described also in vivo (Chorev et al., 
2007; Khosrovani et al., 2007).

CF synchrony has been suggested to be an important way 
to elicit timed movements (Welsh et al., 1995). However, in the 
 system  studied here, which contributes to the voluntary control 
of limb, paw and digit movements (Ekerot et al., 1995; Jorntell 

FIGURE 5 | Schematic description of mechanisms that could promote CF 

synchrony. Three IO neurons and their gap junction couplings are illustrated. 
‘Half’ junctions extending towards the outer edges indicate that the gap 
junction couplings include additional IO neurons that are not depicted. Also 
illustrated are the excitatory and inhibitory afferents. Some inhibitory afferents 
terminate specifi cally on the sites of gap junctions (De Zeeuw et al., 1989).
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and Ekerot, 1999), CF activation is severely depressed during such 
 movements (Apps et al., 1997; Gibson et al., 2004; Horn et al., 2004). 
Furthermore, at least in this system, each DCN cell is contacted by 
100’s of PCs from the same microzone (Garwicz and Ekerot, 1994; 
Palkovits et al., 1977). If the output of a microzone is summed in 
the DCN, a substantial cortical infl uence on the DCN activity may 
require concerted actions of a higher number of PCs than could 
be achieved with the relatively low degree of spike coupling found 
here (even more so if the CF activation is depressed during move-
ment). However, synchronization of CF activity within a microzone 
may be an important mechanism to achieve coordinated learning. 
Since both PCs and their afferent inhibitory interneurons are sub-
jected to CF dependent forms of parallel fi ber synaptic plasticity, it 

may be important to have a synchronized CF disharge within the 
 microzone in order for the cells to learn to respond to parallel fi ber 
inputs that are activated under similar circumstances. This in turn, 
may be a requirement to provide a suffi cient coordination of the 
PC simple spikes so that the output of the microzone may provide 
a substantial modulation of the DCN output.
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Optical imaging as a link between cellular neurophysiology 
and circuit modeling

Walther Akemann, Steven J. Middleton and Thomas Knöpfel*
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The relatively simple and highly modular circuitry of the cerebellum raised expectations 
decades ago that a realistic computational model of cerebellar circuit operations would be 
feasible, and prove insightful for unraveling cerebellar information processing. To this end, the 
biophysical properties of most cerebellar cell types and their synaptic connections have been 
well characterized and integrated into realistic single cell models. Furthermore, large scale 
models of cerebellar circuits that extrapolate from single cell properties to circuit dynamics 
have been constructed. While the development of single cell models have been constrained 
by microelectrode recordings, guidance and validation as these models are scaled up to study 
network interactions requires an experimental methodology capable of monitoring cerebellar 
dynamics at the population level. Here we review the potential of optical imaging techniques 
to serve this purpose.

Keywords: optical imaging, cerebellum, calcium probes, voltage probes, genetically encoded probes

issues see: Cohen and Yarom, 1998; Coutinho et al., 2004; Vranesic 
et al., 1994).

Whilst there remains a signifi cant lack of detailed information 
related to functional connectivity between major cerebellar neuro-
nal populations, “educated guesswork-based” network models have 
been constructed, with emerging circuit properties that can replicate 
experimental observations. However, since these cerebellar circuit 
models are based on connectivity assumptions, their power of pre-
diction is somewhat limited. This problem can be ameliorated not 
only by providing better information about functional connectivity 
but also by validating experimentally the dynamics that emerge from 
circuit modeling. Here we review the potential of optical imaging 
methodologies to serve these purposes. This focused review does not 
cover systems other than the cerebellum, and highlights how optical 
imaging has been applied in the context discussed above.

“INTRINSIC” OPTICAL IMAGING
Optical imaging most often refers to imaging modalities based on 
fl uorescent probes that transform network activity into optical sig-
nals. There are, however, approaches that use “intrinsic” optical 
signals that correlate with neuronal activity. These methods rely 
on changes in light absorption and scattering or tissue autofl uo-
rescence, negating the need for exogenous application of chemi-
cal dyes (Chance et al., 1962; Coutinho et al., 2004; Reinert et al., 
2004, 2007; Rossini et al., 1991). None of these “intrinsic” optical 
imaging methods have been extensively used in the cerebellum to 
obtain information that is relevant for construction of large scale 
circuit models. An exception is perhaps FAD (fl avin adenine dinu-
cleotide) green autofl uorescence imaging, which has been used to 
investigate the metabolic consequences of synaptic excitation and 
inhibition (Gao et al., 2006), the functional connectivity in the 
mossy fi ber-granule cell-Purkinje cell pathway and the topology of 
climbing fi ber projections in vitro and in vivo (Coutinho et al., 2004; 
Reinert et al., 2004, 2007). Imaging based on hemodynamic events 

INTRODUCTION
The cerebellar cortex, the deep cerebellar nuclei and the inferior 
olive form the three main hubs of the cerebellar circuit. Each of 
these components of the olivo-cortico-nuclear circuit involves a 
relatively modest number of cell types, with synaptic connectivity 
within and between the hubs being highly parallel and modular. 
To date, the electrophysiological properties of most cerebellar cell 
types have been characterized in detail, resulting in data that has 
allowed the construction of compartmental conductance-based 
single cell models. Thus, for most cerebellar cell types, a digital 
representative already exists, that faithfully implements its active 
membrane properties and the transformation of synaptic inputs 
into spiking outputs. It is these cellular models which are in turn 
used as the foundations to computationally rebuild the cerebellar 
circuit (for review see Medina and Mauk, 2000). In order for these 
models to generate realistic data when scaled up to the network 
level, additional parameters such as functional connectivity and 
population dynamics must be incorporated, however much of this 
information is either confl icting or missing.

It should be stressed here that functional connectivity cannot be 
derived from anatomical information only. One particular exam-
ple related to cerebellar circuitry where a discrepancy between 
anatomical and functional connectivity became an issue, involves 
the synapses between granule cells and Purkinje cells. It is well 
established anatomically that granule cell axons form synapses with 
Purkinje cells, via the ascending axons entering the molecular layer, 
and also following bifurcation as the parallel fi bers contact with 
Purkinje cell dendrites (see Huang et al., 2009 and references cited 
therein). However, it is still under debate as to, whether granule 
cells infl uence the fi ring of Purkinje cells predominantly via the 
ascending axon synapses or via the parallel fi ber system. With 
this in mind, optical imaging data combines both structural and 
functional information and therefore is, at least in principle, well 
suited in resolving such issues (For further discussion on these 
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used extensively for studying changes in cerebrocortical neuronal 
activity (Vanzetta et al., 2005) has yet to be successfully exploited 
for the cerebellum. There are optical imaging approaches other than 
those covered in this review, most notably are the exciting advances 
in application of second harmonic generation microscopy to moni-
tor cerebellar electrical activity (Sacconi et al., 2008).

CLASSICAL CALCIUM IMAGING
Fluorescent calcium indicators can be added to the internal solu-
tion of glass electrodes used for intracellular recordings. Filling 
cells with such calcium sensitive dyes allows for measurements of 
calcium dynamics at the single cell level with excellent sensitivity 
and spatio-temporal resolution. There are, however, only a few 
cases where single cell calcium imaging data were used to fi ne-tune 
realistic computational models of cerebellar neurons. Examples 
include the optically determined localization of calcium channels 
in Purkinje cells, granule cells and deep cerebellar nuclei (Gall 
et al., 2005; Knöpfel et al., 1991; Muri and Knöpfel, 1994; Tank 
et al., 1988) and the corresponding compartmental models (De 
Schutter and Bower, 1994a,b; Diwakar et al., 2009; Quadroni and 
Knöpfel, 1994). Whilst calcium imaging in single cells has not led 
to useful constraints for circuit models, calcium imaging of large 
populations of cerebellar neurons at single cell resolution could 
potentially provide information that is not readily accessible by 
microelectrode techniques.

The most widely used calcium imaging approach to investi-
gate activity in intact circuits is based on staining with membrane 
permeable calcium indicator dyes (that become impermeable and 
trapped following intracellular cleavage of a lipophilic side group), 
which also allows for the simultaneous sampling of many single 
cells (Ikegaya et al., 2004; Kerr et al., 2005). In the cerebellum, this 
AM dye technology when combined with cutting edge optical 
systems and specifi c staining protocols (Garaschuk et al., 2006) 

has proven successful to permit the monitoring of CF  activities of 
several Purkinje cells in the living, and even, freely moving rodent 
cerebellum (Engelbrecht et al., 2008; Sullivan et al., 2005). It should 
be noted however, that AM calcium based imaging in vivo has been 
demonstrated only in the molecular layer with staining of parallel 
fi bers, interneurons and Purkinje cells (e.g. Sullivan et al., 2005). 
Functional imaging of deeper circuit elements (like granule cells and 
Golgi cells) has not yet been clearly demonstrated and is, according 
to some investigators, hampered by excessive light scattering in the 
cerebellar granule cell layer (Sullivan et al., 2005).

Taken together, calcium imaging techniques in the cerebellum 
in vivo, are still being methodologically refi ned, but it is anticipated 
these techniques have a high potential to provide experimental data 
by which network simulations can be constrained and validated 
in the near future.

CLASSICAL VOLTAGE IMAGING
In contrast to calcium imaging, which is limited by the temporal 
precision of the calcium signals themselves, voltage sensitive dyes 
bind to the plasma membrane, where their fl uorescence is modu-
lated directly by changes in membrane potential, allowing faith-
ful optical reporting of electrical signals with very rapid kinetics, 
including single action potentials. Indeed, cerebellar voltage sensi-
tive dye imaging was demonstrated over a decade ago, enabling the 
activity of single cerebellar Purkinje cells to be imaged in cultured 
neurons (Staub et al., 1994), see Figure 1.

The promise of resolving single action potentials from acute 
cerebellar slices however, was only achieved when dyes were intra-
cellularly applied via patch pipettes (Zhou et al., 2008). Of course 
the rationale behind using imaging over conventional electrophysi-
ology, is that theoretically, optical approaches would permit the 
electrical activity of large populations of neurons to be monitored, 
at single cell resolution in intact tissue. However to date this has not 

FIGURE 1 | Voltage sensitive dye imaging in cerebellar slice cultures. 

Cerebellar cultures containing granule cells and Purkinje cells were 
stained with the voltage sensitive dye di-4-ANEPPS. (A) Optical voltage 
signal (upper trace) and simultaneous microelectrode recording from 

a Purkinje cell during injection of a current pulse (lower trace). 
(B) Simultaneous optical recording of spontaneous spiking activity 
of several Purkinje cells. For methodological details see Staub et al. 
(1994).
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which fi eld potential recordings reveal to be a mixture consisting 
of classical gamma band oscillations (40 Hz), co-existing with very 
fast oscillations (VFOs, 80–160 Hz). Optical signals however, accu-
rately localize the changes in membrane potential, demonstrating 
that gamma frequency rhythms are confi ned predominantly to the 
Purkinje cell layer and distal white matter, whilst VFO peak power 
originates in the granule cell layer and diffusely throughout the 
white matter (see Figure 2).

yet proven feasible. The reason that success with voltage sensitive 
dye imaging has been limited, involves their main drawback, in 
that, they (when exogenously applied) stain tissue indiscriminately 
(including the membranes of all neurons and glial cells within the 
tissue). The implications this has for recording of optical activity 
is that signals of interest from specifi c morphologically identifi ed 
neurons are diluted by a large background of stained cells within 
the tissue, meaning that in reality signals are too small to allow for 
isolation of specifi c cellular responses.

Despite the outlined drawbacks, voltage sensitive dyes have proven 
useful for monitoring network activity, in which the imaged signals 
refl ect summations over many cells. In some cases these compound 
optical signals have been dissected by pharmacological means, allow-
ing them to be attributed to specifi c cellular subpopulations. This 
approach has been used to isolate parallel fi ber action potentials, and 
to characterize their transverse propagation through the molecular 
layer and their excitation of Purkinje neurons (Cohen and Yarom, 
1998; Vranesic et al., 1994). Whilst the dream scenario of classical 
voltage sensitive dyes providing a tool to monitor the activity of 
many hundreds of neurons (or whole networks) simultaneously at 
single cell resolution still seems far away, their ability to monitor 
population responses has already been successfully exploited. This is 
a particularly pertinent property when one considers computational 
modeling of neuronal structures such as the cerebellum, since more 
detailed single-cell electrophysiology recordings are readily avail-
able characterizing specifi c cellular behaviors. The forte of optical 
voltage imaging is that by varying the spatial scale, activity of whole 
networks can be recorded, demonstrating the spatial extent over 
which, and with what temporal precision, areas within a given net-
work can synchronize, with the added advantage that these data can 
be gathered non-invasively (i.e. without altering intracellular ionic 
compositions that are associated with patch-clamping).

It is well-established that neuronal networks, including those 
residing within the cerebellar cortex generate oscillatory activity 
(Middleton et al., 2008; Niedermeyer, 2004; Soteropoulos and 
Baker, 2006; Timofeev and Steriade, 1997), and these have been 
shown in cerebrocortical regions to be associated with the temporal 
coding of various features of sensory stimuli (Canolty et al., 2006; 
Gray et al., 1989; Womelsdorf et al., 2007). However when consid-
ering the precise, spatio-temporal patterning and propagation of 
these rhythms, conventional microelectrode techniques become 
impractical. To this end, voltage dye imaging has been successfully 
used to study network dynamics in the inferior olive (IO) in vitro. 
In this study of Rodolfo Llinas and co-workers, IO local electrical 
stimulation was used to reset the phase of subthreshold oscillations 
and entrain a large population of IO neurons. Whilst intracellular 
recordings demonstrated that individual cells display membrane 
potential oscillations, optical imaging was used to reveal that at the 
network level, such stimulation produced oscillations which clus-
tered in to coherent populations comprising hundreds of neurons 
(Leznik et al., 2002; Llinas et al., 2002). Notably these population 
responses were used to validate and interpret the behavior of com-
putational simulations of the IO network (Llinas et al., 2002).

More recently, voltage imaging was used to elucidate the spatial 
expression of cerebellar high frequency oscillations (Middleton 
et al., 2008). Nicotinic receptor activation in the cerebellum is 
associated with generation of high frequency network oscillations, 

FIGURE 2 | Optical imaging of cerebellar high-frequency oscillations. (A1) 
Pooled peak power in the gamma band (20–60 Hz) from power spectra of 
optical data morphed onto an idealized cerebellar slice, with similar data 
shown for VFOs (80–160 Hz) shown in (A2) (n = 5, 1s epochs). Note that 
gamma frequency and very fast oscillations are predominant in different 
spatial locations, an observation confi rmed by electrophysiological recordings. 
(B) An example of heterocellular dye-coupling between a Purkinje cell and an 
inhibitory interneuron. Note: biocytin was injected only into the Purkinje 
neuron during extracellular high frequency oscillations and is presumed to 
diffuse to the other cell via gap junctions. Taken from Middleton et al. (2008).
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recombinant expression of GCaMP2 under control of the Kv3.1 potas-
sium channel extended promoter (Figure 4A1) and the L7/pcp2 pro-
moter (Figure 4B1), respectively, in transgenic mice (Figures 4A2–4 
and 4B2–4) (Diez-Garcia et al., 2005). Furthermore, reportedly exclu-
sive targeting of GCaMP2 to Bergmann glia was obtained after acute 
adenoviral infection of the cerebellar cortex with GCaMP2 under the 
cytomegalovirus immediate-early CMV promoter (Hoogland et al., 
2009). The GCaMP2 probe permitted in-vivo recording of calcium 
transients from population activity of granule cells and Purkinje neu-
rons, respectively (Figures 4A5,6 and 4B5,6). These results, together 
with data obtained for members of other families of protein probes 
in cells of the mouse cerebral cortex and hippocampus (Hasan et al., 
2004; Heim et al., 2007; Mank et al., 2008; Wallace et al., 2008) provide 
a proof of principle for a cell- specifi c readout of network activity 
using GECPs. However, full exploitation of the potential of GECPs, 
requires further development. For instance, it still has to be shown 
that a suffi ciently complete set of promoters/enhancers can be estab-
lished to permit comprehensive dissection of the cerebellar circuitry. 
To expand the set of suitable promoters it appears advantageous to 
drive Cre recombinase by a cell type specifi c promoter and use this 
enzyme to activate the probe (Cre/lox system, for recent review see 
Bucholtz, 2008). The potential benefi ts include that transcription of 
the probe gene can be under the control of a strong promoter to 
drive high expression levels, while the protein is produced in only a 
subset of cells where the activator is present to switch on the probe 
gene. This allows the use of a weak, but highly specifi c promoter for 
the recombinase, with the combination resulting in a strong, highly 

Given the laminar localization of VFOs in the optical signals 
together with pharmacological data with gap junction blockers, it 
was hypothesized that gap junctions between Purkinje cell axons 
may be responsible, or at least contribute to the VFOs. For this rea-
son, a computational model based on these data was constructed to 
show that a network of Purkinje cells with gap junctions located on 
their proximal axons was suffi cient to reproduce VFOs (Traub et al., 
2008). Furthermore, predictions from the model, namely that the 
frequency of the VFOs was gated by sodium channel inactivation 
were subsequently proven experimentally by pharmacologically 
prolonging the corresponding inactivation time constant (Traub 
et al., 2008). Further examples where voltage sensitive dye data 
has been incorporated into computational models are detailed 
elsewhere (Sergio Solinas and Egidio D’ Angelo, A realistic large-
scale model of the cerebellum granular layer predicts circuit spatio-
 temporal dynamics, submitted; Jonathan Mapelli, Daniela Gandolfi  
and Egidio D’ Angelo, High-pass fi ltering properties of granular to 
molecular layer transmission revealed by high-resolution voltage-
sensitive dye imaging, submitted). 

These studies demonstrate that whilst optical imaging with volt-
age sensitive dyes has not yet been exploited to its full potential, for 
understanding interactions macroscopically at the network level 
and in combination with computational approaches, it remains a 
powerful tool. Of course it remains that for most cases it would be 
more preferable to simultaneously monitor single cells, whilst also 
observing the network in which they are embedded. In order to 
make this feasible in terms of signal to noise and interpretation of 
the recorded signals, it would be preferable to have specifi c popula-
tions of cells labeled (i.e. only Purkinje cells). To overcome these 
issues, genetically encoded sensors (of either calcium or membrane 
potential) are preferable; these are discussed in detail below.

OPTICAL IMAGING USING GENETICALLY ENCODED PROBES
Ideally, computed cerebellar circuit dynamics could be directly 
matched with experimental data if recording methods existed that 
would allow recordings of large populations of identifi ed neurons 
in vivo. Whilst, to date, this hasn’t yet been achieved, imaging using 
genetically encoded probes could, at least in principle, make this 
possible. These nascent optogenetic approaches utilize fl uorescent 
protein calcium or voltage sensors, with expression driven by cell 
type specifi c promoters, thus reporting activity from genetically 
defi ned cell populations (Knöpfel et al., 2006; Luo et al., 2008). 
Moreover, fl uorescent protein-based probes can be constructed 
with multiple colors such that signals from “color tagged” cells or 
cell populations can be spectroscopically isolated even if single cells 
are not optically resolved. Figure 3 illustrates genetic color tagging 
in a line of mice where green fl uorescent protein is expressed in 
GABAergic cells (via the GAD 67 promoter) and yellow fl uores-
cent protein is expressed in granule cells via the Kv3.1 promoter 
(Metzger et al., 2002; Tamamaki et al., 2003).

GENETICALLY ENCODED CALCIUM PROBES
Genetically-encoded calcium probes (GECPs) are proteins with 
engineered, calcium-sensitive fl uorescence properties, as reviewed 
in (Knöpfel et al., 2006; Mank and Griesbeck, 2008). Within the cer-
ebellar cortical network, cell-specifi c targeting of the calcium probe 
GCaMP2 to granule cells and Purkinje neurons was achieved by 

FIGURE 3 | The use of fl uorescent protein color variants to genetically 

defi ne multiple cell populations. (A) A confocal image of a cerebellar slice 
from a transgenic mouse expressing GFP and EYFP via the GAD 67 and Kv3.1 
promoters respectively. Images were acquired with a 32-channel spectral 
resolution on a Nikon C1si system and deconvoluted with GFP and EYFP 
spectra. The resulting GFP and EYFP signals are shown in green, and red false 
colors to enhance contrast. In (B) are shown images with larger magnifi cation 
of the separate channels demonstrating the very high resolution that can be 
achieved with genetic approaches (note individual Purkinje cell axons). (B1) 
shows only GFP fl uorescence highlighting the dense axonal network formed 
by the Purkinje cells and interneurons, whilst in (B2) only EYFP is visible in the 
numerous small granule cells, fi nally (B3) shows both channels. Scale bar 
throughout: 100 µm.
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FIGURE 4 | Targeting of the genetically-encoded calcium probe GCaMP2 to 

granule cells and Purkinje neurons and in-vivo recording of calcium 

population transients in transgenic mice. (A1) Schematic of the 
pKv3.1-GCaMP2 gene construct consisting of the extended (∼6 kb) promoter of 
the Kv3.1 potassium channel (orange) and GCaMP2 (green). (A2) 
Immunoreactivity against green fl uorescent protein (GFP) in a coronal cerebellar 
section from a pKv3.1-GCaMP2-positive mouse showing the granule cell layer 
(GcL), Purkinje cell layer (PcL) and molecular layer (ML). Scale: 100 µm. Data 
from: (Diez-Garcia et al., 2005) (A3) Same as (A2), but different fi eld of view. 
Scale: 50 µm. (A4) Two-photon image of a craniotomized area (crus I/II; 190 µm 
below pia) of the cerebellum in a pKv3.1-GCaMP2-positive mouse in-vivo. Scale: 
25 µm. (A5) In-vivo stimulation of a parallel fi ber bundle using an external 
electrode (white dashed lines; 10 pulses; 100 Hz) with the GCaMP2 responses 
(ΔF/F) coded according the color scale below. Scale: 50 µm. (A6) Time course of 

the fl uorescence response (ΔF/F) extracted from the region of interest (red) in 
(A5). Duration of the stimulus indicated in blue. Data from (Diez-Garcia et al., 
2007) (B1) Schematic of the pL7-GCaMP2 gene construct consisting of the 
L7(pcp2) (∼1 kb) promoter (orange) and GCaMP2 (green) inserted into exon 4 of 
the L7(pcp2) gene. Natural translation initiation sites in L7(pcp2) exons (red) have 
been silenced. (B2) GFP immunoreactivity in a sagittal cerebellar section from a 
pL7-GCaMP2-positive mouse. Scale: 50 µm. (B3) Same as (B2) but different 
fi eld of view. Scale: 50 µm. (B4) Two-photon image of a craniotomized area (crus 
I/II; 170 µm below pia) of the cerebellum in a pL7-GCaMP2-positive mouse 
in-vivo. Scale: 50 µm. (B5) In-vivo GCaMP2 response (ΔF/F; coded according to 
the color scale below) in the molecular layer evoked by a local stimulation 
electrode (white dashed line; 10 pulse; 100 Hz) as obtained by single-photon 
fl uorescence excitation (490 ± 10 nm). Scale: 50 µm. (B6) Time course of the 
fl uorescence response (ΔF/F) extracted from the region of interest (red) in (B5).
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specifi c protein expression. Furthermore cross-breeding of already 
available Cre mouse lines with probe mice, provides an effi cient means 
to generate animals with GECPs targeting different components of 
the network. In the future virus-mediated gene delivery may eventu-
ally substitute for the need of transgenic animals carrying the probe 
gene while maintaining the power of the Cre/lox system (Atasoy et al., 
2008). At present, conditional expression strategies have not yet been 
fully employed for optimizing GECP expression in specifi c neuron 
populations in experimental animals.

Apart from the need to specifi cally target individual cell types as 
a key requirement for complete mapping of the cerebellar circuit, 
another crucial aspect of currently available GECP-based imaging 
concerns the ability to resolve the temporal spike code of neurons 
in the network. The principal limitation of the GECP approach, as 
for calcium imaging of neuronal activity in general, derives from the 
intrinsic slowness of neuronal calcium transients (typical decay of 
spike triggered neuronal calcium events ∼50–150 ms) as compared 
to action potentials (∼0.4–2 ms). Using GECPs, the time resolution 
is further degraded because of the slow kinetics of calcium bind-
ing to GECPs (typical off binding time constants ∼200–1500 ms) 
(Hendel et al., 2008; Hires et al., 2008).

From the point of view of their kinetic properties, GECPs are 
best suited to report electrical activity of cells that use sparse tem-
poral codes (infrequent single spikes or action potential bursts at 
low incidence). Given that sparse activity is the rule rather than the 
exception in many brain circuits, e.g. (Kerr et al., 2005, 2007; Lee 
et al., 2006) the temporal fi ltering property of GECPs, is not expected 
to prevent recording of in-vivo neuronal activity patterns and, in 
fact, has the advantage to bestow these recordings with improved 
signal-to-noise ratios. In spite of the large dynamic range of spike-
evoked elevation in intracellular calcium concentration, presently 
available GECPs do not, however, reliably report action potentials 
in all preparations (Hendel et al., 2008; Mank et al., 2008; Mao et al., 
2008). In the case of GCaMP2, single spike sensitivity seems to be 
disfavored by a rather high calcium dissociation constant (1.2 µM) 
and Hill coeffi cient (2.5) (Hires et al., 2008; Pologruto et al., 2004). 
General problems that might reduce GECP performance in certain 
applications include: specifi c interactions of the calcium binding 
domain with intrinsic cytosolic proteins, GECP sequestration in 
intracellular compartments, and/or too low expression level. In the 
case of cameleons (Miyawaki et al., 1997) reengineering of the cal-
modulin binding interface yielded substantial improvement in the 
in-vivo performance of the probe (Palmer et al., 2006; Wallace et al., 
2008). Furthermore, acute viral transfer of GECPs into neurons 
can elevate GECP expression to levels that enable reliable detection 
of single spikes from somatic calcium transients in-vivo (Wallace 
et al., 2008). Thus, virus-mediated gene transfer in combination 
with improved GECPs (Palmer et al., 2006; Souslova et al., 2007) is 
likely to overcome the technical limitations experienced in earlier 
studies (Diez-Garcia et al., 2007) and provide suffi cient sensitivity 
to map the in-vivo activity of identifi ed neurons. Using constitu-
tive cell type specifi c GCaMP2 expression in transgenic mice, we 
have already succeeded to dissect the pre- and postsynaptic calcium 
responses evoked by compound activity of parallel fi bers in the 
molecular layer of the cerebellum in-vivo (Figure 4). The postsynap-
tic response in Purkinje neurons, representing calcium signals from 
the Purkinje neuron dendrites, takes the form of a “beam-like” terri-

tory (Figure 4B5) indicating synaptic activation of Purkinje neurons 
along the direction of the parallel fi bers (Figure 4A5). The ability 
to unambiguously discriminate and quantify pre- and postsynaptic 
events based on targeted GCaMP2 expression allowed the mecha-
nism of  presynaptic plasticity of the granule cell (Gc) to Purkinje 
neuron (PN) transmission upon repetitive 4 Hz (120 pulses) stimu-
lation of parallel fi bers (Qiu and Knöpfel, 2007), to be isolated in 
vitro. This protocol gives rise to a long-lasting potentiation (LTP) 
of Gc-PN synaptic effi cacy with the presynaptic site of modifi cation 
indicated by an associated increase of calcium infl ux into parallel 
fi ber synaptic boutons. The observed plasticity required activation of 
protein kinase A, NMDA receptors and NO synthase in a presumably 
multi-synaptic pathway involving the activation of NMDA receptors 
on local interneurons (Qiu and Knöpfel, 2007). The Gc-PN presy-
naptic site was also susceptible to long-term synaptic depression 
(LTD), which was unmasked when presynaptic LTP at this synapse 
was pharmacologically inhibited (Qiu and Knöpfel, 2009). Thus, 
genetically targetable calcium probes provide a new experimental 
approach to trace synaptic mechanisms in neuronal circuits which, 
when extended to in-vivo preparations, can help address the rela-
tionship between molecular cellular events and behavior.

GENETICALLY ENCODED VOLTAGE PROBES
The kinetic limitations associated with genetically encoded calcium 
sensors can, in principle, be overcome by genetically encoded voltage 
probes. This theoretical advantage is important for structures such 
as the cerebellum where cells typically have very high spike rates, 
making GECPs impractical for resolving single spikes. There is no 
doubt that multisite cellular voltage signals are the type of data that 
can bridge cellular neurophysiology and circuit modeling, but as 
already outlined above, voltage sensitive dye imaging is technically 
more challenging than calcium imaging in terms of signal-to-noise 
ratio. This fact results from the smaller number of dye molecules 
that can be accommodated on the surface of cells when compared 
to cytosolic volume and a generally smaller dynamic range of opti-
cal voltage signals as compared to optical calcium signals. Attempts 
to generate fl uorescent protein voltage probes started around the 
time calcium probes were being designed, but progress has been 
much slower. After failure of a fi rst generation of such probes (Baker 
et al., 2007), a second generation proved much more promising. 
Currently the best available probes follow the original design of Sakai 
et al., termed VSFP1 (Sakai et al., 2001), but make use of a different 
voltage sensor domain (the part of the sensor that is voltage sensi-
tive) (Dimitrov et al., 2007; Lundby et al., 2008; Mutoh et al., 2009). 
The third generation variants with the largest steady state voltage 
response are VSFP2.3, VSFP2.4 and Mermaid (Mutoh et al., 2009; 
Tsutsui et al., 2008) having dynamic ranges of around 12% ΔR/R 
in a side-by-side PC12 cell assay (Mutoh et al., 2009). Responses 
to transient electrical events in neurons are smaller, amounting in 
the best cases to 1–2% ΔR/R for slow potentials and 0.2–1% for 
action potentials or presumed action potential like voltage signals 
(Dimitrov et al., 2007; Tsutsui et al., 2008). The relatively small 
amplitudes of the optical signals induced by action potentials is 
a direct consequence of the intrinsic activation kinetics of VSFP 
which comprises a fast initial response and a subsequent relatively 
slow response (Mutoh et al., 2009). To explore the low-pass fi lter 
function imposed by these probes we used a combination of voltage 
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FIGURE 5| Estimation of the theoretical readout of simple and complex 

spikes from Purkinje neurons by voltage imaging using present generation 

VSFPs. (A1) A PC12 cell expressing VSFP2.1 was voltage-clamped with a voltage 
trace (top black trace) from a cerebellar Purkinje neuron during induction of a 
climbing fi ber response (complex spike; marked by arrow) and during intracellular 
injection of a small hyperpolarizing current pulse (marked by a second arrow). 
Traces show membrane potential (top trace), yellow fl uorescence (YFP; red 
trace), cyan fl uorescence (CFP; blue trace) and the ratio of yellow and cyan 
fl uorescence (bottom black trace). The voltage trace was recorded with 1 kHz 
cutoff frequency. Fluorescence signals were digitally low pass fi ltered (0.1 kHz), 
averaged over 20 consecutive sweeps and scaled in units of normalized absolute 
fl uorescence. (Mutoh and Knöpfel, unpublished data, Methods as in Dimitrov 
et al., 2007). (A2) Same traces as in (A1) at expanded time scale. The black 
dotted trace is the low pass-fi ltered complex spike obtained from the upper 
voltage trace (black continuous line) by digital fi ltering with 0.1 kHz cutoff. The 
fl uorescence traces are represented in units of the differential fl uorescence 

change (ΔF/F0). (B1) Computer simulation of the fl uorescence response of 
VSFP2.3 in a Purkinje cell body as evoked by the same voltage waveform as in 
(A1; top panel). The Purkinje soma is represented by a spherical membrane 
(25 µm diameter) containing VSFP2.3 at a surface density of 800 units per µm2. 
VSFP2.3 was represented as a kinetic reaction model developed from 
experimental fl uorescence data of this protein (Akemann et al., 2009). The traces 
show the simulated yellow (YFP) fl uorescence response (ΔF F0) with (gray) and 
without (red line) photon quantum noise at 2 kHz sampling frequency (and 
otherwise unlimited bandwidth). (B2) Expanded view of (B1) in the range of the 
complex spike-evoked response. (C1) Simulated response of VSFP2.3 to Purkinje 
neuron simple spikes. A spiking model of a Purkinje cell body producing intrinsic 
action potentials (black trace) at 40 Hz (zero injected current; 37°C) was loaded 
with VSFP2.3 at 800 units per µm2. The lower trace shows the VSFP2.3 
fl uorescence response (2 kHz sampling) in single trial (gray) and after averaging 
20 trials (without jitter; red). (C2) View of (C1) at expanded time scale. For details 
regarding the simulations see Akemann et al. (2009).
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clamped VSFP2.1 expressing PC12 cells together with computer 
simulations (Figures 5A1,A2).

VSFP2.1 when expressed in PC12 cells could clearly monitor 
(without averaging over sweeps) the slow component of the volt-
age transient associated with a climbing fi ber response, however 
single action potentials were not resolved. Notably, this experiment 
was done with the early variant VSFP2.1 and improved signals are 
expected from newer variants, e.g. VSFP2.3 and VSFP2.4. With 
the aim to characterize the performance of VSFPs as indicators of 
Purkinje neuron electrical activity, we incorporated a Markov chain 
model of VSFP2.3 (where the sensor moves between different states 
in a voltage-dependent manner) into a previously established single 
compartment model of a Purkinje neuron (Akemann and Knöpfel, 
2006). Consistent with the experimental results on the time course 
of VSFP2.1 signals (Figures 5A1,A2) the simulations predicted simi-
lar response shapes reported by VSFP2.3 but with a slightly larger 
amplitude (Figures 5B1,B2). In contrast to complex spikes, single 
simple spikes are predicted to be resolved only after averaging over 
>20 sweeps (Figures 5C1,C2). Attempts to generate faster (and pos-
sibly more sensitive) VSFP versions resulted in VSFP3s (Lundby et al., 
2008). Although this new generation of VSFPs displays an optical 
response consisting of a very fast component which dominates over 
a slower one, the dynamic range of the fast component still needs to 
be extended to enable routine optical reading of fast electrical activity 
at the single neuron level in brain tissue (Akemann et al., 2009).

POTENTIAL DRAWBACKS ASSOCIATED WITH OPTICAL 
IMAGING METHODS
While this review does not aim to cover methodological aspects, 
we shall mention a few points of caution related to optical imaging. 
One of the key arguments for use of optical methods is that neuronal 
activity can be monitored non-invasively, giving an advantage over 
conventional microelectrode recording. Whilst this statement is true, 
illumination of tissue can also be associated with tissue damage. In 
particular it is established that photo-chemical reactions of certain 
dyes (in particular conventional voltage sensitive dyes) generate toxic 
by-products. Modern dyes are now available that have been optimized 
to minimize these effects. Furthermore voltage sensitive dyes (includ-
ing fl uorescent protein voltage sensors) add displaceable charges to 
the membrane, acting to increase the membrane capacitance. This 

“capacitance effect” has been recently investigated in detail (Akemann 
et al., 2009). Calcium indicators meanwhile suffer from the fact they 
directly bind calcium and thus act as calcium buffers, care must 
therefore be taken to ensure that calcium dynamics (and thus cellular 
properties) are not adversely altered. The problem becomes even 
more complicated with protein based calcium indicators which can 
potentially interact not only with Ca2+ but also other endogenous 
proteins (Wallace et al., 2008). One further point to note is the pos-
sibility of interference of the signal of interest (from the fl uorescent 
reporter) with intrinsic fl uorescence signals. A prominent case is the 
spectral overlap between green fl uorescent protein-based sensors and 
fl avoproteins (demonstrated and discussed in detail in Diez-Garcia 
et al., 2007). This issue can be resolved by using fl uorescent proteins 
whose emission has a large spectral separation from the fl avoprotein 
signal (e.g. Mutoh et al., 2009; Perron et al., 2009).

OUTLOOK
The aim of this review is to discuss and highlight the potential 
of optical imaging as a methodological platform that may serve 
as a link between cellular neurophysiology and circuit modeling. 
Clearly, realization of this potential has only begun. We anticipate 
that genetically encoded probes in combination with modern in 
vivo imaging techniques will allow gathering of data that can drive 
and validate large scale circuit models. At present, questions that 
address the responses of larger but genetically defi ned cell popu-
lations are diffi cult to answer using traditional electrophysiology. 
These include questions like the spatio-temporal interaction of 
different cell types during oscillatory activity, revisiting sensory 
receptive fi elds, and the spatial organization of signals related to 
motor commands. It is the hope that, in the near future, imaging 
circuit dynamics at the resolution of single genetically defi ned cells 
will help answer these questions and also shed light on the neuronal 
codes used in the cerebellum.
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The cerebellar cortex is remarkable for its organizational regularity, out of which task-related 
neural networks should emerge. In Purkinje cells, both complex and simple spike network 
patterns are evident in sensorimotor behavior. However, task-related patterns of activity in the 
granule cell layer (GCL) have been less studied. We recorded local fi eld potential (LFP) activity 
simultaneously in pairs of GCL sites in monkeys performing an active expectancy (lever-press) 
task, in passive expectancy, and at rest. LFP sites were selected when they showed strong 
10–25 Hz oscillations; pair orientation was in stereotaxic sagittal and coronal (mainly), and 
diagonal. As shown previously, LFP oscillations at each site were modulated during the lever-
press task. Synchronization across LFP pairs showed an evident basic anisotropy at rest: sagittal 
pairs of LFPs were better synchronized (more than double the cross-correlation coeffi cients) 
than coronal pairs, and more than diagonal pairs. On the other hand, this basic anisotropy was 
modifi able: during the active expectancy condition, where sagittal and coronal orientations 
were tested, synchronization of LFP pairs would increase just preceding movement, most 
notably for the coronal pairs. This lateral extension of synchronization was not observed in 
passive expectancy. The basic pattern of synchronization at rest, favoring sagittal synchrony, thus 
seemed to adapt in a dynamic fashion, potentially extending laterally to include more cerebellar 
cortex elements. This dynamic anisotropy in LFP synchronization could underlie GCL network 
organization in the context of sensorimotor tasks.

Keywords: oscillations, cerebellar cortex, granule cell layer, synchronization, network activity, sensorimotor

In search of cerebellar cortex population activity, task-related 
multiple-electrode recordings have mostly focused on the Purkinje 
cell simple and complex spikes. For example, olivocerebellar activ-
ity is synchronized into parasagittal bands (Lang et al., 1999), and 
presents a population-level mosaic pattern in relation with move-
ment (Welsh et al., 1995). Simple spikes also show population pat-
terns of activity (Bell and Grimm, 1969; Shin and De Schutter, 
2006), and a medio-lateral (on-beam) preferential synchrony pat-
tern emerges during movement (Heck et al., 2007). Complex and 
simple spike population activity could interact in determining these 
network patterns (Schwarz and Welsh, 2001). Bearing some spatio-
temporal similarities in signal to fi eld potentials (Gao et al., 2003; 
Qiu et al., 2008; Rockni et al., 2007), neural activity- dependent 
imaging, such as in the use of activity-dependent fl uorescent dyes 
to assess neural activity across tissue, also provides a window into 
network interactions. Applied to the cerebellar cortex, one of the 
main results was the physiological identifi cation of parasagittal 
bands to the stimulation of the inferior olive or climbing fi bers in 
the underlying white matter (Brown and Ariel, 2009; Gao et al., 
2003; Rockni et al., 2007, 2008). Using pH-sensitive dyes, Gao et al. 
(2003) found that beams of parallel fi ber stimulation could monitor 
the link between parasagittal bands via Purkinje cell postsynaptic 

INTRODUCTION
The structure of the cerebellar cortex is remarkably regular 
(Bloedel, 1992; Eccles et al., 1967), an organization out of which 
must ultimately emerge task-related cerebellar neural networks. 
Anatomical features such as afferent and efferent organization will 
partly determine the network organization, outlining the potential 
information processing units (Apps and Garwicz, 2005; Oscarsson, 
1979; Voogd and Glickstein, 1998). In addition, methods for assess-
ing neural network organization in physiological terms, such as 
the recording of local circuit activity at multiple sites will pro-
vide information about the way in which the different elements of 
the network are dynamically linked (Miller and Wilson, 2008). A 
preliminary evaluation of such dynamical networks can include 
the assessment of local fi eld potential (LFP) activity and synchro-
nization in identifi ed areas (Buzsaki, 2006; Schnitzler and Gross, 
2005; Singer et al., 1997). Focusing on cerebellar cortex 10–25 Hz 
LFP oscillations (Courtemanche et al., 2002; Pellerin and Lamarre, 
1997) in the paramedian lobule, we measured the LFP synchroniza-
tion occurring in the cerebro-cerebellar networks, and found task-
dependent modulation of this activity in an active sensorimotor 
task (Courtemanche and Lamarre, 2005). An open question is how 
this activity is shaped within the cerebellar cortex.
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LTD, after conjunctive parallel fi ber-climbing fi ber stimulation. 
Rockni et al. (2007) identifi ed parasagittal bands following climb-
ing fi ber stimulation, but also identifi ed a patch-like activation 
through the stimulation of identifi ed mossy fi ber responses. Finally, 
parasagittal band zonation with inferior olive stimulation, and a 
relatively patchy response to granule cell layer stimulation using 
similar dyes was also emphasized in Brown and Ariel (2009), in 
the turtle cerebellar cortex. Using those methods, network inter-
actions at the surface of the cerebellar cortex are starting to be 
documented.

Despite recent important advances in the understanding in the 
organization of the granule cell layer local circuit organization 
(D’Angelo, 2008; D’Angelo and de Zeeuw, 2009), multi-site task-
related activity in the granule cell layer (GCL) has been less studied. 
Local circuit properties, such as the granule-Golgi cell interaction 
(De Schutter and Bjaalie, 2001; Geurts et al., 2003) have been inves-
tigated, but a more general organization of the granule cell layer 
based on the relations between distant local circuits has not been 
fi rmly established. Here we address the multi-site relationship in the 
primate GCL by focusing on the 10–25 Hz LFP oscillations present 
at rest, which are modulated during a motor task (Courtemanche 
et al., 2002; Pellerin and Lamarre, 1997). GCL oscillations have also 
been found in the resting rodent, strongest at ∼7 Hz (Dugué et al., 
2009; Hartmann and Bower, 1998; O’Connor et al., 2002). The goal 
of this study was to identify synchronization patterns, by record-
ing simultaneous GCL LFP pairs oriented in a sagittal or coronal 
stereotaxic fashion, as monkeys were at rest or performed active 
and passive expectancy tasks. GCL LFP synchronization was ani-
sotropic at rest, and dynamic during active expectancy, across our 
recording pairs: this LFP synchronization could represent inherent 
infl uences in cerebellar cortex cell population selection and task-
related sensorimotor processing.

MATERIALS AND METHODS
ANIMALS
Three adult Macaca mulatta, one female (K, 4.7 kg) and two males 
(F, 7.8 kg and Z, 7.0 kg) were implanted with a recording chamber 
placed over the left posterior parietal cortex, to access the cerebel-
lum, following known procedures (Lamarre et al., 1970). Animals 
were seated in a primate chair, unrestrained except for head fi xation. 
All animal handling, care and surgical procedures were in accord-
ance with the guidelines of the Canadian Council on Animal Care, 
and were approved by the Université de Montréal Institutional 
Animal Care and Use Committee.

RECORDINGS AND BEHAVIORAL CONDITIONS
An elaborate description of the basic recording procedures is given 
in Courtemanche et al. (2002). The main changes here are the 
modifi cations to permit simultaneous deep LFP recordings, which 
require a sturdy system to drive the microelectrodes through the 
dura and tentorium. Briefl y, cerebellar cortex activity was recorded 
with two glass-coated tungsten microelectrodes (0.2–1 MΩ) 
lowered carefully to record primate GCL 10–25 Hz oscillations, 
aiming for the paramedian lobule (Pellerin and Lamarre, 1997). 
Electrode arrangements for monkeys F and Z were either sagittal 
or coronal, using a multi-electrode holder controlled digitally; this 
holder permitted an inter-electrode distance of 3 or 6 mm, and the 

plane of orientation could be aligned with either the stereotaxic 
 sagittal or coronal plane. The depth of each microelectrode could 
be controlled independently. For monkey K, the two microelec-
trodes were held diagonally by two separate holders, before the 
multi-electrode holder had been designed; however, these holders’ 
characteristics only permitted dual recordings in a ‘diagonal’ orien-
tation. Signal was band-pass fi ltered at 3–70 Hz for LFPs (sampled 
at 1000 Hz) and 0.3–10 kHz for monitoring multi-unit activity, 
the latter used to locate the layers. The reference electrode was a 
copper wire located in a 0.9% saline solution fi lling the record-
ing chamber. Upon reaching deep GCL activity corresponding 
to 10–25 Hz oscillations, recordings were made in three blocked 
conditions: (1) active expectancy (monkeys F and Z, with lever 
and juice pipette), (2)  passive expectancy (monkeys F and Z, sit-
ting quietly, no lever but with juice pipette) and (3) rest (all three 
monkeys, sitting quietly and attentive, for successive 5 s periods, 
no lever, no juice pipette). In the active expectancy condition, the 
monkeys pressed a lever with the left (ipsilateral) hand, after a 
delay of 1.1–1.5 s following a tone (400 Hz, 35 dB, duration 1.5 s), 
rewarded with drops of juice. In the passive expectancy condition, 
the monkey remained seated with the pipette available, but did not 
produce any stereotypical movement except readiness to receive 
juice. At rest, the monkey remained seated, and shifted the body 
occasionally. Monkeys were repeatedly exposed to the behavioral 
conditions, and following training, the monkeys adopted a stere-
otypical movement pattern in the active expectancy condition. 
The lever signal was sampled at 1000 Hz. For passive expectancy, 
the lever was removed and reward was given without any required 
action, in the same percentage of trials (70%) as the active condi-
tion, after a 1.1–1.5 s delay after stimulus onset.

ANALYSES
LFPs were analyzed using Fast Fourier Transforms (FFT) for rhyth-
micity, and the cross-correlation coeffi cient function for synchro-
nization between the recording sites.

Rest
In the rest condition, we calculated the proportion of the signal 
within 10–25 Hz (Courtemanche et al., 2002) for consecutive 
200-ms windows, overlapped by 50% to better catch oscillation 
episodes. To measure the relation between oscillatory spindle co-
occurrence at both sites, which we called concomitance, we cal-
culated the linear correlation between the 10–25 Hz rhythmicity 
at each site, over consecutive windows. This measure provides an 
estimate of the tightness of the relation in oscillatory content at 
the two electrodes in a stationary condition, i.e., ‘if site 1 has strong 
oscillations, does site 2 also have the same?’ (Courtemanche and 
Lamarre, 2005; Courtemanche et al., 2003). Measurements of the 
rhythmicity between the different orientations were compared 
with t-tests. Across the same time windows, we also calculated the 
cross-correlation coeffi cient (zero-lag value, which was appropri-
ate for our LFP-LFP relations), providing a measure of the syn-
chronization between the two LFPs (Courtemanche and Lamarre, 
2005; Murthy and Fetz, 1996). In contrast to the quantifi cation 
of the similarity in oscillatory profi le, this is a measurement that 
evaluates the degree of simultaneous change in the signal (Gerstein 
and Nicolelis, 1999; Roelfsema et al., 1997). For statistical analysis, 
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t-tests  compared the pairs across the different orientations, for all 
windows and each monkey (in one case, we used nonparametric 
tests, as the  assumption of normality was violated, Kolmogorov–
Smirnov p > 0.05). Thus, group values for synchronization and 
concomitance were compared across all windows, per pair orienta-
tion, per monkey.

Active and passive expectancy
In the active and passive conditions, rhythmicity was evaluated 
with the temporal spectral evolution (TSE) (Salmelin and Hari, 
1994), which addresses the occurrence and amplitude of oscillations 
relative to the task. This consists in band-pass fi ltering (10–25 Hz) 
the LFPs, rectifying this fi ltered signal, and then averaging this new 
product across trials. For evaluation and illustration of the LFP-LFP 
synchronization, the cross-correlation coeffi cient was calculated 
similar to the rest condition, on 200-ms time windows shifted by 
100 ms across the trial. In addition, for statistical analysis, TSE 
and cross- correlation coeffi cient values were determined over 
four different epochs: pre-stimulus (Ps), a 500-ms time window 
immediately preceding the onset of the stimulus, delay1 (Dl1), a 
400-ms window starting 300 ms after stimulus onset, delay2 (Dl2), 
a 400-ms time window occurring 400 ms before the lever press up 
to the time of the press, and delay3 (Dl3), a 400-ms time window 
starting at 4000 ms after the stimulus. Multivariate analyses of vari-
ance were performed on the relative TSE values (Ps at 0% change) 
and on the cross- correlation values (same as Courtemanche and 
Lamarre, 2005), with each epoch as a repeated measure, and com-
paring the sagittal/coronal orientations, and the active/passive/rest 
conditions.

HISTOLOGY
In the last recording session, electrolytic lesions were made in the 
cerebellum at sites showing oscillatory activity. Two days later, mon-
keys were deeply anesthetized and perfused through the heart using 
a buffered 9% formaline–8% saline solution. Recording sites were 

controlled on 50-µm sagittal sections of the cerebellum stained 
with cresyl violet.

RESULTS
DATABASE
We recorded 15 sessions which had either stereotaxic sagittal 
or coronal electrode arrangements (monkeys F and Z), and for 
 monkey K, diagonal electrode arrangements. A total of 27 record-
ing pairs were recorded in the three monkeys. Raw LFP data were 
screened for removal of artifacts; for active and passive expectancy 
conditions, only the rewarded trials were kept. The average number 
of trials per session for each monkey, pooled for the active, passive, 
and rest conditions, were: monkey F (75 trials), Z (73 trials), and 
K (30 trials, rest only). The recording sites were principally local-
ized, and aimed, to the paramedian lobule and caudal Crus II; in 
the case of coronal pairs, the medial site sometimes touched the 
lateral vermis.

OSCILLATIONS AND SYNCHRONIZATION DURING REST
Two LFP pairs, sagittal and coronal, are described fi rst; the sagittal 
pair sites were both located in the paramedian lobule (Figure 1A), 
while for the coronal pairs, the medial site touched the caudal ver-
mis, and the lateral site was in the paramedian lobule (Figure 1B). 
The recording pairs were separated by 6 mm, one following the 
stereotaxic sagittal plane (Figure 1A), and the others following the 
stereotaxic coronal plane (Figure 1B). Site localization was based 
on the reconstruction from the electrolytic lesions. The oscillations 
simultaneously waxed and waned on both microelectrodes, with 
periods of weak (yellow box), and strong oscillations (green box). 
During periods of strong oscillations, the LFP pairs would display a 
similar main peak frequency, evident for both the sagittal pair and 
the coronal pair (Figures 1C,F, ∼17 Hz). Periods of strong oscilla-
tions would also be accompanied by an increased LFP synchroni-
zation, for both pairs, at zero lag (Figures 1D,E). In the presented 
example, the sagittal pair presented a stronger cross-correlation 

FIGURE 1 | Cerebellar cortex GCL simultaneous LFP recordings at rest, 

monkey F. (A,B) Simultaneous LFPs recorded sagittally or coronally. Estimated 
positions of the recording pairs shown, based on reconstruction from 
electrolytic lesions. Two periods are highlighted, one with low (yellow box) and 

one with strong (green box) oscillations. (C,F) Fast Fourier Transforms (FFT) 
for each recording site, for each selected period. (D,E) Cross-correlation for 
each selected period. Recording sites, fi eld potential and FFT traces are 
color-matched.
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coeffi cient (∼0.9 at zero-lag) than the cross-correlation coeffi cient 
for the coronal pair (∼0.4), a distinction that remained for both 
strong and weak oscillations.

During rest, to assess how oscillations would co-occur on both 
traces, we measured the 10–25 Hz relative power (%) at both sites, 
the ‘concomitance’. Figures 2A,B shows the relative power for mul-
tiple windows (n = 792) between two simultaneously recorded LFPs 
in monkey F. The relationship shows a stronger linear correlation 
(‘concomitance coeffi cient’) between the 10–25 Hz content for the 
sagittal pair [r = 0.71, F(1,790) = 798.79, p < 0.001] than for the 
coronal pair [r = 0.39, F(1,790) = 145.81, p < 0.001]. As a control 
for chance simultaneity, comparing site 1 of the coronal pair with 
site 2 of the sagittal pair (thus on different days, disjointed in time) 
did not provide a signifi cant linear correlation [F(1,790) = 0.006, 
p = 0.87]. When looking at a larger dataset, group measures on 
oscillation concomitance (10 pairs, 5 coronal, 3 sagittal, 2 diagonal, 
total of 13351 windows, in 3 monkeys), are shown in Figure 2D, 
for each monkey. Monkeys F and Z had stereotaxic sagittal and 
coronal pairs tested; we represent here the sagittal pairs with a 
lateral distance of zero, and coronal pairs were tested at a lateral 

distance of 6 mm in monkey F, and 3 mm in monkey Z. Sagittal 
distances were the same as for the coronal tests. These comparisons 
reveal a greater concomitance of 10–25 oscillations for sagittal pairs 
over coronal pairs, [monkey F, t(82) = −5.32, p < 0.001, monkey Z, 
t(20) = −4.54, p < 0.001], while concomitance for diagonal pairs in 
monkey K was not different when comparing a lateral distance of 
2 and 6 mm [t(20) = −1.08, p = 0.294]. The sagittal pairs thus had 
a greater tendency to oscillate simultaneously than coronal, even if 
the effective distance separating the pair elements was the same.

For the same pairs, LFP cross-correlation coeffi cients across the 
same multiple 200-ms time windows were measured to evaluate syn-
chronization (Figures 2C,D). The example shown for two pairs from 
monkey Z (Figure 2C, 1250 windows) present a greater sagittal than 
coronal synchronization, at zero lag, and regular across windows, as 
can be evaluated from the overlaid standard deviation. From the whole 
dataset, for monkeys F and Z, cross-correlation coeffi cient values for 
sagittal pairs (zero mm lateral distance on the abscissa) were twice as 
high as those of coronal pairs (3 or 6 mm lateral distance), as shown 
in Figure 2D [monkey F, Kruskal–Wallis test, H t(1,245) = 116.81, 
p < 0.001; monkey Z, t(145) = −39.71, p < 0.01]. In monkey K, with 

FIGURE 2 | Oscillation and synchronization properties of cerebellar 

GCL LFPs during rest. (A,B) Relationship between the 10–25 Hz oscillatory 
content (% of the LFP signal between 10–25 Hz) at both recording sites 
for a sagittal and a coronal pair in monkey F. Linear correlation value (r), 
regression line and 95% confi dence interval indicated. (C) Averaged 

cross-correlograms (s.d., gray area) for multiple windows (n = 1250) for a 
sagittal and a coronal pair in monkey Z. (D) Mean and standard deviation for 
cross-correlation and concomitance coeffi cients in relation to both the lateral 
and the total distances between the two recorded sites for each monkey 
(K, F, and Z).
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diagonally-oriented pairs, the cross-correlation coeffi cients were 
between the values of coronal and sagittal pairs [t(96) = −27.03, 
p < 0.01, higher for a lateral distance of 2 mm vs. 6 mm].

These concomitance and synchronization results provide evi-
dence that LFP-LFP relations in the rest condition showed anisotropy, 
with greater similarities in the signals recorded at each site when the 
electrodes were arranged sagittally, in contrast to the other orienta-
tions. A striking feature here is that sagittal concomitance and cross-
 correlation were much higher than the coronal values, despite having 
the same effective distance separating the LFP recording sites.

OSCILLATIONS AND SYNCHRONIZATION DURING ACTIVE AND 
PASSIVE EXPECTANCY
The 10–25 Hz GCL LFP oscillations and synchronization between 
recorded sites were also evaluated during active expectancy (the 
lever-press task), and passive expectancy (free rewards). In active 
expectancy, the monkey had to wait until the appropriate time win-
dow to press the lever, while in passive expectancy, the lever was 
taken away, and the monkey did not have to move at all; in this 
condition, both monkeys (F and Z) remained immobile. Results are 
shown in Figures 3A–F (one experimental session in sagittal and 

FIGURE 3 | Modulation of cerebellar LFP oscillations and synchronization 

of LFPs in the active condition, for a sagittal pair and a coronal pair. 

(A,B) Modulation of the 10–25 Hz oscillations across the trial, as shown by the 
temporal spectral evolution (TSE). Grey area: reward window, vertical 
line, stimulus onset. Line colors: A. blue-anterior, red-posterior; B. blue-medial, 
red-lateral. The different delays Ps, Dl1, Dl2, and Dl3 are indicated. 
(C,D) Cross-correlation coeffi cients for the same experiments. 

(E,F) Cross-correlogram for the same experiments (abscissa: time in the trial; 
ordinate: lag; color: height in the correlogram). Parts A to F: typical results 
illustrated by data recorded in monkey F. (G,H) Cross-correlation of LFPs in all 
conditions (active, passive, and rest), for each delay (Ps, Dl1, Dl2, and Dl3), for 
both monkeys F and K. Means and s.e.m. indicated; *p < 0.05 (Tukey post-hoc) 
of this value (active condition) vs. other active condition delays, and passive and 
rest conditions.
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one in coronal for monkey F, and G,H group data, for monkeys F 
and Z). For both monkeys, LFP oscillations were modulated during 
the active task (see Figures 3A,B for a typical result obtained in 
monkey F): for most oscillatory sites, TSE values showed a decrease/
re-increase pattern between stimulus onset and lever press, similar 
for both LFPs of either the sagittal or the coronal pairs. This mirrors 
the results showed in Courtemanche et al. (2002). The movements 
made by both monkeys to achieve the lever-press were stereotypical: 
in the time period leading to Dl2, the decrease in the LFP oscilla-
tions was related to the period when the hand position was most 
variable on the lever. The Dl2 period corresponds to the time when 
the monkey was generating the force to depress the lever. This is 
the same behavior as described by our group (Courtemanche and 
Lamarre, 2005; Courtemanche et al., 2002). For the synchronization 
values in-task, cross-correlation coeffi cients measured throughout 
the trials were greater for the sagittal pair than for the coronal 
pair (Figures 3C,D), as they were during rest. A dynamical aspect 
also appeared for the coronal pair, as cross-correlation coeffi cients 
clearly increased during the task (Figure 3D); coeffi cients during 
Dl1 and Dl2 increased to ∼0.60 from initially ∼0.47 during the Ps 
period. The 3-D color-coded correlograms in Figures 3E,F show 
that the maximal correlation was always at zero-lag.

LFP synchronization during the task was compared across 
the three experimental conditions, across multiple sessions 
(range 3–7 sessions per condition × orientation) in monkeys F 
and Z (Figures 3G,H). For monkey F, a MANOVA on the cross-
 correlation coeffi cients for the three conditions (active and  passive 
expectancy, rest) × two orientations (sagittal and coronal) × four 
delays (Ps, Dl1, Dl2, Dl3) shows a main effect of electrode ori-
entation [F(1,12) = 10.86, p < 0.01, sagittal > coronal], and a con-
dition × delay interaction [F(6,36) = 2.68, p < 0.05]. For monkey 
Z, the MANOVA showed main effects of electrode orientation 
[F(1,3) = 68.53, p < 0.01, sagittal > coronal], delay [F(3,9) = 9.61, 
p < 0.01], condition × delay [F(6,9) = 14.56, p < 0.001], orienta-
tion × delay [F(3,9) = 12.98, p < 0.01], and condition × orienta-
tion × delay [F(6,9) = 11.65, p < 0.001] interactions. A MANOVA 
with the sessions from both monkeys showed a main effect of elec-
trode orientation [F(1,21) = 17.77, p < 0.001, sagittal > coronal], of 
delay [F(3,63) = 4.66, p < 0.01], and a condition × delay interaction 
[F(6,63) = 5.06, p < 0.001]. Figures 3G,H shows the results of pair-
wise comparisons performed by post-hoc Tukey HSD on condition 
x orientation × delay interaction. In the active expectancy task, 
for coronal pairs (Figure 3H), the cross-correlations values was 
signifi cantly superior in the Dl1 period compared to Ps and Dl3 
(p < 0.01, Tukey HSD post-hoc) and also, signifi cantly superior in 
the Dl2 period compared to Dl3 (p < 0.05). For the sagittal pairs, 
a weaker effect was observed (Figure 3G, Dl2 vs. Dl3, Tukey HSD 
post-hoc, p = 0.096). Overall, for both animals, (1) sagittally ori-
ented pairs provided the greatest synchronization; (2) rest and pas-
sive expectancy did not show increased synchronization across the 
delays, both in sagittal and coronal (no statistical difference, Tukey 
HSD post-hoc); but (3) in active expectancy, a dynamic evolution of 
synchronization was observed during the task, strongly for coronal 
pairs: it increased from Ps to Dl1 then remained identical between 
Dl1 and Dl2, to decrease between Dl2 and Dl3.

The results show that, while the sagittal synchronization bias 
remains when the animals are in-task in comparison to rest, the 

task-related synchronization between LFPs shows a dynamic 
increase in LFP synchronization during active expectancy. This 
effect is especially noticeable for distant sites in the coronal plane, 
in view of their weaker LFP synchronization at the beginning of 
the task period.

DISCUSSION
We found anisotropy in the GCL synchronization patterns at rest, 
and dynamic changes during an active expectancy lever-press task. 
This network synchronization could represent a mechanism to 
defi ne task-related network activity in the cerebellar cortex, com-
plementing the dynamic task-related organization of the Purkinje 
cell complex spikes (Welsh et al., 1995), and simple spikes patterns 
(Heck et al., 2007).

OSCILLATION AND SYNCHRONIZATION AT REST
One of our main results was the high synchronization in pairs of 
sagittal GCL LFPs. This mirrors the sagittal bands found in the 
optical imaging signal following climbing fi ber stimulation (Brown 
and Ariel, 2009; Gao et al., 2003; Rockni et al., 2007). However, 
what could be GCL-specifi c variables that could affect this syn-
chronization pattern? Local circuit properties and afferent input 
patterns within the GCL could interact in creating this basic ani-
sotropy. Considering initially intrinsic mechanisms, a fi rst element 
of rhythmicity would be local circuit interaction through granule 
cell-Golgi cell loops. This putative oscillator comprises the nec-
essary active elements: First, mossy fi ber afferents contact both 
granule and Golgi cells, leading to feedforward and feedback loops 
(Llinás et al., 2004). Second, Golgi cells connect each granule cell 
with three to four inhibitory synapses through both the parallel 
fi bers and the granule cell dendritic ending (Hámori and Somogyi, 
1983; Jakab and Hámori, 1988). Last, Golgi cell dendrites obey a 
sagittal zonation (Sillitoe et al., 2008), and infl uence GCL discharge 
sagittally (Barmack and Yakhnitsa, 2008). These characteristics of 
Golgi cell connectivity within granule cell layer suggest how these 
neurons could play a substantial role both in generating beta oscil-
lations and sagittal synchronization (for a review, see D’Angelo, 
2008). Indeed, in realistic cerebellar network modeling, granule 
cells can generate a variety of temporal dynamics under inhibi-
tory control of Golgi cells (Medina and Mauk, 2000), especially 
within the 10–50 Hz band (Maex and De Schutter, 1998, 2005). 
In addition, combining experiments and modeling, Dugué et al. 
(2009) show that gap-junction among Golgi cells play an important 
role in low-frequency oscillations (5–30 Hz) and resonance in the 
GCL. Cellular properties to resonance at targeted frequencies is seen 
within the GCL, in both granule cells (D’Angelo et al., 2001) and 
Golgi cells (Solinas et al., 2007). Taken together, these local circuits 
combined with the afferent input could bring the GCL to generate 
or at least maintain oscillatory activity, and have a preference for 
the sagittal orientation.

Additionally, extracerebellar infl uences could contribute to the 
sagittal basic rhythmicity. Afferents to the GCL, the mossy fi ber 
input, terminate antero-posteriorly along the cerebellar cortex folia 
(Heckroth and Eisenman, 1988; Scheibel, 1977). Mossy fi ber input 
coming from spino-cerebellar or cerebro-cerebellar sources could 
potentially infl uence the circuitry (Voogd and Glickstein, 1998). On 
the one hand, the infl uence could be rhythmic itself, and dictate the 
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internal rhythm; however, we have shown that under rest  conditions, 
rhythms in certain cerebral areas are not optimally synchronous 
with rhythms in the paramedian lobule GCL (Courtemanche and 
Lamarre, 2005), so the infl uence is not direct. On the other hand, as 
Dugué et al. (2009) have shown, the Golgi cell oscillations in vitro 
are aided by a general increase in excitability; in the context of whole 
systems, such an increase could certainly be triggered via an input 
external to the GCL. However, this also shows that the external input 
does not specifi cally need to be a phasic rhythm to entrain the Golgi 
cells. An external tonic drive could be suffi cient in triggering the 
local circuit to become oscillatory.

OSCILLATION AND SYNCHRONIZATION IN ACTIVE EXPECTANCY
Our second result in qualifying the LFP synchronization anisot-
ropy was the increased LFP synchronization during active expect-
ancy, more evident in the coronal pairs. This was different from 
passive expectancy and rest, and even though oscillations were 
sometimes present in rest and often present in passive expectancy 
(Courtemanche et al., 2002), these condition did not produce a 
steady increase in LFP synchronization. Thus, the mere fact that 
oscillations are present does not predict synchronization: however, 
when they are present, this does appear to facilitate synchronization 
(Buzsaki, 2006; Schnitzler and Gross, 2005).

With our setup, it would have been diffi cult to descend more 
than two electrodes in the monkey cerebellar cortex in vivo because 
it is so deep. Elements such as electrode holder strength and intrac-
ranial pressure were a consideration. However, given our results, 
the increased coronal LFP synchronization could possibly mean an 
expansion of the initial sagittal zones of GCL LFP synchronization. An 
intracerebellar mechanism for the coronal expansion could depend 
on parallel fi bers, which course as much as 6 mm wide (Brand et al., 
1976). Such a mechanism is reminiscent of the well-known cerebellar 
cortex beams (Eccles et al., 1967), shown during stimulation of the 
parallel fi bers at the surface of the cerebellar cortex (Brown and Ariel, 
2009; Gao et al., 2003; Qiu et al., 2008; Rockni et al., 2007). These 
parallel fi bers contact Golgi cells, which can show coherent discharge 
along a transverse orientation (Volny-Luraghi et al., 2002). and their 
activity recorded in vivo shows ‘loose synchrony’ over hundreds of 
micrometers along the transverse axis (Maex et al., 2000; Volny-
Luraghi et al., 2002; Vos et al., 1999). Our synchronization increase 
in the coronal orientation could be due to parallel fi ber–mediated 
changes in connectivity, in the same way that beams of activity could 
unite parallel parasagittal modules (Rockni et al., 2008).

Additionally, the Lugaro cells could also sustain increased 
coronal synchrony, with axons that courses both coronally and 
sagittally (Lainé and Axelrad, 1996), potentially infl uencing GCL 
LFPs via an effect on Golgi cells and/or through an interaction 
with the serotonin afferent system (Dieudonné, 2001). Finally, 
extracerebellar circuits could also increase LFP synchronization 
in the coronal plane. For rat GCL 7-Hz oscillations, Hartmann and 
Bower (1998) found interhemispheric Crus IIa LFP synchroniza-
tion, likely dependent on overall somatosensory circuit resonance. 
Synchronization variations we found here were within one hemi-
sphere; interhemispheric relations in primate cerebellar GCL LFPs 
would have to be addressed.

The cerebellar multi-site LFP synchronization could highlight 
a functional process taking place. In addition to a contribution in 

preparation to action, there could be a direct role in the  processing 
of task-related sensory information. In particular, the periods of 
increased synchronization in our task correspond to the time 
when the monkey’s hand was in contact with the lever, as shown 
by Courtemanche and Lamarre (2005). Indeed, the period from 
start of Dl1 to the end of Dl2 corresponds to when the monkey rests 
the fi ngers on the lever, waiting for the proper time to press. There 
could be a direct somatosensory role for linking two coronal sites, as 
GCL activity has a defi nite relation with somatosensory processing 
(Courtemanche and Lamarre, 2005; Hartmann and Bower, 2001). 
In fact, the coronal LFP synchronization extension is in accord with 
the results of Volny-Luraghi et al. (2002), who showed that Golgi 
cells are synchronized in a coronal (beam-like) fashion with con-
trolled stimulation of the whiskers. The equivalent has been found 
in modeling of cerebellar circuits: oscillatory activity in modeled 
GCL circuits can indeed serve to synchronize distinct patches of 
GCL (Franck et al., 2001). In this aspect, whether or not the LFP 
oscillations themselves carry any identifi able information, they can 
certainly contribute in bringing distant cerebellar sites together, 
relating together contextual information from distant sites (Nelson 
and Bower, 1990).

The synchronization in the cerebellum could also serve to 
bring together cerebro-cerebellar elements more effi ciently. As an 
example, both cerebellum and neocortex receive input from the 
somatosensory system. Interaction between these regions has been 
proposed to underpin the correct selection and execution of motor 
commands. Population rhythms, especially in beta (15–30 Hz) 
and gamma (30–80 Hz) oscillations, common to these structures, 
could act as a common spatiotemporal code within which these 
cerebro-cerebellar interactions may occur (Salenius and Hari, 2003; 
Schnitzler and Gross, 2005). Indeed, cerebral cortex (mainly pri-
mary somatosensory, but also primary motor) and cerebellar cortex 
LFPs synchronize during the same active expectancy task described 
here (Courtemanche and Lamarre, 2005). In addition, during 
performance of a precision grip task in monkeys, Soteropoulos 
and Baker (2006) observed signifi cant coherence between deep 
cerebellar nuclei units and primary motor cortex LFP oscillations 
bilaterally, at approximately 10–40 Hz. So, the increased coronal 
GCL LFP synchronization observed in our task, by extending the 
parts of cerebellum that potentially interact with networks in the 
sensorimotor cerebral cortex, could have functional importance in 
sensorimotor processing.

EXPERIMENTAL LIMITATIONS
Certain elements limit the interpretation of our results: (1) our elec-
trodes were aligned relative to the stereotaxic sagittal plane (parallel 
or orthogonal), which could be misaligned with the mossy or Golgi 
‘sagittal’ orientation, mainly when more lateral; however, such an 
error was minimized by our attempt at recording in the paramedian 
lobule proper. Our sagittal misalignment should be slight when 
within or close to the paramedian lobule (∼4–13° from sagittal, 
estimated from Ozol and Hawkes, 1997). Also, (2) our sagittal and 
coronal intra-pair distance (3 and 6 mm) might have covered more 
than one lobule. These distances were bound by our electrode car-
rier, which had the rigidity needed to go deep to the paramedian 
lobule (Courtemanche et al., 2002). Interestingly, in Figure 2D, 
LFP synchronization was more related to lateral than total distance, 
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even if the latter could defi nitely infl uence lobule crossings; this 
provides support for a medio-lateral anisotropy. Additionally, our 
synchronization at the 3 mm lateral distance was lower than for the 
6 mm distance (even if in different monkeys), the 3 mm distance 
certainly could have recorded sites within one lobule.

CEREBELLAR CORTEX MODULARITY
Our results complement electrophysiological and anatomical evi-
dence for basic parasagittal modularity, such as in Purkinje cell 
complex spike synchrony patterns (Lang et al., 1999), and defi ned 
chemoarchitectonically and with molecular markers (Herrup and 
Kuemerle, 1997; Voogd and Glickstein, 1998). These bands are 
present across cerebellar cortex layers, including the posterior lobe 
GCL (Ozol and Hawkes, 1997), and are on the order of 0.5 mm wide 
in the primate (Hess and Voogd, 1986; Leclerc et al., 1990). These 
bands appear to represent a processing unit, as GCL-Purkinje cell 
relations seem to obey a privileged vertical organization (Lu et al., 
2005). At rest, our GCL LFP pairs showed a good correlation for 
separations in the mm range: the difference could be due to the 
averaging nature of the LFP signal. During active expectancy, the 
increased coronal synchronization we found is in line with evidence 
where Purkinje cell simple spikes synchrony favors the coronal 

(beam-like) orientation during movement (Heck et al., 2007). As 
oscillatory phenomena would likely determine cerebellar cortex 
patterns of activity in vivo (de Solages et al., 2008; de Zeeuw et al., 
2008), our results show a dynamic GCL anisotropy which is related 
to sensorimotor performance. Thus, part of the basic functional 
modularity in the cerebellar cortex, e.g., microzones (Apps and 
Garwicz, 2005; Oscarsson, 1979), could be shaped by the GCL activ-
ity patterns, but in a dynamic fashion.
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directly to the VN. The two systems are complementary: the VOR 
compensates for higher frequencies while the OKR compensates 
for the lower velocities (Collewijn, 1989).

Both the VOR and OKR are adaptive, meaning that the mapping 
of stimulus to appropriate eye response can be tuned to match 
changing response properties of the eye and its supporting tissues 
(usually collectively called the “plant”) or changes in the sensi-
tivity of the sensory organs (Blazquez et al., 2004; Boyden et al., 
2004; Andreescu et al., 2005; Gittis and du Lac, 2006). Changes in 
either plant response properties, sensory sensitivity, or environ-
mental changes in the relationship of vision and vestibular input 
to movement will change the appropriate mapping from stimulus 
to response and thus the system must change the mapping so that 
retinal slip continues to be appropriately compensated. There is 
ample evidence that the fl occulus, a small section of the cerebellar 
cortex is critical in this plasticity (e.g. Lisberger et al., 1984). The 
Purkinje cells (P-cells) of the fl occulus project only to the VN. There 
are sites of plasticity both at the level of the parallel fi bre synapses 
to these P-cells, as well as at the P-cell/VN synapses (Raymond 
et al., 1996; Boyden et al., 2004). In addition, the cerebellum has an 
important role in ongoing performance beyond its role in plasticity: 
the performance of the OKR decreases dramatically after fl occular 
lesions (Takemori and Cohen, 1974; Zee et al., 1981), while the VOR 
is less affected (Waespe et al., 1983; Van Neerven et al., 1989).

THE STATE PREDICTING FEEDBACK CONTROLLER
There has been a long history of using models based on the prin-
ciples of control theory to describe the control of eye movements 
generally and CEM in particular. Starting with the seminal work 

COMPENSATORY EYE MOVEMENTS
Compensatory eye movements (CEM) is a general term for a number 
of different refl exes that keep an image fi xed on the retina during 
movements of the body and the head (e.g. Delgado-Garcia, 2000). 
As such, these eye movements have a specifi c and well-defi ned 
goal: to prevent movement of the visual image on the retina, often 
called retinal slip, during fi xation. The circuitry of the CEM system 
(Figure 1) is different from the circuitry for other eye movements 
such as saccades, although all the eye movement systems converge 
in the oculomotor nuclei of the brainstem (Buttner-Ennever and 
Buttner, 1992). For horizontal eye movements these are the abdu-
cens nucleus (Ab) and the nucleus prepositus hypoglossi (NPH). 
All CEM-related input to these brainstem structures comes from 
the Vestibular Nuclei (VN).

The optokinetic refl ex (OKR) is a closed loop system that 
directly responds to retinal slip, generating eye movements with the 
 direction and magnitude of measured retinal slip. Afferents from 
the retina project directly to the Accessory Optic System (AOS). 
The AOS, in turn projects to the VN and the cerebellum, through 
the Nucleus Reticularis Tegmenti Pontis (NRTP; Gerrits et al., 1984; 
Langer et al., 1985; Glickstein et al., 1994). The OKR has a response 
delay of about 80 ms (e.g Winkelman and Frens, 2006), mostly 
because of the inherent delay involved in visual processing (Graf 
et al., 1988). In keeping with this, the OKR is only responsive to 
low velocity stimuli.

For compensation of higher velocity stimuli, the CEM system 
depends on the vestibulo-ocular refl ex (VOR) which uses vestibular 
input to estimate head movement and generate oppositely directed 
eye movements. Vestibular afferents from the labyrinth project 
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of David Robinson (for review Robinson, 1981), this tradition has 
generally posited a neural implementation of an inverse model that 
maps stimuli to command signals (Skavenski and Robinson, 1973). 
An inverse model, literally speaking, is a control process that inverts 
the plant; that is, the plant converts control signals into motion, 
so an inverse model converts desired motion into the appropriate 
control signals (Jordan and Rumelhart, 1992; Figure 2A).

The cerebellar fl oculus is thought by many to implement a form 
of inverse model (Kawato and Gomi, 1992, and see also Lisberger, 
2009, for review of these ideas in relation to the smooth pursuit 
system). While this idea has many adherents, there are also alterna-
tive proposals. Perhaps most famously, Llinás (1988) proposed that 
the cerebellum is involved in adjusting movement timing to facili-
tate coordination, rather than in generating compensatory move-
ment commands. Similar ideas have been put forward recently. 
Specifi cally, Jacobson et al. (2008) argued that synchrony and oscil-
latory activity in the inferior olive are compatible with a cerebellar 
timing  mechanism driven by olivary harmonics. D’Angelo and De 
Zeeuw (2009) in contrast, focus on the temporal dynamics of the 
cerebellar granular layer. A somewhat more eclectic model that also 
focuses on timing is Braitenberg’s model of the cerebellum as a system 
for generating sequences of movement in precise time relationship 
(Braitenberg et al., 1997). While each of these models can legitimately 
claim to explain important data, there is no doubt that the inverse 
model understanding of the cerebellum in CEM is the most widely 
accepted. We will not consider the other models in developing our 
own ideas below. The controversy about timing models and adap-
tation models of the cerebellum has been going on for a long time 
(Miles and Lisberger, 1981; Ivry and Keele, 1989; Simpson et al., 

1996). There are those who believe the two different approaches are 
mutually compatible (Mauk et al., 2000). It is not our intention, in 
any case, to take on this issue.

The inverse model framework can be contrasted with a for-
ward model (Wolpert and Miall, 1996; Todorov and Jordan, 2002; 
See Figure 2B) which simulates the activity of the plant: it converts 
the current state and the control signals into a prediction of what 
the plant will actually do. The bottom line is: inverse models output 
motor commands and forward models output estimates of state.

The focus on a neural inverse model of the oculomotor plant 
refl ected a perspective that the central problem in oculomotor con-
trol is producing the appropriate motor commands once the goal 
is given. Researchers in other motor systems – notably arm move-
ments – followed in the footsteps of the pioneering work in oculo-
motor research and focused on the inverse model problem and the 
question of how appropriate motor commands are generated, given 

FIGURE 1 | The horizontal compensatory eye movement (CEM) system. 

Generally, this is described as two separate refl exes. The optokinetic refl ex 
(OKR) uses visual input from the retina to stabilize the eye while the 
vestibulo-ocular refl ex (OKR) responds to vestibular information from the 
labyrinth. This fi gure emphasizes the distinction between sensory feedback 
(black) and motor signals (red).Blue and purple represent central stages of 
processing, and are added for comparison with other fi gures. Cblm: cerebellar 
cortex; AOS/NRTP: accessory optic system and nucleus reticularis 
tegmentum pontis; VN: vestibular nucleus; NPH: neuclus prepositus 
hypoglossi; OMN/AB: oculomotor nucleus and abducens.

A

B

FIGURE 2 | (A) Inverse and (B) forward models. The plant takes motor 
commands and produces movement. The inverse model inverts this process, 
producing the motor commands that are appropriate for a given movement. A 
forward model mimics this process, estimating the movement that will be 
produced by the plant.
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a particular desired movement. This approach was reinforced by 
the explanatory power of hypothesized desired trajectories (Flash 
and Hogan, 1985; Uno et al., 1989), and the apparent tendency of 
subjects to correct movements (Shadmehr and Mussa-Ivaldi, 1994; 
Donchin et al., 2003).

However, the possibility that a forward model also plays a role 
has been hypothesized for a long time (e.g. Wolpert and Miall, 
1996; Kawato, 1999). One recent radical proposal has been that 
the system does not work with either a “desired trajectory” or an 
inverse model (Todorov, 2004). Under this approach, the problem 
of predicting the results of motor commands is no less central 
than the problem of generating those motor commands in the 
fi rst place. The reason such state prediction is so important is 
because it allows stable feedback control. Feedback control is the 
use of the measured or predicted state of the system to gener-
ate ongoing motor commands. This form of control can be sim-
pler and more fl exible than open-loop control. However, control 
becomes unstable when it depends on delayed or noisy feedback. 
Since sensory systems are both slow and noisy, this is inevitably 
a problem in physiological motor control. A forward model can 
be faster and less noisy than the full sensory loop. However, pre-
dictions of the state must be combined with actual sensory feed-
back in order for the control loop to remain robust in the face of 
unpredicted perturbations.

Thus, the framework (which we will call the state-predicting 
feedback control, SPFC, framework) is built out of three essential 
building blocks (Figure 3; Todorov, 2004; Shadmehr and Krakauer, 
2008). The forward model takes the current estimate of state and 
the motor commands and produces an initial prediction. The state 
estimator combines this prediction with actual sensory feedback 
to produce a better estimate of the current state. The feedback 
 controller uses the current estimate of state in order to decide what 

motor commands to generate. It either replaces or incorporates the 
inverse model on which the tradition of Robinson had focused. 
We propose that this framework is an appropriate description of 
CEM control and that it can be mapped onto CEM physiology in 
a manner that is consistent with experimental evidence.

How could such a computational scheme be implemented 
in the known anatomy and physiology of CEM? The boxology 
of Figure 3 doesn’t necessarily refl ect separate neural stages or 
nuclei. Nevertheless, Shadmehr and Krakauer (2008) have recently 
proposed that neural structures involved in the control of arm 
 movements can, in fact, be mapped onto the control structure 
described by these boxes. They suggest that motor cortex, in com-
bination with the basal ganglia, implements a feedback controller 
implementing a control policy that maximizes successful perform-
ance. They support this using data from patients with Parkinson’s 
disease (Mazzoni et al., 2007), and hemiparesis (Raghavan et al., 
2006). State estimation is hypothesized to occur in parietal cortex 
based on fi ndings in patients with parietal lesions (Wolpert et al., 
1998). Finally, on the basis of the cerebellar role in in-fl ight adjust-
ment of saccades (Quaia et al., 2000) and anticipatory postural 
adjustments (Nowak et al., 2007), they claim the forward model is 
implemented in the cerebellum.

Since the CEM system is located in brain stem nuclei and the 
cerebellum, and neither motor cortex nor parietal cortex is instru-
mental, our effort to ascribe computational functions to physi-
ological correlates in the CEM will necessarily produce different 
results. We will argue that, for CEM, the most suitable mapping 
would be that the oculomotor nuclei and integrators (Robinson’s 
“inverse plant”) combine to form a feedback controller. The cer-
ebellar cortex (and not the whole cerebellum) generates a forward 
model, and the VN combine forward model output with current 
inputs to produce the state estimate.

THE FEEDBACK CONTROLLER
The feedback controller maps current estimate of state onto the 
appropriate motor command. In the language of control system 
experts, this could be approximated as a transformation

u L xn n n= ( )ˆ
 

(1)

where u
n 
is a vector of length k

u
 describing the motor commands at 

the nth time step. In our case, this would be the command driving 
the ocular musculature; each element of u

n 
represents the activa-

tion directed at a single muscle. x̂n is a vector of length k
x
 describing 

our current estimate of state; the elements of x̂n refl ect variables 
like estimated eye position, eye velocity, and possibly include esti-
mated head position and velocity and even desired eye position 
and velocity. Of course, both the state and the motor vectors could, 
in reality, be even more complicated. L

n 
is a function which maps 

each state onto the appropriate motor command. This mapping 
need not be linear or fi xed in time. The point is that the feedback 
controller implements a function, L, that translates its input, an 
estimated state vector, ˆ ,x  into its output, the motor command 
vector, u.

By defi nition, the output of a controller is motor command 
so whatever produces the motor commands must necessarily be 
implementing a controller. In our case, motor command is the 

FIGURE 3 | The SPFC framework proposes that a feedback controller is 

optimized to produce motor commands that achieve task goals. In order 
to do this effectively, it uses an estimate of the current situation that is derived 
from a combination of feedback from the sensory system and forward model 
estimation that depends on efferent copy.
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activity that drives the muscles, and the motoneurons of the 
Abducens Nucleus are the output of the feedback controller, at 
least for horizontal motion. A subtler question regards whether 
any other related nuclei are also included.

In CEM, the controller must know the desired fi xation point and 
it must receive an estimate of the current eye position. It calculates 
the vectorial difference between these two and generates motoneu-
ron activity which will move the eye in the direction indicated 
by this vector. The brainstem circuit that traditionally constitutes 
the inverse plant meets these requirements (Buttner-Ennever and 
Buttner, 1992; Glasauer, 2007), even though there is debate on how 
the computation in the plant is achieved (see below). The issue of 
its input, a state estimate, will be discussed below.

The traditional view is that a displacement or velocity input is 
directly fed to the abducens output neurons that project to the eye 
muscles. In order to overcome the low-pass fi lter properties of the 
plant, an integrated version of this input is linearly added to the direct 
projection. The so-called oculomotor integrators are responsible for 
this indirect pathway (e.g. McFarland and Fuchs, 1992; Moschovakis, 
1997). Recent work on the NPH, the putative horizontal integrator, 
undermines this view since neurons in the NPH are found to encode 
the whole motor command, u, rather than only the integrated part 
(Green et al., 2007; Ghasia et al., 2008), as shown in Figure 4. This 
makes the distinction between the NPH and the abducens unclear. 
One possibility, suggested by Green et al. is that NPH output serves 
feedback purposes. Indeed, on the basis of the fi nding that NPH 
feedback encodes “motor commands,” Green et al. propose that the 
feedback is updating a cerebellar forward model (see Figure 3).

In both the Ab and the NPH, the CEM circuit is shared with the 
other eye movement systems (i.e. saccades and smooth pursuit). 
This fi ts the role of feedback controller, since the efference copy 
needed by the forward model should contain all oculomotor output 
in order to produce an optimal estimate of state (see below).

THE FORWARD MODEL
The Forward model updates our previous estimate of state. That 
is, we can use a forward model to generate an estimate about cur-
rent state from our earlier estimate and our knowledge of system 
dynamics. We assume, for the purpose of simplicity, that the actual 
dynamics of the system can be described as linearly combining 
previous state and motor command:

x Ax Bun n n n+ = + +1 �  (2)

x is the actual state, whose estimate is discussed above (x̂n). Both x 
and x̂n have the same size, but the latter is the brain’s estimate and 
the former is the actual quantity. A is a k

x
 × k

x
 matrix, B is a k

x
 × k

u 

matrix, and �
n
 is a noise term. Under this assumption, the forward 

model estimate would be generated from the previous estimate 
using a similar equation

ˆ ˆ ˆ ˆ
,x Ax BuFM n n n+ = +1  

(3)

where Â
 
and B̂

 
represent the forward model’s estimates of system 

dynamics. Notice that in this formulation, which is commonly used, 
the estimate of state used to calculate the forward model is not the 
same as the estimate produced by the forward model in the previ-
ous step. That is, we have ˆ

,xFM n+1 on the left side of the equation 
but x̂n on the right hand side. What we mean by this is that we 
may improve the estimate generated by the forward model (for 
instance, by incorporating information from sensory inputs) before 
we use it in the forward model’s next step. This idea is demonstrated 
graphically in Figure 3.

One point requires clarifi cation. The fi gure shows sensory input 
(black line) reaching the cerebellum in addition to the current 
estimates of state (purple) and efferent copy (red). This is drawn 
to refl ect the realities described in Figure 1, which shows that sen-
sory input does reach the cerebellar cortex. This includes retinal 
input from AOS (which is routed through the inferior olive and 
climbing fi bers) and NRTP (which comes through mossy fi bers). 
It also includes proprioceptive information. Part of the visual 
input, especially the part arriving through AOS, may play a role in 
adaptation processes discussed below. On the other hand, sensory 
input that has a direct effect on cerebellar activity is not entirely 
consistent with Eq. 3. It may nevertheless be consistent with the 
cerebellum producing a predictive estimate of state based on all 
the available information.

We assume that the forward model has no knowledge of the 
random fl uctuations in the state represented by the noise term. 
However, we expect the forward model to be plastic. That is, if the 
state prediction of the forward model is consistently wrong the 
model should change. The cerebellar cortex appears to have all of 
these characteristics.

It has been amply demonstrated that the cerebellum receives 
efference copy from many motor systems. Specifi cally, the cortical 
area responsible for CEM, the fl occulus, receives direct projections 
from the NPH (Sato et al., 1983; Langer et al., 1985; McCrea and 
Baker, 1985). Furthermore, it receives a strong input from the VN 
(Sato et al., 1983; Langer et al., 1985; Gerrits et al., 1989; Barmack 
et al., 1993), and we will argue later that this is the most likely 
candidate for a state estimator.

0.5 1 2 4

5

10

20

Gain

G
ai

n 
(s

p/
s/

de
g)

0.5 1 2 4

30

60

90

Phase

P
ha

se
 (

de
g)

N
PH

O
M

N
/A

B

Eye

Stimulus Frequency (Hz)

FIGURE 4 | NPH neurons (dashed, orange) behave like the motor 

command, represented by the solid, red curve. The black lines show the 
activity of a hypothetical neuron that would encode eye position, with a constant 
gain and phase. NPH and Ab activity were taken from (Green et al., 2007).

50

http://www.frontiersin.org/cellular_neuroscience
http://www.frontiersin.org/
http://www.frontiersin.org/Cellular_Neuroscience/archive


Frontiers in Cellular Neuroscience www.frontiersin.org November 2009 | Volume 3 | Article 13 | 

Frens and Donchin Forward models in eye movements

The key issue in claiming that cerebellar cortex produces a for-
ward model is to show that the output uses efference copy to gen-
erate an estimate of state. This, we believe, is demonstrated by one 
important fi nding. Figure 5 shows that spike triggered averaging 
(STA) of the eye velocity reveals that the neural activity does not 
predict or follow the movement with a large latency. Rather, the 
correlation peaks at a latency close to zero, or even slightly negative 
(Winkelman and Frens, 2007). Because the activity does not precede 
the eye movement, it cannot be causing it. Thus, fl occular output is 
not part of the controller signal. Similarly, because it does not follow 
the eye movement, it cannot refl ect purely sensory information. 
The fl occulus thus processes efferent copy to produce an output 
that represents the current state faithfully, which is exactly what 
one expects from the forward model.

THE STATE ESTIMATOR
Ultimately, state estimation requires combining two sources of 
information about the current state. The fi rst source of informa-
tion is the forward model, and the second source is sensory input. 
In our case, the latter includes vestibular, visual and possibly also 
proprioceptive inputs.

We can formalize the relationship between state and sensory 
input using the equation

y H xn n n= ( ) + �
 

(4)

y
n
 is a vector of length k

y
 whose components refl ect all the differ-

ent inputs from the head and eye. �
n
 is a noise term refl ecting the 

fact that the activity in our sensory system is not a faithful repre-
sentation of the state. The function H is meant to characterize the 
process of sensation.

In engineering applications, these two sources of information 
about state – the forward model and sensation or observation – are 
often combined using a Kalman fi lter

ˆ ˆ ˆ ˆ
,x x K y H xn n n n n+ += + − ( )⎡⎣ ⎤⎦1 1FM  

(5)

The Kalman fi lter uses the forward model’s estimate of the next 
state, ˆ ,,xFM n+1  as a basis for the combined estimate. The forward 
model estimate is modifi ed by the “sensory prediction error,” 
y H :n n− ˆ ( ˆ )x  the difference between the actual observation, y

n
, 

and the observation expected from our current estimate of state, 
ˆ ( ˆ ).H xn  The matrix K

n
, of size k

x
 × k

y
, is called the Kalman gain and 

it quantifi es both the way different sensors are relevant to different 
aspects of state and the relative reliability of sensation and forward 
model estimation.

In Box 1, we also explain how sensory delays lead to alternative 
formulations for state estimation. Whatever the details of the cal-
culation by which state is estimated, a number of essential points 
can be made regarding its physiological and behavioral correlates. 
First, sensory estimation is a combination of internal predictions 
and currently available sensory information. Second, the way those 
two sources of information are combined should refl ect their reli-
ability: if sensory input is noisy, then the system should rely more 
on the forward model and vice versa. Third, the input/output 
relations of the system give us insight into the specifi c calculation 
being performed.

The state estimator receives input from the sensory organs and 
the forward model. Its output should be a state estimate that refl ects 
more recent sensory input than the forward model.

If we accept that the fl occulus generates a forward model, then 
the input requirements are met by the VN. All fl occular output 
is directed to the VN, and sensory information about the head 
and eye converges here. As a matter of fact, the VN are quite inap-
propriately named. Vestibular information is just one of their 
many inputs.

One key study that has looked into the exact properties of the 
output of the VN is Stahl and Simpson (1995). The neurons of 
the VN can be divided into two groups. They fi rst receive input 
from the fl occulus (FTNs) while the rest, 80% of the neurons in 
the VN, do not (non-FTNs). The two groups of neurons have 
distinctly different behaviors, as seen in Figure 6. The fi ring of 
the non-FTNs predicts (with almost zero lead) the fi ring of the 
neurons in the Abducens Nucleus. This, in combination with the 
fact that all non-FTNs project to the Abducens Nucleus, suggests 
that the non-FTNs might be a good candidate for the estimate 
of state that actually drives the feedback controller. The relation-
ship of the FTNs to sensory (vestibular) input, motor output 
(Abducens Nucleus) and actual eye movement is more complex. 
First, the FTNs lead the non-FTNs, suggesting that they are the 
fi rst step in a two step computation, or perhaps an earlier step 
in a complex computation. Roughly 60% do not project to the 
midbrain Stahl and Simpson (1995). Second, the relationship of 
FTN activity to actual eye movement is better in the dark than 
in the light, consistent with the idea that FTN activity refl ects the 
predictions of a forward model which has a greater infl uence on 
the controller when sensory input is compromised. This sugges-
tion is reinforced by the fact that the difference between light and 
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FIGURE 5 | Timing of cerebellar activity. (A) Shows a simple spike triggered 
average of eye velocity in response to white noise optokinetic stimulation. The 
white noise stimulus was provided by a panaromic projector system and 
consisted of a hexagonal matrix of green patches that were rotated coherently 
around the animal according to a three dimensional gaussian white noise 
process fi ltered through a 20-Hz low-pass fi lter. Note that the curve of this 
neuron peaks slightly before 0 ms, i.e. the P-cell is active slightly after the 
actual movement. (B) Summarizes the timing of the peak in 71 Purkinje cells, 
showing activity that more or less coincides with the movement (Winkelman 
and Frens, 2007).
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BOX 1 | The Kalman fi lter and sensory delays

The Kalman fi lter model is popular in engineering applications in 
part because it is possible, in certain circumstances, to calculate 
the optimal value for the Kalman gain, Kn, and, for this value, the 
estimate produced is as close as possible to the true value of the 
state. Indeed, properly speaking, Eq. 5 describes a Kalman fi lter only 
when the function H(x) is linear and the value of the gain is set to 
the Kalman gain. However, in the fi eld of motor control the term is 
often used more loosely.

The Kalman fi lter updates the estimate of state produced by the 
forward model, ˆ ,xFM  using the discrepancy between our prediction 
of sensory feedback, ˆ ( ˆ ),H x  and the actual sensory feedback, y. This 
discrepancy is often called the sensory prediction error. One concern 
in using the Kalman fi lter as a model of the activity of the VN is that 
there is no evidence that VN actually calculates anything like the 
sensory prediction error.

In Eq. 5, two different estimates of state are used, ˆ ˆ .,x xFM  n n+1 and  
A true Kalman fi lter, uses only one of these estimates, ˆ .,xFM n+1  That 
is:

ˆ ˆ ˆ, ,x x K y Hxn n n n n+ + + += + −( )1 1 1 1FM FM    
(6)

This is because the true Kalman fi lter doesn’t include  sensory 
delay. In that case, the Kalman fi lter can be rewritten as a 
weighted average:

ˆ ˆ ˆ
,x I K H x K yn n n n n+ + += −( ) +1 1 1FM    

(7)

with I signifying the identity matrix. This version of the equation 
calculates a weighted average of prediction ( ˆ ,xFM n+1) and sensation 
(yn+1) and does not calculate a sensory prediction error (y Hxn n+ +−1 1ˆ ,FM ). 
This means that a network that calculates a state estimate based on 
optimal mixing for forward model prediction and noisy sensory data 
does not need to calculate a sensory prediction error. While this may 
not make any difference computationally, it does make a difference in 
terms of our physiological predictions. Eqs 6 and 7 imply a different 
sort of synaptic connectivity.

It is interesting to consider solutions to the delay problem. If 
feedback is delayed by d time steps, then y Hxn d n− − ˆ ˆ  would compare 
predictions about the current state with sensory information from a 
while ago (we assume for this discussion that sensation H  is linear). 
One class of solutions which includes the Smith predictor (Wolpert 
and Miall, 1996) is to compare the delayed sensation, yn−d, to a 
delayed state estimate. In the brain, we do not have delay  registers, 
but we can estimate the past state from the current one, or, for 
that matter from the output of the forward model, ˆ ˆ ˆ ,,x Rxn d n− += FM 1  
where R̂ performs backwards linear estimation of the state such 
as estimating previous position from current position and velocity. 
Since d is substantial (around 100 ms), the estimating backward 
using the current output of the state estimate, ˆ ,xn  is relatively similar 

to using the current output of the forward model, ˆ ,,xFM n+1  since both 
are relatively similar compared to ˆ .xn d−  This leads us to a modifi ed 
Kalman fi lter 

ˆ ˆ ˆ ˆ ˆ, ,x x K y HR xn+ + − += + − ′( )1 1 1FM FMn n n d n
 

(8)

that can also be written as a weighted average

ˆ ˆ ˆ ˆ ,x I HR x K yn n n n d+ + −= − ′( ) +1 1FM
 

(9)

We have simulated this process using a Kalman fi lter tracking a 
particle driven by a sinusoidal force with a frequency of 2 Hz, using 
a time step of 10 ms. The “normal” fi lter receives the noisy sensory 
data with 0 delay; the “buffered” fi lter receives the sensory data 
with a 100 ms delay, but keeps track of the last 10 estimates of state 
and updates them as the delayed sensory information arrives; the 
“linear estimator” follows Eq. 8. It is clear from Figure B1 that the 
linear estimator performs nearly as well as the buffered version in 
this case. The sum squared error of the buffered Kalman fi lter is 
12 times greater than a fi lter without delay while that of the linear 
estimation fi lter is 15 times greater. This shows that a reasonable 
state estimator can be developed that is based primarily on weighted 
averages of the forward prediction and sensation, even in cases of 
signifi cant delay. We suggest that the vestibular nucleus has the 
characteristics necessary for generating such an estimate.
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dark nearly disappears when target velocity and acceleration are 
increased (the target oscillates at a higher frequency) because in 
these situations, the vestibular input is much more reliable than 
visual input, and so the importance of the forward model would 
not be different in the light and the dark.

Finally, the notion that these neurons carry the full 3D properties 
of the eye movement, while the actual motor command itself does 
not, suggests that the VN carries an estimate of state rather than a 

motor command (Ghasia et al., 2008). This picture can be further 
complicated by a consideration of coordinate systems. Roy and Cullen 
(2004) show that activity of vestibular neurons – that normally refl ects 
gaze shifts – is suppressed during gaze shifts involving active head 
movements. This is consistent with the idea that the vestibular nucleus 
activity refl ects the activity of a forward model incorporating efferent 
copy of commands to the neck muscles. It also has important reper-
cussions for the coordinate system of representation. Cancellation of 
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vestibular nucleus activity during active head movements suggests 
that vestibular nucleus activity refl ects the position of the eyes in the 
head rather than the position of eyes in extrinsic space.

ADAPTATION
Only one more point needs to be made on the theoretical level. This 
concerns the issue of adaptation. In many control systems, the plant, 
the environment and the sensory system are not really fi xed in time. 
For instance, in the case of eye movements, the physiological fl uc-
tuations in muscle strength change the effects of motor commands 
and putting on glasses (which change visual magnifi cation and have 
different characteristics in different parts of visual space) or contact 
lenses (which change the weight of the eye) can change the way move-
ments of the eye affect visual input. In such situations, the control-
ler must adapt to changes in the plant. Generally, this may require 
adaptation of all three major components of the system. It is pos-
sible that the different forms of adaptation happen simultaneously: 
the forward model changes in response to sensory prediction error; 
the sensory prediction optimally re-weights sensation and prediction; 
the feedback controller adjusts the motor commands associated with 
the current state. Adaptation in nervous circuitry is generally sup-
ported by neural plasticity. Thus, we must be clear, when we discuss 
physiological correlates, to specify where we think plasticity may 
be taking place, and which neurons carry the signals that drive the 
plasticity and in what coordinates these signals are represented.

The mechanisms of plasticity of the cerebellar cortex have been 
well studied. The most widespread hypothesis is that climbing fi bre 
(CF) projections (that produce Purkinje cell complex spikes) encode 
errors that modify the PF-PC synapses through LTD (Ito, 1986, 2006; 
Simpson et al., 1996). There is evidence for other forms of plasticity 
as well (Hansel et al., 2001; Coesmans et al., 2004). Nonetheless, 
many researchers accept the role of the CF as a teacher signal.

If we accept that CF activity carries some form of error signal 
that drives plasticity, we must face the question of what sort of error 
it really carries. Until recently, CF projection to the fl occulus was 
thought to contain retinal slip signals. This would be appropriate 
if the fl occulus was calculating an inverse model. On the other 
hand, such a signal is not optimal for modifying a forward model 
(FM). Adaptation in a forward model should reduce  discrepancies 
between the estimated and the actual state; it should adapt in 
response to an error that refl ects such discrepancies. Consequently 
the CF should report unexpected retinal slip rather than any retinal 
slip (See Figure 7 for an example). Such signals have been found 
in the fl occulus (Frens et al., 2001; Winkelman and Frens, 2006), 
as well as in the visual pathways projecting to the Inferior Olive 
(Ilg and Hoffmann, 1991, 1996).

Plasticity in the VN (Pugh and Raman, 2006, 2009), guided by 
the cerebellar projection may be the mechanism underlying the 
weighting required for the optimal state estimation proposed in 
Box 1. In a recent paper, Beraneck et al. (2008) showed that early 
recovery of the VOR from labyrinthectomy is cerebellar inde-
pendent while later recovery is cerebellar dependent. Of course, 
this argues strongly for non-cerebellar mechanisms of plasticity 
in the CEM system. Additionally, it allows our model to make a 
prediction. Beraneck et al. suggest that the early, non-cerebellar 
recovery refl ects plasticity in the vestibular nucleus. Our model 
suggests that this may result from a reweighting of the different 
inputs to the state estimator. Indeed, our model makes a strong 
prediction: the early stage of recovery from VOR will not depend 
on calculations related to the forward model while the later stage 
will have such a dependence.
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FIGURE 6 | Timing of activity of FTNs in the VN, compared to non-FTNs, 

Abducens nucleus, vestibular efferents, and the actual eye movement. 

All phases are given with respect to a vestibular stimulus that was either 
given in the dark (left panel), or in the light (right panel). Data from Stahl and 
Simpson (1995).
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FIGURE 7 | Complex spike (CS) Modulation as a result of sinusoidal 

optokinetic stimulation. In (A) the stimulus was an oscillating pattern. In 
(B) the same pattern moved transparently over a static background. The 
behavior of the animal varied with the relative luminances of the moving 
and the static pattern. The frequency of the fi tted sine wave equals the 
frequency of the stimulus (0.1 Hz). Note that the modulation in (A) and (B) 
is virtually identical, as are the CEM made by the animal (gain 0.60 and 
0.58, respectively). Consequently the predicted slip (caused by the eye 
movement over the static pattern) is not refl ected in the CS (Frens 
et al., 2001).
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not be used in this system. Nevertheless, (1) Ghasia et al. (2008) do 
suggest that many neurons in the vestibular nucleus represent state, 
and (2) if the vestibular nucleus is implementing an inverse model 
and the fl occulus is implementing a forward model, it is unclear 
where state and prediction should be combined.

Our model is also different from the one used by Shadmehr 
and Krakauer to describe reaching movements (Shadmehr and 
Krakauer, 2008). Shadmehr and Krakauer suggest that the output 
of the deep cerebellar nuclei (DCN) refl ects the output of a forward 
model (x̂FM). This is necessary in their scheme because they propose, 
based on evidence from errors in reaching movements, that the 
parietal cortex calculates an estimate of state, and thus they propose 
that the forward model output from the cerebellum should drive 
this estimate of state. One might say that the DCN is considered the 
output of the forward model because it more directly projects to 
the cortex, although the role of the ventrolateral thalamus – which 
relays the DCN projection to cortex – is not considered in their 
framework. In our system, the VN seem to be located appropriately 
to combine forward model prediction based on efferent feedback 
with delayed sensory information. The VN are analogues of the 
DCN. Thus, in our system, it is not the cerebellum but specifi cally 
the cerebellar cortex which generates a forward model prediction. 
This difference between our hypothesis and that of Shadmehr and 
Krakauer might arise for a number of reasons as both models are 
speculative. Shadmehr and Krakauer did not consider the cerebellar 
cortex and DCN separately or ascribe any role at all to the thalamus 
relay station. Our model is more comprehensive, primarily because 
we are considering a simpler system. However, it is possible that 
the computation carried out by the cerebellum in the two systems 
is different and both models are correct.

One important aspect of the Shadmehr and Krakauer analysis of 
the reaching movement system has to do with the role they ascribe 
to the basal ganglia in determining the mapping of estimated state 
to motor command. Their framework explicitly uses the language 
of optimal feedback control, popularized in our fi eld by Todorov 
(2004). In optimal feedback control, the controller produces a com-
mand which will lead to the best possible combination of task 
success and energy conservation. In different tasks or with dif-
ferent weight attached to energy conservation, the controller will 
map states onto motor commands differently. In the scheme put 
forward by Shadmehr and Krakauer, the role of the basal ganglia 
is to work with the motor cortex to learn to produce such optimal 
motor commands. There is no equivalent of the basal ganglia in 
the CEM system, and it is quite possible that the CEM does not 
implement an optimal controller: the CEM system is a refl ex system 
and the cost function may be very consistent relative to the costs 
associated with reaching movements in different tasks.

Another way in which our model differs from previous theories is 
that we explicitly reject the widespread hypothesis that state estima-
tion is computed using a Kalman fi lter (see Box 1). Rather, it seems 
that the VN calculation of current state refl ects a process with two or 
more stages, where fl occular target neurons perform a fi rst stage of 
estimation and are then integrated into the broader calculation. The 
use of a forward model is useful when sensory signals are either noisy 
or have a large delay. The latter is specifi cally the case for the retinal 
slip signals that drive the visual  component of CEM (the OKR), which 
have a delay of 80 ms, whereas the vestibular afferents have a delay of 

We were not able to fi nd any studies of addressing the  possibility 
of plasticity in the Ab or NPH. However, gaze stability is affected 
by VOR adaptation, and one reasonable explanation for this would 
be adaptation of the gain of the oculomotor integrator (Tiliket 
et al., 1994).

DISCUSSION
We propose that CEM are generated by a SPFC framework where 
specifi c functional roles can be ascribed to specifi c nuclei in the 
CEM circuitry. The strength of the SPFC framework has been dem-
onstrated by many groups (Wolpert and Miall, 1996; Todorov and 
Jordan, 2002; Shadmehr and Krakauer, 2008). Recently, it has also 
been applied to describe eye movements (Glasauer, 2007; Ghasia 
et al., 2008). Because the physiology and anatomy underlying CEM 
is relatively well known, we are able to describe this mapping in 
more detail and with more precision than was possible in a similar 
attempt to describe the control of reaching movements (Shadmehr 
and Krakauer, 2008). The timing and nature of the signals that can 
be recorded in the fl occulus, the VN, and the brainstem structures 
support our hypothesis. Also, plasticity in the fl occulus and in the 
VN and the purported olivary error signals can be understood in 
terms of this framework.

Our model can be contrasted with the classical approach, where 
the output of the cerebellum is an inverse model (Kawato and Gomi, 
1992). The difference in the role played in the cerebellar output is, 
perhaps, the most salient difference between the two approaches, 
but there are other differences as well. For instance, the classical 
approach does not explain the separate function of the three dif-
ferent areas – fl occulus, vestibular nucleus, and brainstem motor 
nuclei – that generate a cascading series of motor commands. In 
contrast, the SPFC framework ascribes clear and distinct functions 
to each of these areas.

However, making an experimental distinction between the 
output of a forward model and the output of an inverse model 
can be quite diffi cult. Work by Kawato’s group has shown that 
position, velocity and acceleration regress onto fi ring rate with a 
combined r2 of above 0.7 (Shidara et al., 1993). This has been widely 
regarded as evidence that the cerebellum implements an inverse 
model. However, in follow up work, the Kawato group disavows 
this idea and claims that the fl occular output cannot represent the 
main part of the motor command to the eyes (Gomi et al., 1998). 
Perhaps the two most convincing arguments in this respect come 
from our group and that of Dora Angelaki, as described above. 
Both of these lines of reasoning argue in favor of the forward 
model interpretation.

Our model enjoys a family resemblance with previously pre-
sented schemes, notably the Shadmehr and Krakauer (2008) model 
of reaching movement control and the Green et al. (2007) model for 
CEM. However, there are also key differences between our model 
and the others. Perhaps the most notable difference between our 
model and the Green et al. model is their suggestion that the ves-
tibular nucleus implements an inverse model. One key issue in this 
regard is whether the output of the vestibular nucleus describes 
the upcoming motor command or the current estimate of state. 
Because CEM do not obey Listing’s law, the use of the representation 
of violation of Listing’s law (as was used to great effect in Ghasia 
et al., 2008) to separate motor commands from state estimates can-
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only a few ms. This may explain why lesions of the fl occulus primarily 
affect the OKR, and only infl uence the plasticity of the VOR, but not 
its performance (Waespe et al., 1983; Van Neerven et al., 1989).

Although the CEM circuit is well studied, there are still many 
holes in our knowledge. For instance, the projections of the VN 
are only beginning to be understood. It is known that different VN 
neurons project to the brain stem and to the fl occulus. Perhaps the 
VN calculates two different state estimates or perhaps its projection 
forward to the brain stem motor nuclei includes partial calculation 
of the motor command. Resolving this issue will need to wait until 
more data is available.

Also the fi nding that there are neurons at two levels of signal 
processing that strongly resemble the fi ring of the Abducens (the 
non-FTNs in the VN, Stahl and Simpson, 1995, and the cells in 
the NPH Green et al., 2007) requires further experimentation, for 
instance during eye movements that are mechanically perturbed.

Plasticity in the Abducens Nucleus or NPH is a key prediction 
of this model. An SPFC framework cannot successfully adapt to 
changes in the plant unless the feedback controller can adapt. 
Since recent fi ndings have obscured the functional difference 
between Abducens Nucleus and NPH (Green et al., 2007; Ghasia 
et al., 2008), one tempting hypothesis is that NPH serves as the 
adaptive component of the feedback controller. However, this is 
only speculation until some data on plasticity in the two nuclei 
becomes available.

Similarly, the difference between foveate and afoveate species 
should be addressed. Foveate species have smooth pursuit, which 
they can use to voluntarily reduce retinal slip. In the afoveate rabbit, 
for instance, in an experimental paradigm, where the visual envi-
ronment rotates along with a vestibular stimulus, the VN modulate 
only at high frequencies, along with the actual eye movement (Stahl 
and Simpson, 1995). In the (foveate) primate, this  correlation is less 
robust (Miles, 1974; Waespe and Henn, 1978), since the smooth 
pursuit system can modify the eye movements. Thus, the VN appear 
to represent an estimate of the eye state faithfully in the rabbit 
(because CEM are the only eye movements present), but this rela-
tion is harder to study in primates, since CEM and SP are harder 
to distinguish.

In sum, we believe that the SPFC model for the CEM accounts 
for the available data on the anatomy and physiology of the brain 
areas involved. It solves important conundrums, especially the tim-
ing of the activity of P-cells involved in CEM. While the model 
remains speculative, it seems to us to be the most reasonable basis 
for continued exploration of the neural mechanisms involved in 
stabilizing the eye during fi xation.
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(Bagnall et al., 2009). There are no reliable classifi cations of single 
cells into subgroups based solely on morphological features due 
to a considerable overlap in some of their features. For example, 
the soma size of the excitatory projection neurons ranges from 
15 to 35 microns while that of the inhibitory ones ranges from 5 
to 20 microns.

THE INPUT TO THE DCN
The DCN receive glutamatergic and GABAergic synaptic inputs, as 
well as a less-studied neuromodulatory input (see Gardette et al., 
1987; Kitzman and Bishop, 1997; Saitow et al., 2009 for serotonergic 
innervations; and Jaarsma et al., 1997 for cholinergic innervations). 
The GABAergic input arises from PC axons. The glutamatergic 
input arises from the mossy fi ber (mf) collaterals carrying informa-
tion from the spinal cord, diverse areas in the cerebral cortex (via the 
dorsal pontine nuclei) and several brainstem areas, and the climb-
ing fi ber axon collaterals – the olivo-cerebellar (oc) fi bers – which 
carry information from the IO (Kandel et al., 2000). Each type 
of input forms a different varicosity on DCN neurons, making 
it possible to sort synapses according to their origin. The largest 
portion of synaptic connections is formed by PCs [about 60–85% 
of synapses, depending on the species and method used for count-
ing (Chan-Palay, 1973b; Mezey et al., 1977; Palkovits et al., 1977; 

ANATOMY OF THE DEEP CEREBELLAR NUCLEI
TYPES OF NEURONS
The deep cerebellar nuclei (DCN) consist of three nuclei: the 
fastigial (medial) nucleus, the interposed nucleus and the den-
tate (lateral) nucleus. Together they form the sole output of the 
cerebellum. The total number of DCN neurons has been esti-
mated at about 50–100,000 (Heidary, 1972; Beitz and Chan-Palay, 
1979; Green et al., 2006). The neurons can be divided into three 
main sub-categories: excitatory projection neurons constituting 
approximately 50–60% of the population, that project to a variety 
of extra-cerebellar targets, including the cerebral cortex via the 
thalamus (Batini et al., 1992; Schwarz and Schmitz, 1997; Holdefer 
et al., 2000; Teune et al., 2000; Middleton and Strick, 2001; Dum 
and Strick, 2003; Kelly and Strick, 2003); inhibitory projection 
neurons constituting approximately 30–35% of the population, 
that project exclusively to the inferior olive (Tolbert et al., 1976; De 
Zeeuw et al., 1989; Fredette and Mugnaini, 1991); and local inhibi-
tory interneurons constituting less than 10% of DCN neurons 
(Chan-Palay, 1977; Czubayko et al., 2001; Aizenman et al., 2003). 
These three subgroups are intermixed and spatially distributed het-
erogeneously throughout the DCN (Beitz and Chan-Palay, 1979; 
Kumoi et al., 1988; Batini et al., 1992). Recently, glycinergic pro-
jection neurons unique to the fastigial nuclei have been described 
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The cerebellum has been implicated as a major player in producing temporal acuity. Theories of 
cerebellar timing typically emphasize the role of the cerebellar cortex while overlooking the role of 
the deep cerebellar nuclei (DCN) that provide the sole output of the cerebellum. Here we review 
anatomical and electrophysiological studies to shed light on the DCN’s ability to support temporal 
pattern generation in the cerebellum. Specifi cally, we examine data on the structure of the DCN, 
the biophysical properties of DCN neurons and properties of the afferent systems to evaluate 
their contribution to DCN fi ring patterns. In addition, we manipulate one of the afferent structures, 
the inferior olive (IO), using systemic harmaline injection to test for a network effect on activity 
of single DCN neurons in freely moving animals. Harmaline induces a rhythmic fi ring pattern of 
short bursts on a quiescent background at about 8 Hz. Other neurons become quiescent for long 
periods (seconds to minutes). The observed patterns indicate that the major effect harmaline 
exerts on the DCN is carried indirectly by the inhibitory Purkinje cells (PCs) activated by the IO, 
rather than by direct olivary excitation. Moreover, we suggest that the DCN response profi le is 
determined primarily by the number of concurrently active PCs, their fi ring rate and the level of 
synchrony occurring in their transitions between continuous fi ring and quiescence. We argue 
that DCN neurons faithfully transfer temporal patterns resulting from strong correlations in PCs 
state transitions, while largely ignoring the timing of simple spikes from individual PCs. Future 
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De Zeeuw and Berrebi, 1996)]. The oc fi bers constitute about 5% 
of the DCN input (Chan-Palay, 1973b; Van der Want et al., 1989). 
The number of interneuron and mf synapses onto the projection 
neurons remains unclear (see e.g., Chan-Palay, 1973b; Wassef et al., 
1986; De Zeeuw and Berrebi, 1995, 1996). The vast majority of 
axon terminals reaching the DCN form synaptic contacts on the 
glutamatergic projection neurons rather than on the GABAergic 
neurons (80% vs. 20%). This ratio is maintained regardless of origin 
(De Zeeuw and Berrebi, 1996).

The convergence–divergence ratio of different afferent inputs 
to the DCN has been estimated only for the PC-DCN pathway. 
A single PC is estimated to innervate approximately 30–40 DCN 
neurons and in turn, each DCN neuron, receives projections from 
about 600–900 PC (Chan-Palay, 1973a; Mezey et al., 1977; Palkovits 
et al., 1977). It is estimated that most of PC axons innervate both 
glutamatergic and GABAergic cells (De Zeeuw and Berrebi, 1995, 
1996; Teune et al., 1998). Generally it has been suggested that mf 
collaterals show considerable ramifi cation and a bilateral projection 
pattern in the nuclei (Shinoda et al., 1992, 2000; Wu et al., 1999) 
whereas the oc distribution is more local, generating a closed loop 
composed of the IO – cerebellar cortex – DCN – IO (Sugihara 
et al., 1999, 2001; Shinoda et al., 2000; Sugihara and Shinoda, 2004; 
Pijpers et al., 2005).

The dominance of the PC input onto the DCN seems to suggest 
that it plays a major role in modulating DCN activity compared to 
the other inputs. In the next section, we review electrophysiological 
evidence regarding the relative contribution of the different inputs 
to DCN output.

DCN ELECTROPHYSIOLOGY
Neurons in the DCN receive a wide array of inputs, both excita-
tory and inhibitory. A central question is to which extent can 
the different kinds of input shape DCN output, and whether the 
DCN is sensitive to specifi c interactions between co-occurring 
inputs from these different sources. Attaining such an under-
standing would be a signifi cant step toward underpinning the 
DCN computation.

Several studies have monitored neuronal activity from DCN 
neurons during sensory stimuli and motor activity. Neurons in the 
DCN tend to fi re spontaneously at rates >10 Hz, and can modulate 
their fi ring rates in complex ways in response to either sensory or 
motor activation (e.g., Thach, 1968, 1975; Eccles et al., 1974b,c; 
Strick, 1983; Rowland and Jaeger, 2005, 2008). Neurons exhibit 
increases and decreases in fi ring rate, suggesting that both excita-
tory and inhibitory inputs to the DCN play a signifi cant role in 
shaping its output. It is diffi cult, though, to conclude from such 
works which afferent structures and synaptic conductances gen-
erated these responses. Rowland and Jaeger (2008) have tried to 
correlate DCN fi ring profi le with the activity in different afferent 
structures. Their results suggest that IO output can substantially 
affect DCN output. Nonetheless, their olivary signal was limited 
to local fi eld potential, and the complexity of the olivo-nuclear 
connection, which has both direct and indirect paths, further com-
plicates the interpretation of such results.

Further insight into DCN processing comes from testing the 
infl uence of temporary modifi cation of the afferent systems on 
animal behavior. Injection of both GABA agonists and antagonists 

to the DCN abolishes conditioned eye blink responses (Aksenov 
et al., 2004), while blockade of fast glutamate receptors in the DCN 
have a minor effect on conditioned responses (Aksenov et al., 2005). 
These results suggest that the expression of eye blink conditioning 
depends on intact GABAergic, and not glutamatergic, pathways 
to the DCN.

DCN processing depends not only on the properties of DCN 
afferent systems but also on the biophysics of DCN neurons. One 
major observation is that the PC-DCN synapse exhibits a strong 
short-term depression (STD). STD is shown in Figure 1 in which 
a paired pulse protocol was used to stimulate the PC-DCN syn-
apse. STD ranges from 30% for a 20-Hz input to 90% for rates 
>140 Hz (Telgkamp and Raman, 2002; Pedroarena and Schwarz, 
2003). Thus, it seems that the massive PC-DCN projection is coun-
teracted by a physiological mechanism, and may not be as domi-
nant as indicated by anatomy. This may explain how neurons of 
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FIGURE 1 | Paired pulse depression (PPD) of compound PC-DCN IPSCs. 

(A) Representative example of IPSCs evoked by paired stimulation. Each trace 
illustrates the average of 25 single IPSCs evoked in a DCN by pairs of stimuli 
with different intervals applied to PC axons. Number above each trace 
indicates the interpulse interval in milliseconds. Traces corresponding to 10 
and 30 ms were obtained after subtracting the response to the 1st stimulus 
(labeled with “0”). (B,C) Time course of recovery from PPD shown at two 
different time scales. Average peak amplitude ratio (p2/p1) was plotted against 
the interpulse interval (n = 24). The curves represent a double exponential 
expression fi tted to the data. The peak amplitude of IPSCs was measured 
from the baseline to the peak of the respective IPSCs. Taken with permission 
from Pedroarena and Schwarz (2003).
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the cerebellar nuclei maintain relatively high basal fi ring rates of 
10–100 Hz (Thach, 1968; LeDoux et al., 1998; Rowland and Jaeger, 
2005) despite the convergence of many PCs each fi ring at about 
50 Hz. Nonetheless, direct stimulation of the inhibitory pathway 
at a rate above the presumed PC fi ring rate can lead to a further 
decline in DCN fi ring rate, demonstrating that changes in PC activ-
ity still have the capacity to modulate DCN activity (Telgkamp and 
Raman, 2002). Overall, PC-DCN synapses seem to exhibit larger 
sensitivity to dynamic than to steady PC activation; and despite the 
signifi cant depression at the PC-DCN synapse, PCs can provide 
effective inhibition and shape DCN fi ring patterns (Telgkamp and 
Raman, 2002; Pedroarena and Schwarz, 2003).

Synaptic depression at the PC-DCN synapse has several com-
putational implications. First, basal levels of asynchronous inhi-
bition may keep DCN neurons within their dynamic range thus 
allowing them to respond to increases, as well as decreases, in 
PC fi ring rate (Thach, 1968; Jahnsen, 1986; Gauck and Jaeger, 
2000; Telgkamp and Raman, 2002; Pedroarena and Schwarz, 2003). 
Second, the signifi cant decline in PC-DCN synaptic strength sug-
gests that although PC axons can transfer spike doublets when 
fi ring a complex spike (CS) (Khaliq and Raman, 2005; Monsivais 
et al., 2005), the DCN response to the second spike in the dou-
blet will be strongly depressed. This supports the idea that DCN 
neurons can respond only to the fi rst spike in the CS and thus 
cannot distinguish it from the arrival of SSs. If this is indeed the 
case, STD enables the IO to generate a complex spatiotemporal 

 activation of the  cerebellar  cortex including induction of LTD/LTP 
and  controlling pause duration (Mathy et al., 2009) without main-
taining the tagging of CS activity when transferred downstream to 
the DCN. The impact of the direct IO-DCN excitatory pathway 
on DCN has still to be thoroughly investigated. Last, an important 
implication of the fast depression is that DCN neurons should be 
highly sensitive to changes in the rate of PC input, as elaborated 
in the section “Discussion”.

Another observation is that DCN neurons respond to a hyperpo-
larizing current with a post-hyperpolarization rebound response, 
which plays a major part in many cerebellar theories (Medina 
et al., 2000; Kistler and De Zeeuw, 2003; Wetmore et al., 2008); 
after hyperpolarization, the membrane rapidly depolarizes and is 
capable of producing spikes at membrane potentials lower than 
prior to hyperpolarization (Figure 2). The strength of the rebound 
response increases with the amplitude (Figures 2A–C) and the 
duration (Figures 2D–F) of hyperpolarization (Jahnsen, 1986; 
Aizenman and Linden, 1999). This endows DCN neurons with 
the ability to respond to inhibitory inputs with a spiking output 
and also to respond differently to the same input depending on 
the history of synaptic input (Figures 2G,H). Thus, it is diffi cult 
to relate changes in fi ring rate to excitation/inhibition in a trivial 
way. The large temporal variability of about 50 ms in the onset 
of the rebound responses (Llinás and Muhlethaler, 1988) poses a 
problem for theories of cerebellar timing (Ivry and Keele, 1989; 
Mauk et al., 2000; Ivry and Spencer, 2004). This limitation may be 

FIGURE 2 | Responses to hyperpolarizing current pulses. (A–C) Rebound 
responses were seen after hyperpolarizing current pulses. The smallest pulse 
produced only a subthreshold depolarization. As the stimulus increased in 
amplitude an increasing number of action potentials were generated. (D–F) The 

responses were dependent on the duration of preceding hyperpolarization. More 
spikes were seen after long hyperpolarizations. (G,H) The rebound response was 
dependent on the initial membrane potential. The response was larger when the 
membrane was depolarized. Taken with permission from Jahnsen (1986).
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resolved if active depolarization occurs in these neurons instead 
of a mere return to resting potential, or by a strong, purely excita-
tory input component (e.g., Gauck and Jaeger, 2003; Rowland and 
Jaeger, 2005).

Different neuronal populations in the DCN may possess dif-
ferent biophysical machinery and fi ring properties. Attempts to 
correlate morphological features of DCN neurons such as soma 
size and shape, and dendritic arborization with electrophysio-
logical properties have until recently not been conclusive, mainly 
because of the overlap in morphological properties of different 
DCN cell types. Recently, an in vitro study that allowed separat-
ing the inhibitory projection neurons from the non-inhibitory 
ones demonstrated that a reliable classifi cation of DCN cells into 
subgroups can be achieved using a combination of several elec-
trophysiological properties (Uusisaari et al., 2007). Specifi cally, 
compared to the excitatory projection neurons, the inhibitory 
projection neurons have a lower spontaneous fi ring rate and they 
do not reach as high fi ring frequencies during depolarizing cur-
rent injections. Furthermore, these cells exhibit a longer-lasting 
rebound depolarization and associated spiking after a transient 
hyperpolarization. Increasing the temperature in vitro enhanced the 
difference in rebound fi ring between the excitatory and inhibitory 
neuronal populations. This would imply that under normal body 
temperature these differences will be further enhanced. In such a 
case, two outcomes could be expected: (1) the rather short lasting 
rebound fi ring in the excitatory projection neurons will be capable 
of reporting neuronal signals with higher temporal acuity; and (2) 
the long rebound fi ring in the inhibitory projection neurons will 
be capable of providing stable tonic GABAergic input to control 
the strength of gap junction coupling in IO neurons for long time 
periods (Jacobson et al., 2008).

To test the functional convergence of DCN afferents we used 
systemic injections of harmaline (10–15 mg/kg) to manipulate both 
the direct oc inputs to the DCN and the indirect PC input converg-
ing on the DCN (Llinás and Volkind, 1973). Harmaline, which 
serves as an animal model for essential tremor, accentuates IO sub-
threshold oscillations, thus increasing cf fi ring rate to about 10 Hz 
(De Montigny and Lamarre, 1973; Llinás et al., 1974). This mas-
sive CS activity, which occurs synchronously in PCs, signifi cantly 
decreases SS fi ring in many PCs (Lamarre et al., 1971; Llinás and 
Volkind, 1973; Llinás and Muhlethaler, 1988). We recorded DCN 
activity in freely moving rats (n = 3) using chronically implanted 
electrodes (for methods see the Figure 3 and Cohen and Nicolelis, 
2004; Jacobson et al., 2009). Preliminary results show that harma-
line induced a transition from stochastic fi ring to long periods of 
quiescence (7/12 cells) or to an ON/OFF fi ring pattern in which 
activity alternated between short bursts of action potentials and 
long quiescence periods (5/12 cells). This ON/OFF pattern repeated 
every 100–130 ms which is typical of IO interspike intervals fol-
lowing harmaline application (Llinás and Volkind, 1973; Jacobson 
et al., 2009). Neurons could alternate between the ON/OFF pat-
tern and the prolonged quiescence. In 3/12 cells, a variety of fi ring 
patterns was observed, including an increase in fi ring rate and a 
stable fi ring rate. Examples of two cells recorded prior to and after 
harmaline injection are shown in Figure 3. Similar fi ring patterns 
have previously been described in an isolated brain stem-cerebel-
lar preparation under different levels of hyperpolarization (Llinás 

and Muhlethaler, 1988). In that work, harmaline injection resulted 
in a repeating synaptic input pattern consisting of a short lasting 
(10–12 ms) excitatory post synaptic potential (EPSP) followed by a 
long lasting (80–100 ms) inhibitory post synaptic potential (IPSP). 
Occasionally DCN neurons exhibited only IPSPs, suggesting that 
the distribution of inhibitory potentials over the cerebellar nucleus 
is broader than that of the excitatory oc potentials (Llinás and 
Muhlethaler, 1988). This in turn suggests that the direct effect of 
IO on DCN via oc collaterals is probably more restricted than the 
IO broad effect via PCs. The extent and conditions under which 
direct oc input can induce an excitatory response in DCN neurons 
remain to be determined.

DISCUSSION
Information processing depends on structural anatomy, intrinsic 
properties of the neuronal elements and network dynamics. In this 
review, we summarize the major points relating to these aspects of 
DCN processing and further provide initial results relating to DCN 
network performance by examining harmaline-induced changes 
in DCN activity in freely moving animals.

At fi rst glance, it seems likely that as a result of the increase in 
IO fi ring induced by harmaline (Lamarre et al., 1971; Llinás and 
Volkind, 1973; Llinás and Muhlethaler, 1988) activity in the DCN 
would be enhanced signifi cantly via two different pathways: (1) exces-
sive activation of oc collaterals is expected to excite DCN neurons 
and (2) cf activation of PC, which decreases signifi cantly the fi ring 
of SS (Lamarre et al., 1971; Llinás and Volkind, 1973; Llinás and 
Muhlethaler, 1988), is expected to decrease PC fi ring rate and thus 
indirectly disinhibit the DCN. Our results, however, suggest that the 
effect of the IO on DCN fi ring is not as trivial. Instead of increasing 
their fi ring rate after harmaline application, 75% of the recorded the 
DCN neurons became quiescent or exhibited rhythmic ON/OFF 
fi ring patterns entrained to IO fi ring. Two neural mechanisms that 
are not mutually exclusive can induce the ON response: (1) direct 
activation of synchronous oc collaterals, and (2) rebound fi ring in 
the DCN. Evidence for a role for rebound fi ring in shaping the ON 
response comes from Llinás and Muhlethaler (1988), showing that 
the duration of the ON response is signifi cantly longer than that of 
the IO mediated EPSP and that strong phasic fi ring occurs following 
hyperpolarizing current injection. On the other hand, rebound fi ring 
has been questioned in vivo (Alvina et al., 2008) and there exists evi-
dence for direct IO-DCN excitation (Eccles et al., 1974a,b; Rowland 
and Jaeger, 2005). The physiological conditions under which rebound 
fi ring manifests itself and the degree to which direct IO excitation 
can drive DCN neurons remain to be elucidated.

The paradoxical silencing of DCN neurons by harmaline can 
be attributed to several mechanisms: (1) inhibition exerted by 
cf-activated PCs; (2) effective recruitment of local DCN interneu-
rons; or (3) depolarization block resulting from the reduction in 
PC fi ring. There is currently no clear evidence for any of these 
options. Local interneurons constitute a small group of DCN neu-
rons, and their role so far remains unknown. Depolarization block 
has been reported only incidentally (Pugh and Raman, 2009), and 
the conditions under which it would manifest itself are yet to be 
determined. As for the inhibition exerted by cf-activated PCs, it 
is possible that the infrequent complex spikes produced by PCs 
on a silent background allow the PC-DCN inhibitory synapses to 
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FIGURE 3 | DCN neurons exhibit typical fi ring patterns following harmaline 

injection. (A,B) An example of a tonically fi ring neuron (A) that became almost 
completely quiescent after harmaline injection (B). (C,D) An example of a 
tonically fi ring neuron (C) that exhibited an ON/OFF fi ring pattern after harmaline 
injection (D). (E) Time expansion of the marked section in (D) showing the 
typical cycle of the ON/OFF pattern. Small bars above the trace mark the sorted 
spikes. The surgical procedure has been described in detail (Cohen and Nicolelis, 
2004; Jacobson et al., 2009). In brief, adult Long Evans male rats weighing 350–
500 g (Harlan, Indianapolis, IN, USA) were initially sedated by 5% isofl urane and 

then injected i.m. with ketamine HCl and xylazine HCl (100 and 10 mg/kg, 
respectively). Supplementary injections of ketamine and xylazine were given as 
required. The skull surface was exposed and a craniotomy, slightly larger than 
the electrode array, was performed above the medial and interposed nuclei. 
Center of implant was at −11.3 mm posterior to bregma, 1.5 mm lateral to the 
midline (coordinates taken from Paxinos and Watson, 1998). Arrays of 16 
electrodes were lowered 4 mm from the surface of the brain and fi xed using 
dental cement. Rats were allowed at least 2 weeks of recovery prior to 
recording. Electrode location was verifi ed using histology.
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recover and exert a stronger inhibitory effect. This recovery by itself 
may not be enough, as in vitro studies have shown that inhibition 
grows with PC rate, despite STD. However, if complemented by 
harmaline induced recruitment of PCs that are normally silent, 
PC-DCN release-from-depression by CS activity may turn out to 
be highly effective.

What generates the heterogeneity in DCN responses to harma-
line injection? The quiescent and rhythmic DCN neurons under 
harmaline (see Figure 3) may differ in the degree of synchronicity 
between the PCs that drive them, or simply in the number of rhyth-
mic PCs impinging upon them at a given time. If the CS signals 
reach the DCN almost simultaneously, inhibition strength may 
wear off before the next CS, thus allowing for a rebound response. 
If on the other hand, CS signals arrive asynchronously throughout 
IO cycle, the inhibitory time-course will be smoothed, prevent-
ing rebound fi ring throughout the oscillatory cycle. Both zero lag 
(synchronous) and non-zero lags (asynchronous) IO activity cor-
relations have been reported in vivo (Sugihara et al., 1993, 1995; 
Lang, 2001, 2002; Jacobson et al., 2009), providing a substrate for 
these two fi ring patterns. Alternatively, DCN neurons that receive 
less inhibition may be able to respond to the direct IO-DCN excita-
tory input, while strongly inhibited neurons may not.

What interplay between DCN afferents and biophysical prop-
erties would best account for the fi ring patterns observed in the 
absence of harmaline? The fi ring patterns observed in DCN in 
vivo suggest that the properties of the different afferent inputs and 
the biophysics of DCN neurons interact in complex ways to form 
the DCN output. Evidence exists for the involvement of all affer-
ent structures in shaping DCN output (Thach, 1968; Eccles et al., 
1974a,b; Strick, 1983; Rowland and Jaeger, 2005, 2008; Ohyama 
et al., 2006). The contribution of PCs to DCN fi ring is particularly 
interesting because PCs participate in the feedback loops involving 
both excitatory cerebellar afferents. Our results may indicate that 
normal cerebellar activation involves strong PC activation that in 
turn can bidirectionally modulate DCN fi ring.

To effi ciently activate phasic fi ring in DCN neurons, converging 
PCs must start at a high fi ring rate to evoke hyperpolarization and 
cease fi ring synchronously to instantly remove inhibition and evoke 
a rebound response. Interestingly, increased synchrony has been 
reported in PCs following sensory stimulation (Schultz et al., 2009). 
Although the precise numbers are hard to pin down, we suggest that 
the fi ring patterns in DCN are controlled primarily by the number 
of concurrently active PCs, their fi ring rate and level of synchrony 
in the transition from continuous fi ring to quiescence.

Two plausible mechanisms may underlie synchronized inter-
missions lasting tens of milliseconds to seconds in PCs: (1) transi-
tion between states in bistable PCs imposed by synchronized IO 

activity (Loewenstein et al., 2005; Jacobson et al., 2008; Yartsev 
et al., 2009), and (2) generation of pauses in SS fi ring in several 
PCs simultaneously by synchronized activation of molecular 
layer interneurons forming an effi cient inhibitory network via 
gap junction (Mann-Metzer and Yarom, 1999; Mittmann et al., 
2005). Analysis of SS activity in anesthetized animals reveals 
high synchrony prior to the occurrence of a pause (Shin and De 
Schutter, 2006; De Schutter and Steuber, 2009). This short lasting 
synchrony indicates that many PCs undergo an intermission in 
fi ring at the same time, thus generating an accurate timing signal 
marking the imminent removal of the sustained PC inhibition 
from DCN neurons.

The two mechanisms proposed for DCN disinhibition – SS 
pauses and PC bistability – differ in their duration. Short, pause-
induced intermissions may disinhibit DCN neurons just enough 
to generate a short burst of activity, while longer, state-transition 
intermissions may enable prolonged DCN fi ring which in turn 
can decouple IO neurons and reselect functional subgroups with-
in it (Llinás, 1974; Llinás et al., 1974; De Zeeuw et al., 1989, 1993, 
1997; Llinás and Sasaki, 1989; Lang et al., 1996; Placantonakis 
et al., 2006).

FUTURE DIRECTIONS
Despite signifi cant advances in the last decades, the current under-
standing of DCN function is partial, and lags behind the research 
of the cerebellar cortex. Considering the crucial position of the 
DCN as the output station of the entire cerebellar circuit, improv-
ing our understanding of DCN function should be a central goal 
of cerebellar research.

Filling in the gaps in anatomical and physiological knowledge of 
the DCN is an important task but we believe that good hypotheses 
are necessary in order to interpret the data and design experiments 
that easily distinguish between different hypotheses.

We suggest two experiments that directly arise from our hypoth-
esis that PC state transitions determine DCN output. The fi rst 
is to monitor the activity of a DCN neuron simultaneously with 
its afferent PCs, and test the relationship between state transitions 
and DCN fi ring. The other is to study the effect of IO decoupling 
on DCN output. We expect IO decoupling to desynchronize state 
transitions in neighboring PCs leading to a smoothing of fi ring 
patterns in the DCN. We believe that in the upcoming decade, the 
DCN may stop stuttering and start telling a story.
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PURKINJE CELL BI-STABILITY
PC bi-stability is readily observed in intra- and extra- cellular 
recordings in both in vitro and in vivo preparations. In slice prepa-
rations it is occasionally periodic, where the state durations are on a 
time scale of seconds (Figure 1A). An epoch of up state (Figure 1A 
lower trace) starts with a slow membrane depolarization that upon 
reaching threshold elicits a prolonged fi ring period characterized 
by initial fast rate that slowly settles to a steady state fi ring fre-
quency with different degrees of regularity (see below). The fi r-
ing epoch terminates abruptly where the membrane potential is 
rapidly hyperpolarized below the original level. The membrane 
potential (after omitting action potentials) attains two distinct 
levels. In the example shown in Figure 1A an average value of 
−57 mV was observed during the down state, whereas the depo-
larized up state was ∼−47 mV (Figure 1B). Similar behavior can 
be observed when the activity of a single PC is extracellularly 
monitored (Figure 1C). The alternation between fi ring and qui-
escent epochs on time scales of seconds is a robust feature of the 
activity. As with the intracellular recording, a fi ring epoch starts 
abruptly with a high fi ring rate that quickly settled to a somewhat 
lower frequency of various regularities. In contrast to the intracel-
lular recording, here the bi-stability is quantifi ed by calculating 
the instantaneous fi ring frequency. The distribution of the fre-
quencies (Figure 1D) shows that almost half of the time the cell 
is quiescent, whereas when it is active, it tends to fi re at 20–30 Hz. 
Several lines of evidence support the intrinsic origin of PC bi-
stability. First, brief intracellular current injections are suffi cient 
to induce state transitions (see Figure 3). Second, a dc current 

INTRODUCTION
Like most neurons, Purkinje cells (PCs) are classically described as 
stable electrical elements where the resting potential is continuously 
interrupted by synaptic potentials. Once the synaptic potentials 
reach a certain threshold, an action potential is generated. This 
somewhat simplistic description implies that the fi ring rate of a 
cell mirrors its synaptic input. This view of PCs has recently been 
challenged by the fi nding that they operate as bi-stable elements. 
PCs seem to have two stable levels of membrane potential: a hyper-
polarized state that is devoid of simple spike fi ring (down state), 
and a depolarized state in which the cell spontaneously fi res at high 
frequencies even in the absence of any synaptic input (up state) 
(Williams et al., 2002; Loewenstein et al., 2005; Fernandez et al., 
2007). Hence, PC fi ring rate does not refl ect a simple summation of 
its inputs. This alternative view of PCs is not commonly accepted. 
De Zeeuw and colleagues reported that although bimodal distri-
butions of fi ring rate are frequently encountered in anesthetized 
animals, PCs switch to a continuous fi ring mode once the anesthesia 
is removed (Schonewille et al., 2006). Conversely, recordings from 
awake, restrained cats demonstrated that ∼50% of the cells exhibit 
bi-modal fi ring dynamics (Yartsev et al., 2009), and preliminary 
results also documented bi-modal fi ring of Purkinje cells in freely 
moving rats (Lev et al., 2006). One way to reconcile these contradic-
tory reports is to assume that the balance between continuous and 
bi-modal fi ring is modulated by the behavioral state of the animal 
such as exploration, stress or alertness. In the following we describe 
the phenomenon of bi-stability and its effect on the responses of 
PCs to synaptic inputs.

Regularity, variability and bi-stability in the activity of 
cerebellar Purkinje cells
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Recent studies have demonstrated that the membrane potential of Purkinje cells is bi-stable and 
that this phenomenon underlies bi-modal simple spike fi ring. Membrane potential alternates 
between a depolarized state, that is associated with spontaneous simple spike fi ring (up state), 
and a quiescent hyperpolarized state (down state). A controversy has emerged regarding the 
relevance of bi-stability to the awake animal, yet recordings made from behaving cat Purkinje 
cells have demonstrated that at least 50% of the cells exhibit bi-modal fi ring. The robustness 
of the phenomenon in vitro or in anaesthetized systems on the one hand, and the controversy 
regarding its expression in behaving animals on the other hand suggest that state transitions 
are under neuronal control. Indeed, we have recently demonstrated that synaptic inputs can 
induce transitions between the states and suggested that the role of granule cell input is to 
control the states of Purkinje cells rather than increase or decrease fi ring rate gradually. We have 
also shown that the state of a Purkinje cell does not only affect its fi ring but also the waveform 
of climbing fi ber-driven complex spikes and the associated calcium infl ux. These fi ndings call 
for a reconsideration of the role of Purkinje cells in cerebellar function. In this manuscript we 
review the recent fi ndings on Purkinje cell bi-stability and add some analyses of its effect on 
the regularity and variability of Purkinje cell activity.
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injection that hyperpolarizes the membrane potential maintains 
the cell in the down state and does not reveal any bi-modal inputs 
(Loewenstein et al., 2005), and third, the spontaneous fi ring rate 
of PCs is not altered by synaptic blockers (Cerminara and Rawson, 
2004). Yet, synaptic inputs may still affect the timing of spikes. As 
intrinsic fi ring is expected to be regular, we estimated the fi ring 
regularity during up states using CV

2
 analysis (Holt et al., 1996). 

As shown in Figure 2, simple spike fi ring is rather regular both 
in vitro (Figure 2A) and in vivo (Figure 2C). The mean CV

2
 value 

in vitro was 0.25 ± 0.03, indistinguishable from the CV
2
 values 

obtained in vivo (0.26 ± 0.03, p > 0.5; Figure 2D). The regularity 
of fi ring was also examined by plotting the relationship between 
consecutive ISIs (Figure 2A1). Most of the ISIs were in the range 
of 20–40 ms however occasional prolonged ISIs were observed. 
These prolonged ISIs were accompanied by hyperpolarizations, 
suggesting the involvement of spontaneous IPSPs (see inset in 
Figure 2A). To test this possibility we measured the effect of 
gabazine (0.5 µM) on fi ring regularity. Although the maximal fi r-
ing frequency was not affected by gabazine, a signifi cant increase 
in fi ring regularity was observed (Hausser and Clark, 1997). In the 

example shown in Figure 2 the prolonged ISIs and the accompa-
( snoitaziraloprepyh  dein Figure 2A) were absent in the presence of 

GABAzine (Figure 2B), and accordingly the CV
2
 value was reduced 

from 0.45 to 0.19. These observations lead to the conclusion that 
the fi ring during the up state in vitro is intrinsically generated and 
can be modulated by inhibitory synaptic potentials.

STATE TRANSITIONS
The intrinsic bi-modality of simple spikes implies that PC inputs 
to the cerebellar nuclei (CN) are binary signals and therefore can 
report the PC state but not individual synaptic events. Nonetheless, 
for these signals to be meaningful, the transitions between the 
states should be governed by synaptic inputs. Indeed, a variety 
of input signals are extremely effi cient in inducing state transi-
tions (Figure 3). Interestingly, most of these signals can induce 
both upward and downward shifts. For example, a brief hyper- or 
depolarizing current injection during a down state will shift the 
membrane potential to an up state whereas the same current dur-
ing an up state will shift the cell to a down state (Figures 3A,B). 
Similarly, climbing fi ber (CF) inputs can induce bi-directional state 

FIGURE 1 | PC bi stability recorded intracellularly in a cerebellar slice (A) 
and extracellularly in a ketamine anesthetized rat (C) (see Tal et al., 2008 for 
methods). An epoch of up state (marked by horizontal bars in the upper traces) 

is displayed on an extended time scale in the lower traces in (A) and (C). 
(B,D) Show the percentage of time spent in each membrane potential (B) and 
instantaneous frequency (D).
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FIGURE 2 | The regularity of PC fi ring during upstate. (A,B) Traces 
showing the up state fi ring of a PC in a slice preparation (see Tal et al., 
2008 for methods) before (A) and after (B) application of GABAzine 
(0.5 µM). Inset in (A) shows examples of the IPSPs in the original trace 
in an expanded scale. (A1,B1) the relations between consecutive ISIs 

before (A1) and after (B1) GABAzine application constructed from 2 min of 
recordings of the same cells as in (A) and (B). (C) Two extreme examples of 
the most non-regular (left) and the most regular (right) units that were 
recorded in an anesthetized rat in vivo. (D) The average CV2 values obtained 
in vitro and in vivo n = 12 and 6, respectively.
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FIGURE 3 | State transitions can be induced by current injections (A,B) 
synaptic inputs (C,D) or can occur spontaneously (E). (A) A 35-ms 
depolarizing current pulse of 100 pA induced a transition to an up state (left) and 
to a down state (right). (B) The same as in (A) for a hyperpolarizing current pulse. 
(C) Transitions induced by CSs that were evoked by stimulating the white matter 
just below the recorded PC. (D) State transitions induced by stimulating the 

granule cells (left) and the molecular layer interneurons (MLIs; right). For granule 
cells activation the stimulating electrode was placed at the granular layer just 
below the recorded PC and for activation of the MLIs the electrode was placed 
either in the molecular layer or in the granular layer laterally to the recorded PC. 
(E) Spontaneous transitions. All traces were obtained with whole cell recordings 
in slice preparations (see Tal et al., 2008 for methods).
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Isope and Barbour, 2002; Sims and Hartell, 2005, 2006; Rokni et al., 
2007; Lu et al., 2009; Walter et al., 2009). Thus, a mossy fi ber input 
can, theoretically, generate a spatially organized patch of PCs in 
their up state. It follows that the role of the mossy fi bers input onto 
PCs is to induce state transitions rather than control their fi ring 
rate or spike timing.

STATE DEPENDENCE OF COMPLEX SPIKE WAVEFORM
As described above the climbing fi ber (CF) input into PCs can 
induce state transitions. This is not surprising since this unique 
input is one of the most powerful synapses in the nervous system. 
Activation of the CF input results in an all-or-none response known 
as a complex spike (CS) (Eccles et al., 1966). In contrast to the brief 
simple spike, the complex spike consists of a large initial spike 
followed by a train of secondary spikes or wavelets. This complex 
response, which occasionally appears in the form of a voltage ripple, 
is triggered by an enormous synaptic potential generated by the 
activation of hundreds of synaptic releasing sites (Rossi et al., 1993). 
The exceptionally high quantal content of this synapse ensures very 
small variations in the amplitude of the synaptic current triggered 
by a single pre-synaptic action potential. Nevertheless, as shown 
in Figure 4A the response is state dependent, being longer at the 

transitions (Figure 3C). In fact transitions are so easily induced that 
they occasional occur spontaneously (Figure 3E). In a recent study 
we showed that the mossy fi ber – granule cell input can also induce 
bi-directional transitions (Jacobson et al., 2008). Transitions from a 
down to an up state occurred when an excitatory granule cell input 
was activated, while transitions from an up to a down state occurred 
when the molecular layer interneurons were activated (Figure 3D). 
We found that the probability of transitions induced by granule 
cell inputs is tightly linked to EPSP amplitude. At high stimulation 
intensity that generated an EPSP of ∼15 mV and usually elicited an 
action potential, transitions from down state to up state occurred 
at 74% and transitions from up state to down state at 62%. At low 
stimulation intensity that generated an EPSP of ∼8 mV and only 
occasionally an action potential, transitions from down state to up 
state occurred at 19% and transitions from up state to down state 
at 3%. It is important to note that transitions were not limited to 
stimulations that directly triggered an action potential.

There is ample evidence to support the idea that a signifi cant 
excitatory input to PCs is organized along the ascending branch 
of the granule cell axons whereas the inhibitory input, presumably 
activated by the same mossy fi bers, are likely to be most effective 
at the perimeter of the excitatory input (Cohen and Yarom, 1998; 

FIGURE 4 | Variability of the CS waveform. (A) Examples of CSs recorded 
from 3 PCs in slice preparation. The superimposed traces represent CSs that 
were elicited by stimulating the white matter below the recorded PC. Note the 
variable waveform and the changes in the resting potential just before the onset 

of the CSs. (B) Examples of spontaneously occurring CSs recorded from 3 PC in 
anesthetized rats. Note the limited variability of the initial part of the waveform 
as opposed to the extensive variations in the late wavelets (fi gure modifi ed from 
Tal et al., 2008).

69

http://www.frontiersin.org/cellular_neuroscience
http://www.frontiersin.org/
http://www.frontiersin.org/Cellular_Neuroscience/archive


Frontiers in Cellular Neuroscience www.frontiersin.org November 2009 | Volume 3 | Article 12 | 

Rokni et al. The consequences of PC bi-stability

during the up state were smaller than those occurring during the 
down state. In contrast, the Ca++ signals at the dendritic level were 
larger in the up state than in the down state.

Here, we examined the trial by trial variability of the Ca++ wave-
form. Generally speaking, Ca++ signals covaried in different areas 
of the dendritic tree. However there were some exceptions. One of 
these is shown in Figure 5. This PC had two dendrites emerging 
from the cell body (Figure 5A). Fluorescence was averaged in each 
dendritic region of interest (ROI) (Figure 5A) to generate the tran-
sients shown in Figures 5B,C. Comparing the amplitudes of these 
transients in the two dendrites (Figure 5D) revealed that: (a) There 
are signifi cant trial by trial changes in the amount of Ca++ infl ux, 
and (b) The variations occurred independently in the two branches 
of the dendritic tree; and (c) Although most of the variability in 
the right dendrite could be attributed to noise, variability in the 
left dendrite clearly exceeded the noise level. This spatial specifi city 
is most likely determined by interneuron activity (Callaway et al., 
1995). We concluded that the variability in the Ca++ signal can only 
partially account for the variability of the CS waveform and that 
the mechanisms underlying the variations in CS waveforms differ 
from the mechanisms that induce variation in the dendritic Ca++ 
signals (see Callaway et al., 1995; Davie et al., 2008).

CONCLUSIONS
THE CONTROVERSY OVER PURKINJE CELL BI-STABILITY
Although it has become widely accepted that PCs fi re intrinsically 
and do not refl ect granule cell inputs in a simple manner, the exact 
nature of PC fi ring is a matter of controversy. This controversy 
cannot be attributed only to differences in preparations, condi-
tions or anesthesia, as even in slices the descriptions of PC fi ring 
range from tonic fi ring (Williams et al., 2002; Schonewille et al., 
2006), through bi-stable (Loewenstein et al., 2005; Tal et al., 2008), 
to tri-stablel (Womack and Khodakhah, 2002). These differences 
are partially due to terminology or the investigators point of view. 
For example, bi-modal fi ring of PCs has been described already 
by Bell and Grimm (1969) in the late 1960s, and later again by 
Llinas and Sugimori (1980) and yet these authors have not used 
the term bi-stability. In addition to these technicalities that may 
generate an apparent controversy, real differences in physiological 
observations have been reported. These differences can be attrib-
uted to a different state of the system. For example different levels 
of neuromodulators may either induce a bi-stable state or alterna-
tively abolish it. Indeed Williams et al. (2002) show that serotonin 
transforms tonic fi ring PCs in vitro to bi-stable cells. In our hands 
PCs can be transformed from bi-stable to tonic fi ring and back by 
application of small dc currents. Further investigations are needed 
in order to unravel how the modulation of intrinsic fi ring of PCs 
serves behavior.

FUNCTIONAL IMPLICATIONS OF PC BI-STABILITY
The involvement of the cerebellum in temporal coordination 
of motor tasks as well as in a variety of behavioral paradigms is 
well documented (Ivry et al., 1988; Timmann et al., 1999, 2001; 
Zackowski et al., 2002; Ackermann, 2008; O’Reilly et al., 2008). 
These paradigms typically require representation of temporal 
information in timescales of tens to hundreds of milliseconds. The 
capacity of PCs to attain prolonged fi ring states endows the system 

depolarized state. The trial by trial changes in the CS waveform, 
despite the invariability of the underlying synaptic potential, sug-
gests that it is governed by the cell’s current excitability state. Similar 
variation in the CS waveform has been observed in in-vivo extra-
cellular recordings (Figure 4B). These variations, which have been 
previously reported (Gilbert and Thach, 1977; Llinas and Sugimori, 
1980; Callaway et al., 1995; Hansel and Linden, 2000; Servais et al., 
2004; Khaliq and Raman, 2005; Loewenstein et al., 2005; Sacconi 
et al., 2008; Zagha et al., 2008) may refl ect the effect of the PC 
state on the response. However, under in vivo conditions other 
parameters contribute to these variations. For example it has been 
recently demonstrated that the prolonged olivary action potential 
generates a short burst of action potentials that propagates all the 
way to the cerebellar cortex. The number of action potentials will 
undoubtedly change the CS waveform although this effect will be 
diminished due to synaptic depression (Eccles et al., 1966; Dittman 
and Regehr, 1998). Nevertheless the state of the PC is bound to 
exert its modulatory effect on the response whether it is evoked 
by a single spike or a burst of spikes. Furthermore, it is likely that 
long term changes in the synaptic potential such as different levels 
of potentiation or depression of the CF–PC synapses contribute to 
alterations of the CS waveform on a longer time scale (Hashimoto 
and Kano, 1998; Hansel and Linden, 2000; Weber et al., 2003).

The variability in CS waveform is demonstrated in Figure 4 
for intracellular recordings in slice preparation (Figure 4A) and 
extracellular recordings in anesthetized rats (Figure 4B). Signifi cant 
variation in the waveform duration was observed in both modes 
of recordings. The variability in duration is due to variability in 
both the number of wavelets and their duration. In a recent study 
(Tal et al., 2008), we explored whether bi-stability could account 
for the variability in CS waveform. We found that indeed there is a 
signifi cant difference between the CSs generated during the up state 
and those generated during the down state. The difference between 
these groups lies in the amplitude of the initial overshooting action 
potential and the amplitude and dynamics of the subsequent train 
of wavelets (Tal et al., 2008). Following this study we concluded that 
indeed the CS waveform is state dependent but the characteristics 
of this dependence are cell specifi c.

STATE DEPENDENT CA++++ SIGNALING
The rather long durations of the up state, suggest that the dynam-
ics of calcium current and intracellular calcium concentration 
([Ca++]), may be involved in the mechanism underlying the for-
mation of the state as well as the state transitions. [Ca++] is a mul-
tifunctional parameter that participates in a variety of processes 
including synaptic release (Simon and Llinas, 1985; Mulkey and 
Zucker, 1993), direct activation of K currents (Meech and Standen, 
1974; Yarom et al., 1985), and long term modulation of synaptic 
effi cacy (Christie et al., 1996; Ito, 2001; Sjostrom and Nelson, 2002). 
Therefore we have recently examined the dynamics of [Ca++] in the 
two states and the effect of these states on synaptically evoked Ca++ 
infl ux (Rokni and Yarom, 2009). Using Ca++ imaging to record the 
changes in [Ca++], we found that epochs of up states are associated 
with a somatic increase in [Ca++], resembling the increase in [Ca++] 
induced by intracellularly evoked bursts of Na+-spikes (Lev-Ram 
et al., 1992). We further demonstrated that the Ca++ signal associ-
ated with CSs is state dependent. At the somatic level the Ca++ signals 
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with intrinsically generated prolonged timescales without the need 
for a continuous synaptic input. We showed that the fi ring during 
these states has a certain degree of irregularity. This irregularity has 
recently been suggested to encode meaningful information (Steuber 
et al., 2007; De Schutter and Steuber, 2009). However, the ability of 
the PC-CN synapse to reliably transmit this information is an open 
question. A partial answer to this question can be found in numer-
ous reports on the properties of the PC-CN synapse (Aizenman 
et al., 2000; Kreiner and Jaeger, 2004; Telgkamp et al., 2004). This 
synapse is characterized by the rapid depression of its effi cacy upon 
high frequency stimulation. Thus it is expected that during PC up 
states the amplitude of the PC-CN synaptic potential will decrease 
to about 50% of its original value (Telgkamp and Raman, 2002; 
Pedroarena and Schwarz, 2003). Furthermore, because of the mas-
sive convergence of hundreds of PC axons onto each CN neuron, 
the ability of this synapse to transmit the information encoded in 
the inter spike intervals (ISIs) of PC simple spikes fi ring, is severely 
limited. Since there is no indication for tight correlation in simple 
spike timing in neighboring PCs, we conclude that if the irregularity 
encodes information it cannot be read by CN neurons. The massive 

convergence of PC axons in the CN also raises doubts about the 
ability of CN neurons to resolve changes in PC fi ring within the up 
states. This issue has been discussed by Jacobson et al. (2008).

We have recently suggested a conceptual framework in which the 
olivo-cerebellar system serves as a generator of temporal patterns. 
These patterns, which are needed to perform specifi c behavioral 
tasks, are the product of the oscillatory activity in the inferior olive 
and the bi-stability of PC fi ring (Jacobson et al., 2008). Accordingly, 
the onset and duration of the oscillatory activity in the inferior olive 
is administrated by the fi ring states of the PCs. The spatial arrange-
ment of the fi ring states, which is organized by mossy fi ber inputs, 
governs olivary activity via the GABAergic projection neurons of 
the CN. According to this framework the information delivered by 
PCs is the onset and duration of the fi ring states rather than the 
irregularities of the inter-spike intervals.

STATE TRANSITIONS
The induction of state transitions by a variety of input signals 
indicates that indeed PC states are under strict neuronal control 
and therefore likely to contain valuable information. The most 

FIGURE 5 | Independence of Ca++ transients in two dendrites. (A) An image 
of a PC with two dendrites emerging directly from the soma. (B,C) 27 
superimposed Ca++ transients recorded at 2.5 ms/frame at the right (B) and left 

(C) dendrites (ROIs marked by the red ovals in (A); see Rokni and Yarom, 2009 
for methods). (D) A scatter plot of the relationship between the amplitudes of 
the Ca++ transients at the right and left dendrites.
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 interesting mode of control is that of the mossy fi bers. Here the 
direct excitatory input, via the granule cells, can shift the PCs to their 
up state, while the indirect inhibitory input via the MLI can shift 
the cells to their down state or alternatively prevent the shift to an 
up state. The spatial organization of these two inputs to the cerebel-
lar cortex as well as their temporal relationships will undoubtedly 
generate a specifi c spatial organization of the PC states. This spatial 
organization will be determined by the effi cacy of the parallel fi ber 
input. The well documented long term plasticity of the parallel fi b-
ers input into PCs offers an additional possibility to this scheme. It 
implies that the specifi c spatial organization is a dynamic feature that 
is molded by experience. Plasticity at the mossy fi ber granular cell 
synapse (Mapelli and D’Angelo, 2007) can contribute to the dynamic 
control of the spatial organization of PC states. These possibilities 
are in line with the commonly accepted notion that the cerebellum 
is the site of learning and storage of motor skills. The spatial and 
temporal distributions of the fi ring states of PCs that are formed by 
the CF input, have completely different properties. The isochronic 
organization along the parasagittal plane is a rather rigid organiza-
tion. The effectiveness of this input in upswing shifts renders this 
input a somewhat different role. A tempting possibility is that the 
shifts induced by the CF input serve in emergency situations where 
rigid, fast and instinctive measures are to be implemented.

It is interesting to note that all types of synaptic inputs can 
operate as toggle switches, inducing bi-directional transitions. It 
follows that the response of a PC to synaptic input (the direction 
of state transition) depends on the current state. For example the 
response of a quiescent PC to a CF input would be a transition to 
the up state and prolonged fi ring. Conversely, in the up state the 
same PC may respond to the CF input by seizing fi re. Hence to 
reach a particular spatial organization of fi ring states the input has 
to be designed according to the current situation. In other words 
the ‘designer’ of the input should know the current state of the 

cells. Such knowledge is most unlikely. An alternative possibility 
is that the effi ciency of an input to shift the state of the neuron 
depends on its state. The slow processes that are responsible for 
the spontaneous transitions suggest that the threshold for transi-
tions decreases with time and thus the state itself may determine 
the threshold. This is supported by the observation that the ability 
to shift state, depends on the time of the input relative to the onset 
of the state. Thus, a depolarizing input from down state that shifts 
to an up state is more effi cient the longer the cell has been in the 
down state. The ease in which each input shifts PCs between states 
needs a thorough examination and characterization.

THE STABILITY OF THE INPUT SIGNAL
As stated above, in order to reach a particular spatial organiza-
tion of fi ring states, the response to a specifi c input has to be state 
dependent. In previous work we demonstrated that the response to 
a CF input is state dependent. During a depolarizing state complex 
spikes tend to be prolonged (Tal et al., 2008) and are associated with 
differential changes in the calcium infl ux (Rokni and Yarom, 2009). 
A dendritic increase in calcium infl ux was observed during the up 
state whereas a decrease was observed at the soma. Here we further 
investigated the calcium infl ux associated with the response to CF 
inputs. First we demonstrated that there is a trial by trial variability 
in the amount of calcium infl ux that seems to be independent of 
the variability in the voltage responses. Second, we presented a spe-
cifi c example of the independent variability of calcium infl ux that 
occurred in two dendrites of the same PC. Together these observa-
tions suggest that the calcium infl ux in response to CF inputs is 
modulated by both, the inhibitory network of the molecular layer 
interneurons and the PC’s membrane potential. These two modes 
of modulation of the calcium infl ux, can furnish the system with 
the ability to organize the spatial distribution of the fi ring state 
independently of the current states.
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the mouse eyeblink trace than in those of the other mammals. Until 
now these startle and fear responses seem to be neglected and are 
poorly described. However, before we can evaluate the contribution 
of specifi c cerebellar molecular mechanisms to the eyeblink condi-
tioning learning process, a systematic description and unambiguous 
interpretation of these different peaks in the mouse eyeblink trace 
is required. In this review we will fi rst evaluate the main studies 
that have identifi ed the underlying circuitries of conditioned eye-
lid responses, auditory startle refl exes, and conditioned cued fear 
responses in mammals other than the mouse (part Neural Circuitries 
Underlying Delay Eyeblink Conditioning, Auditory Startle Refl exes, 
and Cued Fear Conditioning in Non-Murine Animals). Then, based 
on the characteristics of the responses in mice (parts Eyeblink 
Conditioning in Mice, Auditory Startle Refl exes in Mice and the 
Optimal CS for Eyeblink Conditioning, Cued Fear Conditioning in 
Mice and Similarities with Eyeblink Conditioning), we will propose 
how different networks, including the thalamo-amygdalar, pontocer-
ebellar, and olivocerebellar systems, can contribute in an integrated 
fashion to different peaks in the conditioned mouse eyeblink trace 
(part The ACDC model: An Integrated Hypothesis of Eyeblink 
Conditioning in Mice).

NEURAL CIRCUITRIES UNDERLYING DELAY EYEBLINK 
CONDITIONING, AUDITORY STARTLE REFLEXES, AND CUED 
FEAR CONDITIONING IN NON-MURINE ANIMALS
EYEBLINK CONDITIONING
During classical conditioning of the eyeblink and/or nictitating 
membrane response1 the CS is usually provided by an auditory tone 
and the US by a periocular electrical stimulation (Gormezano et al., 

INTRODUCTION
Ever since Ivan Pavlov described the phenomenon of classical 
 conditioning at the beginning of the 20th century (Pavlov, 1927), 
it has been widely used as a formalized training paradigm to study 
learning and memory formation. The simplicity of the paradigm is 
attractive: during training a behaviorally neutral stimulus, the con-
ditioned stimulus (CS), is repeatedly followed by an unconditioned 
stimulus (US) that evokes a particular refl ex, the unconditioned 
response (UR). This paired presentation of stimuli during train-
ing sessions gradually leads to the development of a conditioned 
response (CR), which is the refl ex in response to the previously 
neutral CS. The pairings of the CS and US can occur in a delay or a 
trace conditioning paradigm. In a delay paradigm the CS precedes 
the US several hundred milliseconds and the stimuli temporally 
overlap and co-terminate. In a trace paradigm the CS is followed by 
a stimulus free interval before the US is presented (Pavlov, 1927).

One extensively studied form of classical conditioning is delay 
eyeblink conditioning. Work done in cats, rabbits, ferrets, and rats 
indicates that the cerebellum plays an essential role in eyeblink condi-
tioning (see Eyeblink conditioning). The advent of mouse transgenics 
has opened up the possibility to further investigate the molecular 
and network mechanisms underlying eyeblink conditioning in a 
reproducible, conditional, and cell-specifi c fashion. Developments 
in transgenics have been particularly advantageous for cerebellar 
research because both the granule cells and the Purkinje cells can 
be manipulated with cell-specifi c promotors such as those for the 
GABA alpha6-subunit receptor (Luddens et al., 1990; McLean et al., 
2000) and L7 (Oberdick et al., 1990; Barski et al., 2000). However, 
during more than 15 years of eyeblink conditioning in mice, it also 
appeared that several features of the conditioning process in mice dif-
fer from those in other mammals. Especially auditory startle refl exes 
and learned aspecifi c fear responses seem to be more prominent in 
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FIGURE 1 | Neurocircuitries underlying eyeblink conditioning, auditory 

startle refl exes, and cued fear conditioning. (A) Neural circuits engaged 
during eyeblink conditioning. The mossy fi ber CS-pathway (green) and 
climbing fi ber US-pathway (blue) converge at the PCs in the cerebellar cortex 
and to a much lesser extent at the IN neurons. The CR-pathway (gray) is 
formed by the cerebellar output neurons and relayed via the RN to the FN and 
OMN, which innervate the eyelid muscles. (For simplicity only the eyelid 
innervation by the FN is depicted, see text for more details.) Conditioned 
induced plasticity at the PC and possibly also in the IN gradually leads to the 
establishment of an adequate CR. (B) Neural circuits engaged during auditory 
startle refl exes. The fastest route for transmission of acoustic input into motor 
output is from the CrN via the PnC to the motor neurons, including the FN. In 
addition, multiple afferent systems including the LSO, VTN, DCN, and VCN 
excitate the giant PnC neurons. Amygdala activity directly controls the 
expression of the startle refl ex by its projections to the PnC. (C) Neural circuits 
engaged during cued fear conditioning. The tone (CS) and electric foot shock 
(US) are relayed to the LA from thalamic and cortical regions of the auditory 
(green) and somatosensory (purple) systems, respectively. The LA directly and 
indirectly projects to the CE, which efferents (red) control the expression of 
the different aspects of the fear reaction. One or two paired trials induces 
effi cient plasticity in the LA resulting in typical fear CRs including freezing, 
tachycardia, tachypneu, and facial responses. AC, Auditory cortex; CE, Central 
amygdala; CG, Central gray; CN, Cochlear nucleus; CrN, Cochlear root 
nucleus; CS, Conditioned stimulus; DCN, Dorsal cochlear nucleus; FN, Facial 
nucleus; GC, Granule cell; IN, Interposed nuclei; IO, Inferior olive; LA, Lateral 
amygdala; LH, Lateral hypothalamus; LSO, Lateral superior olive; MGB, Medial 
geniculate body of the thalamus; MN, Motor neurons; OMN Oculomotor 
Nucleus, PC, Purkinje cell; PIN, Posterior intralaminar nucleus of the thalamus; 
PN, Pontine nuclei; PnC, Caudal pontine reticular nucleus; PVN, Paraventricular 
hypothalamic nucleus ; RN, Red nucleus; SC, Somatosensory cortex; TrN, 
Trigeminal nerve nucleus; US, Unconditioned stimulus; VCN, Ventral cochlear 
nucleus; VTN, Ventrolateral tegmental nucleus.

1962). In operant eyeblink conditioning the US is formed by a cor-
neal air puff, which elicits a defensive eyeblink response. Repeated 
pairings of the tone and the electrical stimulation or  corneal air 
puff will gradually result in a well-timed eyelid closure in response 
to the tone. Converging lines of evidence obtained in cats, rabbits, 
ferrets, and rats suggest a major role for the cerebellum in delay 
eyeblink conditioning (McCormick et al., 1981, 1982; Mauk et al., 
1986; Yeo and Hardiman, 1992; Hesslow, 1994; Rasmussen et al., 
2008). Briefl y, the main neurocircuitries involved in mediating the 
CS and US include the pontocerebellar and olivocerebellar input 
systems, respectively (Figure 1A). The auditory CS signals are 
relayed via mossy fi ber – parallel fi ber projections from the lateral 
parts of the pontine nuclei to the Purkinje cells in the cerebellar 
cortex (Steinmetz et al., 1986, 1987; Tracy et al., 1998; Freeman 
and Rabinak, 2004; Cicirata et al., 2005), and to a lesser extent via 
mossy fi ber collaterals to the interposed cerebellar nuclei (Dietrichs 
et al., 1983; Brodal et al., 1986; Parenti et al., 2002; Cicirata et al., 
2005). The sensory trigeminal US signals on the other hand are 
relayed by climbing fi bers from mainly the dorsal accessory inferior 
olive to the Purkinje cells and via climbing fi ber collaterals to the 
interposed nuclei (McCormick et al., 1985; Yeo et al., 1985; Mauk 
et al., 1986; Gould et al., 1993; Ruigrok and Voogd, 2000). The CR-
pathway is formed by the interposed nuclei projections via the red 
nucleus to the brainstem nuclei that innervate the eyelid muscles. 
These nuclei include the facial nucleus, which activates the orbicu-
laris oculi muscle (Morcuende et al., 2002), and the oculomotor 
nucleus, which simultaneously deactivates the levator palpebrae 
muscle (Trigo et al., 1999; Delgado-Garcia and Gruart, 2002, 2005). 
The eyelid UR usually has two components: One (R1) is mediated 

by the short loop from the trigeminal nerve and nucleus to the 
facial nucleus, while the other one (R2) is mediated by a superim-
posed loop through the reticular formation and/or cervical spinal 
cord (Holstege et al., 1986; Pellegrini et al., 1995; van Ham and 
Yeo, 1996a, b).
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or striatum might initiate the CRs (Aou et al., 1992; Gruart et al., 
2000). Taken together, plasticity in the cerebellar cortex and nuclei 
seems to be responsible for different aspects of the learning process. 
According to the ‘trigger-and-storage’ model the initial encoding 
during training occurs in the Purkinje cells while the subsequent 
long-term memory is stored in the interposed nuclei (Medina et al., 
2002). Others suggest that the cerebellar cortex infl uences the tim-
ing and amplitude of the CR, whereas the interposed nuclei are 
essential for the expression of CRs (Ohyama and Mauk, 2001).

Apart from the cerebellum, the hippocampus and amygdala are 
probably also involved in delay eyeblink conditioning. In rabbits, 
hippocampal pyramidal cells display learning related fi ring pat-
terns that model the eyeblink CR (Berger and Thompson, 1978; 
Blankenship et al., 2005). The hippocampal neurons seem to encode 
more abstract aspects of the learning process like contextual and 
temporal information (Hoehler and Thompson, 1980; Kim and 
Fanselow, 1992; Lee and Kim, 2004). Interestingly, lesions of the 
hippocampus cannot abolish previously learned CRs and even seem 
to facilitate the learning in a delay eyeblink conditioning paradigm, 
which might be explained by a removal of hippocampal interfer-
ence with the CS-US association in the cerebellum (Schmaltz and 
Theios, 1972; Lee and Kim, 2004).

The amygdala may serve to enhance the effectiveness of the CS 
and to infl uence the arousal during training. Weisz et al. (1992) 
demonstrated that in rabbits amygdala lesions mildly impair the 
rate of conditioning. The effect of these amygdala lesions was 
stronger in a paradigm with a relatively low intensity CS (65 dB), 
which elicits only submaximal CR acquisition. In line with this 
effect, stimulation of the rabbit amygdala enhances the amplitude 
of the nictitating membrane response (Whalen and Kapp, 1991). 
Interestingly, the role of the amygdala in eyeblink conditioning 
seems to be more prominent in rats than in rabbits (Mintz and 
Wang-Ninio, 2001; Neufeld and Mintz, 2001; Lee and Kim, 2004; 
Blankenship et al., 2005). Both permanent and reversible lesions of 
the rat amygdala before conditioning robustly impair the acquisi-
tion of CRs. During the fi rst fi ve training sessions the impact of 
these lesions on the level of conditioning is just as detrimental as 
cerebellar nuclei lesions (Figures 3B1–B3; Lee and Kim, 2004). 
At later stages, however, the impact of cerebellar lesions is greater. 
This segregation in two stages may refl ect the ‘two-process model 
of conditioning’ (Rescorla and Solomon, 1967; Lennartz, 1992; 
Lee and Kim, 2004), which predicts that nonspecifi c emotional 
fear responses, such as increased heart rate, blood pressure and 
respiration, emerge after only a few CS-US pairings, whereas the 
development of specifi c motor CRs requires a greater number of 
pairings. The initial emotional CRs could facilitate the subsequent 
acquisition of well-timed motor CRs.

Anatomical and electrophysiological data indicate that the 
amygdala may indeed facilitate the learning during eyeblink 
conditioning. The lateral amygdala receives convergent input 
from both the auditory CS and somatosensory US modalities 
(for details see “Cued Fear Conditioning” and Figure 1C) (Burton 
and Craig, 1979; Ledoux et al., 1987; LeDoux et al., 1990; Whalen 
and Kapp, 1991; Weisz et al., 1992). The lateral amygdala in turn 
sends its output to the central amygdala, which directly projects 
to the pontine nuclei that provide the mossy fi bers to lobules HVI, 
HVII, and the paramedian lobule (Mihailoff et al., 1989), thereby 

Even though the essential neuro-anatomical circuits  underlying 
eyeblink conditioning are relatively well-described, the crucial plas-
ticity mechanisms involved in the conditioning process are a matter 
in dispute. The classical site for plasticity is the cerebellar cortex 
(Marr, 1969; Albus, 1971; Ito et al., 1982). In cats, rabbits, and fer-
rets eyeblink controlling areas in the cerebellar cortex are clustered 
in lobule HVI, HVII, and the paramedian lobe (Yeo et al., 1985; 
Hesslow, 1994; Gruart et al., 1997; Yeo and Hesslow, 1998; Villarreal 
and Steinmetz, 2005; Svensson et al., 2006). Purkinje cell record-
ings in the C3 zone of lobule HVI in decerebrated ferrets during 
paired CS-US presentations clearly show the gradual development 
of a perfectly timed pause response in Purkinje cell simple spike 
and complex spike fi ring (Jirenhed et al., 2007; Rasmussen et al., 
2008). This Purkinje cell pause disappears during extinction and 
reappears rapidly during reacquisition training. The plasticity proc-
esses at the Purkinje cell that causes this pause are still unknown. 
It seems unlikely that long-term depression (LTD) at the parallel 
fi ber to Purkinje cell synapse is the sole underlying mechanism, 
because this mechanism is unable to explain the almost perfect 
timing of the Purkinje cell pause while varying the CS duration 
and thereby the CS-US co-termination. Even if the CS outlasts the 
used interstimulus interval (ISI) by several hundred milliseconds 
the Purkinje cell pause stops just after the expected US (Hesslow, 
personal communication). In line with this fi nding, Welsh et al. 
(2005) showed that pharmaceutical blockage of LTD in the rat 
cerebellar cortex does not prevent adaptation of the eyeblink CR 
timing after an ISI switch.

Lesions of the rabbit cerebellar cortex including all eyeblink 
controlling areas cannot completely abolish the expression of 
previously learned CRs. The timing, however, of the postlesion 
CRs is severely affected: Both onset and peak amplitude have a 
remarkable short latency (Perrett et al., 1993; Ohyama and Mauk, 
2001; Ohyama et al., 2006). These postlesion CRs suggest additional 
sites of plasticity. One of these sites could be the cerebellar nuclei, 
because eyeblink conditioning induced plasticity in the interposed 
nuclei has been reported at both the systems physiological and 
morphological level (Perrett et al., 1993; Kleim et al., 2002; Ohyama 
et al., 2006; Weeks et al., 2007). The essential condition for this plas-
ticity is convergence of the US and CS signals by climbing fi bers and 
mossy fi bers, respectively (Figure 1A). Climbing fi bers originating 
from the dorsal accessory inferior olive indeed provide collaterals 
to the interposed nuclei (Ruigrok and Voogd, 2000). In contrast, 
mossy fi ber projections from the pontine nuclei to the interposed 
nuclei are extremely sparse (Dietrichs et al., 1983; Brodal et al., 
1986; Parenti et al., 2002; Cicirata et al., 2005). Therefore, their 
formation might be necessary to establish convergence of the CS 
and US in the interposed nuclei to support associative memory 
formation (Kleim et al., 2002; Ohyama et al., 2006). Interestingly, 
Delgado-Garcia and co-workers have demonstrated in freely mov-
ing cats that (posterior) interposed nuclei neurons (type A) start 
fi ring about 20 ms after CR onset. These data suggest that neuro-
nal activity of the interposed nuclei cannot be causally related to 
the  initiation of the CR. The main function of the cerebellum in 
eyeblink conditioning should be to establish a perfectly timed eye-
blink CR by reinforcing the motor command and dampening the 
oscillations in the eyelid movement (Delgado-Garcia and Gruart, 
2002, 2006). Instead, extracerebellar regions like the motor cortex 
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 modulating the  effectiveness of the CS signals to the cerebellum. 
Electrophysiological recordings of the amygdala in rabbits that 
were aimed at detecting CS and US activities during eyeblink 
conditioning show that about 60% of the neurons respond to the 
CS and more than 70% to the US. Surprisingly, only a few neu-
rons show enhanced responsiveness to the CS alone after CS-US 
pairings (Richardson and Thompson, 1984). This fi nding might 
partly be explained by the relatively small contribution of the 
amygdala in rabbit eyeblink conditioning, but possibly also by the 
phenomenon of ‘neuronal competition’ in the lateral amygdala 
during memory formation (see also “Cued Fear Conditioning in 
Mice and Similarities with Eyeblink Conditioning”).

Conclusively, the cerebellum is essential and suffi cient for eye-
blink conditioning, but the hippocampus and even more so the 
amygdala also seem to contribute to the memory formation, suggest-
ing that in normal biological circumstances multiple brain memory 
systems in fact have to interact to establish the adequate CR.

AUDITORY STARTLE REFLEXES
A sudden and intense auditory stimulus elicits a fast bodily 
startle reflex, which includes a rapid eyelid closure and a con-
traction of facial, neck, and skeletal muscles (Davis et al., 1982; 
Yeomans and Frankland, 1995; Koch, 1999). This startle reflex 
has an extremely short latency to onset. Measurements of rats 
done with ballistic chambers sensing whole-body movements 
reveal a latency to onset and latency to peak amplitude of about 
15 ms and 30 ms, respectively (Pilz et al., 1988; Koch, 1999). 
More sensitive are electromyographical (EMG) recordings of 
face-, neck-, and limb muscles, showing that the startle reflex 
typically starts in the face and spreads down from there to the 
neck and body (Caeser et al., 1989). In the EMG trace one can 
distinguish several peaks within the 30 ms after stimulus onset 
(Pilz et al., 1988; Caeser et al., 1989). Both the latency to onset 
and the peak amplitude of the startle reflex correlate with the 
stimulus intensity: Increased sound pressure decreases the 
latency to onset and increases the peak amplitude (Pilz et al., 
1987, 1988; Caeser et al., 1989). One component of the facial 
startle reflex is the eyelid reflex (Koch, 1999). This eyelid star-
tle reflex can also be seen in cat and rat eyeblink conditioning 
experiments using a relatively mild auditory stimulus (70 dB 
click or 2.8 kHz 82 dB tone, respectively) (Skelton, 1988; Woody 
and Aou, 1999).

The extremely short latency to onset of eyelid and body star-
tle refl exes indicates that the circuitry underlying these refl exes 
must involve only a few synaptic connections. As illustrated in 
Figure 1B the basic auditory startle circuit is formed by only 
three central neurons, including the cochlear root nuclei, the 
giant neurons in the caudal pontine reticular nucleus (PnC), 
and the motoneurons in the brainstem or spinal cord (Davis 
et al., 1982, 1993; Lingenhohl and Friauf, 1994; Koch, 1999; Fendt 
et al., 2001). Blockage of glutamate receptors in the PnC prevents 
both the expression of the head and whole-body startle refl ex 
(Krase et al., 1993). Since the PnC receives excitatory inputs from 
multiple afferent systems in the lower brainstem including not 
only the dorsal and ventral cochlear nucleus, but also the lateral 
superior olive and ventrolateral tegmental nucleus (connections 
at the bottom of Figure 1B), it is not surprising that PnC neu-

rons demonstrate, just like the peaks in the EMG trace, multiple 
peaks in their EPSP activity at particular latencies (Lingenhohl 
and Friauf, 1994; Koch, 1999). In addition to these simple cir-
cuits, direct and indirect projections from the central amygdala 
to the PnC control the expression of the startle refl ex (connec-
tions shown at the top of Figure 1B). Increased activity in the 
amygdala enhances the responsiveness of giant PnC neurons to 
auditory stimuli and thereby also the startle behavior (Rosen 
et al., 1991; Davis et al., 1993) indicating that fear potentiation 
of the startle refl ex is under control of plasticity processes in the 
amygdala (Davis, 1992).

CUED FEAR CONDITIONING
During a typical cued fear conditioning experiment a tone (CS) 
is paired with an aversive foot shock (US). After a few CS-US 
pairings the previously behaviorally neutral tone elicits a wide 
range of defensive responses (LeDoux, 2000; Pare et al., 2004). 
These responses include gross reactions of the skeletal muscu-
lature resulting in typical freezing behavior, facial contractions, 
increased respiration, increased blood pressure and heart rate, 
and pupillary dilations (Lennartz, 1992). Damage to the lateral 
amygdala, in particular the dorsal subregion, strongly interferes 
with both the acquisition and expression of these fear CRs indi-
cating that at least an essential part of the convergence of the 
CS and US occurs in the lateral amygdala (LeDoux et al., 1990; 
Campeau and Davis, 1995; Fanselow and LeDoux, 1999). The audi-
tory CS signals are mainly relayed from the cochlear nucleus via 
the inferior colliculus and medial geniculate body of the thalamus 
to the lateral amygdala (LeDoux et al., 1990). In addition, there is 
an extra auditory loop via the auditory cortex (Figure 1C). The 
electrical US signals from the foot shock also terminate in the 
lateral amygdala; they are relayed via the spino-thalamic tract and 
the lateral intralaminar nucleus of the thalamus (Shi and Davis, 
1999; LeDoux, 2000). The lateral amygdala exerts its main action 
on the fear CR via the central amygdala, which projects directly to 
several brainstem nuclei including the hypothalamus, peri-aque-
ductal gray matter, bed nucleus of the stria terminalis, and PnC. 
Each of these structures contributes to a particular aspect of the 
general fear reaction (Figure 1C) (Killcross et al., 1997; Pitkanen 
et al., 1997; Pare et al., 2004).

Plasticity in the amygdala during fear conditioning has been 
extensively described (Quirk et al., 1995; Rogan et al., 1997; Bauer 
et al., 2001; Blair et al., 2001; Rumpel et al., 2005; Won and Silva, 
2008). Neurons in the dorsal part of the lateral amygdala in rats 
show increased tone-evoked fi ring rates due to long-term poten-
tiation (LTP) induced by fear conditioning. The latency of the 
earliest responses of these neurons is about 20 ms following the 
tone onset in a fear conditioning trial (Quirk et al., 1995). Neurons 
in the basolateral and ventral areas of the lateral amygdala also 
demonstrate clear responses, but at latencies of about 40 and 
50 ms, respectively (Muramoto et al., 1993; Quirk et al., 1995). 
Interestingly, after destruction of the amygdala, fear CRs can be 
reacquired. This reacquisition only occurs if the animals are trained 
before the amygdala is lesioned (Kim and Davis, 1993). This fi nding 
suggests that extra-amygdalar regions also play a role in memory 
storage during fear conditioning. One of these regions could in 
fact be the cerebellum, because lesions of the cerebellar vermis 
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severely disrupt fear memory (Supple and Leaton, 1990), and LTP 
at inhibitory synapses in the cerebellar vermis can be related to 
associative processes during fear learning (Sacchetti et al., 2005, 
2009; Scelfo et al., 2008). Taken together, during cued fear condi-
tioning the amygdala and cerebellum closely seem to interact to 
establish the fear CR, mediated by indirect anatomical projections 
between the two structures.

EYEBLINK CONDITIONING IN MICE
In contrast to detailed neuro-anatomical studies done in cats, 
rabbits, ferrets, and rats, the fundamental anatomical knowledge 
underlying eyeblink conditioning in mice is limited up to now. Most 
work done in mice was aimed to investigate cerebellar molecular 
mechanisms underlying eyeblink conditioning by using transgenic 
mice, thereby assuming that in mice the contributions of the cer-
ebellar cortex and cerebellar nuclei to eyeblink conditioning are 
similar to those of other mammals. Studies on Purkinje cell plastic-
ity processes underlying eyeblink conditioning reported disturbed 
CR acquisition in mGluR1 mutant mice (Aiba et al., 1994), Purkinje 
cell degenerative (pcd) mice (Chen et al., 1996), GluRδ2-defi -
cient mice (Kishimoto et al., 2001b), phospholipase C β4 mutant 
mice (Miyata et al., 2001), Purkinje cell-specifi c protein kinase C 
inhibitor overexpressing mice (Koekkoek et al., 2003), and Fmr1 
knockout mice (Koekkoek et al., 2005). In line with these fi ndings 
Purkinje cell-specifi c mGluR1-rescue mice show normal learning 
in a delay eyeblink conditioning paradigm (Kishimoto et al., 2002). 
Mice lacking electrical coupling among their olivary neurons that 
provide the climbing fi bers to the cerebellar cortex show disturbed 
timing of their CRs. This phenotype might be due to the fact that 
the balance between LTD and LTP induction in Purkinje cells is 
disturbed (Koekkoek et al., 2003; Van Der Giessen et al., 2008). First 
attempts to defi ne the eyeblink controlling regions in the cerebellar 
cortex in mice indicate that corneal air puff responding Purkinje 
cells are located at least in the simplex lobule and adjacent parts 
of lobule HVI (Van Der Giessen et al., 2008), which is in agree-
ment with fi ndings previously obtained from other mammals (see 
Eyeblink Conditioning). Synaptic processes in the interposed nuclei 
also seem to be crucial during mouse eyeblink conditioning. First, 
bilateral infusions of both GABAa receptor agonists and antago-
nist in the cerebellar nuclei impair acquisition of eyeblink CRs 
(Sakamoto and Endo, 2008). Second, Wada et al. (2007) reported 
normal acquisition when granule cell transmission was selectively 
blocked, suggesting that convergent information at the interposed 
nuclei is suffi cient for the acquisition of eyeblink CRs. Still the 
CRs in this study are only expressed after removal of the blockage. 
Thus, different from rabbits (Lavond and Steinmetz, 1989; Perrett 
et al., 1993; Ohyama et al., 2006), in mice the granule cell network 
may be required for CR expression. Taken together, results from 
eyeblink studies done in mutant mice show trends that are similar 
to those that can be seen in functional anatomical and pharmaco-
logical studies done in larger mammals. Yet, if one looks at the rate 
of conditioning, the topographical characteristics of the eyeblink 
CR, and the technical approaches, several issues in mice differ from 
other mammals. Below we will discuss these differences and focus 
on parallels and similarities with cued fear conditioning in order 
to conclude with a new model on the relative contribution of the 
amygdala and the cerebellum in mouse eyeblink conditioning.

RATE OF CONDITIONING
The average percentage CRs in mice usually saturates asymptoti-
cally at 50 to 70 after 5 days of training (Chen et al., 1996; Qiao et al., 
1998; Kishimoto et al., 2001a; Miyata et al., 2001; Wada et al., 2007; 
Sakamoto and Endo, 2008). In addition, reported learning curves in 
mice show an immense variation. For instance, Vogel et al. (2002) 
reported an average CR percentage of 70 for the fi rst training session 
while Lee et al. (2009) reported a percentage of less than 40 even 
after 7 days of training. Averaged eyeblink conditioning learning 
curves in rabbits and ferrets, in contrast, appear rather consistent. 
Usually they begin to exhibit fi rst CRs on the second day of training 
and attain an average CR percentage of 80 to 100 within 5 days of 
training (Steinmetz et al., 1987; Welsh and Harvey, 1989; Yeo and 
Hardiman, 1992; Bracha and Bloedel, 1996; Ivarsson and Svensson, 
2000; Ohyama and Mauk, 2001; Villarreal and Steinmetz, 2005). 
The lower average percentage of CRs in mice might be partly due 
to the typical experimental design when using mice (i.e. group 
comparison of eyeblink conditioning rates of knockout mice versus 
their wild-type littermates) that does not allow exclusion of animals 
that do not reach a certain criterion such as a minimum CR per-
centage after a particular training period. The variation in reported 
learning curves in mice could partly be explained by the use of mice 
with different backgrounds and ages (Paylor and Crawley, 1997; 
Kishimoto et al., 2001a; Vogel et al., 2002). However, it probably 
also refl ects multiple inconsistencies in the experimental paradigms 
including different stimulation and recording methodologies and 
different exclusion and inclusion criteria for CR identifi cation. Due 
to these inconsistencies comparisons of results from different stud-
ies using mice are diffi cult to make.

TOPOGRAPHICAL CHARACTERISTICS OF THE CONDITIONED EYEBLINK 
TRACES IN MICE
The topographical characteristics of eyeblink responses during 
conditioning in mice seem to differ from those in other mam-
mals. EMG traces in several studies show that mice respond to the 
CS with a rapid robust eyelid closure whereby the eyelid remains 
closed during the rest of the ISI (see for instance EMG traces in 
Kishimoto et al., 2001b, 2002; Sakamoto and Endo, 2008). These 
responses have a latency to onset of about 60–80 ms and a latency 
to peak amplitude of about 100 ms (Kishimoto et al., 2001b, 2002; 
Wada et al., 2007; Sakamoto and Endo, 2008), and thereby stand 
in marked contrast to those of rabbits and ferrets, which show a 
gradual closing of the eyelid in the CS-US interval with the peak 
amplitude perfectly coinciding with the US onset (Perrett et al., 
1993; Ivarsson and Svensson, 2000; Aksenov et al., 2004). The rapid 
eyelid response in mice seems to refl ect a motoneuronal burst activ-
ity and one might doubt the cerebellar origin of this type of eyelid 
response. Further, the small startle refl ex within 50 ms after CS 
onset, which has also been described for cats and rats (Skelton, 1988; 
Woody and Aou, 1999), seems to be more prominently present in 
the mouse conditioned eyeblink trace.

When measured with the Magnetic Distance Measurement 
Technique (MDMT) one can usually distinguish two different peaks 
between the startle refl ex and the UR. These two peaks include a 
short-latency response (SLR) and a CR (Figure 2A) (Koekkoek 
et al., 2003, 2005). The SLR was fi rst mentioned in a pioneering 
mouse eyeblink conditioning study done by Tonegawa’s laboratory 
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FIGURE 2 | Raw data traces obtained from mice during eyeblink 

conditioning and auditory startle refl exes. (A) Different peaks can be 
distinguished in the conditioned eyeblink trace, including a small startle peak, 
a short-latency response (SLR), a conditioned response (CR), and two or more 
unconditioned response peaks (R1 and R2). In all panels: tone onset at t = 0; 
puff onset at t = 350; CS duration 380 ms; US duration 30 ms; ISI 350 ms; at 
amplitude = 0 mm the eyelid is maximum opened, at 1 mm the eyelid is fully 
closed. (B) Raw data traces of a refl exive eyeblink response of a mouse when 
awake behaving (blue) and during ‘quiet wakefulness’ (red). When behaving 
the eyelid is fully open and the oscillatory properties of the eyelid motor 
system are clearly visible in the eyeblink response. During quiet wakefulness 
the mouse sits very quiet, the eyelid is half closed, the baseline is completely 
fl at, and there is a virtual absence of the normal oscillations of the eyelid 
response. (C) Mean (±SEM) of 20 raw data traces of eyelid startle refl exes in 
response to a loud auditory tone (90 dB, 10 kHz). Note that, when presented 
such a loud tone, two startle peaks (α and β) can be distinguished in the raw 
data traces. (D) The amplitude of the auditory startle refl ex correlates with the 
intensity of the auditory stimulus. First small α responses emerge, whereas β 
responses appear when the tone intensity is increased. (E) Example raw data 
traces of a mouse over the consecutive training sessions. During habituation 
session (T-0) the behaviorally neutral CS does not elicit eyelid responses. 
During the fi rst paired training sessions SLRs emerge whereas prolonged 
training results in well-timed CRs.

fi xed, i.e. they are independent of the ISI and they do not shift in 
the eyeblink trace during consecutive training sessions. The shape 
of these SLRs is similar to the rapid eyelid responses measured 
with EMG as described above. In contrast to startle refl exes, SLRs 
increase in number over especially the fi rst training sessions and 
they occur relatively infrequently in unpaired trials when a behavio-
rally neutral tone is used (Aiba et al., 1994; Vogel et al., 2002). This 
suggests that SLRs are learned and associative. Vogel et al. (2002) 
reported that only a few CS–US pairings can already establish SLRs, 
a fi nding that is also confi rmed by our lab. Due to their magnitude 
and duration SLRs might lead to misinterpretations of the real cer-
ebellar CR. The characteristics of SLRs also differ from those of CRs, 
which occur later in the ISI and which require more paired trials to 
become clearly apparent. Moreover, during the consecutive train-
ing sessions also in mice the CR peak amplitude usually increases 
and shifts towards US onset (Aiba et al., 1994; Miyata et al., 2001; 
Sakamoto and Endo, 2008). Thus, SLRs appear to be rather early, 
aspecifi c, learned eyelid responses, whereas CRs occur, as expected, 
at the time of the US. The fact that SLRs require only a few CS–US 
pairings raises the question whether they are, like conditioned fear 
responses, also originating from the amygdala.

Further evidence for the hypothesis that SLRs in mice have an 
extracerebellar origin comes from studies demonstrating that, in 
contrast to other mammals, lesions of the interposed nuclei in 
mice do not fully abolish previously learned eyelid responses to the 
CS (Koekkoek et al., 2003, 2005; Sakamoto and Endo, 2008). For 
several reasons it is unlikely that the remaining eyelid responses 
in these studies were the result of incompleteness of the lesions. 
First, the interposed nuclei lesions made by Koekkoek et al. (2003, 
2005) were bilateral, and silver staining of the efferent fi bers from 
the nuclei showed that the lesions resulted in degeneration of 
fi bers in all the relevant  output tracts (Figures 3A1,A2). Second, 
the lesions did not affect only the percentage of CRs, but they also 
affected the overall shape of the eyelid response in that well-timed 
CRs disappeared, while the remaining responses had the typical 
shape of SLRs as described above (Figure 3A3). Third, compara-

(Aiba et al., 1994) and later confi rmed by others (Vogel et al., 2002). 
In the MDMT signal a typical SLR has a peak amplitude of about 
0.4 mm, a latency to onset of 50–70 ms, a latency to peak amplitude 
of 115 ms, and a duration that extends over the ISI (Figures 2A,E). 
Both latency to onset and latency to peak amplitude are relatively 
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FIGURE 3 | Effects of anterior interposed nucleus lesions in mice and 

amygdala lesions in rats on eyeblink conditioning. (A1) Example of bilateral 
lesion (arrows) of anterior interposed nucleus in Nissl-stained section of Fmr1 
mutant. (A2) Example of degenerated axonal fi bers (silver staining is indicated 
by arrows) in the superior cerebellar peduncle and ipsilateral descending tracts. 
(A3) Eyeblink traces showing the average amplitudes of the CRs in wild-type 
and Fmr1 mutants before (blue) and after (red) the lesions. In both mutants and 
wild-types lesions of the anterior interposed nucleus abolish well-timed 
cerebellar CRs, whereas startle refl exes and SLRs are still present in the 
eyeblink trace. Reproduced with permission from Koekkoek et al. (2005). 

(B1) Histological reconstructions of amygdala lesion sites in rats. Numbers 
indicate distance in millimeters posterior to Bregma. (B2) Mean ultrasonic 
vocalization (USV) during day 6 of the training sessions. The USV duration is a 
valid model of anxiety in rats (Sanchez, 2003), and a reduced USV duration 
behaviorally confi rms the lesions of the amygdala. (B3) Mean percentage of CR 
(±SEM) during daily training sessions from control (n = 9), interposed nuclei 
lesioned (n = 9), amygdala lesioned (n = 9), and hippocampus lesioned (n = 10) 
rats. Lesions of the amygdala robustly slowed down the acquisition of eyeblink 
CRs indicating that the amygdala modulates the eyeblink conditioning process. 
Reproduced with permission from Lee and Kim (2004).
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ble lesions made by Sakamoto and Endo (2008) with a reversible 
approach (i.e.  muscimol and picrotoxin infusions) also could 
not completely abolish previously learned eyelid CRs. They even 
found an increase of the responses for the training sessions after 
infusions. In contrast to Koekkoek et al. (2003, 2005), Sakamoto 
and Endo did not report any change in latency to onset or latency 
to peak amplitude of the residual responses.

In cats, rabbits, and ferrets, one can also observe different peaks 
in their conditioned eyeblink trace. Ivarsson and Svensson (2000) 
reported two distinctive components in the conditioned eyeblink 
trace of ferrets and rabbits. However, mean latency to onset of the 
fi rst peak (CR1) is about 150 ms, which is not compatible with 
the short latency to onset of SLRs in mice. Further, as mentioned 
above, SLR with similar shapes have also been described in rabbits 
after cerebellar cortex lesions. If suffi ciently large, these lesions can 
induce responses with a latency to onset of about 60–80 ms and 
a latency to peak amplitude of 115–130 ms (Perrett et al., 1993), 
which are in line with the SLRs in mice (Koekkoek et al., 2003, 
2005). In cats, one can distinguish at least four different peaks in the 
eyeblink trace (Woody and Aou, 1999). When we compare the laten-
cies of these four peaks two of them, α

2
 and early β responses, seem 

to resemble the latencies of SLRs in mice. Both of these responses 
can also be observed occasionally before training, but their occur-
rence frequency increases during eyeblink conditioning, suggesting 
that they have both associative and non-associative properties.

Conclusively, mice show at least two peaks in their conditioned 
eyeblink traces: an SLR and a CR and these peaks may well have their 
counterparts in larger mammals. The SLRs form a concern for mouse 
eyeblink conditioning, because they might lead, due to their mag-
nitude and duration, to misinterpretations of cerebellar CRs. Since 
each response has different characteristics of the association process, 
they may originate, at least in part, from different sources.

TECHNICAL CONSIDERATIONS
The data described above show that both qualitatively and quan-
titatively several features of the conditioned eyeblink behavior in 
mice differ from those in other mammals. Below we will consider 
the impact of the various technical approaches on the outcome of 
conditioning in mice. Apart from the impact of the precise type of 
CS, which will be discussed in “Auditory Startle Refl exes in Mice and 
the Optimal CS for Eyeblink Conditioning”, the relevant differences 
in these approaches include the used US intensities, the specifi c 
methods for recording the eyeblink responses, and the control of 
the level of alertness.

US intensities for eliciting CRs in mice
In order to evoke suffi cient CRs in mice the US usually is pro-
vided at a high intensity level. Whereas a relatively mild corneal 
air puff is enough to obtain a signifi cant amount of CRs in rabbits 
(Welsh and Harvey, 1989), in mice (but also in rats) a comparably 
mild US induces a low level of conditioning (Skelton, 1988; Aiba 
et al., 1994). Therefore, most conditioning paradigms in mice use 
a strong aversive US, the intensity of which is often increased over 
the  consecutive training sessions. Such a US does not only elicit a 
robust eyeblink, but often also a rapid head jerk away from the site 
of stimulation (Chen et al., 1996; Kishimoto et al., 2002; Sakamoto 
and Endo, 2008; Lee et al., 2009). This approach may make it hard 

to rely on EMG for recording eyeblink responses in mice, because 
it will be diffi cult to distinguish the actual movements of the eyelid 
from those of other surrounding facial muscles (see also below). 
Moreover, especially in mice such strong aversive stimuli form a 
fearful trigger, which can be expected to evoke various defensive 
behavioral responses involving activities in multiple brain regions. 
Thus, the requirements for an appropriate US in mice present chal-
lenges both for the technical recording methodology and for the 
interpretation of the regional brain activities involved in eliciting 
the CRs.

Recording technology for eyeblink responses
The advent in mouse transgenics has triggered innovative modi-
fi cations of the physiological recording technologies that were 
originally designed for larger mammals. For example, EMG, which 
is a feasible method for measuring eyeblink responses in rabbits 
(Gormezano et al., 1962; Welsh, 1992; Yeo and Hardiman, 1992), 
turned out to be too indirect and too sensitive to record selectively 
eyelid movements in mice (Koekkoek et al., 2002; Vogel et al., 2002). 
To avoid picking up false positive signals from other facial muscles 
Koekkoek and colleagues developed MDMT. This technology takes 
advantage of magnet-sensitive chips and allows direct and precise 
detection of the actual eyelid movements at a high spatiotemporal 
resolution, which can be used for quantifying the characteristics of 
eyeblink responses in mice (Koekkoek et al., 2002).

Controlling the level of alertness
One explanation for the lower percentage of CRs in mice com-
pared to other mammals might be the relatively high occurrence 
of periods of ‘quiet wakefulness’ during the eyeblink condition-
ing experiment. The state of quiet wakefulness is characterized by 
the mouse sitting quietly with its eyes half closed, which does not 
refl ect freezing behavior due to anxiety. In the MDMT eyeblink 
trace quiet wakefulness is represented by a fl at and elevated base-
line, which, as a consequence, results in a reduced UR amplitude. 
In addition, there is a virtual absence of the oscillations (≈25 Hz) 
that are prominently present in the alert state during both the 
CRs and the URs (Figure 2B) (Trigo et al., 1999; Koekkoek et al., 
2002; Delgado-Garcia and Gruart, 2006). During the state of 
quiet wakefulness even a well-conditioned mouse will not dem-
onstrate CRs. However, the CRs reappear when the animal ‘wakes 
up’. The occurrence of those periods of quiet wakefulness and 
the tools used to avoid them or to awaken the mouse (e.g. a 
sudden loud noise) can strongly infl uence the outcome of the 
learning process. Interestingly, different internal brain states may 
well depend upon changes in oscillatory electrical brain activity 
(Poulet and Petersen, 2008). During periods of quiet wakeful-
ness mice show synchronous, slow large-amplitude oscillations 
(1–5 Hz) in the electroencephalogram (EEG) as well as in the 
single unit recordings of their layer 2/3 pyramidal cells, whereas 
during a high level of alertness faster low-amplitude oscillations 
are replacing the slow oscillations. This internal brain state forms 
a key determinant in attention, expectation, sensorimotor coor-
dination and learning (Gilbert and Sigman, 2007). Probably, the 
observed reduced oscillations in the eyelid movement in mice 
during quiet wakefulness refl ect the eyelid component of this 
general internal brain state. Because the state of alertness will 
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have a great infl uence on the rate of eyeblink conditioning in 
mice, one might consider to deliver mild auditory startle pulses 
based upon the oscillations in the MDMT signal.

AUDITORY STARTLE REFLEXES IN MICE AND THE OPTIMAL CS 
FOR EYEBLINK CONDITIONING
Using a relatively mild auditory tone (10 kHz, 70 dB) the audi-
tory startle refl ex in mice is represented in the MDMT eyeblink 
trace by a single peak with an amplitude of ca 0.1 mm, a latency 
to onset of about 15 ms, and a latency to peak amplitude of 25 ms 
(Figures 2A,C). We call this peak, in line with this component in 
cats, the α-startle peak (Woody and Aou, 1999). Our values in mice 
correspond to those obtained from facial and head EMG recordings 
in rats at similar sound intensities (Caeser et al., 1989). However, 
in mice we can frequently observe additional and more complex 
eyelid responses (β-startle peaks) with a much longer latency and 
a bigger amplitude (Figure 2C). We assume that the α-startle peak 
in mice, as in larger mammals, is formed by the three synapse cir-
cuit including the cochlear complex, PnC, and facial nucleus, while 
the β-startle refl ex is mediated by the longer loop superimposed 
upon the PnC and cochlear complex (Figure 1B) (Fendt et al., 1996; 
Koch, 1999). Interestingly, the β-startle refl ex in mice resembles the 
topographical characteristics of their associative SLRs during eye-
blink conditioning, suggesting that the underlying neurocircuitry 
is similar (compare traces in Figures 2A,C).

In general α responses in mice emerge at lower sound inten-
sities than β responses, but the latency to onset, the amplitude 
and the duration of both the α and β eyelid startle refl exes are, 
similar to those of the whole-body startle refl ex, infl uenced by 
the intensity of the tone (Figure 2D). The threshold to elicit 
startle refl exes differs among mice of different backgrounds and 
age. For example, at 8 kHz, 129P3/J and CBA/CaJ mice (male, 
15–72 weeks) have a hearing threshold of 70 dB and 20 dB, respec-
tively (JAX® Mice). In C57Bl/6 mice (12–20 weeks) the thresh-
old to elicit β-startle refl exes is usually around 75 dB at 10 kHz, 
but some animals display them already at levels less than 70 dB 
(Figure 2D). In addition, the stimulus thresholds to elicit α and 
β startle refl exes in mice show relatively big fl uctuations over 
time in individual animals similar to those described for rats (Pilz 
et al., 1988). Moreover, in mice auditory stimuli just above hear-
ing threshold already can elicit startle refl exes, indicating that the 
bandwith between behaviorally neutral and non-neutral auditory 
stimuli is very narrow. For eyeblink conditioning, in which the 
auditory stimulus initially serves as a behaviorally neutral CS, this 
narrow bandwith forms a serious concern. This problem does not 
pertain so much to the α startle refl exes, which usually diminish 
over the training sessions (Koekkoek et al., 2005) and can be easily 
distinguished from CRs, but it holds particularly true for the β 
startle refl exes, which are often topographically indistinguishable 
from associative SLRs and sometimes even resemble CRs. The 
occurrence of β-startle refl exes cq non-associative SLRs in mice 
may be infl uenced by the frequency of the auditory CS, but this 
topic is still subject to debate. Some studies say that they can be 
reduced by low frequency stimulation at 1 kHz (Lee et al., 2009), 
but the vast majority of peak latencies of the CRs in these studies 
still occurs between 85 ms and 140 ms, which corresponds well 
to the timing of SLRs. On the contrary, others indicate that low 

frequency tones at 2 kHz can elicit a large number of startle and 
non-associative freezing responses at the latency of SLRs (Smith 
et al., 2007). In our hands a tone frequency at 5 or 10 kHz with 
a rise/fall time of 25 ms and a 68 dB background white-noise is 
the optimal CS, which elicits minimal startle and non-associative 
blink refl exes, and supports optimal conditioning. The sound 
pressure level of a neutral CS differs among mice. Therefore, it 
is crucial to make a behavioral audiogram for each individual 
mouse during habituation sessions before the paired training ses-
sions start so as to identify its behaviorally neutral dB. However, 
despite all efforts to minimize and control both startle refl exes 
and non-associative SLRs, both do remain present during eyeblink 
conditioning experiments in mice, indicating that a behaviorally 
neutral CS is almost elusive.

CUED FEAR CONDITIONING IN MICE AND SIMILARITIES WITH 
EYEBLINK CONDITIONING
The advent of mouse transgenics has also been advantageous for 
elucidating some of the mechanisms in the amygdala that underlie 
cued fear conditioning. For example, LTP induction at thalamic 
inputs to the lateral amygdala projection neurons and the gluta-
matergic synapses in the basal amygdala is absent in GluR1, but 
normal in GluR3 mutant mice (Humeau et al., 2007). As a conse-
quence GluR1 mutant mice do not display conditioned freezing in 
response to an auditory CS, whereas GluR3 knockouts on the other 
hand show normal learning in a cued fear conditioning paradigm 
(Humeau et al., 2007). Mice that express α calcium-calmodulin-
dependent kinase II (αCaMKII) that cannot undergo inhibitory 
phosphorylation have lower thresholds for LTP and a high level 
of freezing before and after tone onset in a cued conditioning 
paradigm (Elgersma et al., 2002). In addition, mouse transgenic 
studies have allowed us to examine ‘neuronal competition’ in the 
lateral amygdala during memory formation (Han et al., 2007). 
Although 70% of the lateral amygdala neurons receive conver-
gent input of the foot shock US and tone CS, only 25% of them 
exhibit cued fear conditioning induced plasticity. This relatively 
low percentage could possibly explain why earlier recordings in 
the amygdala of rabbits that were aimed at detecting CS and US 
activities during eyeblink conditioning showed only a few amy-
gdala neurons with enhanced responsiveness to the CS after CS-US 
pairings (Richardson and Thompson, 1984). As mentioned above, 
the cerebellum is also involved in cued fear conditioning. The iono-
tropic glutamate receptor delta2 subunit (GluRδ2) is specifi cally 
expressed at the postsynaptic site of the parallel fi ber to Purkinje 
cell synapse (Araki et al., 1993; Yuzaki, 2003). Mice that lack this 
GluRδ2 show impaired acquisition in a delay eyeblink condition-
ing paradigm (Kishimoto et al., 2001b). However, these mice also 
have short- and long-term memory impairments in a cued fear 
conditioning paradigm (Sacchetti et al., 2004). This fi nding sug-
gests that the cerebellum also participates in the neural circuitry 
subserving emotional fear responses. 

Interestingly, when aversive US intensities are used, as is typical 
in eyeblink experiments with mice, the main difference between fear 
and non-fear (i.e. eyeblink) conditioning may well disappear. Too 
rigid implementation of theoretical categorizations of fear versus 
non-fear conditioning can thus easily lead to an overly restrictive 
consideration of the underlying neural processes.
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FIGURE 4 | The Amygdala-Cerebellum-Dynamic-Conditioning Model. An 
integrated model to explain the different phases in the mouse eyeblink 
conditioning learning process and the different peaks in the individual eyeblink 
traces. The colors in the model eyeblink trace represent the anatomical afferents 
to the FN or PnC. During eyeblink conditioning the tone (CS) and corneal air puff 
(US) converge at least in the amygdala and cerebellum. They are relayed to the 
LA from thalamic and cortical regions of the auditory (green) and 
somatosensory (purple) systems. Pontocerebellar (green) and olivocerebellar 
(blue) systems mediate the convergence of CS and US on Purkinje cells in the 
cerebellar cortex and to a lesser extent on the IN neurons. Amygdala and 
cerebellum control the FN activity via PnC (red) and RN (gray), respectively. 
During the fi rst learning phase in eyeblink conditioning very effi cient plasticity in 
the LA results in mild conditioned fear responses, including rapid facial 
responses such as an eyelid closure. This is represented in the eyeblink trace by 
an SLR (red). A few CS-US pairings are enough to obtain clear SLRs in mice. 
Prolonged training will induce cerebellar learning, which behaviorally is 
represented by a perfectly timed eyelid closure (gray). In addition, direct 
projections from the amygdala to the PN might contribute directly to the CS 
input of the cerebellum. Thus, the ACDC model assumes that neuronal 
mechanism in different brain regions contribute to the establishment of an 
adequate CR. AC, Auditory cortex; CE, Central amygdala; CN, Cochlear nucleus; 
CrN, Cochlear root nucleus; CS, Conditioned stimulus; FN, Facial nucleus; GC, 
Granule cell; IN, Interposed nuclei; IO, Inferior olive; LA, Lateral amygdala; MGB, 
Medial geniculate body of the thalamus; MN, Motor neurons; PC, Purkinje cell; 
PIN, Posterior intralaminar nucleus of the thalamus; PN, Pontine nuclei; PnC, 
Caudal pontine reticular nucleus; RN, Red nucleus; SC, Somatosensory cortex; 
TrN, Trigeminal nerve nucleus; US, Unconditioned stimulus.

THE ACDC MODEL: AN INTEGRATED HYPOTHESIS OF 
EYEBLINK CONDITIONING IN MICE
As explained above, the magnitude and duration of the SLRs in mice 
might lead to misinterpretation of the origin and the percentage of 
CRs. We hypothesize that the associative properties of SLRs have 
an extracerebellar origin, most likely the amygdala, which is known 
to be central in the control of conditioned fear responses. It has 
been shown that the relative contribution of the amygdala to the 
eyeblink conditioning process differs among animals. Whereas its 
role seems to be minimal in rabbits, in rats the amygdala plays an 
important role in modulating the eyeblink conditioning process by 
enhancing the effectiveness of the CS and the arousal of the animal. 
The amygdala is in a good position to modulate the CS input to 
the cerebellum, because it projects directly to the pontine nuclei 
neurons that provide the mossy fi bers (Figure 4) (Mihailoff et al., 
1989). In mice the role of the amygdala during eyeblink condition-
ing has not been investigated yet. As in rats, the amygdala might 
be important for enhancing the effectiveness of the CS and the 
arousal of the animal. Further, we hypothesize that especially in 
mice the amygdalar contribution is directly resembled by an SLR 
in the eyeblink trace.

Thus, the Amygdala-Cerebellum-Dynamic-Conditioning 
Model predicts that the amygdala contributes to the early 
 associative SLR that occurs rather rapidly in the beginning of 
training, while the cerebellum is mainly involved in controlling 
the later, well-timed CR that coincides with the onset of the US 
and that slowly emerges as the training proceeds (Figure 2E). Both 
the amygdala and the cerebellum can contribute to the various 
associative components when the following three conditions are 
met: (i) both CS and US inputs converge upon the same neurons; 
(ii) these neurons serve as an output to exert motor control; and 
(iii) learning induced plasticity creates an adequate novel output 
(i.e. the CR). Both systems meet these conditions. Auditory CS 

and somatosensory US inputs converge in the lateral amygdala. 
While the cochlear nucleus relays the auditory CS to the medial 
geniculate body of the thalamus and from there to the lateral 
amygdala, the trigeminal nucleus mediates the peri-orbital US 
signals via the posterior intralaminar nucleus of the thalamus to 
the lateral amygdala (Figure 4) (Burton and Craig, 1979; Ledoux 
et al., 1987; Whalen and Kapp, 1991). Presumably because of con-
vergent activities during fear conditioning, LTP can be induced 
in neurons of the lateral amygdala, and as a consequence the 
auditory responses of these neurons can be enhanced (Rumpel 
et al., 2005; Humeau et al., 2007). Since these neuronal responses 
occur at latencies between 20 ms and 50 ms (Quirk et al., 1995), 
and since the lateral amygdala sends it output via the central 
amygdala and PnC to the facial nucleus, these neuronal latencies 
are in line with the latency to onset (about 50–70 ms) of the eyelid 
SLRs in mice during eyeblink conditioning. For the cerebellum, 
it is clear that the auditory CS is mediated by the cochlear and 
pontine neurons to the granule cells in the cerebellar cortex, and 
that their parallel fi bers converge on Purkinje cells with the US 

83

http://www.frontiersin.org/cellular_neuroscience
http://www.frontiersin.org/Cellular_Neuroscience/archive


Frontiers in Cellular Neuroscience www.frontiersin.org January 2010 | Volume 3 | Article 19 | 

Boele et al. Eyeblink conditioning in mice

 cerebellum. Brain Res. Brain Res. Rev. 
49, 280–294.

Davis, M. (1992). The role of the amy-
gdala in fear and anxiety. Annu. Rev. 
Neurosci. 15, 353–375.

Davis, M., Falls, W. A., Campeau, S., and 
Kim, M. (1993). Fear-potentiated star-
tle: a neural and pharmacological anal-
ysis. Behav. Brain Res. 58, 175–198.

Davis, M., Gendelman, D. S., Tischler, M. 
D., and Gendelman, P. M. (1982). A 
primary acoustic startle circuit: lesion 
and stimulation studies. J. Neurosci. 2, 
791–805.

Delgado-Garcia, J. M., and Gruart, 
A. (2002). The role of interposi-
tus nucleus in eyelid conditioned 
responses. Cerebellum 1, 289–308.

Delgadoz-Garcia, J. M., and Gruart, A. 
(2005). Firing activities of identifi ed 
posterior interpositus nucleus neu-
rons during associative learning in 
behaving cats. Brain Res. Brain Res. 
Rev. 49, 367–376.

Delgado-Garcia, J. M., and Gruart, A. 
(2006). Building new motor responses: 
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Pavlovian fear conditioning occurs 
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23, 229–232.
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eral unique features of eyeblink conditioning in mice, like the 
occurrence of the typical SLRs during normal acquisition train-
ing, which cannot be abolished by lesions of the cerebellar nuclei. 
Further validation of the ACDC model awaits. It will be interesting 
to fi nd out if SLRs and CRs can be produced independently in 
mice. In principle, one should be able to bypass the contribution of 
the amygdala proper by electrically stimulating the pontine nuclei, 
thereby removing the SLRs that occur with eyeblink condition-
ing using auditory stimulation. This type of experiment, together 
with those in which the mouse amygdala is lesioned, should show 
whether the ACDC model is correct.

ACKNOWLEDGMENTS
This work was supported by the Dutch Organisation for Medical 
Sciences (ZON-MW), Life Sciences (NWO-ALW), Senter (Neuro-
Bsik), Prinses Beatrix Fonds, and the European Community (EEC; 
SENSOPAC).

signals that are  mediated by the climbing fi ber system (Yeo et al., 
1985; Steinmetz et al., 1989). The Purkinje cells in turn can well 
provide the output that is required to modulate the interposed 
nuclei neurons that control the red nucleus and thereby the facial 
and oculomotor nucleus motor neurons (Morcuende et al., 2002; 
Jirenhed et al., 2007). It is still under debate which cellular mecha-
nisms are induced during convergent, associative eyeblink activity 
in the cerebellum (Kishimoto et al., 2001b; Koekkoek et al., 2003; 
Welsh et al., 2005). Both the simple spike and complex spike activ-
ity of Purkinje cells are reduced during the acquisition process 
(Jirenhed et al., 2007). Thus, during eyeblink conditioning using 
an auditory CS and a peri-orbital US convergence of stimuli does 
occur both in the lateral amygdala and in the cerebellum, these 
systems both have a central output that exerts motor control of 
the eyelid muscles, and learning induced plasticity takes place 
in both systems. In addition, the amygdala and cerebellum may 
interact with each other. Thus, the ACDC model can explain sev-
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layer neurons (Vos et al., 1999; Chadderton et al., 2004; Jörntell 
and Ekerot, 2006; Rancz et al., 2007) and their collective activity 
(Roggeri et al., 2008; Courtemanche et al., 2009) in response to 
natural stimuli. These results have supported in turn four main 
functional hypotheses. (1) The granular layer response to mossy 
fi ber bursts should be spatially organized in a center-surround 
pattern, where the  excitatory–inhibitory balance is dominated 
by excitation in the center and by inhibition in the surrounding 
areas. (2) The granular layer should generate a time-window effect 
limiting the duration and intensity of the GrC output (D’Angelo 
and De Zeeuw, 2009). (3) The granular layer should behave as 
a high-pass fi lter allowing patterns over 50 Hz to be optimally 
transmitted (Mapelli et al., 2010). Finally, (4) sparse GrC random 
activity should be able to sustain coherent low-frequency oscil-
lations of granular layer activity (Maex and De Schutter, 1998). 
However, whether and how these aspects integrate into a coherent 
functional framework has remained unclear.

Among the properties that may contribute to determine the 
granular layer function, some appear especially relevant. The 
cardinal structural properties include the glomerular organiza-
tion of the mossy fi ber inputs (Rossi and Hamann, 1998; Mapelli 
et al., 2009) and feed-forward, feed-back and lateral inhibition 
(Mapelli and D’Angelo, 2007; Kanichay and Silver, 2008). At 

INTRODUCTION
The cerebellum, owing to its regular structure, has inspired several 
theoretical models emphasizing the combinatorial properties of the 
network (Marr, 1969; Albus, 1971; Tyrrell and Willshaw, 1992; Dean 
et al., 2010). More recently, simplifi ed spiking models have also 
been developed (Maex and De Schutter, 1998; Medina and Mauk, 
2000). Here, by taking advantage of recent advances in single cell 
and granular layer circuit physiology, a new computational model 
is developed that incorporates a much higher level of realism than 
previously possible. The model has then been used to investigate 
granular layer spatio-temporal dynamics and evaluate the main 
functional hypotheses suggested by biological investigations.

In brain slices, intracellular recordings have provided a detailed 
understanding of membrane and synaptic properties of single neu-
rons (among others D’Angelo et al., 1995; Dieudonné, 1998; Forti 
et al., 2006; see also below), while multi-electrode array (MEA) 
and voltage-sensitive-dye imaging (VSD) recordings have revealed 
relevant aspects of ensemble granular layer activities (Mapelli and 
D’Angelo, 2007; D’Angelo et al., 2009; Mapelli et al., 2010a,b). 
Recordings in vivo have shown the behavior of single granular 
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predicts circuit spatio-temporal fi ltering properties
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The way the cerebellar granular layer transforms incoming mossy fi ber signals into new spike 
patterns to be related to Purkinje cells is not yet clear. Here, a realistic computational model of 
the granular layer was developed and used to address four main functional hypotheses: center-
surround organization, time-windowing, high-pass fi ltering in responses to spike bursts and 
coherent oscillations in response to diffuse random activity. The model network was activated 
using patterns inspired by those recorded in vivo. Burst stimulation of a small mossy fi ber bundle 
resulted in granule cell bursts delimited in time (time windowing) and space (center-surround) 
by network inhibition. This burst–burst transmission showed marked frequency-dependence 
confi guring a high-pass fi lter with cut-off frequency around 100 Hz. The contrast between 
center and surround properties was regulated by the excitatory–inhibitory balance. The stronger 
excitation made the center more responsive to 10–50 Hz input frequencies and enhanced 
the granule cell output (with spikes occurring earlier and with higher frequency and number) 
compared to the surround. Finally, over a certain level of mossy fi ber background activity, the 
circuit generated coherent oscillations in the theta-frequency band. All these processes were 
fi ne-tuned by NMDA and GABA-A receptor activation and neurotransmitter vesicle cycling in 
the cerebellar glomeruli. This model shows that available knowledge on cellular mechanisms 
is suffi cient to unify the main functional hypotheses on the cerebellum granular layer and 
suggests that this network can behave as an adaptable spatio-temporal fi lter coordinated by 
theta-frequency oscillations.
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et al., 2001; Nieus et al., 2006; Solinas et al., 2007a,b; Diwakar 
et al., 2009). These neuronal and synaptic models have been 
extensively validated in previous works using electrophysiologi-
cal and imaging data. Therefore, we have been able to develop a 
“realistic network model”, in which the large number of param-
eters is constrained to biology. In this “bottom-up” approach, the 
functional properties of the network emerge from the properties 
of constitutive elements and from their synaptic organization 
(e.g. see Druckmann et al., 2007; Gleeson et al., 2007; Izhikevich 
and Edelman, 2008). The appropriateness of network responses 
was assessed by comparison with MEA and VSD recordings of 
network activity, which have recently become available for the 
cerebellum granular layer. Moreover, the availability of input 
spike patterns and neuronal responses in vivo (Vos et al., 1999; 
Chadderton et al., 2004; Jörntell and Ekerot, 2006; Rancz et al., 
2007; Roggeri et al., 2008) has allowed to simulate granular layer 
network dynamics under conditions representative of natural 
activity states.

GENERAL PROPERTIES OF THE GRANULAR LAYER MODEL
The network had a size suffi cient to reproduce a functionally 
relevant portion of the cerebellar granular layer, i.e. a cube with 
100 µm edge length (Table 1 and Figure 1). The model included 
315 mfs, 4393 neurons (4096 GrCs, 27 GoCs and 270 SCs/BCs) 
and more than 40000 synapses. The number of cells and synapses 
was large enough to maintain realistic convergence/divergence 
ratios (Eccles et al., 1967). On this scale, mf branching was not 
implemented (see Sultan and Heck, 2003). Moreover, to achieve 
inhibitory control over GoCs, a partial representation of the SC/BC 
was also included.

Network connections were constructed using precise rules, yet 
allowing the number of connections and synaptic weights to show 
statistical variability (Gaussian distribution: mean = 1, s.d. = 0.4; see 
Medina and Mauk, 2000). No systematic differences were observed 
using different seeds for parameter randomization, so that in several 
cases the same network confi guration was used to facilitate data 

the  molecular level, special importance has been attributed to 
NMDA and GABA-A (α1 and α6 subunit-containing) recep-
tors (D’Angelo et al., 1995; Cull-Candy et al., 1998; Farrant and 
Nusser, 2005). These are highly sensitive to neurotransmitter 
spillover and are suitable to set the appropriate time constants 
for signal processing in the cerebellar glomerulus. Finally, neu-
rotransmitter release probability at the mf-GrC synapse, which 
can be tuned by long-term synaptic plasticity (D’Errico et al., 
2009), regulates the time course of EPSP temporal summation and 
spike emission. Thus, these factors need to be taken into account 
to appropriately simulate granular layer dynamics in the spatial, 
temporal and frequency domains.

The computational reconstruction of the granular layer 
reported in this work was based on biophysically realistic mod-
els of granule cells (GrCs: D’Angelo et al., 2001; Diwakar et al., 
2009) and Golgi cells (GoCs: Solinas et al., 2007a,b) and of their 
synapses (Nieus et al., 2006; Mapelli et al., 2009). The network, 
stimulated with patterns inspired to those observed in the mossy 
fi bers (mfs) in vivo, generated center-surround, time-window-
ing, high-pass fi ltering and theta-frequency oscillations regulated 
by neurotransmitter release and NMDA and GABA-A synaptic 
receptors. Interestingly, the center-surround structure was capa-
ble of fi ne-tuning the delay, number, and frequency of spikes 
generated by GrCs suggesting that the cerebellum granular layer 
behaves as a complex spatio-temporal fi lter, which can be adapted 
through long-term synaptic plasticity and coordinated by coher-
ent oscillations.

MATERIALS AND METHODS
The granular layer network structure was generated on the basis 
of detailed anatomical and functional information (Eccles et al., 
1967; Palkovits et al., 1971, 1972; Hámori and Somogyi, 1983; 
Jakab and Hámori, 1988; Harvey and Napper, 1991; Korbo et al., 
1993; Sultan, 2001; Barmack and Yakhnitsa, 2008) and using 
models of neurons and synapses including biophysical repre-
sentations of membrane ionic channels and receptors (D’Angelo 

Table 1 | The constitutive elements of the granular layer network.

 Num. Div. Conv. Transmitter Receptors Spillover Previous models

Glomeruli 315      

GrC 4096      Nieus et al., 2006

GoC 27      Solinas et al., 2007a,b

SC/BC 270       

mf→GrC  1:53 4:1 Glutamate AMPA, NMDA Yes Nieus et al., 2006

mf→GoC  1:3.6 50:1 Glutamate AMPA, NMDA Yes This paper – Cesana et al., 2009 

GrC→GoC (pf)   1:1.9 100:1 Glutamate AMPA No This paper – from literature data

     NMDA Yes 

     kainite Yes 

GoC→GrC  1:600 4:1 GABA GABA-A (a1, a6) Yes Mapelli et al., 2009

SC/BC→GoC  1:1 6–50:1 GABA α-function – This paper

The table reports the number of elements in the network, the convergence and divergence ratios of connections, the transmitters and receptors involved, the 
presence of spillover and the references to previous models. All the corresponding mechanisms have been taken from the literature and are therefore not free 
parameters but rather constitutive elements of the network.

88

http://www.frontiersin.org/cellular_neuroscience
http://www.frontiersin.org/
http://www.frontiersin.org/Cellular_Neuroscience/archive


Frontiers in Cellular Neuroscience www.frontiersin.org May 2010 | Volume 4 | Article 12 | 

Solinas et al. Modeling the granular layer network dynamics

comparison. Background noise in the network was generated by 
random spike patterns in mfs and pacemaking in GoCs and SC/BCs 
(see e.g. Häusser and Clark, 1997; Chadderton et al., 2004; Rancz 
et al., 2007). Neurons and synapses were endowed with multiple 
receptor and ionic channel-based mechanisms, allowing an accurate 
representation of neuronal fi ring. The synapses were endowed with 
neurotransmitter diffusion mechanisms and with a representation 
of vesicle cycling, generating spillover and developing short-term 
facilitation and depression. However, no molecular noise (e.g. from 
ionic diffusion, channel gating or receptor binding) or synaptic noise 
(e.g. from stochastic vesicle fusion) were introduced.

The model was written with NEURON-7.1. The simulation of 
3 s of activity required about 20 h on a Pentium-5 dual-core but just 
30 min using 80 CPUS on the CASPUR parallel cluster (http://www.
caspur.it/en/). A graphical interface was written to represent the 
data as in MEA and VSD experiments.

SPECIAL PROPERTIES OF INHIBITORY CONNECTIVITY
The most relevant aspects of granular layer network organiza-
tion depend on the inhibitory connections, which are therefore 
considered in detail. Lateral inhibition, as in other brain areas 
(Buzsáki, 2006), is an important structural property of the circuit. 
This has been reported since early anatomical investigations (e.g. 
see Eccles et al., 1967) and has recently been substantiated by 
electrophysiological recordings (Mapelli and D’Angelo, 2007). 
Lateral inhibition descended from the disproportionate exten-
sion of the GoC axon compared to its dendritic afferent fi eld 
(i.e., the mossy fi bers excited an area including GrC and GoC 
basal dendrites, but then the GoC axon redistributed inhibition 
over a much larger area). Two relevant aspects of the inhibitory 
connections, which have recently been reported in experimen-
tal investigations, have been taken into account in the model 
(Figure 1C).

FIGURE 1 | Network topology. (A) Elements of the network. (i) The whole 
network: the granular layer network was simulated as a cube with edge length 
100 µm. It contained 4096 GrCs (blue dots), 27 GoCs (green spheres), and 315 
glomeruli (red and cyan dots). The meaning of the eight glomeruli indicated 
with cyan dots is explained in (B). (ii) GoC–GrC divergence: the panel shows 
the glomeruli reached by a single GoC axon and GrCs inhibited therein. (iii) 
Mf–GoC convergence: The panel shows the glomeruli reaching a single GoC. 
Note that GoC–GrC divergence is wider than mf–GoC convergence, setting 
the basis for lateral inhibition. (B) Neurons responding to an input burst 

delivered to a small mf bundle. In this example, which is drawn from the 
network shown in (A), eight glomeruli represented with cyan dots were 
supposed to delivered a burst (fi ve spike at 500 Hz) to the network. One of the 
GoCs excited by the burst [the same as in (ii)] is indicated with a large green 
dot. The GrCs are indicated with small dots: GrCs that are only inhibited are 
yellow, GrCs that are only excited are blue, GrCs that are both excited and 
inhibited are green. Note that excitation is concentrated in the center and 
inhibition in the surround. (C) Schematic drawing of network connectivity 
[same color code as in (B)].
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(3) The network connections were generated by applying  simple 
rules, most of which can be directly extracted from original 
works on cerebellar architecture (e.g. see Eccles et al., 1967). 
(a) The GrC dendrites could not reach glomeruli farther 
than 40 µm (mean dendritic length 13.6 µm). (b) A single 
GrC was not allowed to project more than one dendrite 
inside the same glomerulus. (c) Only one GoC axon was 
allowed to enter a glomerulus forming inhibitory synapses 
on all the afferent GrC dendrites. (d) A GoC axon entering 
into one glomerulus was prevented from accessing the nei-
ghboring glomeruli sharing GrCs with the fi rst glomerulus. 
This prevented a GrC from being inhibited twice through 
the same GoC, a case that does not seem to hold experimen-
tally (see Mapelli et al., 2009). (e) Each GoC was allowed to 
access at most 40 glomeruli resulting in a maximum ∼2000 
GrCs inhibited by the same GoC. (f) GoCs received exci-
tation from 50 glomeruli and 100 GrCs through parallel 
fi bers (pfs) randomly selected within the network. These 
approximate numbers conform to existing estimates (Ito, 
2006). (g) Each GoC was provided with an inhibitory input 
from SC/BC comprising two categories. One, equivalent 
to 6 SC/BC, provided a background rhythmic inhibition 
at 18.5 Hz (Häusser and Clark, 1997). The inhibitory SC/
BC background activity was calibrated to balance the mf 
background activity in GoCs. The other, equivalent to 50 
SC/BCs, provided dynamic inhibition through GrCs and 
pfs, implementing a dis-inhibitory loop. The dis-inhibi-
tory loop was activated only to investigate network oscil-
lations in Figure 8E and its intensity was regulated over 
various values.

In order to test the impact of the connectivity rules, in some 
modeling experiments a “mesh” confi guration was used. The “mesh” 
was built after removing the connectivity rules 3c and 3d reported 
above, so that GoCs were connected to GrC distributed all over the 
network. Nonetheless, each GrC still received the same number of 
excitatory and inhibitory synapses. A competitive growth algorithm 
would be desirable in the future.

IMPLEMENTATION OF NETWORK DYNAMICS
The neuron (GrC and GoC) models derived from previous models, 
which had been carefully tested against available experimental 
results in slices (D’Angelo et al., 2001; Nieus et al., 2006; Solinas 
et al., 2007a,b). These models were able to reproduce all the details 
of spike shape, timing and frequency in response to current injec-
tion and synaptic stimulation. The synaptic models were adapted 
from the original scheme reported by Nieus et al. (2006) and were 
able to reproduce the kinetics and size of the EPSCs and IPSCs 
during repetitive synaptic transmission at the different synapses. 
These models accounted for vesicular dynamics, neurotransmitter 
spillover and receptor gating (including multiple closed, desen-
sitized and open states) but not for quantal release mechanisms. 
The dynamics of synaptic responses were fully determined by 
the kinetic constants of synaptic and neuronal models. Given the 
short distances traveled by the spikes, axonal conduction times 
were considered negligible. Transmission delay was 1 ms for all 
the synapses.

First, ultrastructural measurements have revealed that each 
GrC receives on average three GoC inhibitory synapses (Hámori 
and Somogyi, 1983), but has left open the problem on whether 
these synapses originated from the same or from different GoCs. 
Typically, GrC IPSCs can be recruited by raising stimulation inten-
sity (Mapelli et al., 2009), suggesting that three to four independ-
ent GoCs are indeed connected. Recordings from GoC-GrC pairs 
further support this connectivity by showing that the size of the 
GoC-GrC IPSCs is equivalent to the minimal response generated 
by single fi ber stimulation (Mapelli et al., 2009).

Secondly, since glomeruli receive about 50 dendrites from as 
many different GrCs, the additional issue is whether a GoC inner-
vates all the GrCs impinging on the same glomerulus. Even minimal 
stimulation (i.e. one that activates a single synaptic contact) can 
elicit a direct and an indirect spillover-mediated component in GrC 
IPSCs (Mapelli et al., 2009). Since spillover is a sign of release on 
neighboring synapses in the glomerulus (Rossi and Hamann, 1998), 
a GoC axon should inhibit numerous (if not all) GrC dendrites in 
the same glomerulus.

Therefore, in addition to lateral inhibition, the GoC-GrC con-
nections were implemented with these topological rules: a GoC was 
not allowed to innervate a GrC more than once (and therefore did 
not innervate adjacent glomeruli) and each glomerulus was fully 
innervated by a single GoC. In fact these rules are a simplifi cation, 
since do not separate direct from indirect inhibition. An explicit 
representation of the glomerulus with internal diffusion allow-
ing for independent generation of direct and indirect IPSCs may 
further improve this description.

NETWORK ARCHITECTURE AND GENERATION OF NETWORK 
CONNECTIONS
The generation of the model network occurred in three steps: (1) 
calculating the number of constitutive elements, (2) distributing 
the elements in space, and (3) connecting the elements.

(1) Starting from a GrC density of 4 × 106/mm3, the density of 
GoCs was calculated to be ∼9000/mm3 to respect the ratio 
1:430 reported by Korbo et al. (1993). The density of glome-
ruli was calculated from the convergence/divergence ratio of 
the mf-GrC connections. Each glomerulus includes a mean 
of 53 dendrites from different GrCs and each GrC emits on 
average four dendrites (Jakab and Hámori, 1988). The den-
sity of glomeruli was calculated as (4 × 106/mm3 × 4 den-
drites)/(53 dendrites/glomerulus) ≈ 3 × 105/mm3. Although 
in this network there is space for just 9 GoCs, their number 
was increased to 27 to compensate for the inhibitory connec-
tions that should occur in GrCs (a total of 4096 × 4 = 16384 
inhibitory connections) but cannot be generated by the nine 
internal GoCs (providing only 600 × 9 = 5400 inhibitory con-
nections). The missing 10984 inhibitory connections were 
generated by 18 additional GoCs (10984/600 = 18) located 
outside the network but projecting their axons inside it.

(2) After having calculated the number of constitutive elements 
(GrCs, glomeruli and GoCs and their synapses), these were 
placed into the network volume with coordinates drawn from 
a uniform random distribution. The next step was to connect 
these elements together.
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In order to conform to in vivo conditions, all models had to be 
adapted from their original temperature T

orig
 to T

sim
 = 37°C using 

the correction factor Q
10

(Tsim–Torig)/10 (Gutfreund et al., 1995; see 
also Traub and Llinas, 1979; Traub et al., 1991; Vanier and Bower, 
1999). We have used: Q

10
 = 3 for ionic channel gating, Q

10
 = 2.4 for 

receptor gating, Q
10

 = 1.5 for ionic channel permeation, Q
10

 = 1.3 
for neurotransmitter diffusion, Q

10
 = 3 for Ca2+ pumps and buff-

ers, Q
10

 = 1.3 (GrC) or 1.7 (GrC) for intracellular Ca2+ diffusion. 
Following adaptation at 37°C, the models were in matching with 
recordings at this same temperature (data not shown). The basic 
properties of GrCs and GoCs embedded into the granular layer 
network are shown in Figures 2–4.

SINGLE CELL AND SYNAPTIC MODELS
The GrC model was adapted from Nieus et al. (2006) by apply-
ing appropriate Q

10
 corrections. In addition, the GABA leak-

age conductance was increased by two times (60 µS/cm2), the 
Inward rectifier K+ conductance was increase by 1.5 times 
(1350 µS/cm2) and the leakage reversal potential was adjusted 
to restoring resting potential to −70 mV (see D’Angelo et al., 
2001). With this asset, the GrC model properly reproduced 
responses to current injection at 37°C (data not shown) and 
spike trains observed in vivo (Chadderton et al., 2004; Jörntell 
and Ekerot, 2006) reaching maximum firing rates as high as 
500 Hz (see Figure 2B

1
).

The GoC model was adapted from Solinas et al. (2007a,b) by 
applying appropriate Q

10 
corrections.

Without needing any further change, the GoC model properly 
reproduced responses to peripheral stimulation observed in vivo 
(Vos et al., 1999) and could reach a maximum fi ring rate of 350 Hz 
(see Figure 2B

2
).

The SC/BC models, in the absence of detailed computational 
representations, were designed as random spike generators with 
a basal fi ring of 18.5 Hz (Armstrong and Rawson, 1969; Häusser 
and Clark, 1997).

The mf-GrC synapses take part to the formation of the cerebel-
lar glomerulus, are glutamatergic and activate AMPA and NMDA 
receptors. The release, diffusion and ionic receptor mechanisms 
were the same reported by Nieus et al. (2006). Using a prob-
ability of release of 0.6, the model was able to faithfully repro-
duce postsynaptic currents recorded at 37°C in vitro (Saviane 
and Silver, 2006) and in vivo (Chadderton et al., 2004; Rancz 
et al., 2007). The time constant of the recovery from depression, 
τ

REC
 = 8 ms, was derived from in vivo measurements (Jörntell 

and Ekerot, 2006) and allowed to reproduce natural dynam-
ics of short-term plasticity (the time constants of presynaptic 
facilitation and vesicle inactivation were set to τ

facil
 = 5 ms and 

τ
I
 = 1 ms, respectively).

The mf-GoC synapses are similar in several respects to the mf-
GrC synapses. They are also located within the cerebellar glomeru-
lus (Eccles et al., 1967) and are glutamatergic activating both AMPA 
and NMDA receptors (Kanichay and Silver, 2008; Cesana et al., 
2009). The mf-GoC synapse was adapted from the mf-GrC synapse 
model (see above) to reproduce a peak postsynaptic current of 
−66 pA (Cesana et al., 2009; see Figures 2–5). Release probability 
and vesicle cycling parameters were set at the same values as at the 
mf-GrC synapse.

The GrC-GoC synapses are formed by pfs onto GoC apical 
 dendrites in the molecular layer (Palay and Chan-Palay, 1974). 
These glutamatergic synapses activate AMPA, NMDA and Kainate-
receptors (Dieudonné, 1998; Bureau et al., 2000; Misra et al., 2000). 
During repetitive stimulation, the AMPA current shows synaptic 
depression while the Kainate and NMDA currents show slow tem-
poral summation. AMPA and NMDA currents were taken from the 
mf-GrC synapses and the kainate receptor current was modifi ed 
from the AMPA kinetic scheme. Release probability was 0.1 and 
vesicle cycling parameters were set at the same values as at the 
mf-GrC synapse.

The GoC-GrC synapses are GABAergic and impinge on GrC 
dendrites within the glomeruli. GABAergic neurotransmission 
was modeled based on Mapelli et al. (2009). The GABA-A receptor 
schemes comprised channels with fast (α1) and slow (α6) kinetics 
and GABA spillover generating the transient and sustained com-
ponents of inhibition observed experimentally. In order to account 
for experimental results (Mapelli et al., 2009), the parameters 
describing presynaptic dynamics were: release probability = 0.35, 
τ

REC
 = 36 ms, τ

facil
 = 58.5 ms and τ

I
 = 0.1 ms, respectively (Mapelli 

et al., 2009).
The SC/BC-GoC synapses are GABAergic and impinge on the 

GrC apical dendrites in the molecular layer. The postsynaptic 
current resulting from a single spike was described by a double-
exponential function with τ

1
 = 0.26 ms, τ

2
 = 15 ms, and 1370 pS 

maximum conductance, similar to synapses made by the same 
neurons onto Purkinje cells (see Jaeger et al., 1997).

PATTERNS OF ACTIVITY
The granular layer shows a background activity state, over which 
the mf inputs generate evoked responses. In brain slice record-
ings, mfs and GrCs are silent, GoCs show rhythmic spontaneous 
activity at around 6 Hz (Dieudonné, 1998; Forti et al., 2006) and 
SC/BCs show rhythmic spontaneous activity at around 18.5 Hz 
(Häusser and Clark, 1997). Evoked activity occurs in GrC clus-
ters of about 30 µm diameter (Mapelli et al., 2010a), which may 
represent granular layer functional units (Sultan and Heck, 2003). 
In the anesthetized rat in vivo, the mfs show a low basal activity 
(<1 Hz), GrCs generate sporadic spikes (<0.1 Hz) (Chadderton 
et al., 2004; Rancz et al., 2007), GoCs show a basal activity at 
1–18 Hz (mean = 8.42, numeric cv = 0.43; Vos et al., 1999) and 
SC/BCs show a basal activity at 47 ± 17 Hz (Wang et al., 2009). 
Following punctuate sensory stimulation, mfs convey high-fre-
quency bursts and GrCs and GoCs respond after short delay gen-
erating themselves short bursts at 200–300 Hz (Vos et al., 1999, 
2000; Chadderton et al., 2004; Jörntell and Ekerot, 2006; Rancz 
et al., 2007). These responses are clustered in small areas and can 
be detected by measuring the corresponding local fi eld potentials 
(Roggeri et al., 2008).

Spontaneous activity
Background activity in the model was generated by the follow-
ing mechanisms. (i) The mfs were activated with a random spik-
ing activity. Spike timing was drawn from a Poisson distribution 
(mean = 1 Hz, cv

2
 = 0.9; see below for cv

2
 defi nition). (ii) GoCs were 

spontaneously active and their spike frequency and cv
2
 matched the 

range reported in vivo once mfs and SC/BC were made active them-
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selves. (iii) SC/BCs were endowed with a random spiking  activity 
drawn from a Poisson distribution (mean = 18.5 Hz, cv2 = 0.9). 
It should be noted that SC/BC functions were critical to control 
the basal activity state of GoCs. When the SC/BC random activity 
was turned off, the GoCs showed an unnaturally high fi ring fre-
quency and blocked granular layer signal processing (unpublished 
observations).

Evoked activity
The mf bursts generated by punctuate tactile stimulation are 
composed of 5–10 spikes with an average frequency around 
100 Hz and instantaneous frequencies as high as 700 Hz in the 
anesthetized rat (Chadderton et al., 2004; Rancz et al., 2007). 
More protracted stimuli have been reported to generate longer 
bursts with frequencies modulated between a few Hz and 500 Hz 
in the behaving monkey (Kase et al., 1980) and up to 1000 Hz in 
the decerebrated cat (Jörntell and Ekerot, 2006). Evoked activ-
ity was simulated by stimulating eight contiguous unbranched 
mfs in the middle of the network (see Figure 1), which acti-
vated ∼30 µm large GrC clusters. The stimuli consisted in spike 
bursts of different frequencies and duration, as indicated in the 
specifi c result sections (Figures 2–7), overriding the ongoing 
background activity.

DATA ANALYSIS
Simulation results were stored for offl ine analysis and processed 
using customized MATLAB programs (The MathWorks, Natick, 
MA, USA).

Single cell activities were analyzed as in ordinary patch-clamp 
experiments (averages of up to 150 simulations were required 
to overcome the irregularity generated by background network 
activity). The auto- and cross-correlograms (e.g. see Figure 8) were 
generated using data from 3-s long simulations. In order to display 
the average fi ring rate of an individual cell, the histograms were 
normalized by the total number of cells, by the number of stimula-
tion spikes and by the bin width (1 ms).

Spatially organized activity was analyzed as in VSD experi-
ments. Activity images (e.g. see Figure 5A) were reconstructed 
from the membrane potential of individual GrCs generating an 
average response within a volume. The peak of the cumulative 
depolarization of GrCs contained within the given volume was 
in fact a function of spike synchrony and frequency (see Mapelli 
et al., 2010b). To keep into account image blurring due to light 
diffraction in VSD imaging recordings (Mapelli et al., 2010b), 
simulated images were constructed from GrCs located within 
±10 µm from the focal plane. The spatial profi le of responses to 
focal mf stimulation was constructed by computing the mean 
depolarization of GrCs located within spherical shells with radius 
between 5 and 35 µm from the core of excitation. The gain of 
transmission of mf bursts was evaluated by measuring the granu-
lar layer output at a given frequency relative to the single-pulse 
response (Figure 7).

In order to quantify the excitatory–inhibitory balance (E-I bal-
ance), the reconstructed VSD images were analyzed as in MEA 
experiments. The network was stimulated to make a doublet of 
spikes. The intensity of excitation was measured at the peak of 
the fi rst spike in control conditions. The intensity of  inhibition 

was estimated by the changes in the second spike caused by 
GABA receptor blockage (see Mapelli and D’Angelo, 2007; see 
Figure 5).

In this work three defi nitions of the coeffi cient of variation were 
used for consistency with different experimental works: cv = SD/
mean, numeric cv = MAD/median, cv

2
 = mean [2 × |ISI

n + 1
 − ISI

n
|/

(ISI
n + 1

 + ISI
n
)] (Holt et al., 1996).

RESULTS
RESPONSE OF SINGLE GrCs AND GoCs EMBEDDED INTO THE GRANULAR 
LAYER NETWORK
Once embedded into the network, single neurons receive a con-
tinuous barrage of excitatory and inhibitory synaptic inputs driven 
by network-dependent activity. This can alter short-term facilita-
tion and depression and the threshold and precision of spike fi ring 
(Dobrunz and Stevens, 1999; Klyachko and Stevens, 2006). The 
intrinsic responsiveness and synaptic activation of single GrCs and 
GoCs was assessed in model neurons embedded into the simulated 
granular layer network (Figures 2–4), which generated a continu-
ous background activity (see Materials and Methods). Intrinsic 
responsiveness was assessed through intracellular current injection 
and synaptic responses were elicited by delivering a 100-Hz burst 
composed of fi ve impulses over a small bundle of eight adjacent 
and unbranched mfs. With this stimulus, the response occupied a 
surface of about 30 µm diameter refl ecting the spots observed with 
VSD recordings in slices (Mapelli et al., 2010a,b) and matching the 
granular layer functional units reported by Sultan and Heck (2003) 
(the spatial aspects of the response are considered in detail below, 
see Figures 5 and 6).

The GrC model (Figure 2A1) background activity comprised 
EPSPs generated by mfs and IPSPs generated by GoCs, while spon-
taneous fi ring was almost absent. The GrC model properly repro-
duced responses to current injection (Figure 2B1; D’Angelo et al., 
1995, 2001). Most salient properties were non-sagging inward rec-
tifi cation in the subthreshold range and regular fi ring with almost 
no adaptation during depolarization, with maximum frequencies 
as high as 500 Hz (Figure 2B1). In response to a brief mf burst, the 
GrC model showed various responses depending on the number of 
active excitatory synapses and on the number and timing of IPSPs 
received through the mf-GoC-GrC (feed-forward) and mf-GrC-
GoC-GrC (feed-back) loops (Figure 2C1). In response to a short 
mf spike burst, the GrC model generated EPSPs showing short-term 
depression of the transient component and temporal summation of 
the protracted component, which could lead to brief spike bursts. 
The background and evoked activity of GrCs faithfully reproduced 
patch-clamp recordings in vivo (Eccles et al., 1967; Chadderton 
et al., 2004; Jörntell and Ekerot, 2006; Rancz et al., 2007).

The GoC model (Figure 2A2) showed spontaneous activity 
determined by its pacemaker properties (Dieudonné, 1998; Forti 
et al., 2006) and modulated by mf, pf and SC/BC synaptic inputs. 
The GoC maintained a fi ring rate of 8.4 Hz with cv

2
 = 0.44, con-

sistent with recordings in vivo (Vos et al., 1999; Solinas et al., 
2007b). Upon current injection (Figure 2A2), the GoC model 
showed the complex repertoire of dynamic rebounds observed 
in recordings in slices, including fi ring with adaptation during 
depolarization, sagging inward rectifi cation during hyperpolari-
zation, rebound excitation on return to the resting state from 
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FIGURE 2 | Responses of GrCs and GoCs in the network. (A) The response of 
a GrC (A1) and a GoC (A2) to current injection. As in all the following 
simulations, the neurons are affected by background activity. The GrCs show 
EPSPs (open arrow) caused by mf activity and IPSPs (fi lled arrow) caused by 
GoC activity (the IPSPs are only visible when the neuron is depolarized, since 
GABA-A receptor Cl− reversal potential is almost coincident with resting 
potential). The GoC shows a low-amplitude synaptic noise, caused by mf and pf 
EPSPs (open arrow) and by SC/BC IPSPs (fi lled arrow), and low-frequency 
spiking due to intrinsic pacemaking. Both the GrC and the GoC maintain their 
characteristic discharge patterns previously described in slice preparations. The 
GrC shows a discharge proportional to injected current. The GoC shows (1) 
pacemaking, (2) spike frequency adaptation during depolarization, (3) sagging 
inward rectifi cation, (4) rebound excitation following hyperpolarization, (5) phase 
reset after a high-frequency burst. (B) Input–output relationships for a GrC (B1) 
and a GoC (B2) in response to current injection. The GrC shows fast inward 
rectifi cation (the V/I curve is fi tted with two straight lines, with slope 
corresponding to input resistance of 842 MOhm and 2 GOhm, respectively). The 

GrC shows an almost linear spike frequency increase up to 500 Hz. The GoC 
does not show fast inward rectifi cation (the V/I curve is fi tted with a single 
straight lines, with slope corresponding to input resistance 80 MOhm). The GrC 
shows an almost linear spike frequency increase up to 300 Hz and a rapid 
adaptation nearly halving the fi ring frequency. (C) The effect of an input spike 
burst (fi ve spikes at 100 Hz on eight contiguous mfs) on GrCs (C1) and GoCs 
(C2, C3). Examples are taken from neurons receiving a variable number of mf 
inputs. The GrCs (C1) receive from one to fi ve active inputs. With weak 
activation EPSP short-term depression is visible (thick trace also enlarged in the 
inset), while with strong activation the GrCs emit short spike bursts. When the 
GoC receives eight active mf inputs (C2), the different traces show a single 
spike occurring at different phases of the pacemaking cycle followed by phase 
reset. Individual EPSPs are small and barely visible (thick trace also enlarged in 
the inset). When the GoC receives 45 mf inputs (5 spikes at 500 Hz) (C3), the 
traces show a short burst of two to three spikes at high frequency followed by 
phase-reset. The spikes in the burst (see inset) arise in 1.5 ms after the stimulus 
and then occur after 3.3, 7.6 and 47.2 ms.
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hyperpolarization and phase-reset on return to the resting state 
from burst fi ring (Solinas et al., 2007a,b). The GoC model reached 
fi ring rates as high as 350 Hz (Figure 2B2). In response to a brief 
mf burst (Figure 2C2), the GoC model generated EPSPs deter-
mined by direct mf-GoC activation and by propagation of activity 
through the mf-GrC-GoC loop (Cesana et al., 2009). With a weak 
input (8 mfs) the GoC generated a single spike and phase reset 
the pacemaker. With a strong input (45 mfs) the GoC generated a 
brief burst composed of two to three spikes followed by phase reset 
(Figure 2C

3
, inset) as observed following punctuate stimulation 

in vivo (Vos et al., 1999; Solinas et al., 2007b). The spikes were 
generated in 1.5 ms and the burst reached an initial frequency 
of over 300 Hz (cf. Kanichay and Silver, 2008). The background 
and evoked activity of GoCs as well as their fi ring patterns are 
in keeping with extracellular recordings in vivo (for review and 
other references see D’Angelo, 2008).

These simulations show that the GrC and GoC models [for 
GrCs: D’Angelo et al. (2001), Nieus et al. (2006), Diwakar et al., 
(2009); for GoCs: Solinas et al. (2007a,b)] adapted to 37°C and 
subjected to background and stimulated network activity, were 
able to reproduce the typical response patterns observed in vivo 
[for GrC: Chadderton et al. (2004), Jörntell and Ekerot (2006), 
Rancz et al. (2007); for GoC: Vos et al. (1999)].

SUBCELLULAR MECHANISMS DETERMINE TIMING OF GrC AND GoC 
RESPONSES IN THE NETWORK
While neuronal responses in slices look stereotyped, the responses 
of GrCs and GoCs embedded into the network show a remark-
able variability. This is due to random background activity, to 
variations in the number and strength of synaptic contacts and 
to the assortment of excitatory and inhibitory fi bers impinging 
on a given cell. Figure 3 shows the cell-specifi c contribution of 
glutamate and GABA-A receptors to dendritic responses of GrCs 
and GoCs.

Fast excitatory transmission was ensured through AMPA 
 receptor-mediated currents, which showed short-term depres-
sion at the mf-GrC and mf-GoC synapses and short-term facilita-
tion at the pf-GoC synapses. Slow excitation was sustained by the 
NMDA and the kainate receptor-mediated currents, the former 
being most evident at the mf-GrC synapse and the latter being 
specifi cally expressed at the pf-GoC synapse (Dieudonné, 1998; 
Bureau et al., 2000; Misra et al., 2000; Kanichay and Silver, 2008; 
Cesana et al., 2009). Thus, whereas all excitatory synapse could 
effi ciently react to spike bursts, only the mf-GrC synapse was sen-
sitive to fast transitions in fi ring rate. Inhibition was mediated by 
GABA-A currents both at the GoC-GrC and at the SC/BC-GoC 
synapses. At the GoC-GrC synapses, GABAergic currents were 
protracted by the slow kinetics of GABA-A α6 receptors (see 
below; D’Angelo et al., 1995; Rossi and Hamann, 1998; Mapelli 
et al., 2009). Therefore, potentially, the network could implement 
the time-window mechanism (requiring fast GrC responses and 
delayed GoC reaction through the mf-GoC-GrC or feed-forward 
inhibitory loop; D’Angelo and De Zeeuw, 2009), high pass fi ltering 
(requiring frequency-dependent build-up of the burst response 
through NMDA currents at the mf-GrC relay), and slow oscillations 
(through the pf-GoC-GrC or feed-back inhibitory loop). These 
properties are considered below.

GLOMERULAR TRANSMISSION: POSTSYNAPTIC RECEPTOR ACTIVATION 
AND RELEASE PROBABILITY
Among the processes controlling the GrC response, there are some 
that merit specifi c mention, since they are thought to confer the 
GrC with specifi c integration properties: the regulation of synaptic 
excitation by NMDA and GABA-A receptors and the regulation 
of neurotransmission by mf-GrC release probability (Figure 4A). 
In addition to AMPA receptors, GrCs have the most prominent 
expression of NMDA receptors in the cerebellum (Cull-Candy 
et al., 1998) and, unique in the brain, express the α6 subunit of 
GABA-A receptors (Farrant and Nusser, 2005). Both NMDA and 
GABA-A α6 receptors have slow kinetics and are highly sensitive 
to neurotransmitter spillover (see also Figure 3).

In these simulations, blocking the NMDA receptors mark-
edly reduced EPSP temporal summation delaying and curtail-
ing the GrC response, while blocking GABA-A α1 and GABA-A 
α6 receptors sorted the opposite effect. The time of occurrence 
for the 1st, 2nd, 3rd, 4th spikes was 6.5 ± 1.1 (n = 20), 14.1 ± 1.3 
(n = 5), 24.6 ± 1.3 (n = 4), 36.4 ± 1.6 (n = 4) ms in control; 5.4 ± 0.4 
(n = 34), 16.0 ± 2.0 (n = 35), 24.4 ± 1.6 (n = 37), 34.5 ± 1.9 (n = 21) 
ms with α6 receptor block; 5.3 ± 0.5 (n = 36), 13.3 ± 1.0 (n = 106), 
23.6 ± 0.8 (n = 34), 33.4 ± 0.6 (n = 64) ms with α1 and α6 recep-
tor block. Thus, both α1- and α6-containing GABA-A receptors 
controlled the number and the regularity of GrC spike discharge.

Mf-GrC release probability can be tuned by long-term synap-
tic plasticity (Sola et al., 2004; D’Errico et al., 2009) and regulate 
the rate of short-term depression and EPSP temporal summation 
(Nieus et al., 2006). In the model, GrC spikes at low release prob-
ability were delayed and less numerous compared to those at high 
release probability (Figure 4A), confi rming the experimental obser-
vations obtained during LTP and LTD recordings in slices and in 
vivo (Nieus et al., 2006; Roggeri et al., 2008).

Once considering the whole GrC-GoC circuit, the relative timing 
of GrC and GoC activity became evident (Figure 4B). In response 
to an input burst, the GrCs and GoCs coactived by the same mf 
set fi red almost at the same time (it should be noted that the reac-
tion time of GrCs and GoCs conforms to experimental measure-
ments: D’Angelo et al., 1995; Kanichay and Silver, 2008; Cesana 
et al., 2009). An additional delay was due to the time spent at the 
GoC-GrC synapse for GABA release and for the opening of GABA 
channels. This allowed the GrCs to generate a short spike burst 
before being inhibited.

These observations indicate that the mechanisms and reaction 
times of the circuit are appropriate to implement spatio- temporal 
fi ltering according to the time-window hypothesis (see also 
Figures 2 and 3; D’Angelo and De Zeeuw, 2009).

LATERAL INHIBITION AND CENTER-SURROUND ORGANIZATION OF THE 
GRANULAR LAYER RESPONSE
A main organizing principle deriving from MEA (Mapelli and 
D’Angelo, 2007) and VSD (Mapelli et al., 2010a,b) experiments 
is that activation of the mf bundle generates alternated areas of 
excitation and inhibition, which, on average, are organized in 
a center-surround manner. The origin of this effect has been 
attributed to the larger extension of the GoC inhibitory fi eld 
compared to the GoC input through the basal dendrites, but 
a single center-surround structure was experimentally hard to 
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in the surround. This effect was particularly evident by comparing 
the PSTH generated by two exemplar GrCs, one in the center and 
the other in the surround (Figure 6A).

Inhibition in the model respected two rules derived from experi-
mental observations. Just one GoC axon was allowed to enter into 
a glomerulus and to form inhibitory synapses on all the GrC den-
drites therein. Moreover, a GoC axon entering a glomerulus was 
prevented from accessing the neighboring glomeruli, which shared 
GrCs with the fi rst glomerulus. This prevented a GrC from being 
inhibited twice through the same GoC (see Mapelli et al., 2009) and 
clustered inhibitory synapse belonging to closed mf-GrC-GoC-GrC 
and mf-GoC-GrC loops. The extent to which the center- surround 
organization depended on this synaptic organization of inhibition 
was assessed by comparison with a mesh-like GoC-GrC connec-
tivity merely based on statistics. In the mesh confi guration, late 
spikes were more common and the time-window effect was less 
pronounced (Figure 6B). The core remained more excited after the 
fi rst spike, while the surround appeared less affected (Figure 6C). 
Thus, time-window and the center-surround effects generated by 
the feed-forward inhibitory loop were enhanced by the specifi c 
topology of inhibitory connections.

These simulations suggest that the center-surround organization 
benefi ts of the specifi c connectivity of the inhibitory synapses and 
allows for a selective control of spike transfer through the core, as 
further considered below.

isolate. To test the center-surround hypothesis, the model was 
activated through eight neighboring unbranched mfs with 500-
Hz bursts composed of just two spikes (similar results were also 
obtained with longer bursts, data not shown). Mf stimulation 
caused a doublet of spikes forming a spot of activity that degraded 
around the core. Then, blocking inhibition increased the inten-
sity and extension of the response. As explained in our previous 
paper (Mapelli and D’Angelo, 2007), the difference between the 
response before and after inhibition allowed to quantify the exci-
tatory– inhibitory balance (E-I balance) (Figure 5A, right). The 
E-I balance was evaluated using the fi rst peak to estimate excita-
tion and the changes of the second peak caused by GABA receptor 
blockage to estimate inhibition (see Mapelli and D’Angelo, 2007, 
Materials and Methods and Figure 5B). The spatial profi le of the 
E-I balance revealed a Mexican-hat profi le indicative of center-
surround organization, in which inhibition overcomes excitation 
around the core (Figure 5C).

THE IMPACT OF CENTER-SURROUND ORGANIZATION ON SPIKE 
TRANSMISSION
The center surround organization bore consequences for the way 
spikes were transmitted through the granular layer. In the center, 
where the E-I balance is higher, the depolarization was faster and 
the inhibitory window closed more slowly, so that the GrCs emitted 
spike bursts with shorter delay, higher rate and longer duration than 

FIGURE 3 | Subcellular mechanisms of GrC and GoC responses. Response of 
two exemplar GrCs and one GoC activated by a mf burst (fi ve spikes at 500 Hz on 
eight contiguous mfs). The top traces show intracellular membrane potential 
while the bottom traces show the synaptic membrane currents. All glutamate 
receptor-dependent currents (A = AMPA, N = NMDA, K = kainate) are downward 
while the GABA-A receptor-mediated currents (G = GABA-A: α1 and α6 receptor-
mediated currents together) are upward, except when changes in the driving 
force invert the current sign (glutamate reversal potential = 0 mV and GABA 
reversal potential = −65 mV). GrC1 receives only 1 mf input, GrC2 receives 3 mf 
inputs and 2 GoC inputs. Note inhibition of spike generation by evoked IPSCs in 
GrC2 (arrow). In contrast to AMPA current short-term depression, the inset shows 

the NMDA and GABA-A currents build-up up on enlarged scale (vertical axis ×5). 
In GoCs, several pf and mf synapses contribute to generate the glutamatergic 
inputs on apical and basal dendrites, respectively. The pf input involves activation 
of AMPA, NMDA and kainate receptors, while the mf input activates AMPA and 
NMDA receptors. The inhibitory input from molecular layer interneurons (MLI) 
occurs on the apical dendrites. Note generation of a spike doublet by the EPSCs 
occurring through the feed-forward (fi lled arrow) and feed-back (open arrow) 
loops. The pf EPSCs occur with some delay compared to mf EPSCs, accounting 
for the time required for GrC excitation and pf-GrC transmission, and are 
interrupted by GoC inhibition of GrCs. MLIs intensify their action just after GrC 
discharge contributing to terminate GoC inhibition on GrCs.
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enhancement of excitation matched the high-pass fi ltering 
 properties of the granular layer observed experimentally (Mapelli 
et al., 2010b).

The granular layer transmission properties strictly depended 
on specifi c synaptic receptors (Figure 7C). When NMDA 
receptors were blocked, the transmission curve was selectively 
depressed at low-frequency (below 20 Hz, where EPSP temporal 
summation was more critically dependent on NMDA receptors; 
cf. D’Angelo et al., 1995) but the high-pass fi ltering properties 
were maintained. When GABA-A α6 receptors were blocked, the 
transmission curve was enhanced especially at low frequency, 

FREQUENCY-DEPENDENCE OF GRANULAR LAYER TRANSMISSION AND 
PREDICTIONS ON ITS REGULATION
The mfs can discharge at different frequencies (Kase et al., 1980; 
Van Kan et al., 1993, 1994; Arenz et al., 2008). In the model, the 
network was stimulated using bursts of fi ve impulses activating 
eight neighboring mfs repeated at frequencies between 5 and 
500 Hz (Figure 7A; see Materials and Methods). Raising stimula-
tion frequency from 5 to 500 Hz increased temporal summation 
(Figure 7B) and spike generation in GrCs. As a consequence, the 
response increased following a sigmoidal gain curve with cut-off 
frequency around 100 Hz (Figure 7C). The frequency- dependent 

FIGURE 4 | The impact of molecular/cellular mechanisms on GrC synaptic 

excitation in the network. (A) Response of GrCs activated by a mf burst (fi ve 
spikes at 100 Hz on eight contiguous mfs). Each group of traces corresponds to 
the same 52 GrCs sharing a common bursting mf. The underlying PSTH reports 
the probability of spike occurrence in 1-ms bins for all (250) GrCs responding to 
the mf burst. Note that the switch-off of GABA-A α6 receptors and even more of 
GABA-A α1 + GABA-A α6 receptors, which control the fast and slow 
components of inhibition, considerably enhances spike generation protracting 
the duration of the output burst. Blocking the NMDA receptors prevents EPSP 

temporal summation reducing the GrC response. Decreasing release probability 
slows down temporal summation while increasing release probability 
accelerates temporal summation, with opposite effects on the rate of the GrC 
resposne. (B) The raster-plot shows the timing of individual spikes in different 
conditions for the same 52 GrCs shown in (A) and for 5 GoC. Note that GoCs, 
through GABA-A α1 and α6 receptors, regulate the duration of the time window 
for GrC discharge, which normally lasts 5–10 ms from the stimulus. Repetitive 
GrC fi ring is prevented by the block of NMDA receptors and by a low 
release probability.
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was 3 at 300 Hz, 2.3 at 100 Hz and 1.5 at 50 Hz; Figure 7E). Thus, 
the center-surround is predicted to generate complex transforma-
tions of incoming mf signals.

THE EMERGENCE OF OSCILLATION AND PREDICTIONS ON THEIR 
REGULATION
In vivo, GrCs show rare spontaneous activity (Chadderton et al., 
2004; Jörntell and Ekerot, 2006; Rancz et al., 2007). However, in 
certain circumstances, the ensemble activity generated by the 
granular layer can take the form of coherent oscillations [7 Hz in 
the rat (Hartmann and Bower, 1998) and 7–25 Hz in the monkey 
(Pellerin and Lamarre, 1997; Courtemanche et al., 2009)]. It was 
not clear if this sparse GrC background activity could sustain the 
coherent oscillations.

In these simulations, the model was driven by random mf activ-
ity at different frequencies (see Materials and Methods) generating 
a sparse low-frequency discharge of GrCs (<1 Hz/cell; Figure 8A) 
refl ecting the basal GrC activity recorded in the anesthetized rat 
(Chadderton et al., 2004; Rancz et al., 2007) and in the decerebrated 
cat (Jörntell and Ekerot, 2006). When basal mf activity was low 
(10 Hz) ensemble activity was barely detectable but when basal 
mf activity was higher (20–40 Hz) the granular layer generated 
coherent oscillations at 7–15 Hz. Coherent oscillations were never 
easily resolved in single GrCs, which maintained a sparse activity, 
but clearly emerged as a population activity in the spikegrams.

consistent with the slow time constant of these receptors. When 
both GABA-A α6 and GABA-A α1 receptors were blocked the 
transmission curve was enhanced at all frequencies and high-
pass fi ltering was strongly reduced. These results, which are in 
keeping with experimental observations obtained with VSD 
imaging (Mapelli et al., 2010b), indicate that the high-pass fi l-
tering properties of granular layer depend on phasic GABA-
A receptor-dependent transmission (no further changes were 
obtained by blocking the tonic GABA-A receptor-mediated cur-
rent, not shown).

The granular layer transmission properties also depended on 
glutamate release probability at the mf-GrC synapse (Figure 7C). 
Reducing release probability from the control value 0.6 to 0.2 
depressed temporal summation yielding an effect similar to block-
ing NMDA receptors. Raising release probability to 0.9 enhanced 
transmission at low-frequency but not at high-frequency (prob-
ably because EPSP short-term depression became so strong that 
temporal summation was prevented).

The frequency dependence of the granular layer response 
changed moving from the center to the surround of the responding 
area (Figure 7D). In the center, the high-pass fi ltering curve arose 
at lower frequencies and attained a higher maximum gain than in 
the surround. Moreover, the gain difference between center and 
surround was more pronounced at high than low input frequency 
(the ratio between gain measured at 10 and 25 µm from the core 

FIGURE 5 | Center surround organization and lateral inhibition. (A) Spatial 
pattern of GrC responses to a short mf burst (two spikes at 500 Hz on eight 
contiguous mfs) at the time of the fi rst spike (E) and of the second spike (E2). 
E2−bi indicates the response at the time of the second spike when inhibition is 
blocked. Since inhibition arises after excitation, it is does not affect generation of 
the fi rst spike but markedly reduces generation of the second and following 
spikes. Thus, the infl uence of inhibition on the GrC response was obtained as 
(I = E−E2−bi). The difference between excitation and inhibition (E–I) reveals that 
inhibition is especially effective in reducing excitation around the core, 
generating a Mexican hat profi le. The plots were the average of 10 simulations 
using different random seeds for synaptic connectivity. (B) Spikegrams for all 

active GrCs ordered from center to periphery [data from one of the simulation 
used to make (A)]. The fi rst spikes are indicated by red dots, the second and 
following spikes by black dots. In the center the fi rst spike occurs about 5 ms 
after the stimulus, whereas in the surround it tends to occur later. The second 
spike, which is quite rare in control, becomes well evident when inhibition is 
blocked. (C) The spatial profi le of inhibition (I) was subtracted from the profi le of 
excitation (E) to obtain the E-I balance (E-I) along a section passing through the 
core of the corresponding plot in (A) (average data obtained from 10 simulations 
with different random seeds for synaptic connectivity). The larger extension of 
inhibition compared to excitation and the Mexican-hat profi le of the E-I balance 
are evident.
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A measure of rhythmicity was provided by the  autocorrelograms 
of groups of GrCs and GoCs, which showed fi ring at regular periods 
over hundreds of milliseconds. The cross-correlograms between 
GrCs and GoCs cells (Figure 8B) also showed coherent oscilla-
tions, indicating that activity in the two cell populations were cor-
related. The coherent granular layer oscillations followed those of 
GoCs with a 5- to 10-ms lag due to the time spent in the feed-back 
inhibitory loop.

The granular layer oscillation assumed a frequency correlated 
with that in the mf input, as revealed by power spectrum analysis 
(Figure 8C). The output frequency was typically in the 7–15 Hz 
range remaining lower than the input frequency. The oscillation was 
regulated by several synaptic mechanisms operating in the cerebellar 
glomerulus (Figure 8Di; cf. Figure 4). Blocking GrC NMDA recep-
tors strongly reduced the PSD peak amplitude, while blocking GrC 
GABA-A α6 receptors markedly increased the PSD peak amplitude, 
refl ecting opposite regulation on the feed-back (GrC-GoC-GrC) 
loop. Blocking both GrC GABA-A α6 and GABA-A α1 interrupted 
the feed-back loop and fl attened the PSD curve. Another remark-
able effect was generated by altering mf-GrC release probability 
and therefore EPSP temporal summation. Decreasing mf-GrC 
release probability (p = 0.2) reduced the PSD peak amplitude, while 

increasing mf-GrC release probability (p = 0.9) increased the PSD 
peak amplitude, again refl ecting opposite regulation on the feed-
back loop. Moreover, (Figure 8Dii), when the feed-back loop was 
enhanced (GABA-A α6 receptor block or p = 0.9) the PSD peak 
frequency was increased, while the opposite occurred when the 
loop was weakened. Therefore, synaptic mechanisms allowed to 
fi ne-tune the intensity and frequency of oscillations.

It should be noted that increasing the strength of the mf-GoC 
synapse (Figure 8Ei) and of the SC/BC-GoC synapse (Figure 8Eii) 
progressively reduced the PSD of oscillations. Thus, oscillations 
were critically dependent on circuit components that controlled 
the feed-back inhibitory loop.

DISCUSSION
This computational investigation provides a formal demonstration 
that available knowledge on cellular properties and circuit con-
nectivity can explain center-surround and time-window effects 
during burst transmission and that sparse GrC random activity 
can sustain coherent low-frequency oscillations (D’Angelo and De 
Zeeuw, 2009; D’Angelo et al., 2009). The model predicts differen-
tial transmission through the center-surround structure refl ect-
ing the balance between NMDA and GABA-A receptor activation. 

FIGURE 6 | The impact of network topology on granular layer responses. 

Granular layer response elicited by a mf burst (fi ve spikes at 500 Hz on eight 
contiguous mfs) using the control or the mesh-like network confi gurations (see 
Materials and Methods). (A) The traces show that responses in the center have 
shorter latency and higher number of spikes than in the surround of the 
activated area (exemplar traces are taken at 10 and 32 µm from the core; arrows 
mark the time of stimulation). The PSTHs (bin width 0.5 ms) were normalized by 
the number of simulations. The mesh-like confi guration reduces the overall level 
of inhibition, with a more evident effect in the surround, so that the PSTH of 
peripheral cells shows a remarkable increase in the second/third spike fi ring 
probability. (B) The PSTHs of responding GrCs were ordered according to GrC 
distance from the stimulus center and color coded. In the control network 
confi guration, most neurons fi re a high frequency spike doublet with short 

latency which, in some cases, is followed by a late spike with lower time 
precision. Some neurons in the periphery fi re just a single late spike. The mesh 
network confi guration shows differences in the timing of the fi rst and second 
spikes and an enhanced probability of third spikes. The mesh-control plot shows 
sharp peaks in the early response phase due to differences in spike timing and 
wider peaks in the late response phase due to increase fi ring probability. (C) 
Time and space response profi les with control and mesh network 
confi gurations. The upper plot shows the mean response of all GrCs. The two 
curves show a signifi cant difference at the time of the second spike. The point of 
maximum difference is at 7.2 ms after the stimulus and the difference is 
signifi cant in the range indicated by the black bar (p < 0.007, t-test). The lower 
plot illustrates the spatial profi le of control and mesh responses at the time of 
their maximal difference.

98

http://www.frontiersin.org/cellular_neuroscience
http://www.frontiersin.org/
http://www.frontiersin.org/Cellular_Neuroscience/archive


Frontiers in Cellular Neuroscience www.frontiersin.org May 2010 | Volume 4 | Article 12 | 

Solinas et al. Modeling the granular layer network dynamics

FIGURE 7 | Frequency-dependence of granular layer responses. (A) The raster 
plot shows the response of all GrCs (blue dots) and GoCs (green dots) to a bursts 
(fi ve spikes at 20 Hz) on eight contiguous mfs (red dots). (B) The GrC membrane 
potential (traces are the sum over all active GrCs) shows poor temporal 
summation at low stimulation frequency (20 Hz) but marked temporal summation 
at high frequencies (>100 Hz). (C) The gain function showed a steep increase 
above 50 Hz. By blocking the NMDA receptors, the responses were depressed 
with a specifi c loss of transmission at low frequency. By blocking GABA receptors, 
the responses were enhanced with a more marked increase of transmission at 
low frequency. Reducing release probability (p = 0.2) depressed the gain curve at 

all frequencies, while raising release probability (p = 0.9) enhanced the gain curve 
specifi cally at low frequency. (D) The gain curve changed from the center to 
surround of the excited area. In the center the gain curve arose at lower 
frequencies and attained higher gain than in the surround. (i) shows absolute gain 
curves, (ii) shows normalized gain curves. Each gain trace is from a different GrC. 
(E) Gain as a function of distance from the center of the active areas. The points 
are measures in responding spots located along different radii (mean ± sd indicate 
the values along the whole circumference at the given distance; see Materials and 
Methods for details). The difference between center and surround in terms of gain 
was more pronounced at high than low input frequency.
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FIGURE 8 | Background activity and oscillations. (A) The response of GrCs 
and GoCs to a 20-Hz mf random activity. Activity of individual GrCs was 
sparse and appeared to occur at random and uncorrelated times [membrane 
potential traces, (i)]. However, when represented in a raster plot (ii), GrC 
(blue dots) and GoC (green dots) activity appeared organized in a repetitive 
coherent pattern. (B) Autocorrelograms of GrC and GoC population activity at 
three different frequencies of the random input (10 Hz, 20 Hz, 40 Hz; (i,ii)). 
The autocorrelogram of GrCs is enlarged in the inset. The cross-correlogram 
shows the mean activity of the GoCs in relation to spikes fi red by GrCs (iii). 
(C) The power spectrum density (PSD) of the GrC population activity shows a 
peak between 7 and 20 Hz at the three different input frequencies [(i): 10 Hz, 
20 Hz, 40 Hz]. These peaks are represented as a function of the input 

frequency in (ii). (D) The effect of altering neurotransmission mechanisms on 
the GrC power spectral density generated with a 20-Hz mf random activity. 
Blocking NMDA receptors reduced the PSD peak frequency, while blocking 
GABA-A receptors increased the PSD peak frequency. Decreasing mf-GrC 
release probability (p = 0.2) reduced the PSD peak frequency, while 
increasing mf-GrC release probability (p = 0.9) increased the PSD peak 
frequency. (E) The effect of altering the strength of GoC excitation through 
the mfs and of GoC inhibition through MLI on the GrC power spectral density 
generated with a 20-Hz mf random activity. The oscillatory effect, revealed by 
the intensity of the GrC PSD, tends to vanish as the intensity of the feed-
forward inhibitory loop is increased and as the intensity of the feed-back dis-
inhibitory loop is increased.

The center had a lower cut-off for input signals and generated 
spike bursts at higher frequency and with shorter delay than the 
surround. In the center the time–window closed less effectively 
and contained more spikes than in the surround. The higher mf-
GrC release probability in the center than in the surround due to 
long-term synaptic plasticity (Mapelli and D’Angelo, 2007) would 

further enhance the contrast between adjacent network areas. The 
main prediction of the model is therefore that the granular layer 
circuit behaves as a spatio-temporal fi lter, whose local proper-
ties can be adapted through long-term plasticity and different 
areas can be synchronized through low-frequency oscillations. It 
can be envisioned that distributed inputs generate a continuum 
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of center-surround structures  performing a complex time- and 
 frequency-dependent transformation of input signals (e.g. Mapelli 
et al., 2010a) to be relayed to Purkinje cells. These results support 
the concept that input mossy fi ber bursts are fi rst separated and 
transformed in granular layer sub-circuits and then relayed to 
Purkinje cells for subsequent integration and pattern recognition 
(Dean et al., 2010).

The major innovation in this model is that membrane mecha-
nisms are reproduced using Hodgkin–Huxley gating schemes and 
synaptic transmission using synaptic vesicle cycling schemes, which 
are based on extended electrophysiological experiments and bio-
physical analysis in slices (D’Angelo et al., 2001; Nieus et al., 2006; 
Solinas et al., 2007a,b; Diwakar et al., 2009 and references therein). 
Moreover, circuit structure is reproduced beyond statistical con-
nectivity, accounting for a sophisticated arrangement of neuronal 
and synaptic elements (see Mapelli and D’Angelo, 2007; D’Angelo, 
2008; D’Angelo and De Zeeuw, 2009; D’Angelo et al., 2009; Mapelli 
et al., 2009, 2010a). Finally, the simulations accounted for granular 
layer responses to three major mf discharge patterns inspired by in 
vivo recordings: localized bursting, frequency-modulated activity 
and diffused random activity (Kase et al., 1980; Chadderton et al., 
2004; Jörntell and Ekerot, 2006; Rancz et al., 2007). In response to 
single input bursts, the model showed center–surround responses 
and time windowing (D’Angelo and De Zeeuw, 2009). In response 
to input trains at different frequencies, the granular layer behaved 
as a high-pass fi lter with a rapid growth of the response between 50 
and 100 Hz, as observed in VSD recordings (Mapelli et al., 2010b). 
In response to continuous random stimuli, the model generated 
synchronous oscillations in the theta band (Pellerin and Lamarre, 
1997; Hartmann and Bower, 1998; Maex and De Schutter, 1998; 
Courtemanche et al., 2009).

The model, by being reconstructed from a detailed description 
of its constitutive elements, could account for the multiple dynam-
ics of granular layer activity observed in vitro and in vivo. The 
individual GrCs and GoCs showed responses to mf burst stimula-
tion compatible with those elicited in vivo following punctuate 
stimulation of the whisker pad (Vos et al., 1999; Chadderton et al., 
2004; Rancz et al., 2007) or following more prolonged touching 
on the limbs (Jörntell and Ekerot, 2006). The specifi c fi ring pat-
terns depended on the blend of local excitation and inhibition. 
Moreover, the neurons, although individually maintaining a low 
and irregular fi ring rate, could be entrained into coherent oscilla-
tory activity. Therefore, the model, in addition to demonstrate that 
biophysical properties in vitro are suffi cient to reproduce multiple 
activity patterns in vivo, provides the basis for investigating the 
contribution of single neurons to network activity and, conversely, 
network’s infl uence on single neurons (Buzsáki, 2006; Izhikevich 
and Edelman, 2008).

Previous models [originally the theoretical models of Marr 
(1969), Albus (1971), Tyrrell and Willshaw (1992), Dean et al. 
(2010) but also the computational model of Maex and De Schutter 
(1998), Medina and Mauk (2000)] were based on the statistical 
properties of the granular layer connectivity. Here we have faced 
the problem of how GoCs contact GrCs in the glomeruli by using 
the following rules: a GoC inhibits all the dendrites in a glomeru-
lus and cannot inhibit a GrC more than once. As a corollary, each 
GrC is inhibited by different (up to 5 with a mean of 4) GoCs and 

all GrCs sending their dendrites in the same glomerulus have at 
least one GoC in common. This organization, by increasing the 
effi ciency of feed-forward loops and concentrating inhibition into 
certain cell subgroups, enhanced center-surround transmission and 
time windowing. These rules are compatible with original Golgi 
staining images (Golgi, 1883; Ramón y Cajal, 1887, 1889, 1904; 
Eccles et al., 1967; Palay and Chan-Palay, 1974) but would require 
further refi nement of the glomerular representation in the model 
to improve generation of direct and indirect GABAergic responses 
(Rossi and Hamann, 1998; Mapelli et al., 2009) and to implement 
glomerular crosstalk (Mitchell and Silver, 2000a,b). It should also 
be noted that network topologies were not fully resolved in the 
model, because mf and GoC axon branching on the sagittal plane 
and pf long-range connections on the transverse plane could not 
be implemented on the scale of this network (see Wu et al., 1999; 
Sultan, 2001; Barmack and Yakhnitsa, 2008; D’Angelo, 2008).

The model identifi ed different roles for the main components of 
inhibition. Lateral inhibition was critical to determine the center-
surround effect, feed-forward inhibition to determine the time-
windowing effect and feed-back inhibition to determine coherent 
oscillations. In fact, in the model, the generation of oscillatory activ-
ity in response to random mf bursts decreased with the strength 
of the feed-forward loop, which, in turn, was essential to generate 
time-windowing in response to localized mf activity. Since the rela-
tive strength of the feed-forward and feed-back loops is unknown, 
different mechanism can be envisaged: (i) the relative strength of 
feed-back and feed-forward loops is dynamically balanced through 
the intervention of SC/BC-GoC inhibition (Dumoulin et al., 2001) 
or through glomerular mechanisms (Mitchell and Silver, 2000a,b, 
2003; Mapelli et al., 2009); (ii) the feed-forward loop is independ-
ently regulated through pfs originating from GrCs located outside 
the active beam; (iii) oscillating activity is conveyed into the cer-
ebellum in pre-organized patterns. Although these mechanisms 
may coexist, the latter is especially interesting since both GrCs and 
GoCs have resonant properties in the theta-band (D’Angelo et al., 
2001;  Solinas et al., 2007a,b; D’Angelo and De Zeeuw, 2009). It is 
therefore possible that theta patterns at the input (around 7 Hz in 
rodents; Hartmann and Bower, 1998) are particularly effi cient in 
generating granular layer responses (Ros et al., 2009).

The model appropriately reproduced the high-pass fi ltering 
properties of the granular layer, so that burst patterns over 50 Hz 
were effi ciently transmitted while those at lower frequencies were 
not (Mapelli et al., 2010b). This is in keeping with the proposal that 
GrCs receive and retransmit high-frequency bursts (Chadderton 
et al., 2004; Rancz et al., 2007). The higher cut-off observed in the 
surround than in the center suggests that a frequency-code is spa-
tially implemented through the center-surround structure. The gain 
control mechanisms based on stochastic resonance (Mitchell and 
Silver, 2003) may overlay with those considered here and account 
for the frequency-dependent modulation of incoming signals 
observed in certain functional conditions (Arenz et al., 2008).

In the model, generation of appropriate spatio-temporal pat-
terns of activity of the cerebellum granular layer required a detailed 
description of cellular and synaptic properties. The time course 
of vesicle cycling regulated temporal summation during repeti-
tive neurotransmission (see Figures 2 and 4) and fi ltering at the 
mf-GrC relay (see Figure 7). Transmission at low frequency was 
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evidence. Nat. Neurosci. Rev. 11, 
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Dieudonné, S. (1998). Submillisecond 
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fi bre-Golgi cell synaptic currents in 
the rat cerebellum. J. Physiol. (Lond.) 
510, 845–866.

Diwakar, S., Magistretti, J., Goldfarb, M., 
Naldi, G., and D’Angelo, E. (2009). 
Axonal Na+ channels ensure fast 
spike activation and back-propaga-
tion in cerebellar granule cells. J. 
Neurophysiol. 101, 519–532.

Dobrunz, L. E., and Stevens, C. F. (1999). 
Response of hippocampal synapses to 
natural stimulation patterns. Neuron 
22, 157–166.

Druckmann, S., Banitt, Y., Gidon, A., 
Schürmann, F., Markram, H., and 
Segev, I. (2007). A novel multiple 
objective optimization framework 
for constraining conductance-based 
neuron models by experimental 
data. Front. Neurosci. 1:1, 7–18. doi: 
10.3389/neuro.01.1.1.001.2007.

Dumoulin, A., Triller, A., and Dieudonné, 
S. (2001). IPSC kinetics at identifi ed 
GABAergic and mixed GABAergic 
and glycinergic synapses onto 

Courtemanche, R., Chabaud, P, and 
Lamarre, Y. (2009). Synchronization 
in primate cerebellar granule cell layer 
local fi eld potentials: basic anisotropy 
and dynamic changes during active 
expectancy. Front. Cell. Neurosci. 3:6. 
doi: 10.3389/neuro.03.006.2009.

Cull-Candy, S. G., Brickley, S. G., Misra, 
C., Feldmeyer, D., Momiyama, A., and 
Farrant, M. (1998). NMDA receptor 
diversity in the cerebellum: identifi ca-
tion of subunits contributing to func-
tional receptors. Neuropharmacology 
37, 1369–1380.

D’Angelo, E. (2008). The critical role 
of Golgi cells in regulating spatio-
temporal integration and plastic-
ity at the cerebellum input stage. 
Front. Neurosci. 2:1, 35–46. doi: 
10.3389/neuro.01.008.2008.

D’Angelo, E., De Filippi, G., Rossi, P., and 
Taglietti, V. (1995). Synaptic excitation 
of individual rat cerebellar granule 
cells in situ: evidence for the role of 
NMDA receptors. J. Physiol. (Lond.) 
484, 397–413.

D’Angelo, E., and De Zeeuw, C. I. (2009). 
Timing and plasticity in the cerebel-
lum: focus on the granular layer. Trends 
Neurosci. 32, 30–40.

D’Angelo, E., Koekkoek, S. K. E., 
Lombardo, P., Solinas, S., Ros, E., 
Garrido, J., Schonewille, M., and De 
Zeeuw, C. I. (2009). Timing in the cer-
ebellum: oscillations and resonance in 
the granular layer. Neuroscience 162, 
805–815.

D’Angelo, E., Nieus, T., Maffei, A., Armano, 
S., Rossi, P., Taglietti, V., Fontana, A., 
and Naldi, G. (2001). Theta-frequency 
bursting and resonance in cerebellar 
granule cells: experimental evidence 

enhanced by the slow time constant of excitation introduced by 
the NMDA receptors and was reduced by the slow time constant 
of inhibition introduced by GABA-A α-6 receptors (see Figure 7), 
suggesting that the balance of the two is critical to regulate circuit 
functioning. These same mechanisms also helped maintaining 
network oscillations in the theta-frequency band (see Figure 8; 
D’Angelo et al., 2001; Solinas et al., 2007b). It should be noted that, 
with unconstrained parameterization, a previous model generated 
40 Hz oscillations, which are probably non-physiological (Maex 
and De Schutter, 1998).

In order to assess the hypothesis that the granular layer behaves 
as an adaptable spatio-temporal fi lter coordinated by low-frequency 
oscillations, experimental tests may be combined with further com-
putational investigations. First, the implementation of rules for 
long-term synaptic plasticity in the model of the mf-GrC synapse 
(D’Errico et al., 2009) could allow investigating the impact of adap-
tation on network fi ltering and pattern recognition. Secondly, the 
ability of the circuit of generating theta-frequency oscillations in 
response to repetitive bursting (which would be naturally con-
veyed by the cerebral cortex; Ros et al., 2009) could be investi-

gated by modulating the resonant properties of GrCs and GoCs 
models (D’Angelo et al., 2001; Solinas et al., 2007b). Thirdly, the 
 observation that tonic inhibition can control granular layer gain 
(Mitchell and Silver, 2003) could be assessed by introducing quantal 
mechanisms of neurotransmitter release in the model of the mf-
GrC synapse (Arleo et al., 2010). The integration of the current 
model into larger modules including the molecular layer and deep 
cerebellar nuclei will eventually provide a tool for investigating the 
spatio-temporal fi ltering hypothesis of the entire cerebellar network 
(Dean et al., 2010).
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and sharpen these excitatory “on-beam” Purkinje cell responses by 
producing an “off-beam” inhibitory area transversely flanking each 
side of the core beam (Cohen and Yarom, 2000; Gao et al., 2006; 
Heck et al., 2007; Rokni et al., 2007, 2009).

Are there nAturAlly occurring pArAllel fiber 
induced purkinje cell beAms?
While the assumption of strong parallel fiber inputs on Purkinje 
cells and inhibition as a sculpting lateral mechanism continues 
to dominate modern cerebellar theories (Mauk and Ohyama, 
2004; Hong and Optican, 2008), there is actually little experimen-
tal evidence that natural patterns of afferent cortical activation 
actually produce beam-like patterns of either excited or inhibited 
Purkinje cells (Bell and Grimm, 1969; Eccles et al., 1972; Bower 
and Woolston, 1983; Kolb et al., 1997; Cohen and Yarom, 1998; 
De Jaeger and Proteau, 2003; Holtzman et al., 2006; Heck et al., 
2007; Rokni et al., 2007; de Solages et al., 2008). Instead Purkinje 
cells either activated or inhibited by peripheral stimuli are found 
in patches, not beams (Eccles et al., 1972; Bower and Woolston, 
1983; Gao et al., 2006) whose locations, when measured, are found 
to be in close proximity to activated regions of the granule cell 
layer (Bower and Woolston, 1983; Kolb et al., 1997; Cohen and 
Yarom, 1998; De Jaeger and Proteau, 2003; Lu et al., 2005; Rokni 
et al., 2007; Brown and Ariel, 2009). Those few in vivo reports 
claiming to demonstrate the presence of beams either mapped 
Purkinje cell responses without reference to activity in the granule 
cell layer (Garwicz and Andersson, 1992; Jorntell and Ekerot, 2002; 
Heck et al., 2007), employed electrical rather than natural forms 

the clAssicAl view of cerebellAr moleculAr  
lAyer inhibition
For most of the last 50 years, the functional interpretation of cer-
ebellar inhibitory circuits in general, and molecular layer inhibition 
in particular, has been dominated by the relatively straight forward 
hypothesis that inhibitory and excitatory synaptic inputs sum spa-
tially and temporally to determine whether Purkinje cells reach 
threshold and consequently generate an action potential (Andersen, 
2006). This “integrate and fire” framework continues to provide 
the basis for most models and theories of cerebellar function today 
(Medina and Mauk, 2000; Mauk and Ohyama, 2004; Carrillo et al., 
2008; Dean et al., 2010), and in fact for the role of inhibition in 
brain function as a whole (Andersen, 2006). Consistent with the 
traditional integrate and fire model of neuronal function, the role 
of inhibition in the cerebellum has traditionally been described in 
terms of “sculpting,” blocking, or canceling excitatory effects on 
neuronal output (Bell and Grimm, 1969; Andersen, 2006; Gao et al., 
2006; Shin and De Schutter, 2006; McKay et al., 2007; de Gruijl et al., 
2009; Wisden et al., 2009; Wulff et al., 2009; Dean et al., 2010), a role 
that was originally codified in what has come to be known as “the 
cerebellar beam hypothesis” (Eccles et al., 1967). Originally pro-
posed by Braitenberg and Atwood (1958) based on the unique geo-
metrical relationship between the parallel fibers of the granule cells 
and the Purkinje cell, the beam hypothesis holds that computation 
in cerebellar cortical circuitry is fundamentally organized around 
the propagation of excitatory parallel fiber activity along “beams,” 
sequentially activating cerebellar Purkinje cells (Eccles et al., 1967; 
Heck et al., 2007). Molecular layer inhibition was assumed to sculpt 
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instead were restricted to the region directly overlying the activated 
granule cell layer (dotted area in both Figures 1A,B). Similarly, 
Purkinje cells showing a reduction in firing were also not found 
along a beam, but instead were located above as well as adjacent 
to the activated region of the granule cell layer (stippled histo-
gram bins in Figure 1B). While this apparent inhibitory influence 
does extend slightly beyond the activated region of the granule cell 
layer, at no point were reductions in Purkinje cell firing seen at a 
distance greater than 200 microns, even though parallel fibers in 
the rat can extend for up to a 2.5 mm in both directions from the 
site of granule cell layer activation (Houk and Walsh, 1971; Harvey 
and Napper, 1991; Barmack and Yakhnitsa, 2008a). In other words, 
just as there was no “beam” of activated Purkinje cells extending 

of  afferent stimulation (Jorntell and Ekerot, 2002), or drew their 
conclusions based on patterns of activity obtained in completely 
different animals (Jorntell and Ekerot, 2002, 2006). For additional 
discussion of these methodological concerns see Bower (2002).

Figure 1, reproduced from Bower and Woolston, 1983, shows the 
pattern of Purkinje cell excitatory and inhibitory activity induced in 
cerebellar folium Crus IIA following stimulation of the ipsilateral 
upper lip in an anesthetized rat. Figure 1A shows the spatial distri-
bution of granule cell layer activity induced by the peripheral tactile 
stimulus, while Figure 1B shows the resulting activity produced in 
Purkinje cells. It can be seen that those Purkinje cells responding 
with short-latency increases in spike output (indicated by black 
histogram bins in Figure 1B) were not found along beams, but 

Figure 1 | Comparison of the spatial distribution of granule cell and 
Purkinje cell layer responses in Crus iiA of the rat, evoked by stimulation of 
a single upper lip locus. Parallel fibers run from the top of the figure (medial) to 
the bottom (lateral). (A) Granule cell layer evoked-response map. This map 
illustrates the spatial distribution of activity evoked by mechanical stimulation of 
the single ipsilateral upper lip locus. Each rectified, averaged GC layer response 
(30 trials) is centered over the electrode puncture location from which the 
response was recorded (see brain diagram of Crus IIA at bottom center). The 
largest GC layer responses were recorded within the area enclosed by the 
dashed line. The time scale and stimulus onset (arrow) for all traces are shown in 
the key at top right. (B) Purkinje cell layer evoked-response map. This map 

illustrates the spatial distribution of PC layer activity evoked by the same 
peripheral stimulus that evoked the GC layer response in (A). Each PST 
histogram represents responses of a different Purkinje cell recorded from the 
same 19 electrode punctures as the GC layer responses shown in (A). 
Statistically significant short-latency increases in PC activity are indicated in 
black with decreases stippled. Both these maps are oriented so that the course 
of the GC parallel fibers is from the top of the figure to the bottom, i.e., along the 
axis of the folium (see brain diagram at lower center). In each PST histogram, the 
arrow indicates the onset of the stimulus. The key at top right indicates the scale 
for the x and y axes for all histograms. v, vibrissae; 11, lower lip; ul, upper lip; fbp, 
furry buccal pad.
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down the folium, there is also no evidence for an “off-beam” inhibi-
tory band extending along the parallel fibers. The original beam 
hypothesis also did not predict inhibitory effects within the (“on-
beam”) area of Purkinje cell excitation (Eccles et al., 1967). In the 
data shown in Figure 1 and elsewhere (Cohen and Yarom, 2000), 
short duration excitatory Purkinje cell responses are almost always 
followed by a decrease in spiking, presumably due to inhibitory 
effects. It should also be noted that this decrease in firing occurs 
at the same latency whether preceded by excitation or not, and 
regardless of whether the Purkinje cell is above or adjacent to the 
area of granule cell layer activation.

Modeling Purkinje cell resPonses to focal 
activation of the granule cell layer
Over the last several years we have constructed realistic models of 
cerebellar Purkinje cells (Deschutter and Bower, 1994a,b,c; Jaeger 
et al., 1997; Santamaria and Bower, 2005) and the cerebellar cortical 
network (Santamaria et al., 2007) to try to better understand, among 
other things, why focal activation of the granule cell layer does 
not produce beams of Purkinje cell excitation or inhibition. These 
modeling efforts were designed to test a specific hypothesis, first 
formulated by Llinas (1982), that the focal activation of Purkinje 
cells was due to synaptic input from synapses on the ascending 
segment of the granule cell axon before it bifurcated into two paral-
lel fibers (Mugnaini, 1972). Llinas suggested that these ascending 
segment synapses had a more powerful influence on Purkinje cells 
because they provided a more synchronous input than did parallel 
fibers contacting Purkinje cells further down the folium (Llinas, 
1982). Confirming the first component of this hypothesis, we have 
obtained direct anatomical evidence that Purkinje cells do receive 
excitatory synaptic projections from ascending granule cell axons 
(Gundappa-Sulur et al., 1999; Lu et al., 2009), and experimen-
tal evidence is mounting that these inputs drive strong excitatory 

responses in Purkinje cells (Jaeger and Bower, 1994, 1999; Cohen 
and Yarom, 1998; Gundappa-Sulur et al., 1999; Isope and Barbour, 
2002; Lu et al., 2005; Sims and Hartell, 2005, 2006; Rokni et al., 2008; 
Brown and Ariel, 2009; Lu et al., 2009; Walter et al., 2009).

While ascending granule cell inputs likely account for Purkinje 
cell activation directly above an activated region of the granule cell 
layer, until recently, the other component of the Llinas hypothesis, 
that the lack of Purkinje cell responses along a beam is due to the 
relative desynchronization of parallel fibers has not been examined 
directly. However, several known anatomical and physiological fea-
tures of the parallel fiber system are consistent with this proposal. 
First, while it has been known for some time that individual parallel 
fibers make one synapse per Purkinje cell (Harvey and Napper, 
1991), recent evidence in mammals suggests that there may be 
approximately twice as many granule cell synapses per unit length 
on ascending as compared to parallel fiber segments of the granule 
cell axon (Pichitpornchai et al., 1994) a result also found in turtles 
(Tolbert et al., 2004). With respect to parallel fiber desynchroniza-
tion, it has been known for a long time that parallel fibers are quite 
variable in their conduction velocities (Eccles et al., 1966). However, 
in addition, the structure of the molecular layer itself would seem 
to assure a more desynchronized parallel fiber volley down the 
molecular layer. Specifically, action potentials initiated in parallel 
fiber volley down the folium must first traverse the entire height 
of the molecular layer before reaching the parallel fiber branch 
point, while action potentials in deeper parallel fibers start propa-
gating almost immediately (see Figure 2). Thus the geometry of 
the cortex itself appears to contribute to the desynchronization of 
parallel fibers. Interestingly, this initial desynchronization due to the 
branching pattern geometry of granule cell axons in the molecular 
layer appears to be further enhanced by the fact that the intrinsic 
conduction velocities of deeper parallel fibers can be twice as fast 
as those found more superficial in the molecular layer (Vranesic 

Figure 2 | Spatial and temporal patterns of action potential propagation 
along granule cell axons. (A) Calculated synaptic distributions following a 
synchronously activated patch of granule cells, consisting of 80 cells distributed 
over 50 square microns along the X-axis. Note the increasingly desynchronized 
volley of parallel fiber activity with distance from the activated region. (B) Range 

of propagation times for action potentials converging at different distances from 
the site of granule cell activation. The upper and lower bounds are calculated 
using the slowest (0.15 m/s) and fastest (0.50 m/s) published propagation 
velocities for parallel fiber action potentials. Reproduced with permission from 
Santamaria et al., 2007.
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assumed in many models and interpretations of cerebellar cortical 
function (Bell and Grimm, 1969; Mauk and Ohyama, 2004; Gao 
et al., 2006; Shin and De Schutter, 2006; Steuber et al., 2007; Hong 
and Optican, 2008), molecular layer inhibition instead appears to 
prevent excitatory Purkinje cell beams from occurring. In support 
of this basic model prediction, we subsequently showed experimen-
tally that blocking molecular layer inhibition in vivo, results in the 
emergence of beam-like patterns of Purkinje cell activity that are 
remarkably similar to those seen in the model lacking feed-forward 
molecular layer inhibition (Santamaria et al., 2007). A similar result 
has recently been reported by Walter et al. (2009).

While the reader is referred to Santamaria et al. (2007), for a 
full description of the network modeling parameters, responses to 
parameter variations, and other specific model-based explanations 
for the influence of molecular layer interneurons, there are several 
aspects of the modeling results that are worthy of specific mention 
here. As with many realistic modeling efforts (Bower, 1990), one of 
the most valuable contributions this type of model can make is in 
shedding new light on the functional consequences of well known 
anatomical features. Through most of the history of neuroscience, 
function has simply been inferred from a fairly straightforward 
interpretation of the anatomy, the beam hypothesis itself being an 
excellent example. Accordingly, the most obvious interpretation of 
the anatomical arrangement between parallel fibers and Purkinje 
cells has been  that parallel fiber activity would result in a successive 
spatial activation of Purkinje cells, an interpretation bolstered by 
experimental studies using direct electrical stimulation techniques 
(Eccles et al., 1966), essentially designed on the assumption that this 
was how the system worked. It has taken careful experimental inves-
tigations using natural peripheral stimuli (Bower and Woolston, 
1983; Santamaria et al., 2007), combined with realistic modeling, to 
understand why this is not the case. Similarly, the laterally inhibi-
tory role for molecular layer interneurons in the beam hypothesis 
derives from a simple interpretation of the fact that the axons of 
these neurons course in a direction perpendicular to the parallel 
fibers (Sultan and Bower, 1998). Considering the anatomy alone, it 
seems perfectly rational to assume simple lateral inhibitory effects, 
while it has never been previously proposed that laterally projecting 
axons would counterbalance progressive parallel fiber excitation 
down the folium. The model however, demonstrates such counter-
balancing as a consequence of a combination of the relatively rapid 
induction of inhibitory inputs, the desynchronization of parallel 
fiber volleys, and the intrinsic electrical properties of the Purkinje 
cell dendrite. None of these dynamic effects can be inferred from 
looking at the anatomy of axonal projections alone.

Never-the-less, the anatomical fact that molecular layer axons 
project perpendicular to the course of the parallel fibers (Sultan 
and Bower, 1998), almost certainly has some functional signifi-
cance. In the context of the counterbalancing role for molecular 
layer inhibition, this perpendicular project pattern could be inter-
preted as suggesting that there is a close relationship between the 
specific parallel fibers synapses made on a particular Purkinje cell 
dendritic tree and the feed-forward inhibitory synapses projecting 
onto that same tree. Further anatomical studies would be neces-
sary to confirm the possibility, but it would be entirely consistent 
with the counterbalancing effect of inhibition proposed here if the 
same parallel fibers synapsing on a particular Purkinje cell, also 
activated nearby molecular layer interneurons whose orthogonal 

et al., 1994). Figure 2 shows the predicted spatial and temporal 
range of parallel fiber activity following focal granule cell layer 
activation when these anatomical and physiological constraints 
are taken into account.

In order to test whether these properties of the parallel fiber system 
alone could account for the lack of Purkinje cell beams, we con-
structed a biologically realistic model of the cerebellar granule cell to 
Purkinje cell pathway (Santamaria et al., 2007). When the spatial and 
temporal patterns of parallel fiber activity shown in Figure 2 were 
applied to modeled Purkinje cells, the results, shown in Figure 3, 
were unexpected. In Figure 3, the top four histograms (A–D) are 
physiological data obtained in vivo following focal activation of the 
granule cell layer under the Purkinje cell whose response is labeled A. 
As in our original report (Bower and Woolston, 1983) and as shown 
in Figure 1, only the Purkinje cell overlying the activated region of 
the granule cell layer responded with short-latency excitation. The 
second set of histograms (E–H) were obtained when the spatial tem-
poral pattern of granule cell inputs shown in Figure 2 were applied to 
Purkinje cell models positioned at the same distances from simulated 
granule cell activation as in A–D. Despite an intentional choice of 
(biologically plausible) parameters minimizing the number of par-
allel fiber inputs and maximizing their degree of asynchrony (see 
Santamaria et al., 2007 for details), the model surprisingly still pro-
duced beams of activated Purkinje cells. Thus, while the desynchro-
nization of parallel fibers resulted in progressively broader Purkinje 
cell excitatory responses with distance, the model produced simulated 
beam-like excitatory responses not seen experimentally. Based on 
these modeling results we concluded that the original parallel fiber 
desynchronization mechanism proposed by Llinas (1982) was not 
sufficient to account for the experimental data.

Looking more closely at the responses shown in Figures 3A–D 
and Figures 3E–H, beyond the existence of beam-like activation, 
the most striking difference between the real and simulated results is 
the excessive activation of the simulated Purkinje cells. Comparing 
Figures 3A and E for example, it is clear that stimulation in the 
model produced a much more dramatic and prolonged excitatory 
response than is seen in vivo. Accordingly, it seemed likely that more 
realistic responses would likely be obtained after adding molecular 
layer inhibition which had not to that point been included in the 
model. When molecular layer inhibition was added to the network 
model (Santamaria et al., 2007), while changing no other model 
parameters, the simulated responses (Figures 3I–L) were remark-
ably similar to those recorded in vivo (Figures 3A–D). For exam-
ple, after adding molecular layer inhibition, Purkinje cell responses 
above the activated region of the granule cell layer included both 
excitatory and following inhibitory responses (Figure 3I), while 
Purkinje cells not directly overlying the activated granule cell layer 
but nearby showed decreases in spiking (Figure 3J). Further, and 
importantly, the beam-like activity recorded in the model without 
inhibition (Figures 3F–H) was completely absent.

moleculAr lAyer inhibition suppresses the beAm
The most general prediction of the modeling effort just described 
is that feed-forward molecular layer inhibition plays a critical, 
but here-to-fore unrecognized role in regulating the responses 
of Purkinje cells to excitatory granule cell input, an in particular 
in suppressing the “beam.” Instead of laterally sculpting excita-
tory Purkinje cell beams as predicted by the beam hypothesis and 
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Figure 3 | experimental and modeled granule cell effects on PCs. (A–D) 
PSTHs (300 trials) of simultaneously recorded PCs evoked by tactile stimulation of 
the ipsilateral upper lip in vivo. (A) PC immediately above the stimulated region of 
granule cells. (B–D) PCs recorded along the path of the parallel fibers at the 
indicated distances. (e–H) PSTHs (256 trials) from network simulations using the 
largest range of parallel fiber conduction velocities (0.15 top, 0.5 m/s bottom), and 
4% of granule cells activated. (i–L) Similar simulations as (e–H) with feed-forward 
inhibition added to the model. (e) and (i) received the same total amount of 
excitatory input, split between ascending and parallel fiber synapses. The notations 

indicate the inhibitory conduction delays as well as the number of basket (BC) and 
stellate cell (SC) synapses converging on the corresponding PCs. All simulated 
Purkinje cells received randomly activated excitatory and inhibitory synapses 
resulting in an average spontaneous firing frequency of 40 Hz. The difference in the 
delay in the excitatory onset latency in the in vivo (A) and modeled (e and i) PCs is 
due to the additional conduction delays from the stimulated skin to the cerebellum 
in vivo, which for simplicity were not included in the model. The * denotes 
statistically significant difference from background activity (T-test, p < 0.05). 
Reproduced with permission from Santamaria et al., 2007.

axonal project patterns assured a restricted influence on the same 
Purkinje cell. The project patterns of molecular layer interneurons 
also suggest that the dynamical state of the dendrite of parasag-

gital rows of Purkinje cells might also be coordinated, perhaps 
reflecting the known parasaggital orientation of projections to the 
deep  cerebellar nuclei (Ruigrok, 2010). Whatever the functional 
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differences in their average synaptic strengths, but instead on the 
temporal organization of cortical patterns of synaptic activity and 
in particular the relative timing of inhibition. Thus, while Walter 
et al., 2009, have interpreted the similarity in synaptic strengths 
between parallel fiber and ascending segment synapses to suggest 
a “computationally equivalence,” computational significance is 
determined by the circuitry in which synapses are embedded. In 
other words, the influence of both types of synapses on Purkinje 
cell behavior is strongly influenced by the larger dynamical struc-
ture of the network in which the Purkinje cell is embedded. It 
should also be noted that the claim of computational equivalence 
by Walter et al. (2009), would seem to depend on some mechanism 
to globally block molecular layer inhibition, as it was only under 
those artificial conditions that they (and we) found parallel fibers 
could drive Purkinje cell output in vivo.

new role(s) for moleculAr lAyer inhibition
Beyond the more general conclusions just discussed, as is often 
the case with realistic models, the model makes a number of 
more detailed predications regarding the organization and func-
tion of cortical inhibitory mechanisms. In particular the model 
suggests different roles for the dendritic and somatic inhibition 
onto Purkinje cells provided by molecular layer interneurons. 
Traditionally, these two types of inhibition have been attrib-
uted to distinctly different cell types, the so-called “stellate cells” 
whose soma’s are found high in the molecular layer and which 
provide inhibitory input directly to the Purkinje cell dendrite, 
and “basket cells” whose somas are found deep in the molecu-
lar layer and which provide a strong inhibitory input directly 
to the Purkinje cells soma (Palay and Chan, 1974; O’Donoghue 
et al., 1989; Castejon et al., 2001a; Donato et al., 2008; Wisden 
et al., 2009). However, our recent quantitative anatomical study 
of molecular layer interneurons suggests that these cells are, in 
fact, one homogenous population, whose probability of provid-
ing an inhibitory input directly to the soma simply goes up as 
the soma is deeper in the molecular layer (Sultan and Bower, 
1998). Consistent with a single population of neurons, molecu-
lar layer interneurons with somas in the middle regions of the 
molecular layer provide both types of inputs. In this paper we 
will therefore distinguish between “stellate-like” dendritic and 
“basket-like” somatic inhibition rather than referring to stellate 
and basket-type cells.

While on the one hand our anatomical and modeling results 
suggests that molecular layer interneurons are one population of 
cells, our models predict that dendritic and somatic inhibition 
play different functional roles. While all molecular layer neurons 
receive input from the excitatory granule cell axons (Stell et al., 
2007) it is known that these two types of inhibition have distinctly 
different postsynaptic effects on Purkinje cells. For example, 
dendritic (stellate-type) inputs have, at best, weak effects on the 
Purkinje cell soma (Vincent and Marty, 1996) while basket-type 
inputs are very effective in controlling Purkinje cell somatic spik-
ing (Vincent and Marty, 1996). However, beyond these general 
descriptions, the functional or computational similarities and 
differences between these two types of molecular layer inhibition 
are not well understood (Kreiner and Jaeger, 2004; Barmack and 
Yakhnitsa, 2008b).

significance of the branching pattern of inhibitory axons, for certain 
their effects are more complex than the simple flanking inhibition 
assumed by the beam hypothesis.

While our (Santamaria et al., 2007) and Walter’s et al. (2009) 
in vivo studies provide experimental support for the general role 
of inhibition in suppressing Purkinje cell beams, a recent report 
by Yarom based on an in vitro whole cerebellar preparation pur-
ports to find no evidence for such an inhibitory effect (Rokni 
et al., 2007, 2008). While these authors do interpret their data 
to suggest that granule cell input does not produce beams, they 
report no additional lateral spread of Purkinje cell activity after 
the topical application of agents that block inhibition (Rokni 
et al., 2007, 2008). There are several possible explanations for 
the failure to see, in this preparation, the emergence of beam-like 
activity we and others have reported after blocking inhibition 
in vivo (Santamaria et al., 2007; Walter et al., 2009). As these 
authors acknowledge, the interpretation of optical recordings can 
be difficult, with optical signals likely dominated by dendritic 
processes, with little contribution from the somatic spike. This is 
especially the case in Purkinje cells where somatic spikes do not 
propagate into the dendrite (Llinas and Sugimori, 1980). This is 
also a concern with the recent report on the effects of cortical 
inhibition by Gao et al., 2006. Therefore, it seems likely that the 
optical imaging methods used in these studies would not detect 
changes in somatic Purkinje cell spiking and therefore would not 
necessarily be expected to reveal the beam-like behavior recorded 
at the single cell level when inhibition is blocked (Santamaria 
et al., 2007; Walter et al., 2009). That said, it should be noted that 
a close inspection of the published data (Figure 6, Rokni et al., 
2007) does appear to demonstrate a subtle increased spreading of 
activity along the direction of the parallel fibers when inhibition 
is blocked, possibly including a region (to the right of the figure) 
outside the optically sampled area.

A second concern about the optical imaging data involves the 
likely plane of section being sampled. In our modeling results, most 
of the change in dendritic currents associated with blocking inhibi-
tion were localized in the bottom third of the molecular layer. If the 
optical imaging results principally reflect activity in upper levels, 
then they might be transparent to the results we report. It should be 
noted that even in the presence of inhibition, our network model 
indicates robust synaptic effects in Purkinje cells along the parallel 
fibers (Figure 4B) which never-the-less do not result in Purkinje 
cell somatic firing (Figure 4G).

Finally, if the lack of parallel fiber induced beams is not a 
consequence of the molecular layer inhibitory circuitry, one is 
left to argue that there is some fundamental difference in the 
strength of synaptic effects between ascending and parallel fiber 
synapses (c.f. Rokni et al., 2007, 2008). While there is evidence 
for morphological and physiological differences in the plastic 
properties of these synapses (Gundappa-Sulur et al., 1999; Sims 
and Hartell, 2005, 2006), there is good evidence that these syn-
apses don’t differ in their average synaptic strength (Isope and 
Barbour, 2002; Walter et al., 2009). It should be noted that, the 
synaptic strengths of parallel fiber and ascending segment inputs 
in our models were the same. Therefore, an equally important 
prediction of the modeling results is that functional differences 
between ascending and  parallel fiber synapses are NOT based on 
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Figure 4 | Biophysical mechanisms underlying excitatory and inhibitory 
relationships in the network model. (A) Schematic diagram showing synaptic 
influences on PCs at different distances from the site of granule cell layer 
activation. Activated granule cells and predicted patterns of parallel fiber 
desynchronization are shown in red. Basket- and stellate-type inhibition 
represented as blue and green, respectively. (B) Total excitatory currents from 
granule cell synaptic inputs on PCs. The PC at 0 m received only ascending 
segment synapses. (C) Total inhibitory synaptic currents from stellate-type 
synapses. Although feed-forward stellate-type synapses are not activated at 0 and 

400 m the background activated synapses shunt the excitatory depolarization 
from granule cells. (D) Total basket cell synaptic currents. (e) Total dendritic 
calcium P currents (CaP, red) and calcium activated potassium currents (Kca, black) 
with respect to basal levels of activity after synaptic stimulation. (F) Net 
somato-dendritic current regulating the firing rate of the PC. (g) PSTH showing 
the resulting somatic response. All plots correspond to PCs at distances indicated 
in the schematic diagram at the top of the figure. Positive current is inwards in 
(B–e) and toward the soma in (F). Averages calculated from 64 simulations in 
(B–e) and 256 in (F). Reproduced with permission from Santamaria et al., 2007.

As shown in Figure 4, our network models have resulted in 
specific predictions regarding the effects and potential functional 
roles of dendritic and somatic molecular layer inhibition. The dia-
gram at the top of this figure (Figure 4A) shows the simulated 
spatial/temporal pattern of granule cell synaptic input converg-
ing on modeled Purkinje cells located above (far left) and at the 

indicated distances from a region of simulated granule cell layer 
excitation. The charts and graphs below each of these Purkinje cells 
(B–F) shown the relationships between several important modeling 
parameters reflecting the influence of molecular layer inhibition. 
The histograms at the bottom of this figure (G) again show simu-
lated responses for Purkinje cells at each distance.
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Regardless of the local biophysical interaction of excitation and 
inhibition, in principle, the existence of an additional synapse in 
the feed-forward inhibitory pathway might at first seem to pose a 
problem for such a counterbalancing mechanism. However, a more 
detailed analysis of the network model indicates that the balanc-
ing effect emerges from the geometric and temporal structure of 
cerebellar cortical circuitry itself. First, the model suggests that the 
network derived desynchronization of parallel fiber volleys does, in 
fact, have an important consequence as it assures that Purkinje cells 
more distant from the site of granule cell layer activation do not 
receive an overwhelmingly large simultaneous excitatory synaptic 
parallel fiber excitatory input. Second, molecular layer interneurons 
are known to be electrically compact with very large input resist-
ances (Hausser and Clark, 1997) assuring that they respond rapidly 
to granule cell synaptic input (Clark and Cull-Candy, 2002; Chavas 
and Marty, 2003; Suter and Jaeger, 2004; Crowley et al., 2007). It 
has even been suggested that activation by a single granule cell 
input is sufficient to produce a spike output from a molecular layer 
interneuron (Barbour, 1993). It is also now known that activation 
of molecular layer interneurons results in a rapid onset of inhibi-
tory postsynaptic currents in Purkinje cells (Brunel et al., 2004; 
Steuber et al., 2007). There is even evidence for electrical synapses 
between molecular layer interneurons (Sotelo and Llinas, 1972; 
Mann-Metzer and Yarom, 2000) which could serve to speed or 
spread the establishment of dendritic inhibition. It should also be 
noted, however, that ascending segment synaptic activation occurs 
too rapidly and synchronously to be regulated by stellate type inhi-
bition. Thus an equally important conclusion of this analysis is 
that ascending segment synapses influence Purkinje cells before 
dendritic inhibition can be established. In addition, ascending seg-
ment synaptic input projects onto a different part of the Purkinje 
cell dendrite than do the parallel fibers of the Purkinje cell dendrite 
(Gundappa-Sulur et al., 1999; Lu et al., 2009).

The effects of Feed-forward somatic (basket type) inhibition are pro-
found and local. The previous sections described the model-derived 
prediction that the lack of Purkinje cell excitation at a distance follow-
ing granule cell layer activation involves a dendritic level interaction 
between Stellate-type inhibition and parallel fiber activation resulting 
in no direct influence on Purkinje cell spiking output (Santamaria 
et al., 2007). In contrast, the model predicts that the influence of 
Basket-type somatic inhibition is restricted to Purkinje cells above 
and adjacent to the area of granule cell layer activation, and results in 
a direct effect on spiking output. As shown in Figure 4G and consist-
ent with experimental data (Figures 1 and 3), Purkinje cells in these 
relative positions respond with a clear reduction in firing, which for 
Purkinje cells immediately overlying the activated granule cell region, 
usually follows the stimulus related increase in firing (Rokni et al., 
2007). As illustrated by the currents shown in Figure 4D, the model 
predicts that, in both cases, this reduction in firing is due to the direct 
influence of a powerful and rapid basket-type inhibitory input on 
the soma and initial segment of the Purkinje cell.

There are several lines of experimental evidence that support 
model predictions regarding basket-type inhibition. First, it is 
well known that basket-type inhibition on Purkinje cells is rapid 
and profound (Vincent and Marty, 1996; Donato et al., 2008; 
Sakaba, 2008). Second, the prediction that basket-type influence is 
restricted to a region local to the site of granule cell layer activation 

Space does not allow a complete description of the mechanisms 
underlying these relationships or, for example, the important analy-
sis of parameter variations. For additional discussion as well as 
additional figures explaining model behavior, the reader is referred 
to Santamaria et al. (2007). Instead, the following discussion sum-
marizes several predictions regarding the role of these two types 
of inhibition in cerebellar cortical networks. Each section will also 
consider independent supporting and contradictory evidence:

Feed-forward dendritic (stellate-type) inhibition specifically 
serves to counterbalance parallel fiber excitation in local regions 
of the Purkinje cell dendrite. The model specifically predicts that 
the lack of beam like activation of Purkinje cell along the parallel 
fibers is due to an effective balance established by the geometry 
of the network itself between dendritic (stellate-type) inhibition 
and parallel fiber excitation. This balance is manifest at the level 
of local dendritic segments, where feed-forward inhibition and 
parallel fiber excitation effectively produce a local clamp on the 
membrane voltage (Jaeger et al., 1997; Jaeger and Bower, 1999). 
This local voltage control, in turn, influences the activation balance 
between the much larger intrinsic voltage dependent calcium and 
potassium conductances in the Purkinje cell dendrite. Specifically, 
in the case of inhibition, allowing dendritic potassium currents to 
more effectively compensate for increasing voltage dependent cal-
cium conductances. This in turn, results in no net flow of somatic/
dendritic current following an increase in parallel fiber activity, 
and therefore no effect of parallel fibers on the intrinsic spiking of 
the Purkinje cell (Figure 4F). Our models (Jaeger et al., 1997) as 
well as experimental results (Jaeger and Bower, 1999), suggest that 
this balance between parallel fiber excitation and molecular layer 
dendritic inhibition is key to the normal function of the Purkinje 
cell dendrite (Kreiner and Jaeger, 2004) and normal patterns of 
Purkinje cell somatic activity. In keeping with the general influ-
ence of dendritic inhibition on parallel fiber excitation predicted 
here, recent biophysical studies on the post synaptic responses of 
PC dendrites show that intra-dendritic excitatory responses are 
powerfully restricted in amplitude and duration by molecular layer 
inhibition (Brunel et al., 2004; Mittmann et al., 2005).

It may be important to point out explicitly that this influence 
of parallel fiber excitation and molecular layer inhibition on the 
dendrite of the Purkinje cell is very different in kind from the “inte-
grate and fire” type functionality that dominates many existing 
models of Purkinje cell behavior (Medina and Mauk, 2000; Mauk 
and Ohyama, 2004; Carrillo et al., 2008). While the local dendritic 
influence of these two types of synapses could be considered to 
be a kind of local summing, our previous modeling results have 
shown that the “firing” of the Purkinje cell is under the second-
ary influence of the large voltage dependent conductances in the 
Purkinje cell dendrite and soma (Jaeger and Bower, 1999) and not 
the result of a simple sum of parallel fiber excitation and molecu-
lar layer inhibition. The interaction of the synaptic and intrinsic 
voltage dependent ionic conductances is far more complex than 
assumed in integrate and fire models. It is even likely that the local 
dendritic influences of parallel fiber excitation and molecular layer 
inhibition may be more complicated than simple summing, an issue 
we are currently addressing by constructed models based on serial 
EM reconstructions of local regions of the Purkinje cell dendrite 
(Lu et al., 2009).

111

http://www.frontiersin.org/cellular_neuroscience
http://www.frontiersin.org/
http://www.frontiersin.org/Cellular_Neuroscience/archive


Frontiers in Cellular Neuroscience www.frontiersin.org August 2010 | Volume 4 | Article 27 | 

Bower Functions of cerebellar molecular layer inhibition

Jorntell, 2003; Jorntell and Ekerot, 2003; Apps and Garwicz, 2005; 
Heck et al., 2007; Dean et al., 2010). Our results, however, suggest 
the alternate view that parallel fiber inputs are active, but under the 
control of feed-forward stellate-type molecular layer inhibition and 
are not intended to drive Purkinje cell output directly. This revised 
way of thinking about the influence of parallel fibers on Purkinje 
cells has important algorithmic implications for cerebellar cortical 
function (for further discussion: Bower, 2002). Instead of support-
ing a parallel fiber driven cerebellar learning function (Marr, 1969; 
Albus, 1971; Mauk and Ohyama, 2004; Ito, 2006; Thompson and 
Steinmetz, 2009), feed-forward dendritic stellate-type inhibition 
and parallel fiber excitation together are proposed to regulate the 
local dynamics of the Purkinje cell dendrite (Jaeger et al., 1997) with 
the large dendritic Ca and K dendritic currents providing most of 
the direct influence on Purkinje cell somatic spiking (Deschutter 
and Bower, 1994c; Sugimori et al., 1994; Jaeger et al., 1997; Womack 
and Khodakhah, 2003). In support of this idea, it has been pointed 
out by Mann-Metzer and Yarom (2002) and colleagues that the 
relatively “jittery” spiking response of molecular layer neurons to 
synaptic input with a duration that is independent of the strength of 
that input, is not consistent with a role in precise temporal coding. 
This behavior is consistent with a modulatory function however.

Algorithmically, our models and physiological data have sug-
gested that this modulatory regulation of the dynamic balance 
between the large voltage dependent membrane condutances 
directly influences the response of the Purkinje cell to input from 
the ascending branch (Santamaria and Bower, 2005). Specifically, 
because the synapses of the ascending synapses contact only the 
smallest spiny branchlets of the Purkinje cell (Gundappa-Sulur 
et al., 1999; Lu et al., 2009), their voltage effects traverse regions 
of the dendrite under voltage clamp control of parallel fibers and 
feed-forward inhibition. We have interpreted this geometrical 
arrangement to suggest that the local parallel fiber/feed-forward 
voltage clamp mechanism serves functionally to modulate inputs 
from the ascending segment axons. Consistent with this prediction, 
we have shown using simultaneous granule cell layer and Purkinje 
cell recordings that any single activation of the granule cell layer 
does not necessarily result in a response from its overlying Purkinje 
cell (Lu et al., 2005).

bAsket cells And pArAllel fibers
One elegance of the arrangement between parallel fiber excita-
tion and molecular layer dendritic (stellate) inhibition is that any 
activation of the granule cell layer produces both a strong influ-
ence on overlying Purkinje cells as well as a modulatory influence 
on more distant Purkinje cells [for more detail on this theory see 
Bower (2002)]. It is easy to see how such an algorithmic structure 
could extend seamlessly across the large extent of cerebellar cortex. 
However, what role does this leave for the basket-type somatic inhi-
bition. Our modeling results predict that this type of inhibition is 
also specifically involved in controlling the influence of parallel fibers 
on Purkinje cell spiking output, however, not in as subtle or perhaps 
even as elegant a fashion as dendritic inhibition. Specifically, analysis 
of our network models predicts that basket-type input occurs at 
precisely the time that, otherwise, parallel fiber activity generated 
by local activation of the granule cell layer would otherwise directly 
influence the output of the Purkinje cell soma. In other words, the 

is consistent with experimental data showing that molecular layer 
interneurons whose soma’s are deep in the molecular layer have 
receptive fields similar to those of nearby and not distant regions 
of the granule cell layer (Ekerot and Jorntell, 2003; Jorntell and 
Ekerot, 2003; Barmack and Yakhnitsa, 2008b). While these restricted 
receptive fields have previously been attributed to a parallel fiber 
selection process (Ekerot and Jorntell, 2003; Jorntell and Ekerot, 
2003; Dean et al., 2010), we believe that it is more likely that these 
interneurons may be specific targets for ascending granule cell axon 
bundles (Gundappa-Sulur et al., 1999; Lu et al., 2009). This sugges-
tion is consistent with the observations that these cell’s dendrites 
rise higher in the molecular layer than those of more superficial 
molecular layer interneurons making stellate-type connections 
(O’Donoghue et al., 1989; Sultan and Bower, 1998; Castejon et al., 
2001a,b; Barmack and Yakhnitsa, 2008b) making them potential 
targets for ascending granule cell axons.

Recent optical imaging studies performed using an in vitro iso-
lated cerebellar preparation have also shown the induction of likely 
inhibition overlying and immediately adjacent to a focal activation 
of the granule cell layer (Cohen and Yarom, 2000; Rokni et al., 2007). 
However, these authors attributed only the lateralized inhibitory 
optical signals (so called “off beam”) to molecular layer inhibition, 
suggesting that the signals observed “on-beam” reflected the activity 
of Golgi cells within the granule cell layer (Cohen and Yarom, 2000). 
As already described, our models suggest that all nearby suppres-
sion of Purkinje cell firing is due to the large and power effects of 
basket-type inputs on the Purkinje cell soma, a result that would 
appear to be supported by more recent intracellular recordings 
by this group demonstrating that this “on-beam” optical signal is 
associated with actual membrane hyperpolarization in Purkinje 
cells (Rokni et al., 2007).

functionAl implicAtions
Most modern models and theories of cerebellar cortex exclude 
molecular layer inhibition altogether (Ohyama et al., 2003; Yamazaki 
and Tanaka, 2007; Carrillo et al., 2008; Dean and Porrill, 2008; Traub 
et al., 2008; de Gruijl et al., 2009; Dean et al., 2010), and those in 
which it is included, have not distinguished between dendritic and 
somatic types of molecular layer inhibition (Chauvet and Chauvet, 
1999; Medina et al., 2000; Silkis, 2000; De Jaeger and Proteau, 2003; 
Mauk and Ohyama, 2004; Steuber et al., 2007; Hong and Optican, 
2008; Wulff et al., 2009). The model-based studies here suggest that 
although both forms of molecular layer inhibition are involved in 
controlling Purkinje cell responses to parallel fiber input, stellate 
(dendritic), and basket (somatic)-type inhibition are organized 
quite differently, with different spatial, temporal, and physiological 
effects and consequences.

dendritic inhibition And pArAllel fiber excitAtion control the 
“stAte” of the purkinje cell dendrite
With the evidence continuing to accumulate that parallel fiber 
inputs do not activate Purkinje cells along a beam (see above), 
those who continue to believe that parallel fibers can and do directly 
drive Purkinje cell output have generally suggested that the lack 
of beams is due to a synaptic learning based selection process that 
leaves many if not most of the parallel fibers biophysically silent 
(Isope and Barbour, 2002; Jorntell and Ekerot, 2002; Ekerot and 
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surround inhibition, but that the basket-type somatic input was 
assuring that parallel fiber inputs did not influence the output of the 
cell. Based on the conduction velocity of parallel fibers, inhibition 
occurs at precisely the time that parallel fiber inputs resulting from 
activation of the contralateral stimulus would be converging on 
this Purkinje cell. Instead of summing with the ascending input to 
provide a more robust Purkinje cell output (Huang et al., 2006) as 
has been proposed for example by Huang et al. (2006), the response 
of the Purkinje cell is instead suppressed.

In summary, our studies suggest that basket-type molecular layer 
somatic inhibition may provide a mechanism to enforce what we 
are suggesting is a core computational feature of cerebellar cortical 
circuitry, that parallel fibers are modulatory and don’t directly drive 
Purkinje cell somatic spiking. Obviously, this possibility further 
distances cerebellar function from the beam hypothesis and most 
current models and theories of cerebellar function (Dean et al., 
2010), as it suggests that mechanisms specifically exist to assure that 
parallel fibers NEVER directly drive Purkinje cell output, regardless 
of the strength or pattern of granule cell layer activation, or any 
presumed plastic modification of synaptic strength driven by climb-
ing fiber inputs (Dean et al., 2010). Previously, Braitenberg et al. 
(1997) have specifically suggested that Purkinje cell beams might 
emerge under special “tidal wave” conditions of granule cell layer 
activation. However, to date the only experimental support for this 
hypothesis has been generated in in vitro slice preparations under 
conditions in which cortical inhibition was blocked pharmacologi-
cally (Heck, 1995). As already discussed in and shown in Figure 5, 
our own efforts to look at “tidal wave effects” now almost 25 years 
ago, failed to find any such effects, in vivo specifically because of 
inhibitory mechanisms.

Of course, as always, it remains an open question how these 
experiments conducted in anesthetized preparations with one or 
at most two peripheral stimuli will illuminate cerebellar behavior 
in awake behaving preparations. Recordings in our laboratory from 
tactile regions of the cerebellum in awake behaving animals reveal 
that real behavior results in much more complex peripheral activa-
tion patterns producing much more complex patterns of granule 
cell layer activity (Hartmann and Bower, 1998, 2001). Future mod-
eling efforts applying more realistic patterns of granule cell layer 
activity to the network model should, in principle, allow us to more 
rigorously test the basket-inhibition regulatory hypothesis under 
many different and more natural stimulus conditions.

AlternAtive views of the function of moleculAr 
lAyer inhibition
As many neurobiologists are aware, cerebellar physiologists, anato-
mists, and theorists have been engaged in a long and complex debate 
regarding the role of synaptic plasticity in cerebellar cortical func-
tion (Ito, 2006). In part as a way to explain the contrast between 
the large number of parallel fibers as compared to a single climbing 
fibers converging on each Purkinje cell, Marr (1969) and Albus 
(1971) independently speculated that the climbing fiber determined 
(or instructed) which of the 10s of thousands of parallel fibers 
influenced the output of a particular Purkinje cell. Underlying this 
assertion was the assumption that it was unlikely that Purkinje cell 
function could depend on a range of active parallel fibers from tens 
to hundreds of thousands synaptic inputs. One of the more inter-

model suggests that the profound somatic inhibition generated by 
the basket-type input, in effect, assures that this locally generated 
parallel fiber input DOES NOT result in Purkinje cell output (Huang 
et al., 2006). In the absence of this inhibitory influence, Purkinje 
cells above and nearby activated regions of the granule cell layer 
produce uncharacteristically large and prolonged responses in the 
model (Santamaria et al., 2007) and in vivo (Mittmann et al., 2005; 
Rokni et al., 2007; Santamaria et al., 2007).

On the surface, this proposed inhibitory function of basket-type 
inputs might seem more akin to the traditional inhibitory role of 
sculpting or shaping excitatory responses (Bell and Grimm, 1969; 
Cohen and Yarom, 2000; Gao et al., 2006; Shin and De Schutter, 
2006; Heck et al., 2007; Rokni et al., 2007; Barmack and Yakhnitsa, 
2008b; Wisden et al., 2009). However, analysis of the model sug-
gests instead, that basket-type inhibition is present to maintain 
the computational integrity of cortical processing. In other words, 
if the functional role of parallel fibers is to modulate the state of 
the dendrite and not provide a direct excitatory drive on Purkinje 
cell output, then some mechanism should exist to compensate for 
conditions in which parallel fibers might be able to directly drive 
somatic firing. While at a distance, the excitatory effect of parallel 
fibers can be counterbalanced by stellate-dendritic type inhibition, 
our models and physiological results suggest that this is not the case 
near the point of parallel fiber bifurcation. In these locations and 
with a sufficiently large activation of the granule cell layer, there 
is a risk that parallel fibers will directly drive Purkinje cell somatic 
output (Huang et al., 2006). Our models predicts that it is precisely 
in these regions that Basket-type inhibition can effectively shut 
down somatic Purkinje cell spiking. Further experimental evidence 
that this might be case is presented in Figure 5.

Originally intended to determine whether Purkinje cell beams 
might emerge with appropriately timed sequences of granule cell 
layer activations as subsequently suggested by (Heck, 1999), this 
figure shows Purkinje cell responses following stimulation of two 
different peripheral locations activating two different, but nearby, 
regions of the granule cell layer (from Bower and Woolston, 1983). 
Figure 5A shows the location of the two tactile stimuli used, in this 
case the ipsilateral and contralateral upper lip, while Figure 5B shows 
the corresponding two activated regions of the granule cell layer. 
Figure 5C shows responses recorded from a single Purkinje cell 
(location shown by the arrow in Figure 5B), resulting from stimula-
tion of either peripheral locus alone (top and bottom), or stimula-
tion of the two peripheral locations at different times (middle three 
histograms). It can be seen that this Purkinje cell which is located 
over the area of the granule cell layer activated by contralateral upper 
lip stimulation, as expected responds to stimulation of the contral-
ateral upper lip with an increase in firing followed by a decrease in 
firing (top histogram). As also expected, this same Purkinje cell, 
which is adjacent to the region of the granule cell layer responding 
to ipsilateral stimulation, only responded with a decrease in spik-
ing to ipsilateral stimulation (bottom histogram). When, however, 
the timing of both stimuli was adjusted so that the suppression 
of firing induced by ipsilateral stimulation temporally overlapped 
the increase in firing due to contralateral stimulation (middle his-
togram), the excitatory response even to the underlying granule 
cell layer input was suppressed. We  suggest that the  significance of 
this result is not that the excitatory response was being sculpted by 
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Figure 5 | Purkinje cell responses to cotemporaneous peripheral stimuli 
activating two adjacent regions of the granule cell layer in Crus iiA of the 
rat. (A) This figurine shows the location of the contralateral (C) and ipsilateral (I) 
upper lip foci stimulated in this experiment. (B) Shows the areas of the granule 
cell layers that responded to stimulation of each location. This figure also shows 
the location of the Purkinje cell whose responses to stimulation of different 

temporal sequences of the two peripheral stimuli are shown in (C). (C) Five 
peri-stimulus time histograms representing the responses of the same Purkinje 
cell to stimulation of the two peripheral stimuli in different temporal sequences. 
Statistically significant increases in spiking activity are shown in black, while 
statistically significant decreased spiking is shown stippled. For analysis of 
results see text. Reproduced with permission from Bower and Woolston, 1983.

esting consequences of the modulatory relationship we propose 
between parallel fiber and stellate-type inputs, is that the feed-
forward nature of stellate-type inhibition, driven itself by parallel 
fibers, may very well result in a natural scaling between the amount 
of parallel fiber excitation and stellate-type inhibition. Thus, the 
local voltage clamp mechanism should be viable whether hundreds 
or tens of thousands of parallel fibers are active. This, of course, is 
a question for further realistic modeling.

The debate about cerebellum learning has also been strongly 
framed around the more specific question regarding the role 
of synaptic plasticity in cerebellar function. Physiological stud-
ies reporting plastic changes in parallel fiber synapses and more 
recently, plastic changes in synapses associated with molecular 
layer inhibition (Scelfo et al., 2008) have been central to the debate 
about cerebellar learning in general (Ito, 2006). Space does not 
allow a complete discussion of the many experiments supporting 
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 mechanisms, either reflect changes in coding state (Rokni et al., 
2009) or may even themselves be part of the Purkinje cell neural 
code (De Schutter and Steuber, 2009). With respect to coding state, 
there is some evidence, mostly in vitro (Rokni et al., 2009), but also 
in awake preparations (Yartsev et al., 2009), that Purkinje cells may 
be “bistable” exhibiting “upstates” and “downstates.” These states 
are proposed to change the way in which Purkinje cells respond to 
synaptic input including inhibition (Rokni et al., 2009). But it has 
also been suggested that synaptic inputs from parallel fibers and 
molecular layer inhibitory neurons might be involved in switching 
between these states (Rokni et al., 2009). We have previously shown 
that the general level of background synaptic activity provided by 
parallel fibers and stellate-type inputs can have a profound effect 
on the firing behavior of Purkinje cells (Jaeger et al., 1997) and 
a principle conclusion of our work to date is that the primary 
role of parallel fiber excitation and molecular layer inhibition is to 
modulate the dynamical state of the Purkinje cell dendrite (Bower, 
2002). In principle, the role for dendritic inhibition proposed here 
is consistent with a role in such “state changes” although we also 
suspect that the climbing fiber input is involves as well.

In addition to these longer time scale “state” modulations of 
Purkinje cell spiking, it has also recently been suggested that inter-
mediate duration pauses in spiking, on the order of 10’s to 100’s of 
milliseconds might be a mechanism for coding specific forms of 
information for transfer to the deep cerebellar nuclei (De Schutter 
and Steuber, 2009) (Kreiner and Jaeger, 2004; Jaeger, 2007). It has 
further been suggested that a principle role for cerebellar LTP is 
in regulating the duration of these pauses in spiking (De Schutter 
and Steuber, 2009). In the cerebellum, this argument is related to a 
long tradition of speculations regarding Purkinje cell output (Eccles 
et al., 1967), that effective excitation in the deep cerebellar nuclei 
can be achieved by inhibiting the inhibitory output of Purkinje 
cells (Jaeger, 2007; De Schutter and Steuber, 2009).

While these are interesting ideas, and some are based on models 
efforts (De Schutter and Steuber, 2009), the question with respect to 
the current paper is what role molecular layer inhibition might play 
in the short term pausing mechanism (Jaeger, 2007). As is generally 
the case with Purkinje cells, the answer to this question is made more 
complicated by the large intrinsic voltage dependent conductances 
found in the Purkinje cell dendrites and soma. Evidence suggests 
that the interplay of these conductances all by themselves can result 
in pauses in spiking activity in the absence of inhibitory synaptic 
influence (Steuber et al., 2007; De Schutter and Steuber, 2009). 
With respect to inhibition, it has recently been proposed that the 
role of cortical inhibitory circuits is more in coordinating, or syn-
chronizing pauses between nearby Purkinje cells than in generating 
the pauses per se (De Schutter and Steuber, 2009). Our predictions 
that basket-type inhibition is mostly a local effect, close to a region 
of granule cell activation is compatible with such a coordinating 
mechanism. Unfortunately, however, as is typical for theories of the 
role of molecular layer inhibition in general, current speculations 
don’t distinguish between stellate and basket forms of inhibition (De 
Schutter and Steuber, 2009). In previous modeling studies, we have 
shown that while rapid increases in overall stellate-type dendritic 
inhibitory input can influence the timing of individual Purkinje cell 
spikes generated in the soma (Jaeger et al., 1997), these influences 
occur over millisecond times scales not the 10s or 100s of milliseconds 
assumed associated with information coding (Steuber et al., 2007; 

and questioning the role of synaptic plasticity in cortical function, 
however, there is one fundamental and important consequence 
of the view of the cerebellum emerging from our models that is 
relevant to this debate. Our results suggest that essential features 
of the connectivity and therefore the function of cortical networks 
in general and Purkinje cells and molecular layer interneurons in 
particular are determined in a fixed way by the spatial relation-
ships between neuronal components. Thus, the receptive fields of 
Purkinje cells are determined by the receptive fields of granule cells 
in the underlying granule cell layer (Bower and Woolston, 1983) 
via synapses on the ascending segment of the granule cell axon, 
and not by a synaptic plasticity rule or the climbing fiber system 
(Dean et al., 2010). Similarly, our models predict that the recep-
tive fields of molecular layer interneurons are determined by their 
spatial location relative to activity in the granule cell layer, not by 
some plasticity synaptic mechanism (Dean et al., 2010). This is not 
to say that synapses are not plastic, all synapses are plastic, it is to 
suggest that the fundamental relationships between neurons in the 
cerebellum are determined spatially and are not “learned.”

Experimental evidence purporting to show that receptive fields 
of both Purkinje cells and now molecular layer interneurons are 
“learned” have not directly compared the responses of either type 
of neuron directly to the receptive field properties of the underlying 
granule cell layer in the same animals (Dean et al., 2010). While there 
are regularities in the afferent input maps to the granule cell layer in 
the cerebellum (Bower and Kassel, 1990), these patterns are not regu-
lar enough to allow receptive field relationships to be understood 
by aggregating data across multiple animals (Jorntell and Ekerot, 
2003). While we have previously shown by direct comparison in the 
same animals, that Purkinje cell receptive fields are determined by 
the receptive fields of the underlying granule cell layer (Bower and 
Woolston, 1983), based on the studies presented here, we would 
predict that molecular layer interneurons whose soma’s are deep 
in the molecular layer (and therefore making basket-type connec-
tions) would have receptive fields similar to those of the underlying 
granule cell layer. On the other hand, more superficial molecular 
layer interneurons should have broader receptive fields reflecting 
the multiple afferent inputs typically seen in larger regions of the 
granule cell layer (Bower and Kassel, 1990). In fact, those receptive 
fields should specifically reflect the origins of the parallel fibers run-
ning in their region of the cerebellum. Intermediate depth molecular 
layer interneurons should be intermediate. As a corollary, we also 
predict that molecular layer interneurons in the deeper layers of the 
molecular layer would receive their predominant granule cell synap-
tic input from ascending granule cell axons, while more superficial 
molecular layer interneurons would receive a larger proportion of 
their inputs from parallel fibers. This prediction is consistent with 
the ratio of these two different types of synapses in the deep and 
superficial regions of the granule cell layer (Gundappa-Sulur et al., 
1999) as well as with the vertically elongated shape of the dendrites of 
deep molecular layer interneurons (O’Donoghue et al., 1989; Sultan 
and Bower, 1998; Castejon et al., 2001a,b; Barmack and Yakhnitsa, 
2008b). Both these anatomical and physiological experiments are 
doable, but have not yet been done.

The results presented here may also have important implications 
for the more general issue of information coding in Purkinje cell 
spike trains. Recently, it has been suggested that decreases in Purkinje 
cell spiking, at least in part associated with cortical  inhibitory 
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 influencing the convergence of parallel fiber inputs on Purkinje 
cells. The idea that a significant structural component of the mam-
malian cerebellar cortical network may be an adaptation to control 
an unwanted consequence of the evolutionary development of the 
cerebellum is novel. However, these types of adaptations are increas-
ingly being reported in the study of gene regulatory networks, for 
example, where one can argue that both the function and structure 
of a complex biological regulatory mechanism are more accessible 
(Bolouri, 2008).

the role of modeling in understAnding brAin 
biophysics And function
Finally, as the interest in molecular layer inhibition has continued 
to rise, so do speculations regarding both the physiology and 
function of this important component of cerebellar cortex. As 
part of this new trend, a recent paper recording cerebellar neu-
ronal responses to vestibular stimulation in the mouse, Barmack 
and Yakhnitsa (2008a) interpreted physiological recordings 
obtained from randomly sampled mossy fiber afferents, gran-
ule cells, Purkinje cells and climbing fibers to suggest that it is 
climbing fibers and not granule cells that provide the primary 
drive on molecular layer interneurons. Without distinguishing 
the morphological and physiological differences between stellate 
and basket-type inhibition, and without carefully quantifying the 
spatial relationships between the recorded neurons, perhaps the 
most remarkable aspect of this speculation is that the authors 
themselves acknowledge that there is no anatomical evidence for 
direct climbing fiber input to molecular layer interneurons. In 
effect, the authors simply assumed that correlation is strong evi-
dence for causation, even in the absence of a possible anatomical 
mechanism. Perhaps the principle take home message from the 
current paper, and our modeling studies to date, is that teasing out 
the actual causal relationships between neurons in even a structure 
as generally uniform as the cerebellar cortex requires tools that 
allow complex forms of causality to be discovered, explored, and 
tested. While our new interpretation for the role of molecular 
layer inhibition in the cerebellum will likely be controversial, it 
is slowly becoming apparent in numerous other brain regions, in 
part due to modeling, that traditional relatively simple interpreta-
tions of the interaction of synaptic excitation and inhibition in 
brain circuitry may not apply (Chance et al., 2002; Kreiner and 
Jaeger, 2004; Scelfo et al., 2008). Further, the causal speculations 
made here are quantified in the form of a biophysically realistic 
model, available to anyone to download and critique. It is our view 
that real progress in understanding structure/function relation-
ships in neuronal circuits will increasingly depend on the use and 
sharing of such biophysically based models.
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De Schutter and Steuber, 2009). Further, in the absence of perhaps 
artificially rapid increases in dendritic inhibition, we would predict 
that this type of inhibition only influences cell spiking very indirectly 
through subtle changes in local dendritic voltage. Thus, it seems 
unlikely that stellate-type inhibition would have much of a direct 
effect on spike coding reflected in pauses in spiking.

evolutionAry considerAtion
Finally, there is another likely important consideration with respect 
to a direct role of especially basket-type molecular layer inhibition 
in neural coding mechanisms, and that is that this type of synaptic 
connection is only found in mammals and birds (Llinas and Hillman, 
1969; Larsell, 1972; Larsell and Jansen, 1972). Anatomical studies have 
shown that the cerebellar cortex of most fish (Waks and Westerman, 
1970), amphibians (Midtgaard, 1992) and some reptiles (Llinas et al., 
1969) lack basket-type connections altogether. In those fish, amphib-
ians, and reptiles whose Purkinje cell soma’s do receive inhibitory 
projections from molecular layer interneurons they are of the more 
traditional “en passant” rather than the specialized basket-type (Llinas 
et al., 1969; Waks and Westerman, 1970; Midtgaard, 1992).

The fact that only mammals and birds have been shown to 
have true Basket-type connections would seem to produce addi-
tional difficulties for an information coding mechanism based on 
pauses due to this type of inhibitory input. Presumably, principles 
of Purkinje cell coding and cerebellar function are not significantly 
different in non-mammalian and non-avian species. Instead, we 
would suggest that the limited comparative distribution of basket-
type connections is more consistent with the idea that these inputs 
restrict parallel fiber synaptic influences on Purkinje cell outputs, 
making sure that Purkinje cells don’t spike to this type of input.

Reexamining our network modeling results from more of an 
evolutionary perspective, there are two features of mammalian 
cerebellar cortex that make basket-cell type inputs necessary: 
very large numbers of parallel fiber inputs per Purkinje cell, and 
Purkinje cell dendrites that are electronically compact. It follows 
that we would predict that species lacking basket-type inhibitory 
connections should either have significantly fewer parallel fibers per 
Purkinje cell and/or have significantly less electrotonically compact 
dendrites. To test these predictions, we are currently engaged in a 
comparative study of multiple vertebrate species to determine both 
the ratio of granule cells to Purkinje cells and the passive electrical 
properties of those Purkinje cells. Preliminary results suggest that, 
in fact, mammals and birds generally have the highest ratio of gran-
ule cells per Purkinje cells and also have the most electrotonically 
compact Purkinje cells (Cornelis et al., 2007; Wilcox et al., 2009). 
The mormyrid fish may be an exception, but interestingly enough, 
there is some evidence that they may also have a more basket-like 
inhibitory connection (Grant et al., 1998).

While these experiments are still underway, the results to date 
are consistent with the suggestion that Basket-type inhibition 
is an evolutionary adaptation to changes in cortical properties 
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mossy fiber activity would generate parallel fiber beams, which are 
indeed observed using parallel fiber stimulation (e.g. see Vranesic 
et al., 1994; Baginskas et al., 2009). A possible explanation was 
that vertical activation could reflect differential synaptic density 
or strength along the ascending granule cell axon compared to 
parallel fiber synapses (Sims and Hartell, 2005, 2006), but the dem-
onstration of the functional equivalence of the two inputs has reo-
pened the dispute (Walter et al., 2009). Alternatively, differential 
properties of synaptic inhibition could be critical, as indicated by 
experimental (Cohen and Yarom, 1998) and computational analysis 
(Santamaria et al., 2007).

Here, by using voltage-sensitive dye (VSD) imaging in sagit-
tal and coronal slices (Mapelli et al., 2010), we have investigated 
granular to molecular layer transmission using mossy fiber bursts at 
different frequencies. We found that optimal responses occurred in 
the granular layer over ∼50 Hz and in the overlaying Purkinje cells 
over ∼100 Hz, while Purkinje cell excitation along the parallel fibers 
was not frequency-dependent. The gain of burst transmission was 
dynamically regulated by GABA-A and NMDA receptor-dependent 
mechanisms without requiring tonic inhibition. The efficacy of 
GABA-A receptor-dependent inhibition with respect to excita-
tion increased passing from the granular to molecular layer and 
explained the frequency-dependent behaviors in these subcircuits. 
These results suggest that high-pass filtering and dynamic gain 
regulation could enhance vertical transmission of high-frequency 
bursts along the mossy fiber pathway of cerebellum.

INTRODUCTION
In the cerebellar cortex, mossy fiber signals are first processed in 
the granular layer before being conveyed toward the Purkinje cells 
and other molecular layer interneurons. Theories have predicted 
that the cerebellar cortex controls transmission gain and behaves as 
an adaptable filter (Marr, 1969; Albus, 1971; Fujita, 1982; recently 
considered by D’Angelo and De Zeeuw, 2009 and carefully reviewed 
by Dean et al., 2010), but the existence and functional mechanisms 
of these operations are still object of debate.

Since brain circuits elaborate spike sequences, understanding 
signal processing requires a careful analysis of the consequences 
of specific spike patterns on neuronal responses. The mossy fib-
ers generate spike bursts following punctuate sensory stimulation 
(Chadderton et al., 2004; Jörntell and Eckerot, 2006; Rancz et al., 
2007). Given the presence of numerous synaptic mechanisms with 
differentiated kinetics, it may be expected that burst transmission 
along the mossy fiber pathway of cerebellum is sensitive to spike 
frequency. However, the mechanism proposed to regulate the gain 
at the mossy fiber – granule cell relay is based on tonic inhibition 
(Mitchell and Silver, 2003; Arenz et al., 2008), which may not be 
sensitive to rapid frequency changes during bursts. A related issue 
is how granular layer bursts are retransmitted to the molecular 
layer. Punctuate stimulation causes a prominent vertical activation 
of Purkinje cells overlaying the active granular layer areas (Bower 
and Woolstone, 1983; Cohen and Yarom, 1998; Rokni et al., 2008). 
However, the “beam theory” (Eccles et al., 1967) predicted that 
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MATERIALS AND METHODS
ExpERIMENTAL TECHNIqUES
Acute cerebellar slices were obtained from 18- to 25-day-old Wistar 
rats as previously reported (D’Angelo et al., 1995, 1999). Briefly, 
rats were anesthetized with halotane (SIGMA; 0.5 ml in 2 dm3 for 
1–2 min) before being killed by decapitation. The cerebellum was 
gently removed, the vermis was isolated, fixed on a plastic support 
with cyano-acrilic glue, and immersed in cold (2–3°C) cutting solu-
tion. Slices (220-μm thick) were cut either in the sagittal or coronal 
plane. The cutting solution contained (Dugué et al., 2005; in mM): 
K-Gluconate 130, KCl 15, EGTA 0.2, Hepes 20, Glucose 10 (pH 7.4 
with NaOH). Slices were incubated for about 1 h before recordings 
at 31°C in oxygenated Krebs solution containing (mM): NaCl 120, 
KCl 2, MgSO

4
 1.2, NaHCO

3
 26, KH

2
PO

4
 1.2, CaCl

2
 2, glucose 11 (pH 

7.4 when equilibrated with 95% O
2
–5% CO

2
). When needed, the 

extracellular solution was added with the GABA-A receptor blocker, 
10 μM gabazine (SR-95531, Tocris Cookson), or the NMDA and 
AMPA receptor blockers, 50 μM D-APV (Tocris Cookson) and 
10 μM NBQX (Tocris Cookson). The dye (Di-4-ANEPPS, Molecular 
Probes) was dissolved and stocked in Krebs with 50% ethanol 
(SIGMA) and 5% Cremophor EL (a Castor oil derivative, SIGMA). 
Slices for optical recordings were incubated for 30 min in oxygenated 
Krebs solution added with 3% Di-4-ANEPPS stock solution mixed 
with 50% fetal Bovine Serum (Molecular Probes).

Slices were gently positioned in the recording chamber and immo-
bilized with a nylon mesh attached to a platinum Ω-wire. Perfusion 
of standard extracellular solution (2–3 ml/min) maintained at 32oC 
with a feed-back temperature controller (Thermostat HC2, Multi 
Channel Systems, Reutlingen, Germany) was performed during the 
recording session. The mossy fibers were stimulated with square 
voltage pulses (±4–8 V; 100 μs) delivered either individually or in 
trains (five pulses at 10, 20, 50, 100, 200 or 500 Hz). Voltage pulses 
were usually applied through couples of MEA electrodes (MEA 60 
MultiChannel Systems, see Mapelli and D’Angelo, 2007 for further 
details) or through a bipolar tungsten electrode connected to a 
commercial stimulator (STG 1008, Multi channel systems).

VSD RECORDINgS
The recording chamber was installed on an upright epifluores-
cence microscope (BX51WI, Olympus, Europa Gmbh, Hamburg, 
Germany), equipped with a 10X (UM Plan FL 0.3 NA) or 40X 
(XLUM Plan FL, 0.95 NA) objective (see Tominaga et al., 2000). 
The light generated by a halogen lamp (150W, MHF-G150LR, 
MORITEX Corp., Tokyo, Japan) was controlled by an electronic 
shutter (model0, Copal, Co., Tokyo, Japan) and then passed through 
an excitation filter (λ = 530 ± 10 nm), projected onto a dichroic 
mirror (λ = 565 nm) and reflected toward the objective lens to 
illuminate the specimen. Fluorescence generated by the tissue was 
transmitted through an absorption filter (λ > 590 nm) to the CCD 
camera (MICAM Ultima, Scimedia, Brainvision, Tokyo, Japan). 
The whole imaging system was connected through an I/O interface 
(Brainvision) to a PC controlling illumination, stimulation and data 
acquisition. The final pixel size was 10 μm with 10X and 2.5 μm 

with 40X objectives. Full-frame image acquisition was performed 
at 1 kHz. Data were acquired and displayed by Brainvision soft-
ware and signals were analyzed using routines written in MATLAB 
(Mathworks, Natick, USA).

At the beginning of recordings, a calibration procedure was 
adopted to ensure homogeneity across experiments. The dynamic 
range of the CCD camera was calibrated by measuring background 
fluorescence and setting the average light intensity in the absence of 
stimulation to 50% of the saturation level. The background fluores-
cence was sampled for 50 ms before triggering electrical stimulation 
and was used to measure the initial fluorescence intensity (F

0
). 

The relative fluorescence change (∆F/F
0
) was then calculated for 

each time frame. With standard stimulation intensities (4–8 V; see 
Mapelli and D’Angelo, 2007) the maximum granular layer response 
measured 0.5–1% ∆F/F

0
.

A potential draw-back of linear optical methods is that each 
focal plane contains also out-of-focus light causing blurring. In 
order to estimate the optical distortion occurring in our prepara-
tions, empirical point spread functions (PSF) were generated by col-
lecting light at different depths (in 0.8 μm steps) from fluorescent 
beads (0.04-μm diameter) injected into the granular and molecular 
layer in sagittal and coronal cerebellar slices (Yae et al., 1992) and 
processing signals off-line (Image-J). In the granular layer, which is 
almost isotropic, PSF analysis showed that light signals vanished in 
∼10 μm both vertically and horizontally. In the molecular layer, the 
orientation of parallel fibers generated anisotropic light scattering 
so that signals vanished in ∼25 μm along the parallel fiber axis and 
in ∼15 μm on the orthogonal axis (data not shown). This effect was 
therefore negligible on the scale of our analysis.

The signal-to-noise ratio was improved by averaging 16 consecu-
tive sweeps at the stimulus repetition frequency of 0.2 Hz. Given 
maximal ∆F/F

0
 ≈ 1% and noise SEM ≈ ± 0.1% (n = 12 slices), the 

signal-to-noise (S/N) ratio was about 10 times ensuring a reliable 
measurement of peak response amplitude.

ON THE ORIgIN Of VSD SIgNALS
The VSD fluorescence depends on the relative surface and density 
of the electrogenic elements of the granular layer (Eccles et al., 
1967; Palkovits et al., 1971; Palay and Chan-Palay, 1974; Ito, 1984; 
Harvey and Napper, 1991; Sultan, 2001). The granule cell-Golgi cell 
ratio is 500:1 for cell number and 3:50 for cell surface, so that the 
estimated total membrane area of granule cells is about 30 times 
larger than that of Golgi cells. Since the amplitude of optical signal 
is correlated with the membrane surface, the major contribution 
to the optical signal in the granular layer should be generated by 
granule cells. In the molecular layer, stellate cells are sixteen times 
and basket cells are six times more abundant than Purkinje cells, 
while on average Purkinje cells are about 85 times larger than stel-
late and basket interneurons. The estimated total membrane area 
of Purkinje cells is about four times larger than that of stellate 
and basket cells. The optical signal in the molecular layer should 
therefore to arise mainly from Purkinje cells.

EPSPs and EPSP-spike complexes correlated with granule cells 
and Purkinje cell activity were recorded using patch-clamp record-
ings. In both cases, VSD imaging detected more effectively EPSPs 
than spikes. This was probably due to a series of factors, including 
the limited sampling frequency (1 kHz) and the time scattering of 
spikes in different acquisitions. Given the di-synaptic activation 
of Purkinje cells by mossy fiber stimulation, time scattering was 
probably even more influential than in granule cells (cf. Figure 2B 
Mapelli et al., 2010). It should also be noted that, while VSD 
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responses from the somatic and dendritic areas of Purkinje cells 
were quite similar at low stimulus intensity, the somatic became 
∼30% larger than the dendritic response at high intensity (see 
Figure 2B). This probably reflected the fact that PC spikes, which 
do not back-propagate significantly, do not even contribute much 
to dendritic depolarization.

It should be noted that the VSD signal was collected from 
numerous granule cells, was averaged over several acquisitions 
and was sampled at 1 frame/ms. Therefore, although sensitive to 
the presence of spikes (Mapelli et al., 2010), the VSD signal could 
not reveal the precise shape of the action potential. The VSD signal 
was modulated by the contribution of the excitatory glutamate 
NMDA and AMPA receptors and by the inhibitory GABA

A
 receptor 

(see Figure 3A for details), revealing its sensitivity to subthreshold 
integration of synaptic inputs.

pATCH-CLAMp RECORDINgS
Whole-cell patch-clamp recordings were performed from Purkinje 
cells using pipettes containing the following intracellular solution 
(mM); K-gluconate 135, KCl 5, Hepes 10, EGTA 0.2, MGCl

2
 4.6, 

ATP-Na
2
 4, GTP-Na 0.4 (pH 7.35). With this solution, the pipette 

resistance was 3–4 MΩ. Signals were sampled at 20 kHz and low-pass 
filtered at 2 kHz. Recordings were obtained by using a Multiclamp 
700B amplifier (Molecular Devices) and signals were digitally con-
verted with a Digidata 1440A (Molecular Devices). All Purkinje cells 
showed spontaneous firing in cell attached (13.1 ± 4.9 Hz, n = 4) as 
well as after passing into the whole-cell recording configuration in 
current clamp mode (14.8 ± 3.0 Hz, n = 4). The stimulation of the 
white matter in the granular layer generated EPSP, IPSPs as well as 
simple and complex spikes depending on the stimulation intensity 
and on the position of the stimulating electrode (data not shown). 
Data used for correlating intracellular membrane depolarization 
with the VSD signal were taken after moving the cell out of the 
spontaneous firing region (−39.6 ± 1.4 mV, n = 4) by negative cur-
rent injection (≤−200 pA).

DATA ANALySIS
A quantitative analysis of the VSD signal was performed in regions 
of interest (ROIs), which showed a clear response in the granular 
layer and molecular layer. In each ROI, the peak intensity of signals 
was normalized to the response to a single control pulse taken at 
the beginning of the recordings session in the granular layer. The 
ROIs usually had a size of 20 × 20 μm2 (2 × 2 pixels), thus ideally 
collecting the fluorescence variations generated by a layer contain-
ing ∼15 granule cells or one Purkinje cell. Because of light scattering 
(see above), these numbers represent a lower limit.

For coronal slice recordings, an automatic procedure was writ-
ten in MATLAB allowing to identify two separate stripes (80-μm 
large) of activation running in parallel through the granular and 
the molecular layer. All responses were normalized to the maximum 
granular layer response. Data obtained from different slices were 
averaged by aligning the corresponding stripes with their origin 
located in correspondence of the orthogonal projection of the elec-
trode tip into the molecular layer.

In order to quantify the size of activated areas, a threshold was 
set at 70% of the maximum normalized response (see Mapelli et al., 
2010). An automatic analysis allowed to isolate active pixels so that 

the extension of activated areas could be compared in different 
experimental conditions. The EPSP delay was detected at a thresh-
old set at 0.2% ∆F/F

0 
(given noise SEM ≈ ± 0.1%).

Gain curves g(f) were fitted with a sigmoidal-shaped function 
of input frequency (f) of the form:

g(f) = (A
1
−A

2
)/(1 + (f/f

c
)p) + A

2 
(1)

where A
1
 and A

2 
are the initial and final amplitude, f

c
 is the cut-off 

frequency and p is the order of the function (ORIGIN, Microcal 
Software Inc.).

Statistics are reported as mean ± standard error of the mean 
(SEM).

RESULTS
VSD RESpONSES Of THE gRANULAR AND MOLECULAR LAyER 
fOLLOwINg wHITE MATTER STIMULATION
In sagittal slices of the cerebellar vermis, stimulation of the white 
matter generated VSD signals involving the mossy fiber – granule 
cell – PC pathway and the climbing fiber – PC pathway (Figure 1). 
Activation in the two pathways could be distinguished considering 
three properties (Eccles et al., 1967; Llinas and Sugymori, 1980a,b; 
Ito, 1984): (i) the latency of PC responses should be longer for the 
mossy fiber pathway, which is di-synaptic, (ii) the PC responses 
should follow granular layer responses with mossy fiber but not 
with climbing fiber stimulation, and (iii) the time course of PC 
responses should be EPSP-like for mossy fiber stimulation, while 
resembling a complex spike with climbing fiber stimulation.

In the majority of recordings (17 of 23 slices, 74%), mossy fiber 
were activated exciting the granular layer and causing a depolari-
zation peaking in 5.2 ± 0.2 ms (n = 17 slices; Figure 1A). Then, in 
some of these recordings activation propagated into the adjacent 
molecular layer causing a depolarization peaking in 12.4 ± 1.7 ms 
(n = 5; Figure 1A). The additional delay was probably determined 
by the time required for synaptic transmission at the mossy fiber – 
granule cell and parallel fiber – Purkinje cell synapses and by the 
time needed for the Purkinje cells to respond (activation of granule 
cells ascending axons and transmission along the parallel fibers were 
probably negligible; Diwakar et al., 2009). In a minor number of 
recordings (6 of 23 slices; 26%), climbing fibers were also activated 
causing a fast molecular layer response peaking in 2.9 ± 0.2 ms 
(Figure 1B; n = 6 slices), which thus anticipated the granular layer 
response. The molecular layer response was composed of a peak fol-
lowed by a repolarization and by a long lasting depolarizing hump 
(lasting more than 100 ms; Figure 1B), which were presumably 
related to generation of complex spikes in the Purkinje cells. The 
continuation of the present paper considers only results obtained 
by analyzing molecular layer signals generated through mossy fib-
ers activation.

COMbINED VSD AND pATCH-CLAMp RECORDINgS fROM  
pURkINjE CELLS
It has been shown that VSD signals generated in the granular layer 
are correlated to the average depolarization of granule cells (see 
Figure 2 Mapelli et al., 2010). In order to assess the activity state of 
neurons contributing to generate the molecular layer VSD signals, 
whole-cell recordings were performed from Purkinje cells. These 
are the largest neurons of the molecular layer and extend their 
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pHARMACOLOgICAL pROpERTIES Of THE INHIbITORy AND  
ExCITATORy CIRCUITS
Granular layer responses are regulated by the inhibitory cir-
cuit (Mapelli and D’Angelo, 2007; Mapelli et al., 2009). VSD 
signals were increased by 10-μM gabazine, which could act 
both by blocking GABAergic synapses between Golgi cells and 
granule cells as well as those between molecular layer interneu-
rons and their targets, the Golgi cells and the Purkinje cells. 
During gabazine application, in the granular layer, both peak 
amplitude and the late phase of the response increased (at 
peak, +51.9 ± 11.6%; n = 4, p < 10−5, paired t-test; at 50 ms, 
+110.4 ± 28.8%, n = 4; p < 0.01, paired t-test). Also in the 
molecular layer the VSD signal was enhanced by the applica-
tion of 10-μM gabazine (at peak, +40.9 ± 12.2%; n = 4, p < 0.05, 
paired t-test; at 50 ms, + 243.8 ± 53.2%; n = 4, p < 10−4, paired 
t-test) (Figure 3A). Furthermore, blocking the GABAergic syn-
apses increased the extension of the granular (+157.8 ± 35.7%; 
n = 4, p < 0.03, paired t-test) and molecular layer responses 
(+187.5 ± 40.6%; n = 4, p < 0.05, paired t-test).

The other major synaptic mechanism regulating granular layer 
excitation and transmission toward the molecular layer is based 
on the NMDA receptors (Kinney and Slater, 1993; D’Angelo et al., 
1995), which are primarily expressed at the mossy fiber – granule cell 

dendritic arborization in the sagittal plane. WCR were performed 
from Purkinje cells generating simple spikes (but not complex 
spikes; cf. Sacconi et al., 2008; Rokni et al., 2009) in response to 
white matter stimulation in the granular layer. In these neurons, 
EPSPs arose in 7.1 ± 0.2 ms and peaked in 12.1 ± 0.3 ms (n = 4), 
compatible with a di-synaptic pathway. When the cells were depo-
larized above about −50 mV, the EPSPs were usually followed by 
a hyperpolarization probably reflecting intrinsic repolarizing 
currents and IPSPs caused by molecular layer interneurons (not 
shown in the figure).

The intracellular electrical activity was compared with VSD 
responses taken from ROIs corresponding to the soma and to the 
dendritic tree of recorded Purkinje cells (Figure 2A). In response 
to a single impulse, Purkinje cells showed EPSPs and EPSP-spike 
complexes in variable proportions depending on the stimulation 
intensity (Llinas and Sugymori, 1980a,b). At low intensity, both 
somatic and dendritic VSD signals were a close scaled version of 
the EPSPs recorded intracellularly (Figure 2B). At higher intensity, 
the VSD response increased along with the number of EPSP-spike 
complexes but remained slower and proportionately smaller than 
the average electrical response. Thus both in the somatic and den-
dritic region, the VSD signal reflected the intracellular electrical 
activity of Purkinje cells.

FiGure � | Mossy fiber and climbing fiber responses to white matter 
stimulation. VSD	imaging	in	parasagittal	slices	of	the	cerebellar	vermis.	In	this	
and	in	the	following	figures:	mf,	mossy	fiber;	GL,	granular	layer;	PC,	Purkinje	
cell	layer,	ML,	molecular	layer,	pf,	parallel	fiber.	In	this	and	the	following	figures,	
yellow	dots	indicate	stimulation	electrodes.	(A)	Optical	maps	of	responses	
evoked	by	a	single	stimulus	delivered	to	the	white	matter	(arrowhead),	
illustrating	the	sequence	of	granular	to	molecular	layer	activation	through	the	
mossy	fibers.	Maps	show	the	temporal	evolution	of	granular	and	molecular	
layer	activation	with	a	time	resolution	of	1	ms.	In	the	granular	layer,	the	optical	
signal	rapidly	propagates	from	the	stimulation	site	with	short	delay	(2–3	ms)	
and	peaks	in	5–6	ms.	The	activity	propagates	in	a	restricted	region	of	the	
molecular	layer	(rectangle)	with	a	further	delay	of	3	ms	compared	to	the	
corresponding	granular	layer	activation	(circle).	The	traces	illustrate	the	time	

course	of	granular	layer	(black	trace)	and	molecular	layer	(grey	trace)	activation	
following	white	matter	stimulation	in	the	same	ROIs	indicated	on	the	left.	
Molecular	layer	activation	is	slower	and	smaller	than	granular	layer	activation	
(magnified	in	the	inset).	The	schematics	on	the	right	illustrate	the	orientation	of	
mossy	fibers	branching.	(B) Optical	maps	of	responses	evoked	by	a	single	
stimulus	delivered	to	the	white	matter,	illustrating	direct	Purkinje	cell	activation	
through	the	climbing	fibers.	An	intense	molecular	layer	response	peaks	in		
3–5	ms	anticipating	a	slower	granular	layer	response	peaking	in	7–8	ms.	The	
traces	illustrate	the	time	course	of	granular	layer	(black	trace)	and	molecular	
layer	(grey	trace)	activation	following	white	matter	stimulation	in	the	same	ROIs	
indicated	on	the	left.	Molecular	layer	activation	is	faster	and	larger	than	granular	
layer	activation	(magnified	in	the	inset).	The	response	time	relative	to	
stimulation	is	are	indicated	for	each	map.
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synapse (Garthwaite and Brodbelt, 1989; Cull-Candy et al., 1998). 
The block of NMDA currents decreased peak response amplitude in 
the granular layer (−28.8 ± 12%; n = 4, p = < 0.01, paired t-test) as 
well the late phase of the response (at 50 ms −59.7 ± 10.7%; n = 4, 
p < 0.005, paired t-test). Furthermore, blocking NMDA recep-
tors reduced the extension of the granular layer (−34.1 ± 7.3%; 
n = 4, p < 0.05, paired t-test) and of the molecular layer response 
(−53.3 ± 7.5%; n = 4, p < 10−3, paired t-test). Finally, blocking the 
NMDA receptors almost completely blocked the transmission 
toward the molecular layer (−85.3 ± 4.8%; n = 4, p < 10−11, paired 
t-test) ((Figure 3B)..

These experiments show that the VSD signal was sensitive to the 
major regulatory systems of the cerebellar circuit potentially able to 
control signal transmission along the mossy fiber pathway.

fREqUENCy-DEpENDENCE Of gRANULAR LAyER – MOLECULAR LAyER 
TRANSMISSION
Mossy fibers usually convey bursts of frequency-modulated dis-
charges to the granular layer (Kase et al., 1980; Chadderton et al., 
2004; Jörntell and Ekerot, 2006; Rancz et al., 2007; Arenz et al., 
2008). To address the impact of these patterns we have investigated 
granular layer activation in response to trains of stimuli delivered 
to the mossy fiber bundle at different frequencies.

The stimulation of the mossy fiber bundle with a train of five 
impulses at different frequencies induced characteristic activation 
patterns in the granular layer (Figure 4). The stimulation at 10 Hz 
induced similar responses at each pulse. However, increasing the 
stimulation frequency revealed a considerable temporal summa-
tion. As a whole, granular layer responses became more extended 
(e.g. +6.9 ± 4.3% at 10 Hz vs +127.3 ± 20.8% at 500 Hz) and intense 
as the input train frequency was increased (Figures 4A,B). In the 
granular layer, temporal summation became remarkable over 
50 Hz, while in the molecular layer the frequency sensitivity was 
shifted, so that only inputs at frequencies higher than 100 Hz could 
be reliably transmitted (Figure 4C). At the highest frequencies 
(200–500 Hz), no further improvement in maximal transmission 
was observed but the maximal response occurred earlier during 
the train (e.g. on the 4th pulse at 100 Hz and on the 3rd pulse 
at 500 Hz). Finally, it should be noted that a post-burst response 
(measured 50 ms after the train) became also more evident as the 
frequency was increased.

The frequency-dependence of transmission from mossy fiber 
to granular and to molecular layer was represented as the change 
in maximal response amplitude (gain) and delay (lag) com-
pared to low-frequency stimulation (Figure 4D). The gain curves 
showed a sigmoidal increase while the lag showed a decrease with 

FiGure � | The relationship between VSD signals and Purkinje cell activity. 
(A)	Image	of	a	stained	cerebellar	slice	obtained	by	collecting	background	
epifluorescence	showing	Granular	layer,	Purkinje	cell	layer	and	Molecular	layer	
during	a	whole-cell	recording	from	a	Purkinje	cell.	The	patch	pipette	appears	as	
a	shadow	(since	is	not	filled	with	dye	molecules).	Red	and	orange	circles	
indicate	the	ROIs	corresponding	to	the	recorded	PC	and	its	dendritic	
arborization,	from	which	the	VSD	signals	were	measured.	Excitatory	
postsynaptic	potential	(EPSPs)	and	EPSP-spike	complexes	were	obtained	at	
low	and	high	stimulation	intensity,	respectively	(arrows	indicate	the	stimulus	
time).	Average	electrical	signals	(black	traces)	are	compared	with	average	

fluorescence	changes	from	the	PC	layer	(red	and	dark	blue)	and	from	molecular	
layer	(orange	and	light	blue).	(B)	Correlation	between	average	membrane	
depolarization	and	average	fluorescence	change	from	ROIs	in	the	Purkinje	cell	
layer	and	in	the	molecular	layer.	The	intensity	of	fluorescence	changes	is	
normalized	to	the	corresponding	granular	layer	response.	The	dotted	lines	
correspond	to	fittings	performed	with	an	exponential	function,	y	=	y0	+	A1[1-
exp(−x/τ)]	(y0	=	0,	A1	=	0.9,	τ	=	22.6	for	Purkinje	cell	layer;	y0	=	0,	A1	=	0.6,	
τ	=	18.7	for	molecular	layer).	Red	and	orange	circles	indicate	Purkinje	cells	
responding	with	spikes	to	at	least	half	of	the	stimuli.	Data	points	are	taken	from	
five	different	cells.

124

http://www.frontiersin.org/cellular_neuroscience
http://www.frontiersin.org/
http://www.frontiersin.org/Cellular_Neuroscience/archive


Frontiers in Cellular Neuroscience www.frontiersin.org	 May	2010	 |	Volume	4	 |	 Article	14	 |	

Mapelli	et	al.	 High-pass	filtering	and	gain	control	in	the	cerebellar	cortex

 frequency (Figure 4D), reflecting enhanced temporal summation 
and instantiating two high-pass filters. As expected, granular layer 
excitation occurred with shorter delay and at lower frequencies than 
molecular layer excitation, so that the two filters appeared to work 
in cascade. The gain curves were fitted with a sigmoidal-shaped 
function relative to low-frequency responses (Eq. 1) yielding the 
following values of cut-off frequency (f

c
), initial amplitude (A

1
) 

and final amplitude (A
2
): in the granular layer, best fitting required 

a 2nd order function with f
c 
= 20.9 Hz, A

1
 = 1.11, A

2
 = 1.46, and 

(A
2
−A

1
)/A

1
 = 31.5%; in the molecular layer, best fitting required 

a 5th order function with f
c 
= 170 Hz, initial amplitude A

1
 = 0.44, 

final amplitude A
2
 = 0.99, and (A

2
−A

1
)/A

1
 = +125%. Thus, the 

gain function of the molecular layer was right-shifted compared 
to that of the granular layer. These data suggest that the information 
conveyed through the mossy fibers is optimally transmitted with 
high-frequency bursts while low-frequency bursts may not pass the 
threshold for effective molecular and Purkinje cell activation.

REgULATION Of gRANULAR AND MOLECULAR LAyER fILTERINg by 
gAbA-A AND NMDA RECEpTORS
The frequency-dependence of granular – molecular layer transmis-
sion has to reside into the specific properties of their receptors, 
channels and circuits. Among these, two systems have the potential 
of regulating transmission in a frequency-dependent manner, the 
GABAergic inhibitory system and the excitatory mechanism involv-
ing NMDA receptors.

The application of 10-μM gabazine had major effects on 
 granular – molecular layer communication during repetitive 
neurotransmission (Figure 5A). The extension of activated areas 
increased at all frequencies: for instance, with a 500-Hz train, the 

increase was +182.6 ± 30.9% (n = 4, p < 0.006, paired t-test) in the 
granular layer and +216.5 ± 57.8% (n = 4, p < 0.004, paired t-test) 
in the molecular layer. Moreover, temporal summation, gain and 
lag varied compared to control conditions. (i) Temporal summa-
tion did not saturate even at the highest tested frequencies either 
in the granular or in the molecular layer (Figure 5B), revealing the 
absence of feed-forward and feed-back inhibition (D’Angelo and 
De Zeeuw, 2009). Likewise, the post-burst response was markedly 
enhanced. (ii) The frequency-dependence of the gain function in 
the molecular layer became similar to that in the granular layer 
(Figure 5B). In the granular layer, best fitting required 2nd order 
with f

c 
= 32.0 Hz, A

1 
= 1.3, A

2 
= 2.2, and (A

2
−A

1
)/A

1 
= + 69.2%; in 

the molecular layer, best fitting required 2nd order with f
c 
= 23.9 Hz, 

initial amplitude A
1 
= 0.56, final amplitude A

2 
= 1.29, and (A

2
−A

1
)/

A
1 
= + 130.3%. (iii) After blocking synaptic inhibition, the lag to 

maximal response was between the 4th and 5th pulse at all frequen-
cies both in the granular and in the molecular layer remaining 
higher that in control and indicating a continued temporal sum-
mation no longer limited by inhibition.

The application of 50-μM APV had also major effects on 
granular – molecular layer communication during repetitive neu-
rotransmission (Figure 6), which appeared nearly opposite to 
those of gabazine. The extension of activated areas decreased at 
all frequencies: for instance, with a 500-Hz train, the variation was 
−37.4 ± 7.7% (n = 4, p < 0.01, paired t-test) in the granular layer 
and −45.5 ± 4.5% (n = 4, p < 0.05, paired t-test) in the molecular 
layer. Moreover, temporal summation, gain and lag varied com-
pared to control conditions. (i) Temporal summation tended to 
saturate at all frequencies (except for the 500-Hz burst; Figure 6B) 
revealing the absence of NMDA receptor-dependent temporal 

FiGure � | GABA-A and NMDA receptor-dependent regulation of 
transmission along the mossy fiber pathway. (A)	The	effect	of	the	GABA-A	
receptor	blocker	10-μM	gabazine	in	response	to	a	single	pulse	in	the	white	
matter.	Gabazine	enhanced	the	granular	layer	response	and	facilitated	
transmission	toward	the	molecular	layer.	The	traces	show	the	time	course	of	the	

effect	both	in	the	granular	and	molecular	layer.	(B)	The	effect	of	the	NMDA	
receptor	blocker	50-μM	APV	in	response	to	a	single	pulse	in	the	white	matter.	
APV	reduced	the	granular	layer	response	and	markedly	depressed	transmission	
toward	the	molecular	layer.	The	traces	show	the	time	course	of	the	effect	both	in	
the	granular	and	molecular	layer.
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A
1 
= + 55.5%. (iii) The lag to maximal response tended to increase 

slightly, according to the facilitating effect of NMDA receptors on 
temporal summation.

Therefore, the GABAergic inhibitory system and the excitatory 
NMDA receptor-dependent systems had opposite effects on the 
filtering properties of the granular and molecular layer.

SIgNAL TRANSMISSION ALONg THE pARALLEL fIbERS
The ascending branch of the granule cell axon contacts the over-
laying Purkinje cells and then bifurcates to form the parallel 
fibers traveling on the longitudinal plane. In order to under-
stand how the frequency-dependence of signal transmission 
from granular to molecular layer reverberates into the parallel 

summation during the train (D’Angelo et al., 1995). Likewise, the 
post-burst response was markedly depressed. (ii) The frequency-
dependence of the gain function in the granular layer (but not 
in the molecular layer) varied significantly. The gain curve of the 
granular layer did not show increase below 200 Hz due to lack of 
NMDA receptor-dependent integration, but then increased steeply 
at 500 Hz exploiting residual AMPA receptor-dependent summa-
tion (Figure 6B). Fittings used to reveal the impact of NMDA 
receptors were performed assuming the presence of a plateau after 
500 Hz: in the granular layer, best fitting required 2nd order with 
f
c 
= 257 Hz, A

1 
= 0.87, A

2 
= 1.1, and (A

2
−A

1
)/A

1 
= + 26.4%; in the 

molecular layer, best fitting required 2nd order with f
c 
= 264 Hz, 

initial amplitude A
1 
= 0.45, final amplitude A

2 
= 0.7, and (A

2
−A

1
)/

FiGure � | Frequency-dependence of responses to repetitive stimulation. 
(A)	Optical	maps	were	obtained	at	the	peak	of	responses	in	5-pulse	bursts	
delivered	to	the	white	matter	for	two	significant	frequencies	(10	and	200	Hz).	
Passing	from	10	Hz	to	200	Hz,	there	is	a	progressive	intensification	of	temporal	
summation	in	the	granular	layer	which	lead	to	a	progressive	activation	of	new	
recruited	areas	(white	circles).	Moreover,	the	increased	stimulation	frequency	
progressively	activated	the	molecular	layer	(white	rectangle)	at	each	pulse	of	
the	burst.	The	post-burst	maps	were	taken	50	ms	after	the	end	of	the	burst	
where	with	low-frequency	stimulation	the	activity	is	almost	abolished	while,	
with	high	frequency	there	is	a	persistent	signals	throughout	the	granular	layer.	
(B)	Traces	on	the	right	illustrate	the	time	course	of	the	response	in	ROIs	
located	in	adjacent	responding	regions	of	the	granular	(black)	and	molecular	

layer	(gray).	Note	the	much	stronger	molecular	layer	response	at	higher	
frequencies	and	the	consistent	temporal	summation	of	all	signals.	(C)	
Maximum	response	amplitudes	were	measured	for	each	of	the	five	pulses	of	
bursts	delivered	at	different	frequencies	in	the	granular	(black;	n	=	8	slices,	
n	=	32	ROIs	for	each	frequency)	and	in	the	molecular	layer	(gray;	n	=	8	slices,	
n	=	28	ROIs	for	each	frequency).	Points	are	reported	as	mean	±	SEM.	(D)	Gain	
and	lag	curves	for	granular	(black;	n	=	8	slices,	n	=	32	ROIs	for	each	frequency)	
and	molecular	layer	(gray;	n	=	8	slices,	n	=	28	ROIs	for	each	frequency)	
responses.	Gain	is	the	maximum	response	obtained	at	a	certain	frequency	and	
lag	is	the	number	of	pulses	needed	to	achieve	the	maximal	response.	The	gain	
curves	were	fitted	a	sigmoidal	function	(Eq.1).	Points	are	reported	as	
mean	±	SEM.
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FiGure � | regulation of frequency-dependence by GABA-A receptors. (A)	
Optical	maps	were	obtained	at	the	peak	of	responses	in	5-pulse	100	Hz	bursts	
delivered	to	the	white	matter.	Application	of	10-μM	gabazine	markedly	enhanced	
amplitude	and	extension	of	responses	in	the	granular	and	molecular	layer,	and	
the	effect	increased	during	and	after	the	burst	(50	ms	after	the	end	of	the	burst).	
It	should	be	noted	the	marked	response	summation	in	the	presence	of	
gabazine.	The	enlarged	map	evidences	the	activation	of	the	molecular	layer	
(white	arrow)	following	the	application	of	10-μM	gabazine.	(B)	Maximum	
response	amplitudes	were	measured	for	each	of	the	five	pulses	of	bursts	

delivered	at	different	frequencies	both	in	the	granular	and	molecular	layer	(n	=	4	
slices,	n	=	16	ROIs	for	each	frequency).	Gain	and	lag	curves	for	granular	(black)	
and	molecular	layer	(gray)	responses	show	that	gain	increased	and	the	shape	of	
curves	changed	compared	to	control	(dashed	lines).	The	gain	curves	were	fitted	
with	a	sigmoidal	function	(Eq.1).	Lag	remained	over	control	values	(dashed	lines)	
at	all	frequencies.	(C)	The	time	course	peak	amplitude	increase	at	500	Hz,	was	
taken	to	demonstrate	for	a	representative	frequency	(the	maximum	tested)	the	
non-saturating	nature	of	the	response	in	the	presence	of	10-μM	gabazine	(cfr	
Figure �C).	Points	are	reported	as	mean	±	SEM.

FiGure � | regulation of frequency-dependence by NMDA receptors. (A)	
Optical	maps	were	obtained	at	the	peak	of	responses	in	five-pulse	200	Hz	bursts	
delivered	to	the	white	matter.	Application	of	50-μM	APV	markedly	reduced	
amplitude	and	extension	of	responses	in	the	granular	and	molecular	layer,	and	
the	response	remained	stationary	during	the	bursts.	After	the	end	of	the	burst	
(50	ms)	APV	reduced	the	remaining	part	of	the	response	which	was	probably	
generated	by	the	summation	of	NMDA	dependent	currents.	The	enlarged	map	
evidences	the	molecular	layer	region	(white	arrow)	which	was	activated	in	control	
condition.	(B)	Maximum	response	amplitudes	were	measured	for	each	of	the	

five	pulses	of	bursts	delivered	at	different	frequencies	both	in	the	granular	and	
molecular	layer	(n	=	4	slices,	n	=	16	ROIs	for	each	frequency).	Gain	and	lag	
curves	for	granular	(black)	and	molecular	layer	(gray)	responses	show	that	gain	
decreased	and	the	shape	of	the	curve	changed	compared	to	control	(dashed	
lines).	The	gain	curves	were	fitted	with	a	sigmoidal	function	(Eq.1).	Lag	remained	
around	control	values	(dashed	lines)	at	all	frequencies.	(C)	The	time	course	peak	
amplitude	increase	at	500	Hz,	was	taken	to	demonstrate	for	a	representative	
frequency	the	saturating	nature	of	the	response	in	the	presence	of	50-μM	APV	
(cfr	Figure �C).	Points	are	reported	as	mean	±	SEM.
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fibers, we used repetitive mossy fiber stimulation in coronal slices 
(Figure 7A). The application of 10–500 Hz bursts activated the 
granular layer and, as in the case of sagittal slices, signals reached 
the overlaying molecular layer. Interestingly, the molecular layer 

showed activation also in areas distant from the stimulation 
site, where no evident responses in the granular layer could be 
observed suggesting longitudinal transmission along the paral-
lel fiber bundle.

FiGure � | Granular and molecular layer activation in coronal slices. (A)	
Optical	maps	obtained	at	the	peak	of	responses	in	five	pulses	100	Hz	burst	
delivered	to	the	white	matter	(yellow	line	surrounds	the	stimulation	electrode),	in	
coronal	slices.	The	molecular	layer	signal	propagates	beyond	the	corresponding	
granular	layer	activated	area,	activating	distal	areas	of	the	molecular	layer	The	
traces	illustrate	the	time	course	of	different	regions	(black	and	gray	circles)	of	the	
granular	(black	trace)	and	molecular	layer	(grey	trace).	Note	that	the	molecular	
layer	response	proximal	to	the	core	of	the	granular	layer	activation	is	slower	and	
smaller	than	the	corresponding	granular	layer	response,	while	in	distal	regions	
the	molecular	layer	signal	overcomes	the	almost	absent	granular	layer	response	
(as	evidenced	from	the	optical	map).	(B)	The	spatial	profile	of	gain	was	measured	
for	different	frequencies	burst	both	in	the	granular	and	in	the	molecular	layer	
(n	=	4	slices,	for	each	frequency).	3D	maps	show	the	spatial	distribution	of	gain	
functions	in	different	experimental	conditions	(Control,	Gabazine	and	APV),	
evidencing	the	space	(x)	and	frequency	(y)	dependence	of	granular	and	molecular	
layer	activation	(z).	Dashed	lines	indicate	gain	functions	in	the	core	of	the	granular	
and	molecular	layer	activation	(cfr	Figures �–�).	The	spatial	profile	(x-axis)	of	the	
granular	layer	activation	is	narrow	around	the	stimulating	electrode	(0	reference)	
and	decays	in	distal	regions,	maintaining	this	profile	even	increasing	the	
stimulation	frequency.	Conversely	the	excitation	profile	of	the	molecular	layer	
shows	the	activation	of	the	periphery	for	all	tested	frequency,	while	the	core	of	
excitation	shows	a	strong	dependence	on	the	stimulation	frequency.	The	

application	of	Gabazine	enhances	the	granular	layer	excitation	without	
significantly	affecting	its	spatial	profile	and	gain	curve.	Differently,	the	molecular	
layer	excitation	shows	a	homogeneous	increase	of	the	activation	above	50	Hz.	
Moreover	the	most	evident	effect	of	the	block	of	GABAergic	synapses	was	to	
enlarge	the	spatial	profile	so	that	there	is	a	massive	spread	of	activation	in	distal	
regions	(black	arrow)	most	probably	generated	by	to	the	block	of	the	molecular	
layer	interneurons	inhibition.	The	application	of	APV	decreases	the	excitation	of	
both	granular	and	molecular	layer	without	significantly	affecting	its	spatial	profile.	
Nevertheless	the	granular	layer	response	increases	above	100–200	Hz,	thus	
disabling	the	signal	transmission	to	the	molecular	layer.	3D	Maps	were	generated	
by	using	average	spatial	profiles	with	SEM	values	ranging	from	0.0001	to	0.001	
∆F/F0.	(C)	The	contribution	of	parallel	fibers	activation	to	molecular	layer	
responses	could	be	isolated	by	evaluating	the	spatial	profile	of	the	ratio	between	
the	molecular	and	granular	layer	gain	values	for	different	frequencies	and	in	
different	experimental	conditions.	In	control	condition	the	gain	ratio	in	the	core	of	
activation	is	similar	to	the	case	of	sagittal	slices	(∼	0.5).	In	the	periphery	the	
molecular	layer	overcomes	the	granular	layer	gain	suggesting	the	signal	
propagation	through	the	parallel	fibers	(cfr	B).	Dashed	lines	indicate	the	limit	
cases	of	maximum	(parable)	and	no	contribution	(straight	line)	of	parallel	fiber	to	
the	molecular	layer	activity.	The	application	of	10-μM	gabazine	increases	the	gain	
ratio	spatial	profiles	for	all	frequencies.	Conversely	the	block	of	NMDA	receptor	
by	the	application	of	50-μM	APV	poorly	modulates	the	gain	ratio	profiles.
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The delay between the focus of excitation along the vertical axis 
and the distal part of the parallel fibers (at 500 μm distance) was 
11.3 ± 1.8 ms (n = 4) in control and 5.6 ± 1.1 ms (n = 4) in the 
presence of gabazine. The time at which signals became detectable 
(20% over noise) was therefore protracted by molecular layer circuit 
inhibition, consistent with the observation that molecular layer sig-
nals are largely generated by Purkinje cell responses. These delays, 
by including postsynaptic signal processes, yield a lower limit of 
∼50 μm/ms for the conduction velocity along the parallel fibers.

The spatial profile of excitation was reconstructed at differ-
ent frequencies (Figure 7B). Not unexpectedly, excitation of the 
granular layer and transmission toward the molecular layer were 
much more evident at high frequency (typically above 50–100 Hz, 
as observed in sagittal sections). The granular layer responded in 
a limited area without remarkable lateral propagation. This most 
probably reflects the fact that mossy fibers ramify in the sagittal 
plane and cannot therefore contribute to lateral signal diffusion in 
coronal sections. The granular layer signals were transmitted for-
ward to the overlaying molecular layer and then propagated along 
the parallel fibers. The application of 10-μM gabazine enhanced 
while that of 50-μM APV reduced the overall pathway response.

To determine the effectiveness of parallel fiber–mediated exci-
tation, the ratio between molecular and granular layer activity 
was computed along the transverse axis (Figure 7C). This ratio 
(Gain

molecular
/Gain

granular
) takes a parabolic shape around the maxi-

mum activity point if there is transversal transmission, while it 
becomes flat if there is pure vertical transmission. The upward 
concavity of the plots confirms that transmission takes place along 
the parallel fibers independent from direct signal transmission from 
the granular layer. Moreover, the plots indicate that transversal 
transmission occurs in control, is maintained in the presence of 
APV, and is enhanced in the presence of bicuculline.

THE SEqUENCE Of fREqUENCy-DEpENDENT EffECTS
The results reported above indicate that there are specific mecha-
nisms of frequency-dependent transmission of the maximum 
response to mossy fiber bursts in the granular and in the overlay-
ing molecular layer. To complete the investigation of transmis-
sion, the retransmission of mossy fiber burst along the parallel 
fibers was analyzed at different stimulation frequencies (Figure 8). 
Surprisingly, activation along the parallel fiber beams (∼500 μm 
from the vertical transmission point) was not frequency-dependent, 
neither changes were observed after application of APV. However, 
after applying gabazine, a frequency-dependence similar to that of 
the molecular layer in the vertical transmission point was observed. 
Thus, improved transmission of high-frequency bursts occurred 
along the vertical axis but not along the parallel fiber beams.

Finally, the frequency-dependence of transmission of the post-
burst response was considered. In control, the post-burst response 
increased markedly above 50–100 Hz in the granular and in the 
molecular layer along the vertical transmission line, but showed no 
frequency-dependence along the parallel fibers. Moreover, the post-
burst response was nearly doubled by GABA-A receptor blockage, 
which also reconstituted frequency-dependence along the parallel 
fiber beams. In these aspects the post-burst response was similar 
to the maximum burst response. However, the post-burst response 
was almost completely suppressed by NMDA receptor blockage 

at all frequencies, indicating that the NMDA receptor system was 
able to protract the effect of high-frequency bursts for tens of ms 
after their termination.

DISCUSSION
This paper shows that excitation generated by mossy fibers, after 
invading the granular layer, propagates vertically into the molecu-
lar layer and then transversally along the parallel fibers. The cen-
tral finding is that transmission of mossy fiber bursts through the 
granular and molecular layer is markedly frequency-dependent 
implementing a cascade of two high-pass filters regulated by NMDA 
and GABA-A receptors. Eventually, retransmission of bursts above 
∼100 Hz is amplified along vertical transmission lines but not along 
the parallel fibers. This difference in frequency-dependent gain in 
the two subcircuits could cause the spot-like activation patterns of 
the molecular layer observed in response to punctuate stimulation 
in vivo (Bower and Woolston, 1983) and substantiate the adaptable 
spatio-temporal filter hypothesis predicted on theoretical grounds 
(Dean et al., 2010).

VSD SIgNALS AND THE SpREAD Of ExCITATION ALONg THE MOSSy 
fIbER – pARALLEL fIbER pATHwAy
VSD signal generation was correlated with the activity of granule 
and Purkinje cells (cf. Mapelli et al., 2010 and see Materials and 
Methods and Figure 2), which are by far the major excitable ele-
ments of the granular and molecular layer (see also Cohen and 
Yarom, 1998; Jacobson et al., 2008). The activation delays from 
granular to molecular layer were consistent with those observed 
using either VSD imaging or field potential recordings in other 
papers (e.g. see Vranesic et al., 1994; Baginskas et al., 2009; Walter 
et al., 2009). Moreover, the impact of GABA-A and NMDA recep-
tor blockers on the spatio-temporal kinetics of the response was 
similar to that observed with MEA and patch-clamp recordings 
(D’Angelo et al., 1995; Mapelli and D’Angelo, 2007). Therefore, 
although Di-4-ANEPPS has been shown to enhance GABAergic 
responses in some cases (Mennerick et al., 2010), it did not sub-
stantially alter critical parameters of granular and molecular layer 
activation in cerebellar slice recordings. It should also be noted that 
Purkinje cells showed similar basal frequency with and without 
the dye (data not shown), further suggesting the maintenance of a 
correct excitatory-inhibitory balance.

The propagation of signals followed the anatomical organiza-
tion of cerebellar fibers (Sultan, 2001). In the granular layer, mossy 
fibers and Golgi cell axons generate multiple ramifications in the 
sagittal plane and granule cells project their axons vertically toward 
the molecular layer. Accordingly, in sagittal slices, activation spread 
beside the mossy fiber bundle and then ascended vertically into the 
molecular layer. In coronal slices, the molecular layer showed strong 
activation just over the responding granular layer area, and then 
activation propagated longitudinally along the parallel fibers.

At low frequency, the response along the parallel fibers was com-
parable to that along vertical transmission lines, in keeping with the 
functional equivalence of the two inputs to Purkinje cells recently 
reported by Walter et al. (2009). However, at high frequency, verti-
cal was much stronger than parallel fiber transmission. This may 
explain why, in vivo, when high-frequency burst are generated by 
mossy fibers in response to punctuate stimulation, Purkinje cell 
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FiGure � | The cascade of filters from mossy to parallel fibers. Plots	
summarize	the	cascade	filters	generated	from	the	mossy	fiber	to	the	parallel	
fibers.	Signals	conveyed	through	mossy	fibers	are	primarily	high-pass	filtered	by	
the	granular	layer.	This	first	high-pass	filter	cuts	signals	below	50	Hz	mainly	
through	the	activation	of	NMDA	currents,	in	fact	the	application	of	APV	(empty	
squares	and	dotted	lines)	shifts	the	cut-off	frequencies	of	both	gain	and	post-
burst	curves	above	100	Hz.	Moreover	granule	cell	axons	convey	signals	at	the	
first	Purkinje	cells	synaptic	stage.	Here	a	second	filter	cuts	very	high-frequency	
signals	(100–200	Hz)	mainly	through	the	action	of	the	inhibitory	system.	Note	
that	gain	and	post-burst	curves	are	poorly	modified	by	the	application	of	APV	
while	the	application	of	Gabazine	(empty	circles	and	dashed	lines)	significantly	

enhances	gain	and	post-burst	values	decreasing	the	cut-off	frequencies	(20–
50	Hz).	Traveling	throughout	granule	cell	axons,	signals	could	be	conveyed	to	
parallel	fibers	and	then	reach	the	second	Purkinje	cell	synaptic	stage.	Here	
signals	appear	to	be	linearly	modulated	by	the	incoming	frequency.	Only	the	
block	of	the	inhibitory	system	unmasks	the	same	frequency-dependence	
encountered	in	the	other	stages.	This	could	be	due	to	the	strong	action	of	
interneurons	on	Purkinje	cells	preventing	them	to	depolarize.	Post-burst	gain	
values	were	calculated	50	ms	after	the	end	of	bursts	both	for	sagittal	and	
coronal	slices	(n	=	4).	Maximum	gain	and	post-burst	gain	for	parallel	fibers	were	
calculated	by	taking	the	average	of	10	pixels	(100	μ)	in	the	distal	part	of	
coronal	slices.

activation occurs in spots with a prevalent vertical organization 
(Bower and Woolston, 1983; Cohen and Yarom, 1998; Jacobson 
et al., 2008; Lu et al., 2009).

pHASIC SyNApTIC MECHANISMS DETERMINE fREqUENCy-DEpENDENT 
gAIN REgULATION IN THE gRANULAR LAyER
In the granular layer, the normalized gain increase observed 
after GABA-A receptor blockage was 86% at high- frequency 
but just 14% at low-frequency [cf. (A

2
−A

1
)/A

1
 to A

1
 values in 

Figures 4–5]. Since GABA-A receptor-dependent effect at high 
frequency reflected the response to 3–5 impulses in short-
sequence, while at low frequency it reflected the steady-state back-
ground inhibition, the gain considered here depended on dynamic 
inhibitory loops rather than on tonic inhibition (Mitchell and 
Silver, 2003). Therefore, gain control of burst transmission in the 

granular layer depends on the dynamical activation of inhibitory 
 circuits, as originally envisaged by Marr (1969), Albus (1971) and 
Fujita (1982).

In the granular layer, GABA-A receptor activation through the 
Golgi cell loops reduces EPSP temporal summation in granule cells 
(Armano et al., 2000; Kanichay and Silver, 2008; for review see 
D’Angelo, 2008; D’Angelo and De Zeeuw, 2009). The GABAergic 
system caused both a global transmission decrease over the whole-
frequency range and a specific transmission decrease at frequen-
cies lower than 50 Hz, possibly involving the differential kinetic 
properties of α6-and α1-receptor-mediated mechanisms (Mapelli 
et al., 2009).

In the granular layer, gain was also regulated by NMDA recep-
tors but in the opposite direction: after blocking NMDA receptors, 
the normalized gain change at intermediate input frequencies was 
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of Golgi cells in regulating spatio-
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Purkinje cells and, at the same time, enhance inhibition around 
them. Thus, preprocessing and spatial organization of signal in the 
granular layer could play a relevant role for generating the spot-like 
organization of molecular layer responses in vivo. In addition, the 
inhibitory circuits of the molecular layer could have themselves 
specific organization and transmission properties favoring spot-like 
responses rather than beam formation (Cohen and Yarom, 1998; 
Santamaria et al., 2007).

CONCLUSIONS
In conclusion, in cerebellar slices, mossy fibers signals can reach the 
molecular layer and then travel along the parallel fibers. However, 
signal transmission is regulated by synaptic mechanisms imple-
menting a cascade of high-pass filters. Only activity over 50 Hz 
is retransmitted to the molecular layer. Then, the Purkinje cells 
placed over the excited granular layer area respond maximally 
when mossy fiber bursts have a frequency higher than 100 Hz. 
This high-frequency enhancement is lost along the parallel fibers. 
Thus, a high-frequency burst in a mossy fiber bundle excites quite 
strongly the overlying Purkinje cells but much more poorly those 
aligned along the parallel fibers. This same spatial organization was 
also evident for the post-burst, which prolonged the duration of 
granular and molecular layer responses. These effects would favor 
the emergence of spots while preventing efficient beam formation, 
as indeed observed following punctuate stimulation in vivo when 
mossy fibers generate bursts with frequencies over 100 Hz (Bower 
and Woolston, 1983). As a corollary, parallel fibers may be special-
ized to determine a low-gain frequency-independent background 
excitation along the beam.
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−25% after. NMDA receptors, by exploiting their slow kinetic time 
constants, boosted EPSP temporal summation and sustained a pro-
tracted post-burst responses (cf. D’Angelo et al., 1995) in the 10–
200 Hz range. AMPA receptors, which have kinetic time constants 
in the 1–2 ms range, allowed temporal summation at very high 
frequencies (500 Hz). Thus, the combination of the two receptor-
dependent mechanisms allowed to amplifying transmission over 
a broad frequency range covering the natural range of mossy fiber 
discharge (Chadderton et al., 2004; Eckerot and Jorntell, 2006). It 
should also be noted that NMDA receptors tuned the persistence 
of granule cell responses after mossy fiber burst termination.

DIffERENTIAL gAIN CONTROL IN THE gRANULAR AND 
MOLECULAR LAyER
In the molecular layer, gain was regulated by GABAergic mecha-
nisms but not by NMDA receptor-dependent mechanisms, in 
agreement with the prominent localization of NMDA receptors 
in the granular layer. In the molecular layer, the impact of GABA-
A receptors became progressively stronger: GABA-A receptors 
depressed transmission below ∼100 Hz along vertical transmis-
sion lines and over the whole-frequency range along the parallel 
fibers. Among factors explaining the progressive shift of inhibitory 
control toward higher frequencies along the mossy fiber – parallel 
fiber pathway, one could be that GABAergic inhibition is especially 
effective in controlling NMDA receptor-dependent depolarization 
in the granular layer (Mapelli and D’Angelo, 2007). Another fac-
tor could be that, in the cerebellar glomerulus, inhibition is spe-
cifically depressed at high frequency due to presynaptic crosstalk 
and activation of metabotropic glutamate receptors (Mitchell and 
Silver, 2000a,b). A third aspect is that the center-surround struc-
tures formed by the granular layer following activation of a mossy 
fiber bundle, have complex transmission properties: compared 
to the surround, the center detects burst on a broader band and 
emits bursts with shorter lag, higher frequency and longer dura-
tion (Solinas et al., 2010). This could favor activation of overlaying 
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