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Floods are the most common natural hazard, causing major economic losses and 
severely affecting people’s lives. Therefore, accurately identifying vulnerable areas 
is crucial for saving lives and resources, particularly in regions with restricted access 
and insufficient data. The aim of this study was to automate the identification of 
flood-prone areas within a data-scarce, mountainous watershed using remote 
sensing (RS) and machine learning (ML) models. In this study, we integrate the 
Normalized Difference Flood Index (NDFI), using Google Earth Engine to generate 
flood inventory, which is considered a crucial step in flood susceptibility mapping. 
Seventeen determining factors, namely, elevation, slope, aspect, curvature, the 
Stream Power Index (SPI), the Topographic Wetness Index (TWI), the Topographic 
Ruggedness Index (TRI), the Topographic Position Index (TPI), distance from roads, 
distance from rivers, stream density, rainfall, lithology, the Normalized Difference 
Vegetation Index (NDVI), land use, length slope (LS) factor, and the Convergence 
Index were used to map the flood vulnerability. This study aimed to assess the 
predictive performance of gradient boosting, AdaBoost, and random forest. The 
model performance was evaluated using the area under the curve (AUC). The 
performance assessment results showed that random forest (RF) achieved the highest 
accuracy (1), followed by random forest and gradient boosting ensemble (RF-GB) 
(0.96), gradient boosting (GB) (0.95), and AdaBoost (AdaB) (0.83). Additionally, in this 
research study, we employed the Shapely Additive Explanations (SHAP) method, to 
explain machine learning model predictions and determine the most contributing 
factor in each model. This study introduces a novel approach to generate flood 
inventory, providing significant insights into flood susceptibility mapping, and 
offering potential pathways for future research and practical applications. Overall, 
the research emphasizes the need to integrate urban planning with emergency 
preparedness to build safer and more resilient communities.
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1 Introduction

Flooding is a natural disaster that adversely impacts human 
health. It poses a major risk to human life, infrastructure, agricultural 
areas, buildings, and ecosystems (Dodangeh et  al., 2020). As a 
common natural hazard, floods can cause significant chaos and 
suffering, resulting from catastrophic factors, such as strong winds, 
heavy rainfall, topography, and infrastructure vulnerabilities. Floods 
have the potential to inundate entire communities, causing extensive 
damage to property and disrupting critical infrastructure. These 
events frequently have negative effects on the environment, economy, 
and society. Effective flood risk management is crucial for minimizing 
damage, protecting vulnerable populations, and maintaining 
ecosystem and economic stability in flood-prone areas. Flood 
vulnerability assesses the potential damage and negative consequences 
of flood (Mukhtar et al., 2024). In isolated and remote areas, analyzing 
flood risk is challenging due to limited data availability. For assessing 
flood risk, index studies and numerical modeling have gained 
popularity as solutions to these issues. These approaches help to 
develop and implement disaster mitigation strategies (Hapciuc 
et al., 2016).

Flood susceptibility mapping is an essential part of disaster risk 
management, which helps the authorities to identify the vulnerable 
areas at risk of flooding, anticipating, and mitigating the destructive 
impacts of flooding (Mukhtar et al., 2024). The severity and frequency 
of the floods have been increasing, necessitating an effective 
management of the floods (Kumar et  al., 2014). Accurately 
determining flooding-prone areas is critical to applying appropriate 
mitigation strategies and facilitating informed decision-making 
procedures in planning and disaster management.

Several techniques, such as physical models, advanced numerical 
analysis, remote sensing, and statistical and machine learning models, 
have been employed in previous research to assess flood vulnerability 
mapping (Vu et al., 2023). HEC-RAS and Mike Flood are examples of 
physical models (Afzal et al., 2022; Mangukiya and Yadav, 2022). Soil 
and Water Assessment Tool has been considered for modeling floods 
with details such as velocity, duration, and flood depth (Liu et al., 
2022). However, the physical model necessitates an in-depth 
comprehension of the hydrologic process for adjusting the setting, 
which presents an issue for research in the development of the model. 
These models can only be used in areas with an abundance of data and 
also require thorough in situ data (Shah et al., 2022; Vu et al., 2023). 
Advanced numerical methods allow for the development of models 
that simulate flow dynamics, sediment transport, and flood mitigation 
strategies, offering a robust foundation for decision-making (Errico 
et  al., 2019; Lama and Chirico, 2020; Lama and Crimaldi, 2021; 
Mohammad et  al., 2023; Pirone et  al., 2024). On the other hand, 
remote sensing data including synthetic aperture radar (SAR) have 
been employed to evaluate flood occurrence (Alarifi et  al., 2022; 
Tazmul Islam and Meng, 2022). Several studies employ remote sensing 
for evaluating flood hazards, which combined with statistical 
techniques such as logistic regression (LR), frequency ratio (FR), fuzzy 
logic (FL), and weight of evidence (Rahmati et  al., 2016; Sepehri 
et al., 2020).

In recent years, remote sensing (RS) and machine learning 
including geographic information systems (GIS) have emerged as 
powerful tools that offer multiple data sources for hazard assessment 
and forecasting. Remote sensing techniques, especially optical 

remote sensing, have long been employed to monitor rivers and 
assess floods in the pre-flood and post-flood (Albertini et al., 2022). 
Several spectral indices have been developed in the literature, and 
each index is formed by a different band composition to distinguish 
water features from other features (Albertini et  al., 2022). The 
Normalized Flood Index and modified Normalized Difference 
Water Index (MNDWI) (Xu, 2005) are effective flood indices for 
assessing water’s environmental impact (Boschetti et al., 2014; Goffi 
et al., 2020). Machine learning models can process and analyze 
large amounts of data, identifying valuable relationships and 
patterns for accurate vulnerability to flood modeling (Hitouri 
et al., 2024).

The main objective of this research was to incorporate the 
Normalized Difference Flood Index and Geographic Information 
System-based data including machine learning into the method used 
to estimate flood susceptibility in the Oum Er Rbia watershed. 
Historically, this watershed has experienced a series of significant 
flood events that have profound impacts on the surrounding 
communities. These floods have resulted in substantial economic 
losses, displacement of residents, and damage to infrastructure, 
thereby emphasizing the need for effective flood risk management 
strategies. There have been no studies on flood susceptibility mapping 
employing machine learning in the Oum Er Rbia watershed, and this 
study evaluates 17 flood geo-environmental conditioning factors to 
four ML algorithms (random forest, AdaBoost, gradient boosting, and 
random forest-gradient boosting). The distinctive aspect of this study 
is the incorporation of flood inventory using NDFI and computational 
techniques to address flooding risk mitigation in the Oum Er Rbia 
watershed. The application of machine learning algorithms is not 
novel, and multiple studies have applied them for different reasons. 
However, emphasizing the Oum Er Rbia watershed offers a distinct 
regional context for mapping flood susceptibility. The development of 
customized flood risk management strategies and adaption measures 
can lead to greater success in preparing for disasters and increase 
resilience to them. Overall, the Oum Er Rbia Watershed in Morocco 
has improved flood risk assessment and management due to the novel 
and promising use of RS and data and machine learning in flood 
susceptibility mapping. Consequently, the objective of this study was 
to anticipate and improve our comprehension of the dynamics of 
flooding in the Oum Er Rbia watershed and aid in the processes 
involved in making decisions about reducing flood risk and 
enhancing resilience.

2 Materials and methods

2.1 Study area

The high Oum Er Rbia watershed is located in the southwest of 
the Central Atlas, northern Morocco, and administratively, it is 
located in Khenifra Province. The watershed extends over an area of 
3,387.7 km2 and is localized between longitudes 5°05′ and 5°50′ W 
and latitudes 32°35′ and 33°00′ N (Figure 1). The high Oum Er Rbia 
watershed is a part of the Middle Atlas. It is bordered to the north by 
Ajdir Causse and limited to the south by the High Moulouya Plain. 
The geology of the study area consists primarily of cretaceous 
subtabular limestone, Liassic dolostone limestone, and Triassic red 
clay with saliferous and evaporate formations, doleritic basalt, and 
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Paleozoic schist, gray, and quartzite (Karroum et  al., 2019). The 
watershed is characterized by an altitude varying from 661 to 2,400 m.

The high Oum Er Rbia watershed is characterized by two main 
tributaries, namely Oued Chbouka, and Oued Srou, with which the 
confluence at the Ahmed El Hansali Dam. This watershed is 
characterized by various land uses, involving forests in the Middle 
Atlas Mountains. The predominant tree species are the evergreen oak 
and cedar. The climate of the Oum Er Rbia watershed is arid to semi-
arid, with rainfall typically concentrated within a few days each 
month. Precipitation is irregularly distributed, occurring mainly 
between October to November and April to May, with a peak in 
December, whereas July and August are nearly dry. The temperature 
ranges from nearly 0°C in the winter to a high-temperature value in 
the summer. Consequently, we differentiate two seasons, wet and dry 
seasons, and surrounding areas demonstrated irregular spatiotemporal 
rainfall (Karroum et al., 2019).

2.2 Flood inventory

To accurately predict flood-prone areas, it is essential to survey 
previously flooded regions and identify flood-prone areas within the 
high Oum Er Rbia watershed. For this purpose, we utilized Google 
Earth Engine (GEE). To investigate water bodies in the study area, 
we  employed the Normalized Difference Flood Index (NDFI), a 
method leveraging Sentinel-2 MSI (Multispectral Instrument) 
Level-2A imagery acquired between 1 January 2019 and 1 January 
2022. The Sentinel-2 MSI has a short revisit time of every 5 days at 
mid-latitudes and every 10 days at the equator (Tarpanelli et al., 2022). 
This index effectively delineates water features and enhances their 
visibility in remotely sensed images. It exploits the differential 
absorption of light by water and other features, allowing for the 

identification and mapping of water bodies. NDFI is particularly 
useful in assessing changes in the surface over time. The NDFI is 
calculated using red (RED) and shortwave infrared 2 (SWIR2) bands 
(Boschetti et al., 2014). The first step in the delineation of water bodies 
in GEE is the importation of Sentinel-2 imagery; then, we masked the 
clouds to indicate a clear condition, and then, we calculated the NDFI 
using the following equation:

 
2
2

Red SWIRNDFI
Red SWIR

−
=

+

The specific threshold value was used to distinguish between flood 
and non-flooded areas using the NDFI can vary based on the region, 
and the specific characteristics of the landscape. NDFI values typically 
less than ‘0’ indicate the presence of water, while NDFI values greater 
than ‘0’ indicate non-water. The image thresholding process generates 
a binary map that distinguishes flooded and non-flooded areas 
through visual inspection. Flood-prone areas have a categorical label 
of “1,” and non-flooded areas were represented by the class value of 
“0” using binary maps with a specific cutoff thresholding. Therefore, 
we prepared a flood inventory map, 537 observed points were selected 
from Sentinel-2. Data are typically divided into two categories: 
training and testing. Our literature review revealed that approximately 
70% of random subsets were selected for training and calibration, with 
30% for validation. The methodological flowchart followed in this 
study is shown in Figure 2.

2.3 Conditioning factors

Floods are caused by various factors including topography, 
climate, vegetation, geology, and human activity. This study aimed to 

FIGURE 1

Location of the study area.
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map vulnerability to flooding by examining key factors that influence 
flood occurrence. These factors are displayed in Figures 3–5.

Topography significantly influences the behavior of water both 
before and during floods. Elevation directly affects flooding risk 
(Aydin and Iban, 2023; Chowdhuri et al., 2020) as it controls the 
natural flow of water. Higher elevations have better surface drainage, 
making them less prone to flooding, while low-elevation areas are 
more vulnerable. Slope is a significant factor when modeling floods, 
it influences the direction and speed of the flow of water. Slope 
relates to the steepness of the land surface. In general, higher slopes 
are related to more rapid water flow and a higher probability of 
erosion, whereas flat areas could be  more susceptible to slower 
accumulation of water. Furthermore, the impact of slope on floods 
varies according to several factors such as the nature of the soil and 
land use (Al-Kindi and Alabri, 2024). The aspect affects the 
hydrological parameters, and according to Choubin et al. (2019), 
there is an indirect relationship between flood and aspect. When an 
aspect receives a lower sunlight intensity indicating more soil 
moisture, humid soil will probably raise runoff and increase the risk 
of flooding. This factor affects rainfall intensity and contributes to 
the analysis of flood exposure (Yousefi et al., 2020b). Curvature is 
important in flood hazard modeling; it influences the water flow and 
the amount of erosion during floods. This refers to the level to which 
the land surface is convex or concave (Al-Kindi and Alabri, 2024; 
Chapi et al., 2017). The Topographic Ruggedness Index (TRI) is 
used to account for local topography when determining flood 
conditions. Floods are negatively correlated with TRI values, with 
higher TRI values linked to fewer floods and lower TRI values 

associated with more floods. The Topographic Wetness Index (TWI) 
was first proposed by Kirkby (1975) for hydrological modeling in 
mountains and hilly terrain. TWI indicates the degree of 
geotechnical wetness and can be used to determine areas susceptible 
to flooding (Seleem et al., 2022). The Stream Power Index (SPI) 
measures the potential of erosion. We calculated SPI using the slope, 
hydraulic radius of a stream, and drainage density. The TWI 
calculation is defined as Equation 1, whereas SPI is Equation 2, with 
As representing the catchment area and β representing the slope 
gradient in degrees.

 

ln
tan

sATWI
β

=
 

(1)

 tansSPI A β= ×  (2)

The Topographic Position Index (TPI) was calculated using 
Digital Elevation Model data. The TPI indicated the altitude 
difference between neighboring and focus cells in DEM. Positive 
TPI values indicate ridges, whereas negative TPI values represent 
valleys. TPI values near zero indicate flat areas or areas with 
constant slope. The Convergence Index represents a significant 
flood conditioning factor. It calculates an index of convergence for 
overland by considering the characteristics of surrounding cells. 
The Convergence Index has negative values for convergent areas 
and positive values for divergent flow conditions (Kocsis 
et al., 2022).

FIGURE 2

Flowchart of methodology.
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Lithology has a crucial role in regulating drainage basin hydrology 
and sediment protection. The areas with high-resistant rock and 
permeable subsoil have lower drainage density. The map was created 
by digitizing the geological map of Morocco (1/1,000,000 scale). The 

lithology of the study area presents 11 categories or formations: The 
Jurassic limestone and dolomite cover 41% of the basin in the Middle 
Atlas, specifically in the Causse area. The remaining 21% of the 
lithology is made up of magmatic rock, predominantly basalt. The 

FIGURE 3

Conditioning factors (A) Elevation; (B) slope; (C) aspect; (D) stream density; (E) slope; (F) length slope.
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Triassic formation formed an impermeable level. Carboniferous schist 
accounts for 12% of the area and is primarily found in the west of 
the basin.

Land use land cover (LULC) has a significant role in flooding, 
which influences direct as well as indirect impact on sediment 

transportation and surface runoff. The Normalized Difference 
Vegetation Index (NDVI) has a negative relationship with flooding, with 
greater NDVI values indicating a lower probability of flooding and 
lower NDVI values indicating a higher probability of flooding (Khosravi 
et al., 2019). Using equation NDVI is calculated as follows (Equation 3):

FIGURE 4

Conditioning factors (G) SPI; (H) TWI; (I) TRI; (J) TPI; (K) NDVI; (L) CI.
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NIR RedNDVI
NIR Red

−
=

+  (3)

Where NIR refers to the near-infrared band and Red represents 
the red band.

The distance to river has been regarded as an important causative 
factor. The area closest to the streams is particularly vulnerable to 
normal floods and flash floods within the river basin because water 
comes from high elevations and accumulates at lower levels. Flooding 
hazards increase as the distance to the river decreases, and inversely 

FIGURE 5

(M) Lithology; (N) rainfall; (P) distance from river; (Q) distance from roads; (O) LULC.
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(Pham et al., 2020). Distance from roads is an anthropogenic factor in 
analyzing flood-prone areas. Roads decrease the water infiltration 
process. Consequently, areas with an extensive network of roads are 
flooded, which causes floods (Osman and Das, 2023).

The rainfall is an important factor in this research study, it triggers 
overflow, which can lead to floods. Flash floods are often related to 
brief and intense rainstorms (Bui et al., 2019; Osman and Das, 2023). 
Stream density is an important factor in determining flood 
occurrences. Higher stream density in a region increases the risk of 
flash flooding during rainstorms (Mitra and Das, 2023). Table  1 
displays the class intervals and corresponding frequency ratios. 
Machine learning classifiers were trained and validated using a data 
frame containing pixel values from each causative factor (Table 2).

2.4 Analysis of conditioning factors

Several factors influence the occurrence of floods, including 
hydrological, topographic, geological, and anthropogenic factors. A 
total of 17 variables were considered in this study (Figures 3, 4). The 
multicollinearity test was carried out on all included 
conditioning factors.

2.4.1 Collinearity test
Multilinearity (or collinearity) is an analytical technique used in 

multivariate linear analyses that occurs when multiple predictor 
variables are related or interrelated (Yariyan et  al., 2020). In such 
research, it is essential to select an approach that may forecast the 
influence of variables independently (Yousefi et al., 2020a). This study 
used the variance inflation factor (VIF) to investigate the linearity of 
flood conditioning factors. If the VIF is greater than 5, the conditioning 
factors have a linear relationship. The VIF is defined in Equation 4:

 
2

1
1

j
j

VIF
R

=
−  

(4)

Where 2
jR  is the coefficient of determination of the regression 

model and j is the independent variable.

2.5 Spatial analysis of flood susceptibility

2.5.1 Spatial correlation
The frequency ratio method is a statistical approach that can 

be employed as a basic technique to estimate the probable relationship 

between the independent factors (causative factors) and dependent 
variables (flood locations). It contains several categorized maps. This 
approach is used for mapping flood vulnerability (Yariyan et al., 2020). 
The frequency ratio technique depends on the observed relationship 
between flood occurrences and the attributed factors (Sarkar and 
Mondal, 2019). Equation 5 is employed to calculate FR:

 

( )
( )

   
     

Pourcentage of flood location PL
FR

Pourcentage of pixel of each factor PD
=

 
(5)

The FR obtained are normalized using Equation 6:

 

( )
( ) ( ) ( )min

0.99 0.01 0.01
max minNormalized

FR FR
FR

FR FR
 −

= ∗ − +  −   
(6)

2.5.2 Random forest
The random forest model is a highly efficient combination of trees 

of prediction suggested by Breiman (2001). It is an approach to 
learning predictions by combining several decision trees. A random 
subset of feature training data is used to build each decision tree, and 
for regression problems, the average prediction of each tree is 
calculated based on the majority of votes for classification. The RF is 
effective for analyzing ordered associations and non-linearities in large 
datasets. As a result, the RF method assists in predicting new data 
samples more accurately. The RF mean square error is expressed as 
Equation 7:

 ( 2)observed predictedε ϑ ϑ= −  (7)

In this equation, ε represents the algorithm’s mean square error, 
observedϑ  represents the observed data variables, and predictedϑ  

represents the result variables.
The average prediction from trees is determined using Equation 8:

 
1 th

predictedS K
K

ϑ= ∑
 

(8)

where S represents the random forest prediction, and K applies to 
each individual tree in the forest.

2.5.3 AdaBoost
AdaBoost (Adaptive Boosting) is a classifier algorithm 

developed by Freund and Schapire (1997). It is mainly used for 
classification and the based learner is usually a decision tree with 
only one level, also called a stump. It improves classification in 
machine learning. The fj(x) weak classifier generates a Boolean 
expression (flood or non-flood) and follows a learning sequence. 
Following each round, samples are reweighted to identify 
misclassified samples from the previous round. When a specific 
threshold is found, the sequence ends and a weighted set of weak 
classifiers produces a stronger classifier. The weakest classifier loses 
weight when it provides an incorrect class. Excellent classifiers use 
larger weights. Consequently, an adaptive learning sequence is 
implemented, and the classification is boosted.

TABLE 1 Data sources employed in this study.

Factors Source

Elevation, Slope, Aspect, Curvature, TRI, 

LS, TPI, SPI, Convergence Index, TWI, 

Drainage density, and Distance to rivers.

Digital Elevation Model (SRTM 

30 m)

Rainfall (mm) The Tropical Rainfall Measuring 

Mission (TRMM)

Lithology 1/1,000,000 Geological Map of 

Rabat (1976)

NDVI, LULC Landsat 8 images (19 August 2019)
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TABLE 2 Spatial relations between locations and conditioning factors of floods.

Factor Class Percentage of 
domain (PD)

Number of flood 
pixels

Percentage of 
flood (FL)

Normalized FR

Elevation 661–998 26.448 324 60.335 0.000

998–1.200 10.915 42 7.821 0.120

1.200–1.500 17.576 26 4.842 0.046

1.500–1800 23.498 44 8.194 0.058

1800–2.409 21.562 101 18.808 0.146

Aspect Flat 10.844 73 13.594 0.210

North 9.357 63 11.732 0.210

Northeast 10.311 37 6.890 0.112

East 11.632 38 7.076 0.102

Southeast 11.647 38 7.076 0.102

South 10.744 53 9.870 0.154

Southwest 11.519 64 11.918 0.173

West 12.046 88 16.387 0.228

Northwest 11.898 83 15.456 0.218

North 0.000 0 0.000 0.000

Slope 0–12 32.518 256 47.672 0.246

12–23 30.597 143 26.629 0.146

23–36 21.239 85 15.829 0.125

36–55 12.155 42 7.821 0.108

55–183 3.491 11 2.048 0.098

Distance to Stream 0–200 20.998 243 45.251 0.361

200–400 32.479 141 26.257 0.135

400–600 20.485 88 16.387 0.134

600–800 13.435 42 7.821 0.098

800–900 9.761 23 4.283 0.074

Distance to roads 0–300 44.742 281 52.328 0.196

300–600 24.395 122 22.719 0.156

600–1.000 16.826 59 10.987 0.109

1.000–1.600 10.204 48 8.939 0.147

1.600–3.402 3.832 27 5.028 0.220

TWI <2 1.453 12 2.235 0.258

3.7–6.39 12.508 89 16.574 0.222

6.39–8.05 23.017 118 21.974 0.160

8.05–11.43 11.911 48 8.939 0.126

11.43–14.69 51.110 270 50.279 0.165

LULC 1 0.367 7 1.304 0.596

2 19.205 14 2.607 0.023

3 76.639 397 73.929 0.162

4 3.789 119 22.160 0.980

Curvature < −1.4 5.123 32 5.959 0.195

−1.42–0.47 23.499 102 18.994 0.135

−0.47–0.23 33.164 261 48.603 0.246

2–5 36.135 132 24.581 0.114

5–11 2.079 10 1.862 0.150
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TABLE 2 (Continued)

Factor Class Percentage of 
domain (PD)

Number of flood 
pixels

Percentage of 
flood (FL)

Normalized FR

CI >−42 6.312 140 26.071 0.692

−42–−12 17.848 61 11.359 0.107

−13–7 43.058 59 10.987 0.043

7–34 25.969 145 27.002 0.174

34–100 6.812 132 24.581 0.605

LS factor 0–3 42.620 373 69.460 0.273

3–6 33.252 92 17.132 0.086

6–9 17.799 37 6.890 0.065

9–18 5.975 24 4.469 0.125

18–114 0.353 11 2.048 0.973

Lithology 0 0.106 1 0.186 0.293

1 0.140 0 0.000 0.000

2 0.781 1 0.186 0.040

3 2.430 17 3.166 0.218

4 18.106 96 17.877 0.165

5 2.025 57 10.615 0.878

6 0.948 1 0.186 0.033

7 7.749 67 12.477 0.270

8 6.345 56 10.428 0.275

9 34.808 114 21.229 0.102

10 6.412 53 9.870 0.258

11 20.151 74 13.780 0.115

Stream density 0.05–0.17 32.262 80 14.898 0.077

0.17–0.67 31.600 108 20.112 0.107

0.67–1.77 24.295 116 21.601 0.149

1.77–2.79 10.772 204 37.989 0.591

2.79–4.68 1.070 29 5.400 0.846

SPI −7–−1 9.864 167 31.099 0.528

−1–0.7 49.462 143 26.629 0.090

0.7–2 26.490 140 26.071 0.165

2–4 11.733 69 12.849 0.184

4–15 2.452 18 3.352 0.229

TPI −42–−5.82 7.856 55 10.242 0.218

−5.82–1.53 27.025 151 28.119 0.174

−1.53–2.06 37.309 246 45.810 0.206

2.06–6.9 21.365 69 12.849 0.101

6.89–42.62 6.445 16 2.980 0.077

Rainfall 357–416 14.072 51 9.497 0.113

416–458 25.450 157 29.236 0.193

458–505 41.013 213 39.665 0.162

505–576 14.507 58 10.801 0.125

576–733 4.957 58 10.801 0.365

(Continued)
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The weights (w1……wn) are started with 1 1Wi or
m l
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. The 

number of flood and non-flood samples are denoted by m and l, 

respectively. Weights have been normalized to 
1

1
n

wi =∑ . To train a 

weak classifier ( ( ) { }1,0fj x = ) with labeled classes for each sample j, 
the training error is calculated in Equation 9:
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The weak classifier fj (x) with the smallest error in training (𝜀t) is 
chosen and assigned an alpha value based on the training error.
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where

 .1
t

t
t

εβ
ε

=
−

To update the weight of appropriately categorized samples, 
multiply them by 𝛽t.Therefore, the final ensemble classifier for a given 
sample is represented by Equation 10:
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2.5.4 Gradient boosting
Gradient boosting is an algorithm of machine learning algorithms 

introduced by Friedman (2001). Gradient boosting combines insufficient 
learning models to form a strong predictive model and is typically carried 
out using decision trees. Gradient boosting and AdaBoost classifiers use 
multiple classifiers and average their performance to determine the best 
one. The GB algorithm is more resistant to outliers as it uses a 
differentiable loss function for boosting.

2.5.5 Performance assessment
The modeling methodology involved reclassifying continuous 

variables among causative factors into five categories based on expert 
knowledge and statistical analysis, using the natural break 
classification method with GIS tools. It is important to highlight that 
numerical variables were created from the category variables such as 
lithology, aspect, and land use/cover. All conditioning factors were 
converted to raster format 30 × 30 m cell sizes and normalized from 

0 to 1 in the following ways so that they could be utilized as input data 
in the hybrid models.

 
min

max min
normalized

X XX
X X

−
=

−

In this dataset, X represents the original input, X norm is the 
normalized input, and X min and X max denote the minimum and 
maximum values of the input ranges. CSV files were generated for 
Python program modeling using the “Extract values from points” 
function in the spatial Analyst Toolbox of ArcGIS software (version 10.5).

The flood-predicting dataset was created by combining the flood 
inventory map with the flood conditioning parameters. These resulting 
factors, while the final column contains the flood inventory map, where 
0 indicates non-flood areas and 1 denotes flooded areas. The number of 
rows in the flood dataset corresponds to the number of data points or 
locations used for analysis. Typically, the dataset [1,074 locations 
(including 537 flood points and 537 randomly flood points) *17 features] 
is divided into two subsets: 70% for training and 30% for validation. This 
split can be accomplished with a variety of libraries and programming 
languages. The scikit-learn library in the Python console was utilized in 
the current investigation. The flood prediction dataset was analyzed and 
extracted using a GIS environment.

2.5.6 Model performance metrics
Validation of results is an important step for assessing the accuracy 

of flood susceptibility models. To evaluate the prediction of the model, 
it is important to compare both learning and validation datasets 
(Khosravi et al., 2018). In the current study, we evaluated various 
validation metrics. The receiver operating characteristic (ROC) curve 
serves as a graphical representation that displays the true positive rate 
on the y-axis and the cumulative false positive rate on the x-axis. 
Additionally, we calculated the area under the ROC curve to assess the 
model’s performance and evaluated its precision. Finally, the area 
under the curve was determined using the ROC curve, and the 
precision of the model was evaluated. The ROC curve is the most 
widely used technique for assessing flood risk. AUC was used in a 
number of studies to assess a technique classification performance. An 
AUC-ROC closer to 1 indicates better model performance, whereas 
an AUC of 0.5 or lower suggests poor classification ability.

TABLE 2 (Continued)

Factor Class Percentage of 
domain (PD)

Number of flood 
pixels

Percentage of 
flood (FL)

Normalized FR

NDVI <−0.3 28.648 323 60.149 0.352

0.1–0.36 29.539 122 22.719 0.129

0.3–0.4 14.070 64 11.918 0.142

0.4–0.6 13.867 24 4.469 0.054

0.6–0.92 13.875 4 0.745 0.009

TRI 0–2.5 30.633 276 51.397 0.281

2.5–4.65 31.807 139 25.885 0.136

4.65–7.25 22.458 73 13.594 0.101

7.25–11 11.841 41 7.635 0.108

11–38.40 3.260 8 1.490 0.077
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Other quantitative metrics, such as accuracy, sensitivity, specificity, 
kappa, RMSE, and F1-score, were utilized to assess the model’s 
performance and evaluate its capacity for classification in relation to 
other models in the literature. Equation 11 defines accuracy as the ratio 
of correctly categorized data to total observations, whereas the 
sensitivity is the proportion of flood pixels that are correctly classified 
as flood occurrence (Equation 12), while the specificity is the 
proportion of non-flood pixels that are correctly classified as non-flood 
(Equation 13). The F1-score represents the weighted average of recall 
and precision (Equation 14). Kappa is a statistical measure used to 
evaluate the accuracy and reliability of flood susceptibility models by 
comparing predicted flood-prone areas with observed data 
(Equation 15).
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When P and N denote the presence and absence of flooding, TP 
is the true positive, TN is the true negative, FP is the false positive, and 
FN is the false negative.

RMSE refers to the difference between simulated and measured 
values in a model. This index is widely used to evaluate maps that are 
susceptible to flash floods (Pham et al., 2020). the ability of the model 
to predict outcomes is improved with decreasing RMSE values. The 
formula for calculating RMSE is calculated as follows (Equation 16):
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1

1 L
model act

i
RMSE X X

N =
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where X model is the estimated value from the FS model, X actual is 
the observed value, and N is the total number of samples in the 
learning or testing phase.

3 Results

3.1 Multicollinearity analysis

For analyzing multicollinearity, we used VIF and TOL to identify 
the most significant factors and remove unnecessary causative factors 

that can negatively impact the performance of the models. Tolerance 
(TOL) is a measure used in multicollinearity analysis to assess the 
degree of multicollinearity among predictor variables in a regression 
model. It is calculated as the reciprocal of the variance inflation factor 
(VIF); specifically, TOL is defined as:

 
1TOL

VIF
=

 21TOL R= −

Multicollinearity tests showed the highest VIF value of 3.09 and 
the lowest TOL value of 0.32 (Table 3). No conditional factor can 
be called collinear because it has a TOL of less than 1 and a VIF also 
lower than 5. Additionally, a correlation matrix was used to assess the 
redundancy of conditioning factors (Figure 6).

3.2 Spatial correlation using FR analysis

In this study, the frequency ratio (FR) approach was used to 
analyze the spatial correlation between variable categories and the 
flood locations. Each variable class was assigned an appropriate weight 
(Sarkar and Mondal, 2019). The results revealed that the factor class 
with the highest correlation is the built-up class of LULC, showing the 
maximum frequency ratio (FR) value of 5.84. This is followed by the 
LS factor (FR = 5.80) and the lithology class 5 (FR = 5.25). Other high 
FR values include stream density (FR = 5.04), convergence index (FR 
= 4.13), SPI (FR = 3.15), elevation (FR = 2,28), and rainfall (FR = 2,17).

3.3 Flood susceptibility mapping

The four models were trained on 70% of the training dataset and 
tested on 30% of the validating dataset. The predicted. The predicted 
FSMs were categorized into five classes: very high, high very, 
moderate, low, and very low. The performance of the model was 
evaluated using the ROC–AUC curve. The models were trained, 
validated, and evaluated using a Python environment.

The flood susceptibility maps produced by machine learning 
models are classified from 0 to 1 on raster maps. Each pixel was 
assigned a value indicating its vulnerability to flooding. Specifically, 
a higher value on the scale demonstrates increased susceptibility. 
Lower values prove lower susceptibility categories (see Table 4 and 
Figure 7). These classes display the following proportions for the 
random forest model: 22,3, 28, 25, 16, and 7%. Similarly, gradient 
boosting was estimated as 20, 22, 21, 16, and 11%, respectively. The 
flood prediction classes of AdaB were 18, 22, 30, 23, and 5%, while 
RF-GB estimated 18, 52, 29, and 1% for the susceptibility: very high, 
high, moderate, low, and very low.

Flood-prone areas in the Oum Er Rbia watershed are primarily 
located around the dam of Ahmed El Hansali, along the Serrou 
River and in Khenifra City. Flood-prone areas feature varying 
slopes between high and low terrains, facilitating water 
accumulation during storms. The slope promotes bank undercutting 
allowing for easy flow of water. Geologically flood areas in the basin 
are primarily composed of schist and conglomeratic clay and sand 
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deposits of Trias. The absence of vegetation in these zones also 
contributes to flooding. In contrast, the high area study is a 
non-floodable zone characterized by cedar and oak forest, which 
prevents prolonged flooding.

3.4 Evaluating the performance of ML 
algorithm

The analysis of the ROC curve indicates that the random forest 
model was selected as the most effective model in this study, with an 
average AUC value of 0.98, followed by the RF-GB model scoring an 
average value of 0.96, then the GB model with the AUC value of 0.95. 
The last model AdaBoost had an average AUC value of 0.83 as shown 
in Figure 8. As a result, the random forest proved to be  the most 
effective model in forecasting flood-prone areas. The figure shows the 
RF, RF-GB, GB, and AdaB algorithms.

Additionally, many statistical parameters were employed, 
including accuracy, sensitivity, specificity, F1-score, RMSE, and 
kappa. The accuracy values in RF, RF-GB, GB, and AdaB for the 
training datasets are as follows: 1, 0.96, 0.95, and 0.84, respectively. 
For the validation datasets, the accuracy values are:1, 0.79, 0.82, 
and 0.75 respectively. The sensitivity values of the training datasets 
in RF, RF-GB, GB, and AdaB are as follows: 1, 0.95, 0.94, and 0.84, 
respectively. For validation, the datasets are as follows: 0.83, 0.80, 
0.84, and 0.72. Regarding training datasets, the specificity values 
in RF, RF-GB, GB, and AdaB are as follows: 1, 0.80, 0.84, and 0.72, 
respectively. The values of specificity for training datasets are as 
follows: 0.83, 0.80, 0.84, and 0.72. The F1-score values for the 
training datasets are as follows: 1, 0.96, 0.95, and 0.84, respectively. 
When considering validation datasets in RF, RF-GB, GB, and 
AdaB, the F1 scores are as follows: 0.83, 0.79, 0.82, and 0.74, 
respectively. In RF, RF-GB, GB, and AdaB, the RMSE values for 
training datasets are as follows: 1, 0.18, 0.20, and 0.39, respectively. 
The RMSE values in RF, RF-GB, GB, and AdaB, for the validation 
datasets are as follows: 0.40, 0.44, 0.42, and 0.39, respectively. The 
values of kappa values for the training datasets in RF, RF-GB, GB, 
and AdaB are as follows: 1, 0.92, 0.91, and 0.69, respectively. When 
considering validation datasets, the kappa values in RF, RF-GB, 
GB, and AdaB are as follows: 0.67, 0.59, 0.65, and 0.51 (Table 5), 
respectively.

3.5 Model explainability

SHapley Additive Explanations, commonly known as SHAP, are 
employed for explaining the output of machine learning models. 
SHAP is a feature importance method that helps explain the role of 
conditioning factors in assessing flood susceptibility (Aydin and 
Iban, 2023).

This study uses the SHAP techniques to analyze predicted class 
output from ML models. The SHAP method emphasizes the 
importance of conditioning factors, their interdependence, and how 
they impact individual predictions. The SHAP method is currently 
used in flood susceptibility mapping studies. Aydin and Iban (2023) 
demonstrate that their best ML can interpreted using the SHAP 
method. The study identified that slope, elevation, and distance to 

rivers are the most significant causative factors, with a distinctive 
contribution. The SHAP assesses whether each factor has a positive or 
negative impact (Kannangara et al., 2022). To calculate the SHAP 
value we based on the Python SHAP library (Pradhan et al., 2023).

Figure  9 illustrates SHAP values for input factors, ranked by 
contribution. The x-axis displays the SHAP value, and the y-axis 
represents the features (conditioning factors). Each dot represents a 
sample, and its color indicates the value of a factor, where pink indicates 
a higher value and blue indicates a lower value. Furthermore, the 
horizontal position demonstrates whether the conditioning factors 
impact the prediction positively or negatively. The flood conditioning 
factors, NDVI, stream density, elevation, and distance to the river are 
among the top features that have the most significant effect on the 
random forest model predictions. However, aspect, curvature, and LULC 
have a smaller impact, with more SHAP values concentrated near zero. 
The red and blue colors indicate how the feature value affects the 
prediction. For instance, higher elevation (red) tends to reduce flood risk, 
while lower elevation (blue) increases the risk. For the AdaBoost model, 
NDVI, the stream density, distance to a river, and TRI are the most 
influential features in predicting flood susceptibility, whereas LULC, 
TWI, and curvature have a lower influence on the model prediction. The 
AdaBoost model appears to prioritize environmental and topographic 
factors such as NDVI, stream density, and distance to the river for 
predicting flood susceptibility. Areas with higher vegetation and 
elevation tend to have lower flood risks, while proximity to rivers, high 
stream density, and lower elevation increase susceptibility to flooding. 
The most influential features in gradient boosting are NDVI, elevation, 
and distance to the river. However, LULC and length slope have minimal 
effects on gradient boosting. The gradient boosting model shows that 
factors related to vegetation (NDVI), topography (elevation), and water 
bodies (stream density distance to the river) are the most important in 
determining flood susceptibility.

TABLE 3 Multicollinearity analysis.

Factors VIF TOL

Elevation 1.779010 0.5621102

Aspect 1.035136 0.9660562

Curvature 1.270282 0.7872265

Distance from roads 1.064631 0.9392923

Distance from stream 1.234356 0.8101391

Lithology 1.288691 0.7759814

LS 1.285538 0.7778841

NVDI 1.539647 0.6494996

Rainfall 1.020639 0.9797787

Slope 2.977817 0.3358164

SPI 1.054838 0.9480131

Stream density 1.682443 0.5943739

TPI 1.202967 0.8312780

TRI 3.093177 0.3232922

TWI 1.040771 0.9608265

LULC 1.477142 0.6769828

Convergence Index 1.212086 0.8250241
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4 Discussion

4.1 Automation of flood inventories

Flood susceptibility mapping is an essential tool for identifying 
areas at risk of flooding. To improve both the accuracy and efficiency 
of this process, the automation of flood inventories using remote 
sensing data can play a crucial role. The Normalized Difference Flood 
Index (NDFI) is a useful remote sensing index for flood detection, 
leveraging the spectral properties of water bodies to identify inundated 
areas. Typically, derived from multispectral satellite data, practically 
using the red and shortwave infrared (SWIR2) bands, NDFI offers a 
reliable method for flood detection. Cloud-based platforms, such as 
Google Earth Engine (GEE), facilitate the automation of flood 

inventories, enabling the processing of large datasets in real time, 
covering extensive areas, and continuously updating flood NDFI to 
provide faster, more accurate, and cost-effective flood risk assessments, 
which is particularly important in the context of increasing flood risks 
due to climate change. Furthermore, authorities can make better-
informed decisions and implement targeted flood risk management 
measures in areas prone to flooding based on these satellite-
derived inventories.

4.2 Flood susceptibility mapping

Flood susceptibility mapping is a complex task that involves 
several uncertainties (Liu et  al., 2019). Machine learning (ML) 
methods can be highly effective in addressing these uncertainties, 
provided that the flood inventory maps are accurate (Janizadeh et al., 
2019). In this study, we employed natural classification techniques 
within GIS software, assigning five risk categories: lowest, lower, 
medium, higher, and very high-risk zones.

To improve the flood susceptibility mapping process, we integrated 
multiple index layers generated by Google Earth Engine (GEE) and 
applied classification algorithms such as random forest (RF), 
AdaBoost, gradient boosting (GB), and a combination of random 
forest and gradient boosting (RF-GB). These models allowed for the 
creation of a comprehensive flood susceptibility map (Figure  7), 
identifying regions with varying levels of flood risk.

FIGURE 6

Correlation matrix of flood conditioning factors.

TABLE 4 Percentage of flood susceptibility.

Models

Susceptibility RF-GB RF GB AdaB

Very low (%) 0 22,3 28 18

Low (%) 18 28 22 22

Moderate (%) 52 25 21 30

High (%) 29 16 16 23

Very high (%) 1 7 11 5
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The study found that the downstream areas of the watershed, 
characterized by lower elevations, are the most susceptible to flooding. 
Conversely, higher elevation areas, particularly those covered by cedar 
forest, exhibit lower flood risk. Regions with dense vegetation, high 
elevations, and soils with high infiltration capacity are less prone to 
flooding. The area downstream of the Oum ER Rbia watershed, 
especially near the Ahmed El Hansali Dam and along Oued Srou near 
Khenifra City, faces a particularly high flood risk. According to 
Figure 7, the flood susceptibility map shows that approximately 17% 
of the study area has the lowest risk, 22% falls under risk, 32% is at 
moderate risk, 21% is at higher risk, and 6% is at very high risk.

4.3 Method limitations and applicability

While the NDFI is a valuable tool for real-time flood 
monitoring and post-flood mapping, several limitations must 

be considered. NDFI is particularly effective for delineating flood 
extents in urban, agricultural, and rural areas, providing critical 
data for emergency NDFI data can contribute to climate change 
studies, helping assess the increasing frequency and intensity of 
floods in the context of global warming. Furthermore, NDFI can 
inform policy decisions related to flood mitigation, insurance 
claims, and environmental protection by protection by providing 
precise spatial information about flood dynamics.

However, NDFI has notable limitations. Cloud cover during 
flood events can severely reduce the availability of usable satellite 
data as floods typically occur during cloud-laden conditions. 
Dense vegetation can also obscure water bodies, leading to an 
underestimation of flooded areas. Moreover, in regions with 
small or fragmented water bodies, low-resolution imagery may 
result in mixed pixels, where water and land and land are 
indistinguishable, potentially causing inaccuracies in 
flood detection.

FIGURE 7

Flood susceptibility mapping developed using machine learning models: (a) gradient boosting; (b) AdaBoost; (c) random forest; (d) random forest–
gradient boosting.
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5 Conclusion

Flood susceptibility mapping using the NDFI combined with 
machine learning offers a promising strategy for effective flood 
monitoring and response. By integrating NDFI with advanced 
machine learning models, such as random forest (RF), gradient 
boosting (GB), and AdaBoost, more accurate and timely flood 
susceptibility maps can be produced. This combination enhances the 
ability to predict flood-prone areas and facilitates proactive flood risk 
management, ultimately helping reduce flood risks and improve 
emergency preparedness, protecting both lives and property.

Identifying and controlling the key factors that influence flooding 
is essential to minimizing its impact. In this study, we applied the 
NDFI to map flood susceptibility in the Oum Er Rbia watershed, 
incorporating 537 flood locations and 17 causative factors as input 
variables. Four machine learning models (RF, GB, AdaBoost, and 
RF-GB) were flood susceptibility. The random forest (RF) model 
outperformed the other methods, followed by the RF-GB and GB 
models, with AdaBoost providing the lowest predictive accuracy.

The SHAP (Shapley Additive Explanations) method was employed 
for feature selection to assess the relevance of various causative factors. 
The analysis identified NDVI, stream density, and elevation as the top 
three factors contributing to flood risk. The SHAP analysis further 
indicated that areas with low vegetation cover, low stream density, and 
low elevation are more vulnerable to flooding, reinforcing the 
importance of these variables in flood susceptibility mapping.

In conclusion, the integration of remote sensing data and machine 
learning provides a powerful tool for improving flood risk assessments. 
As remote sensing technologies continue to evolve and machine 
learning models become more refined, we  can expect significant 
improvements in the accuracy, reliability, and accessibility of flood 
mapping, offering valuable support for flood risk management in the 
face of increasing climate-related flood events.

5.1 Recommendations

To enhance the effectiveness of flood management, the following 
recommendations can be integrated into the existing flood monitoring 
and response framework:

Local authorities should create detailed, multi-hazard disaster 
response plans that address not only immediate response but also 
recovery, long-term resilience, and community engagement.

Authorities should invest in improving and integrating early 
warning systems for a variety of hazards, from flooding to wildfires, 
ensuring that these systems reach vulnerable populations.

Local communities should be empowered through training and 
capacity-building to take proactive measures in disaster risk reduction.

Building codes that prioritize disaster-resilient infrastructures, 
particularly in disaster-prone areas need to be introduced and enforced.

Local authorities should integrate climate adaptation strategies 
into their border urban planning and development policies.

FIGURE 8

Validation of models using ROC curves and AUC.

TABLE 5 The performance models using the training/testing datasets.

Parameters

Models Accuracy F1-score Sensitivity Specificity Kappa RMSE

Random forest 1/0.83 1/0.836 1/0.836 1/0.836 1/0.677 1/0.401

AdaBoost 0.84/0.75 0.84/0.74 0.84/0.72 0.72/0.72 0.69/0.51 0.39/0.49

Gradient boosting 0.95/0.82 0.95/0.82 0.94/0.84 0.84/0.84 0.91/0.65 0.20/0.42

Random forest–gradient boosting 0.96/0.79 0.96/0.79 0.95/0.80 0.80/0.84 0.92/0.59 0.18/0.44
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