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The Effect of Pore-Scale Two-Phase
Flow on Mineral Reaction Rates
Pei Li, Hang Deng* and Sergi Molins

Energy Geosciences Division, Lawrence Berkeley National Laboratory, Berkeley, CA, United States

In various natural and engineered systems, mineral–fluid interactions take place in the

presence of multiple fluid phases. While there is evidence that the interplay between

multiphase flow processes and reactions controls the evolution of these systems,

investigation of the dynamics that shape this interplay at the pore scale has received little

attention. Specifically, continuum scale models rarely consider the effect of multiphase

flow parameters on mineral reaction rates or apply simple corrections as a function

of the reactive surface area or saturation of the aqueous phase, without developing a

mechanistic understanding of the pore-scale dynamics. In this study, we developed a

framework that couples the two-phase flow simulator of OpenFOAM (open field operation

and manipulation) with the geochemical reaction capability of CrunchTope to examine

pore-scale dynamics of two phase flow and their impacts on mineral reaction rates.

For our investigations, flat 2D channels and single sine wave channels were used to

represent smooth and rough geometries. Calcite dissolution in these channels was

quantified with single phase flow and two phase flow at a range of velocities. We

observed that the bulk calcite dissolution rates were not only affected by the loss of

reactive surface area as it becomes occupied by the non-reactive non-aqueous phase,

but also largely influenced by the changes in local velocity profiles, e.g., recirculation

zones, due to the presence of the non-aqueous phase. The extent of the changes in

reaction rates in the two-phase systems compared to the corresponding single phase

system is dependent on the flow rate (i.e., capillary number) and channel geometry, and

follows a non-monotonic relationship with respect to aqueous saturation. The pore-scale

simulation results highlight the importance of interfacial dynamics in controlling mineral

reactions and can be used to better constrain reaction rate descriptions in multiphase

continuum scale models. These results also emphasize the need for experimental

studies that underpin the development of mechanistic models for multiphase flow in

reactive systems.

Keywords: multiphase reactive transport, pore-scale, reaction rate, gas bubble, roughness

INTRODUCTION

Interactions between multiphase flow, geochemical reactions, and solute transport in fractured
porousmedia are ubiquitous in Earth’s critical zone and subsurface systems, and affect the dynamics
of many environmental and energy engineering applications. Examples include supercritical CO2

(scCO2) injection, light non-aqueous phase fluid (LNAPL) contamination, and Enhanced Oil
Recovery (EOR). In geologic carbon storage systems, the injected scCO2 displaces the native brine
and can be trapped in small pores or can dissolve into the brine and react with the host rocks.
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The resulting mineral dissolution and precipitation can modify
the porosity and permeability of the reservoirs and caprocks,
affecting injectivity of the reservoirs and long-term storage
security (Johnson et al., 2001, 2004; Xu et al., 2011b). In
EOR, low-salinity water is injected to the oil reservoir to
improve sweeping efficiency by modifying wettability via surface
complexation reactions (Zhang et al., 2006; Kumar et al., 2011).
In the shallow subsurface, LNAPL contamination of groundwater
is a widespread environmental problem. Light non-aqueous
phase fluid is insoluble in water and typically fluctuates with the
water table. As a result, LNAPL is spread vertically following local
drainage-imbibition cycles, which in turn affects the degradation
and thus the fate of the contaminants (Ngien et al., 2012; Pan
et al., 2016; Govindarajan et al., 2018). The interactions between
two-phase flow and electrochemical reactions have also been
identified as a research priority for the design of effective fuel
cells, as gas bubbles (of e.g., H2 and O2) can be generated by
side reactions during charging and affect power generation (Chen
et al., 2017; Grunewald et al., 2021).

Continuum-scale numerical models are widely used to
investigate and predict the evolution of fractured porous media
caused by multiphase reactive transport processes. Models such
as TOUGHREACT, OpenGeoSys, and PFLOTRAN are versatile
tools that have been used to investigate scCO2 migration in
fractured formations (Xu et al., 2011a, 2019; Xiao et al., 2020),
dissolution, transport and biodegradation of non-aqueous phase
fluid (NAPL) in shallow aquifers (Pruess, 2004; Popp et al., 2015;
Sookhak Lari et al., 2019), and heat extraction using CO2 as a
working fluid (Lichtner and Karra, 2014). These models however
rely heavily on constitutive relations such as the Brooks and
Corey equation and the van Genuchten equation that relates the
water saturation with capillary pressure and relative permeability.

Pore-scale structural heterogeneity and processes that are not
considered explicitly in the continuum description, however,
could be important. For instance, microfluidic experiments
from Karadimitriou et al. (2016, 2017) examined non-Fickian
transport in a water-Fluorinert immiscible fluid system. The
results demonstrated that the mass transfer rate between mobile–
immobile zones under the two-phase flow condition is not
constant, indicating that the conventional treatment of the mass
transfer rate in the continuum scale Mobile–Immobile (MIM)
model could introduce significant errors in the simulation.
Pore-scale experiments from Jiménez-Martínez et al. (2015)
using 2D microfluidic cells with homogeneous pore structures
have also demonstrated that solute mixing can be significantly
enhanced under multiphase flow conditions because of ramified
finger flow structure, non-Fickian dispersion, and non-wetting
phase clusters that limit the finger flow merging. Recent
advancement in experimental techniques have also enabled
direct observations of reactive transport in multiphase systems
at the pore scale. Using biogenically calcite-functionalized
micromodels, Song et al. (2018) observed a new microscale
mechanism that affects reactive transport in the CO2-brine-
calcite system. The CO2 gas phase can accumulate on the
mineral surfaces following calcite dissolution, which protects
calcite from further dissolution. Jiménez-Martínez et al. (2020)
developed a high-pressure geomaterial microfluidic device and

investigated mineral reactions in etched channels during co-
injection of CO2-saturated brine and scCO2. They observed
that the presence of scCO2 bubbles significantly changed both
the flow dynamics and the reaction patterns, compared to the
single phase flow experiments. In the competing channels with
different widths, mineral dissolution was more homogenized
and carbonate precipitation was enhanced in the low-velocity
regions formed as a result of the presence of the bubbles, which
was also confirmed by pore-scale Lattice Boltzmann Methods
(LBM) simulations.

Pore-scale models provide an invaluable tool to further our
understanding of pore-scale dynamics. Pore-network models
(PNMs) are a computationally efficient option for simulating the
reactive transport processes under two-phase flow conditions,
but require simplifications of the geometric solid-fluid interface
and assumptions about uniform aqueous concentrations within
a pore (Xiong et al., 2016). Lattice Boltzmann Methods (Chen
et al., 2013, 2015) and direct numerical simulations (DNS)
(Haroun et al., 2010b; Marschall et al., 2012; Maes and Soulaine,
2018; Soulaine et al., 2018, 2021) provide alternatives that relax
these restrictions. The LBM was able to reproduce experimental
observations on wettability alteration during Low Salinity Water
Flooding (Akai et al., 2020). It was also shown byMaes andGeiger
(2018) using a DNS approach that the alternation is driven by the
concentration of the potential determining ions (PDI) instead of
pH. Moreover, a series of micro-continuum simulations showed
that the production of CO2 bubbles resulting from carbonate
dissolution may limit the subsequent dissolution and prevent the
emergence of wormholes (Soulaine et al., 2018).

In spite of the growing use of fully-resolved pore-scale models
(LBM or DNS) in multiphase reactive applications, they have
not been used to understand how reaction rates are influenced
by flow processes in the same way as it has been done in
single-phase systems (e.g., Molins et al., 2012, 2014; Deng et al.,
2018). In single phase systems, reactive surface area has been
typically varied to account for flow dynamics and transport
limitations. Pore-scale simulations have highlighted the complex
dependence of the correction factor on pore-scale geometry
and flow regimes (Deng et al., 2018). In multiphase systems,
however, this information does not exist. As a result, multiphase
continuum scale models rarely account for the effect of the flow
dynamics on reaction rates. Further, reaction rates are commonly
assumed to be independent of phase saturations (e.g., Xu et al.,
2011a; Lichtner et al., 2015; Águila et al., 2020; Wu et al., 2021).
Only in some rare instances, the reactive surface area is allowed
to vary with liquid saturation. For example, in the active fracture
module implemented in TOUGHREACT, the reactive surface
area and thus reaction rate follows a power law relation with
respect to the water saturation and the exponent is an empirical
variable (Sonnenthal et al., 2005). However, there is still a lack of
pore-scale studies and mechanistic understanding that support
the development of this type of constitutive relationship for
considering the impacts of multiphase flow on reaction rates.

Our study aims to bridge this gap, by performing a
series of well-designed pore-scale multiphase reactive transport
simulations. To this end, a pore-scale multiphase reactive
transport modeling framework was developed by coupling
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FIGURE 1 | Workflow of CrunchFOAM.

OpenFOAM and CrunchTope. A set of simulations were
performed with co-injection of air and CO2-acidified water
into 2D calcite channels to examine calcite dissolution rate
under a range of flow conditions. A sine wave geometry was
used to introduce different levels of roughness in the channels.
This simple geometry has been widely used to provide an
idealized representation of surface roughness to investigate its
impacts on fluid flow and chemical transport (Kitanidis and
Dykaar, 1997; Bolster et al., 2009; Sund et al., 2015; Deng et al.,
2018). Section Methodology details the modeling framework,
the mathematical principles, and the simulation setups. The
results of the numerical simulations, including analyses of the
flow field and reaction rates, and observed relations between
reaction rate and parameters such as saturation are presented
in section Results. We discuss the broader implications of our
study in section Discussion and conclude in section Summary
and Conclusions.

METHODOLOGY

Our approach entails the simulation of two-phase flow and
reactive transport in a series of synthetic geometries. For this
purpose, we develop a modeling framework by coupling two
widely used and thoroughly validated codes. In this section, we

present this modeling framework and we describe the setup of
the simulations.

Modeling Framework
This pore-scale multiphase reactive transport modeling
framework couples the geochemical reaction solver CrunchTope
(Steefel et al., 2015) with the open source software package,
OpenFOAM (open field operation and manipulation,
OpenFOAM-v1812) and the related open source libraries,
using Alquimia. Alquimia is a generic interface, which allows
any flow and transport simulator to access geochemical reaction
functionalities of existing, thoroughly validated codes such as
CrunchTope (Andre et al., 2013). The modeling framework is
referred to as CrunchFOAM for short.

Figure 1 illustrates the workflow of the modeling framework.
The geochemical conditions and reaction kinetics are specified in
the CrunchTope input files. The initial and boundary conditions
for the flow and the transport of the primary chemical species
are specified in OpenFOAM. Two-phase flow, transport, and
geochemical reactions are solved sequentially following the
operator splitting approach. The time stepping is controlled
by the flow solver in OpenFOAM. Within each time step, the
flow field from the two-phase flow solver is passed to the
transport solver to calculate the concentrations of the primary
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species by solving the advection-diffusion equation. Afterwards,
CrunchTope is called in each cell to calculate aqueous speciation
and mineral reactions, and to update the concentration fields for
transport in the next time step.

Flow

Two phase flow is solved using interFoam, the standard
OpenFOAM solver for transient incompressible isothermal flow
of two immiscible fluids. The solver implements a modified
version of the Volume of Fluid (VoF) method, and its
performance has been confirmed for capillary numbers larger
than 10−5 (Deshpande et al., 2012; Shuard et al., 2016).

The VoF approach treats the two fluid phases as an effective
single phase. The velocity and pressure fields are solved by
the single-field incompressible Navier Stokes Equation and
continuity equation (Hirt and Nichols, 1981).

∂ρu

∂t
+ ∇ · (ρuu) = −∇p+ [∇ · (µ(∇u+ ∇uT))]

+ ρg + Fst (1)

∇ · u = 0 (2)

where u is the velocity. Fluid density ρ, and viscosity µ

are weighted averages of the two fluid phases based on the
volume fraction (α) of a designated fluid, which is usually the
wetting fluid

ρ = ρ1α + ρ2(1− α) (3)

µ = µ1α + µ2(1− α) (4)

Fst is the surface tension force and defined as

Fst = γκnδ̂ (5)

where γ is the interfacial tension, κ = ∇ · n is the interface
curvature, n is the unit vector normal to the interface given by
∇α
||α||

, δ̂ is a Dirac function located on the interface.
The phase volume fraction α is solved by the following

transport equation

∂α

∂t
+ ∇ · (αu)+ ∇ · (α(1− α)ur) = 0 (6)

where ur is the relative velocity between the two fluids/phases.
It is typically defined as the compression velocity uc to ensure a
sharp interface, and its amplitude is determined by the maximum
of the single-field velocity

ur ≡ uc ≡ n

[

min(cα
|Φ|

Af
, max

(

|Φ|

Af

)

)

]

(7)

where Φ is the volumetric flux, Af is the cell surface area, 0 ≤

cα ≤ 1 limits the compression velocity below the maximum
face flux velocity |Φ|

Af
and is a user-specified coefficient (cα = 1

in our simulations). This formulation helps minimize numerical
diffusion (Rusche, 2002).

The contact angle (θ) is defined at the solid boundary and the
following equation needs to be satisfied (Aziz et al., 2018):

n · ns = cosθ (8)

where ns is the normal vector to the solid wall.

Transport

For transport under multiphase flow conditions, the continuous
species transfer (CST) method has been developed and
implemented as a third-party solver in OpenFOAM (Haroun
et al., 2010a; Marschall et al., 2012; Deising et al., 2016). The
C-CST (compressive-CST) algorithm developed by (Maes and
Soulaine, 2018) was implemented in this work as it minimizes
numerical diffusion near the interface and ensures that the
description of advection is fully consistent with the phase
evolution equation (VoF equation). In this method, the transport
of a species j dissolved in both phases is described by

∂Cj

∂t
+ ∇ ·

(

uCj

)

= −∇ ·

(

(

1−Hj

)

Cj

α + (1− α)Hj
α(1− α)ur

)

+∇ ·
(

D̂j∇Cj + Ψj

)

+ Rj (9)

where D̂j is the interpolation of the diffusion coefficient of the
chemical species in the two phases

D̂j = αDj,w + (1− α)Dj,nw (10)

where Dj,w and Dj,nw is the diffusion coefficient of chemical j in
the wetting and non-wetting fluid, respectively. 9i describes the
concentration jump at the interface

9j = −D̂j
1−HJ

α + (1− α)Hj
Cj∇α (11)

where Hj is Henry’s law constant. In this study, mass transfer
across the interface is not considered, and Hj is set to be a
small value (1 × 10−12) to avoid zero denominators in Equation
(9) when α = 0. Because only reactions in the aqueous phase
are considered (see below), neglecting mass transfer across the
interface implies that concentrations in the non-aqueous phase
remain equal to the initial condition (which is zero).

Geochemical Reactions

Rj in Equation (9) accounts for the contribution of mineral
reactions to the changes in the mass of chemical species j, and
is described by the transition state theory rate law

Rj = krxnA(1− IAP/Keq) (12)

where krxn is the kinetic coefficient (mol/m2 · s), A is the surface
area of the mineral phase (m2), and is determined directly
from the geometry in OpenFOAM, and the chemical affinity
term is calculated from the ion activity product (IAP) and the
equilibrium constant of the mineral reaction (Keq). The aqueous
reactions are assumed to reach equilibrium instantaneously and
speciation is calculated based on the law of mass action and the
concentrations of the primary species.
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FIGURE 2 | An illustration of the geometry and mesh used in our numerical simulations. Here, the reactive zone has 4 full sine waves and the mesh resolution is 2 µm.

TABLE 1 | Summary of the geometries used in the simulations.

Geometry a Geometry b Geometry c Geometry d Geometry e Geometry f

Wavelength (λ) N/A 1L 1/4L 1/8L 1/16L 1/32L

SRF 1 1.08 1.14 1.46 2.31 4.19

Simulation Setup
We investigate multiphase flow and reactive transport in a
domain that seeks to represent a microcrack with an arbitrarily
rough geometry, which can also be conceptualized as a sequence
of pores. Figure 2 provides an illustration of the geometry used
in our simulations. To save computational time, we assumed a
symmetric geometry and simulated half of the domain. A T-
junction structure is used at the inlet for the injection of the
wetting and non-wetting phase. The width of the inlets is 25
µm. The reactive zone, where the reactive mineral is located and
highlighted in the blue box in Figure 2, is 1mm long and has an

average width (b) of 100 µm. The dimensions are comparable
to previous modeling and micromodel studies of geomaterials
(Deng et al., 2018; Song et al., 2018; Jiménez-Martínez et al.,
2020) and to the fiber diameter in batteries (Chen et al., 2017). In
addition to the reference flat channel, a single sine wave was used
to represent pore scale roughness in the reactive zone, following
(Deng et al., 2018).

b(x) =
b

2
+ a · sin

(

2πx

λ

)

(13)

where λ is the wavelength, and a is the amplitude. In order to
explore different levels of roughness, a number of simulations

were performed each with a different wavelength (Table 1). In all
cases, an amplitude of 31.25 µm was used.

The roughness in these sine wave geometries is measured
by the surface roughness factor (SRF). It is defined as the ratio
between the total surface area (Atotal), which is calculated by
summing the patch area defined as the mineral wall in the mesh
generated by OpenFOAM, and the nominal surface area, which
is equivalent of the surface area of the flat geometry (Aflat).

SRF =
Atotal

Aflat
(14)

The geometries were first generated by a Python script and
Blender, and the STL files were then imported into OpenFOAM
to generate the meshes using snappyHexMesh. The average
mesh size was set to 2 µm. Although interFoam does not show
convergence with decreasing mesh size (Pavuluri et al., 2018),
this mesh size is comparable with the resolution used in previous
studies that showed good results using interFoam in complicated
pore structures (Yin et al., 2019; Carrillo et al., 2020). This mesh
size also ensures that the single phase simulation results are not
affected by further refinement.

Initially, the simulation domain is fully saturated with water
except for the vertical branch of the T-junction, which is occupied
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TABLE 2 | Physical properties of fluids (ρw, water density; ρa, air density; µw,

dynamic viscosity of water; µa, dynamic viscosity of air; γwa, interfacial tension

between water and air; θ ,contact angle).

ρw ρa µw µa γwa θ

(kg/m3) (kg/m3) (Pa · s) (Pa · s) (N/m)

1000.0 1.0 1.05×10−3 1.55×10−5 0.072 30◦

TABLE 3 | Boundary conditions for the two-phase flow simulations.

Injected wetting

fluid—inlet

Injected non-wetting

fluid—inlet

Outlet

Flow vinw = 0.1m/s Zero-gradient

vinw = 0.04m/s 1.vinnw = 0.25vinw Zero-gradient

vinw = 0.4m/s 2.vinnw = 0.5vinw Zero-gradient

Transport Constant concentration Constant concentration Zero-gradient

by the non-wetting phase (i.e., air). The physical properties of the
fluids are summarized in Table 2.

A constant velocity boundary condition is applied at the inlets.
For each geometry, three velocities for the wetting phase were
simulated, which are 0.04, 0.1, and 0.4 m/s. The velocity of
the non-wetting phase is a fraction of the wetting phase, and
two ratios, 0.25 and 0.5, were used to control the frequency
of the bubbles generated by the co-injection. This results in a
Reynolds number (Re) of 1-10 and a capillary number (Ca)
of ∼10−4-10−3. The Ca-values are within the range that is
relevant for typical reservoirs (Satter and Iqbal, 2016) and
battery systems (Grunewald et al., 2021). At the outlet, the
zero gradient boundary condition is applied for both flow
and transport (Table 3).

Geochemical reactions are assumed to take place in the
aqueous phase only. The solid phase in the reactive zone is
composed of a single mineral, calcite. It dissolves in water, which
has a NaCl concentration of 0.01 M/L and a pH of 5 due
to dissolution of atmospheric CO2. The kinetic coefficients for
the three elementary reaction pathways reported in Chou et al.
(1989) for calcite dissolution are summarized in Table 4 and used
in the simulations. The aqueous reactions and their equilibrium
constants are summarized in Table 5. The activity coefficients
used to convert concentrations to activities (aspecies) are calculated
using the extended Debye-Hückle equation.

krxn = k1aH+ + k2aH2CO3 + k3 (15)

In this study, the geometry is not updated and we focus on
steady state behavior. Given the time scale that is needed to reach
steady state (within seconds as shown in section Results), the
mineral reaction is not expected to cause any geometric change.
The simulations were run until both the flow and reaction rate
reached a steady state. For the analyses of calcite dissolution
rate, the absolute average instantaneous reaction rate at a time

point t (
∣

∣

∣
Rtm

∣

∣

∣
) was calculated for both single-phase (m = s) and

TABLE 4 | Calcite dissolution reactions, the equilibrium constant, and the three

reaction pathways with the kinetic coefficients.

Dissolution reaction LogKeq

CaCO3(s)+ 2H+ = Ca2+ + H2CO
*
3(aq) 8.16

Elementary reaction Logk(mol/m2·s)

CaCO3(s)+ H+ ⇔ Ca2+ + HCO−
3 k1 = −0.05

CaCO3(s)+ H2CO
*
3 ⇔ Ca2+ + 2HCO−

3 k2 = −3.3

CaCO3(s) ⇔ CO2−
3 + Ca2+ k3 = −6.19

TABLE 5 | Aqueous reactions and the equilibrium constants.

Aqueous complexation reaction LogKeq

OH− + H+
⇋ H2O 13.99

CO2−
3 + 2H+

⇌ H2CO
*
3(aq) 16.67

HCO−
3 + H+

⇋ H2CO
*
3(aq) 6.34

CaCO3(aq)+ 2H+
⇋ Ca2+ + H2CO

*
3(aq) 13.35

CaHCO−
3 + H+

⇌ H2CO
*
3 (aq) + Ca2+ 5.30

CaOH+ + H+
⇌Ca2+ + H2O 12.85

CaCl+ ⇌ Ca2+ + Cl− 0.7

CaCl2(aq) ⇌ Ca2+ + 2Cl− 0.65

NaCO−
3 + 2H+

⇌ H2CO
*
3(aq)+ Na+ 16.16

NaCl(aq) ⇌ Na+ + Cl− 0.78

NaHCO−
3 (aq)+ H+

⇌ H2CO
*
3(aq)+ Na+ 6.18

two-phase (m = t) flow systems as

∣

∣

∣
Rtm

∣

∣

∣
=

6n=1|R
t
m,n|Vnαn

t

6n=1Anβn
t (16)

|Rtm,n| is the instantaneous reaction rate in the wall grid cell nwith
a volume of Vn and wall surface area of An at time point t, αn

t is
the volume fraction of the wetting phase, i.e., saturation, in the
grid cell, and βn

t is the wetted surface area ratio within the local
wall grid cell, which is approximated by αn

t .
In addition to the multiphase simulations described above, a

single-phase simulation is performed for each roughness level
(Table 1) and flow condition (Table 3), with the same total flux
for comparison. These single-phase results are used to elucidate
the multiphase effects on reaction rates. All the simulations
were performed with the reactive transport solver described in
Section Methodology and the saturation (α) is set to one for
single-phase simulations.

RESULTS

Reaction Rates
The co-injection of the wetting and non-wetting phases produces
a series of gas bubbles that migrate through the reactive zone
(Figure 3). The size and frequency of the gas bubbles are
primarily controlled by the injection rate and the ratio between
the wetting and non-wetting phase. Consistent with previous
studies (van Steijn et al., 2010; Malekzadeh and Roohi, 2015; Mi
et al., 2019), we observed that the bubble size is controlled by the
ratio (vnw/vw) and the frequency is determined by magnitudes
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FIGURE 3 | Established flow of gas bubbles for (A) geometry c, vinw = 0.1m/s, vinw/vinnw = 0.25; (B) geometry c, vinw = 0.1m/s, vinw/vinnw = 0.5; (C) geometry

c, vinw = 0.4m/s, vinw/vinnw = 0.25; (D) geometry e, vinw = 0.1m/s, vinw/vinnw = 0.25; (E) geometry e, vinw = 0.1m/s, vinw/vinnw = 0.5; (F) geometry e,

vinw = 0.4m/s, vinw/vinnw = 0.25. The blue box is used to guide the comparison of the number of bubbles, i.e., bubble frequency. The green box highlights a single

bubble to illustrate the dependence of bubble size on the injection ratio.
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FIGURE 4 | Temporal profiles of the average instantaneous reaction rates (A,C) and average saturation (B,D) in the reactive zone for geometry c (A,B) and e (C,D),

vinw = 0.1m/s, vinw/vinnw = 0.25. Close-up spatial profiles of calcite saturation index (log(IAP/Keq ) ) (E,F), pH (G,H), and total CO2(aq) concentration (I,J) in

geometry c for the (E,G,I) single and (F,H,J) two phase simulations at time 0.06s.
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of vinw and vinnw. The diameter of the bubbles is 64 and 74
µm for vnw/vw of 0.25 and 0.5, respectively. In cases of large
roughness, the shape of the gas bubbles changes temporarily
at the narrow throats and can be recovered after entering the
wide channel locations, i.e., sine wave troughs. Once the gas
bubble flow is established, the hydrodynamics of the system
reaches the steady state, as indicated by the average saturation,
which is the mean of the phase field (α) in the reactive zone.
The average saturation displays small oscillations around the
steady state value when the bubbles enter or exit the reactive
domain (Figures 4B,D). Figure 4A shows the temporal profiles
of the average instantaneous reaction rates for the single-phase
and two-phase cases for geometry c at vw = 0.1m/s with
vw/vnw = 0.25. The reaction rate for the single phase flow
simulation decreases initially as the calcite saturation state starts
to increase following the dissolution reaction, and stabilizes at
about 1.8 × 10−6 mol/m2s after ∼0.04 s. This dissolution rate
is comparable with the value reported in previous single phase
reactive transport simulations in a similar system using the
pore-scale code ChomboCrunch (Deng et al., 2018). Given the
relatively high velocity and large Reynolds number, overall the
system is far from equilibrium with respect to calcite and the
reaction rate is relatively high. The concentration of the reactive

solutes and thus calcite saturation index shows a thin boundary
layer at the fluid-solid interface and the concentration gradient
across the flow direction is large (Figures 4E,F). This is consistent
with the observations in Deng et al. (2018) that the effect of
transverse transport could be important in these cases.

The reaction rate for the two phase flow simulation decreases
over time as well. The initial decreasing trend overlaps with the
single phase simulation as the gas bubbles have not entered the
reactive zone. The decreasing trend diverges as the gas bubbles

enter the reactive zone.
∣

∣

∣
Rtm

∣

∣

∣
reaches the steady state at ∼0.8

× 10−6 mol/m2s after ∼0.12 s. The steady state instantaneous
reaction rate of the two phase flow case is significantly lower
than that of the single phase flow case. This observation is also
consistent across all geometries and flow conditions simulated.
Figures 4C,D provide another example with similar results for
geometry e under the same flow condition.

Mechanisms for Reaction Rate
Modification in Two Phase Systems
Analysis of local reaction rate confirms that the lower reaction
rate in the two phase flow case is partially attributed to the
changes in accessibility of rock surface area. Figure 5A shows the

FIGURE 5 | (A) A snapshot of saturation at time 0.06s; local mineral dissolution rates in (B) the two-phase and (C) single phase simulation at time 0.06s; (D) average

ratio of wetted surface area within the reactive zone over time, for geometry c, vinw = 0.1m/s, vinw/vinnw = 0.25.
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FIGURE 6 | Vector plots showing the flow field in single phase (A,C) and two phase flow simulations (B,D) of geometry c (A,B) and geometry e (C,D) with

vw = 0.1m/s, vw/ vnw = 0.25. The green/yellow boxes highlight the recirculation zones in the two flow simulations. The size of the arrows is scaled by

velocity magnitude.

phase field for geometry c at vw = 0.1m/s and vw/vnw = 0.25, and
highlights that when the gas bubbles migrate through the narrow
throats, the local reactive surface area becomes inaccessible to
water-rock interactions (Figure 5B). In the experimental study
of Song et al. (2018), CO2 gas bubbles generated by calcite
dissolution were observed to block access of the reactive fluid
phase to the mineral grain surfaces and thus local calcite
dissolution is suppressed. Furthermore, in the corresponding
single phase simulation (Figure 5C), the local reaction rates on
the walls in the narrow throats (∼2 × 10−6 mol/m2s) tend to be
higher than those in the troughs. As such, even though the wetted
surface area in the reactive zone—which provides a measure
of accessible mineral surface area—is only reduced by <10%
(Figure 5D), the reduction in the average reaction rate is much
more significant (>50%).

As shown in Figures 5B,C, the local reaction rate outside
of the narrow throats that are occupied by the non-aqueous

phase is also lower in the two-phase case than that in the
single phase case. This indicates the presence of a stronger local
transport limitation, which is also confirmed by the flow fields.
Figures 6A,B compare the velocity vectors in the single and
two-phase flow simulations for geometry c at vw = 0.1m/s and
vw/vnw = 0.25. In the two phase case, as the gas bubbles migrate
through the troughs, the width of the wetting phase is compressed
and recirculation zones formed locally. In contrast, for the same
geometry and flow rate, no recirculation zones were observed
in the single phase simulation. The recirculating phenomenon
has been observed experimentally and numerically in two-phase
systems across a wide range of flow conditions with Ca between
1 × 10−7-1 × 10−2, as a result of the shear stress exerted by the
fluid phase that migrates faster on the other fluid phase that is
less mobile or immobile (Blois et al., 2015; Roman et al., 2016;
Heshmati and Piri, 2018; Maes and Soulaine, 2018; Mohammadi
Alamooti et al., 2020). Previous studies have highlighted that
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FIGURE 7 | Ratio of the average instantaneous reaction rate between the two-phase and the corresponding single-phase flow simulation (R′) plotted against the

average saturation (α). The data points are results from the pore-scale simulations and the solid lines are fitted curves using the third degree polynomials for (A)

vw = 0.1m/s, vnw/vw = 0.25 (green) and vnw/vw = 0.5 (blue); (B) vw = 0.04m/s, vnw/vw = 0.25 (cyan) and vnw/vw = 0.5 (yellow); (C) vw = 0.4m/s,

vnw/vw = 0.25 (red) and vnw/vw = 0.5 (purple). A few data points for geometry b and c at the high vnw/vw are excluded from the analyses because of bubble

merging, which creates hydrodynamics that are not directly comparable to the rest of the simulations.

recirculation zones can be an importantmechanism that traps the
solutes (Bolster et al., 2014; Sund et al., 2015; Deng et al., 2018;
Yoon and Kang, 2021), reducing local thermodynamic driving
force (Figures 4E,F), i.e., the chemical affinity term in Equation
(12). In addition, the pH is higher and total concentration of
CO2(aq) is lower in the two phase case (Figures 4G–J), both
would lead to a lower kinetic rate as given in Equation (15).

Figures 5C,D show the flow fields for geometry e at the same
flow conditions as Figures 5A,B. Similar patterns were observed.
The recirculation zone is also more predominant in the troughs
or the pore-body with the rougher geometry, accounting for a
larger portion of the troughs. The dependence of the recirculation
zone on pore morphology has also been observed in previous
experimental studies (Heshmati and Piri, 2018).
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FIGURE 8 | The fraction of the wetted surface area in the reactive zone in relation to the average saturation for different geometries with (A) vw = 0.1m/s,

vnw/vw = 0.25 (blue) and vnw/vw = 0.5 (red); (B) vw = 0.04m/s, vnw/vw = 0.25 (green) and vnw/vw = 0.5 (yellow); (C) vw = 0.4m/s, vnw/vw = 0.25 (cyan)

and vnw/vw = 0.5 (magenta).

Correlation Between Reaction Rate
Modification and Liquid Saturation
In order to gain some insights regarding constitutive relations
that can be used to upscale the impacts of two-phase flow
dynamics on reaction rate, Figure 7 summarizes the steady state
reaction rates and saturations from the pore scale simulations.
The ratio between the reaction rate of the two phase simulation
and that of the corresponding single phase simulation is used
to evaluate the effect of two-phase flow dynamics, specifically
gas bubble migrations in 2D rough channels, on reaction rates.
Liquid saturation is an indicator of the two-phase flow dynamics
as is the case in many multiphase continuum models.

The impacts on reaction rate do not change monotonically
with respect to the steady state saturation. For a given flow
condition, the reaction rate ratio decreases as the steady state

saturation increases for the less rough geometries (i.e., geometry
a–c), whereas it increases with the saturation for the rougher
geometries (i.e., geometry d–f). Figure 8 shows that the steady
state saturation increases with roughness, and so does the wetted
surface area ratio (except for the flat reference geometry). This
indicates that if the surface area accessibility is the dominant
mechanism of the reaction rate reduction in the two phase case, a
higher saturation corresponding to a rougher geometry should
result in a lower reduction in reaction rate in the two phase
case. However, as shown in Figure 6, the other mechanism, i.e.,
the transport limitation of the recirculation zones, is stronger in
the rougher geometry. This implies that reaction rate reduction
due to transport limitation arising from the presence of the
gas bubbles is more significant in the rougher geometries
which also have higher saturations. The tradeoff between the
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TABLE 6 | Coefficients of polynomial equations and R-squared for the fitting

curves in Figure 7.

vw/vnw A B C D R-squared

vw = 0.1m/s 0.25 −2740.50 6726.12 −5493.92 1493.94 0.927

0.5 −208.78 471.67 −351.75 87.10 0.976

vw = 0.04m/s 0.25 845.11 −1911.40 1435.12 −357.09 0.993

0.5 −256.41 569.40 −417.94 101.97 0.999

vw = 0.4m/s 0.25 −2543.00 6272.58 −5149.03 −1407.47 0.969

0.5 0 43.82 −63.48 23.33 0.994

two mechanisms can explain the inverted bell shape, which is
observed for all flow conditions.

This non-monotonic trend indicates that a power-law
relationship will not apply. The guiding lines in Figure 7 were
fitted using third degree polynomials, R′ = Aα3 + Bα2 +

Cα + D (Table 6). While the polynomial relationship provides
a reasonable fit of the pore-scale modeling data statistically—the
goodness of fitting as measured by R2 is larger than 0.95 in most
cases (Table 6)—they are not meant to be directly implemented
or at least caution should be exercised.

Our observation is analogous to previously observed non-
monotonic dependence on fluid saturation for other processes in
the sense that competing mechanisms—because of their opposite
“dependence” on saturation—are in play. For example, Jiménez-
Martínez et al. (2017) reported that when saturation is above
a threshold, mixing increases as saturation decreases because
of stretching, whereas mixing decreases with saturation below
the threshold as molecular diffusion becomes dominant. Our
observations also reiterate the fact that saturation is a result
of the multiphase dynamics and it alone does not provide
a full description of the hydrodynamics in the system. For
example, for a given flow condition in our simulations, saturation
is determined by the roughness of the geometry, which can
be expected for other more complex geometries. Given that
both liquid saturation and reaction rate are dependent on
the flow conditions and the geometries, future studies may
focus on developing constitutive relations that are informed
by the underlying physics or that explicitly integrate these
controlling factors.

DISCUSSION

In our simulations, the recirculation zone is the dominant
hydrodynamic feature affecting the mineral dissolution rate.
The development of recirculation zones have been observed in
single phase systems at high velocity when the contribution
of inertial effect becomes significant; and roughness allows
recirculation zones to form under lower velocities (Deng
et al., 2018). Our results illustrate that in two phase systems,
momentum transfer across the fluid–fluid interface further
extends the conditions under which recirculation zones form
as also reported in previous studies (Heshmati and Piri, 2018).
Other multiphase flow dynamics are also observed in our
results albeit the simplified setup considered. For instance,

in geometry b, a few simulations at the high and low flow
velocities especially with large vw/vnw showed coalescence of the
gas bubbles, which resulted in significantly lower saturation in
the reactive zone. Bubble coalescence and breakup are widely
observed phenomena that are dependent on fluid properties,
velocities, and geometries (Jo and Revankar, 2009; Paulsen
et al., 2014; Chen et al., 2017; Mahabadi et al., 2018; Ren
et al., 2020; Grunewald et al., 2021). These processes are
accompanied by the re-organization of the fluid–fluid interface
and can introduce perturbations in the velocity field. The
simulations with gas bubble coalescence were excluded from
the analyses in section Correlation Between Reaction Rate
Modification and Liquid Saturation as the new hydrodynamics is
not directly comparable with the other simulations. Nonetheless,
this observation highlights that compared to single phase systems
in which a lower velocity typically transfers to a stronger
transport limitation, the two phase systems require consideration
of additional hydrodynamics that may arise at a different velocity
(Blois et al., 2015).

A variety of complex hydrodynamics can arise from the
migration of fluid–fluid interfaces depending on the velocity (e.g.,
capillary numbers) and pore morphology (e.g., Berg et al., 2013;
Spurin et al., 2019; Li et al., 2021; Wang et al., 2021).

From a macroscopic perspective, as capillary number (Ca)
increases, interface migration transitions from the capillary
fingering regime with more random local movement to the
viscous fingering with more stable displacement (Toussaint et al.,
2012; Li et al., 2019; Grunewald et al., 2021). However, Ca alone
does not provide a good description of the fluid–fluid interface
dynamics (Armstrong et al., 2015), which is more sensitive
to pore-scale roughness/morphology at low capillary numbers
(Toussaint et al., 2012).

From a microscopic perspective, both the magnitude and
direction of flow were observed to fluctuate before the arrival of
the invading front (Roman et al., 2016; Li et al., 2017). Strong
instabilities of the interface can also lead to pore-scale burst
events such as Haines jumps and can increase local velocities
by one–two orders of magnitude (Blois et al., 2015; Li et al.,
2017, 2021). These hydrodynamics are reported to promote
mixing and thus reactions in the liquid phases (Jiménez-Martínez
et al., 2015, 2016, 2017), and may also increase local mineral
reaction rates. In the study of Jiménez-Martínez et al. (2020),
calcite dissolution rate in the two phase experiment with Ca =

∼10−5 and vw/vnw = 1.0 is 68% of the dissolution rate in the
single phase experiment. This is comparable to the simulation
results in the smooth channel, e.g., the reaction rate ratio is
∼64 and ∼72% at vw = 0.1 m/s (i.e., Ca = ∼3.5 × 10−4) for
vw/vnw of 0.5 and 0.25, respectively (Figure 7). Their reaction
rate ratio is slightly higher than what would be expected based
on our simulations, which is likely because of the oscillation
of gas bubbles in the presence of a system of channels and
thus higher local velocity at the fluid–fluid interface, in addition
to the continuous supply of CO2 from the co-injected scCO2

phase. The competition of different fluid pathways can result in
more dynamic bubble migration and flow field rearrangement,
which influences self-organization of the system, which is also
illustrated in the column experiment of Ott and Oedai (2015) and
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the pore-scale numerical simulations of Soulaine et al. (2018).
Geometry units such as pore-doublets can be used to capture
such dynamics and thus offer additional insights (Mohammadi
Alamooti et al., 2020; Alizadeh and Fatemi, 2021). More realistic
geometries may be needed to fully examine the complexity
of real systems, as flow instabilities are primarily driven by
geometry when morphological heterogeneity is large (Li et al.,
2017; Heshmati and Piri, 2018).

Water film is also an important contributor to the fluid–
fluid interface (Li et al., 2019). While for the given Ca and
channel width used in our study, water film is not expected to
be well developed and thus contribute to transport significantly
or affect our analyses (Roman et al., 2017), well-developed
water film may become important in maintaining water-rock
contact and transport pathways between isolated water parcels.
For instance, water film has been observed during the drainage
process in various experiments (Rücker et al., 2015; Schlüter et al.,
2016; Roman et al., 2017; Moura et al., 2019). It enhances the
connectivity between residual water and may cause the “snap-
off” phenomenon, affecting the contact between water and the
solid phase (e.g., rock) and the transport processes.

Overall, this study represents an early-stage effort in
highlighting the importance of a dynamic coupling between
reaction rates and multiphase flow dynamics. As such, it focuses
on a specific geometric setup and a relatively limited number of
flow scenarios. However, compared to the experimental studies
that typically report temporally and/or spatially integrated
reaction rates, our model provides information on local and
instantaneous reaction rate along with detailed velocity field
and solute transport, which helps to better explore microscopic
mechanisms. The two mechanisms identified in our pore-scale
two-phase reactive transport simulations—the surface area effect
and local hydrodynamics—support recent observations from
micromodel experiments (Song et al., 2018; Jiménez-Martínez
et al., 2020). Moreover, the pore-scale perspective in the model
enables insights into the impacts of multiphase flow dynamics
on mineral reaction rate that have broader implications. Namely,
results indicate that in addition to the fluid-solid interface,
a direct measure of the reactive surface area, the fluid–fluid
interface also plays an important role in controlling solid-phase
reactions by modifying local hydrodynamics. As discussed above,
local hydrodynamics that can affect mineral reaction rate is
largely influenced by fluid–fluid interfaces, our study suggests
that adding interfacial area in the formulation of reactive surface
area in two-phase flow conditions in addition to saturation
may be a logical step. In fact, it has been proposed to use
the fluid–fluid interface as a measure of flow topology and
thus an additional parameter in constitutive relations of relative
permeability (Picchi and Battiato, 2018). Such consideration may
be of particular interest in e.g., scCO2-brine systems where mass
transfer across the fluid–fluid interface also affect fluid chemistry
and thus mineral reaction rate.

In order to develop constitutive relations that faithfully reflect
the coupling between mineral reaction rates and multiphase flow
dynamics and are broadly applicable in natural and engineered
fractured porous materials, systematic studies that explore a
broader range of multiphase flow and geometric conditions are

needed. While the modeling framework developed in this work
can be adapted to consider these processes and thus provides a
suitable modeling tool in a wide range of applications for pore-
scale mechanistic investigations, it needs to be acknowledged
that these investigations hinge upon further development of
modeling capabilities for multiphase flow dynamics (Aboukhedr
et al., 2018; Qin et al., 2020). For instance, there is still a lack
of comprehensive comparison and benchmarking of pore-scale
models for low Ca flow systems (Zhao et al., 2019). It has
also been shown that because of the sensitivity of multiphase
flow to local perturbations, a deterministic reproduction of
the dynamics as observed in experiments with relatively large
porous domains using numerical models is challenging, while
statistical behaviors can still be captured (Ferrari et al., 2015).
The consideration of reactions, however, may require higher
spatial accuracy because the spatial variations (in mineral
distribution and reaction rate) can be important. The impacts
of multiphase hydrodynamics on aqueous reactions and mineral
reactions may also need to be considered separately. Taking the
recirculation zone as an example, it increases interfacial mass
transfer (Maes and Soulaine, 2018), but reduces mineral reactions
(Deng et al., 2018). These research needs further emphasize the
need for experimental studies that underpin the development
of mechanistic models for multiphase flow in reactive systems,
and studies that expand our investigations from quasi-2D
micromodels to 3D systems. The development of constitutive
relations will also require the investigations be extended to larger
scales, which calls for development of a complementary approach
that leveragesmodeling and experiments at different scales (Blunt
et al., 2013).

SUMMARY AND CONCLUSIONS

A pore-scale multiphase reactive transport model was established
and used to investigate the dependence of mineral reaction rate
on pore-scale two-phase flow dynamics. A series of numerical
simulations were performed, in which CO2-acidified water and
air were co-injected at a range of velocities into 2D calcite
channels with different levels of roughness as defined by a
single sine wave. The simulation results showed that gas bubbles
migrating through the reactive zone as a result of the two-phase
co-injection caused the reaction rate to be lower than that of the
single phase flow simulation with the same total injection rate.
Our analyses revealed that the decrease of the mineral reaction
rate is caused by a combination of twomechanisms: the reduction
in the wetted surface area and the transport limitations that
arise from the two phase flow. In the rough geometries, the
narrow throats are reaction hotspots in the single phase flow
simulations, whereas these locations are occupied by gas bubbles
periodically and thus not accessible for reactions. Meanwhile,
the flow field showed clear “vortices,” i.e., recirculation zones,
as the gas bubbles migrate through the trough of the sine
wave. As a result, more reaction products are trapped in the
trough and the local thermodynamic driving force and kinetic
rates are reduced. Additionally, the correlations between fluid
saturation and the extent of reaction rate reduction—which
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is measured by the ratio between the reaction rate from the
two-phase flow simulation and that from the corresponding
single phase simulation—were analyzed to provide insights
for continuum-scale modeling. A non-monotonic relationship
was observed, which is because the contribution from wetted
surface area reduction and local transport limitation show
opposite dependence on the roughness of the channel, which
controls the saturation for a given flow condition. Through
these numerical simulations, we highlighted the complexity of
reactive transport in multiphase flow systems and identified two
important mechanisms through which mineral reaction rates
are affected. These results highlight the need for consideration
of interfacial dynamics on mineral reaction rates in multiphase
flow systems, and also emphasize the need for experimental
studies that underpin the development of mechanistic models for
multiphase flow in reactive systems.
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