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Virtual Reality (VR) has expanded beyond the entertainment field and has become
a valuable tool across different verticals, including healthcare, education, and
professional training, just to name a few. Despite these advancements,
widespread usage of VR systems is still limited, mostly due to motion sickness
symptoms, such as dizziness, nausea, and headaches, which are collectively
termed “cybersickness”. In this paper, we explore the use of
electroencephalography (EEG) as a tool for real-time characterization of
cybersickness. In particular, we aim to answer three research questions: (1)
what neural patterns are indicative of cybersickness levels, (2) do EEG
amplitude modulation features convey more important and explainable
patterns, and (3) what role does EEG pre-processing play in overall
cybersickness characterization. Experimental results show that minimal pre-
processing retains artifacts that may be useful for cybersickness detection
(e.g., head and eye movements), while more advanced methods enable the
extraction of more interpretable neural patterns that may help the research
community gain additional insights on the neural underpinnings of
cybersickness. Our experiments show that the proposed amplitude
modulation features comprise roughly 60% of the top-selected features for
EEG-based cybersickness detection.
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1 Introduction

Virtual Reality (VR) has experienced significant growth in recent years due to advances
in hardware technology and its increasing availability to the general public. Today, it is a
widely adopted solution in various fields beyond entertainment, including medicine,
therapy, and professional training, just to name a few (Angelov et al., 2020; Stecuła,
2022; Cassani et al., 2020a). One of the reasons for its success is its ability to create highly
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realistic and modular environments at fairly low costs. This can
provide exposure therapy for patients with, e.g., obsessive-
compulsive disorder and post-traumatic stress disorder (Cullen
et al., 2021; Maples-Keller et al., 2017) or allow for cost-effective
training in various sectors, such as aerospace or remote surgery (e.g.
(Rojas-Sánchez et al., 2023; Barteit et al., 2021; Dymora et al., 2021;
Fracaro et al., 2021)). Moreover, for training of law enforcement
officers, VR is crucial to allow them to practice decision-making,
communication, and tactical skills in computer-generated scenarios
that closely resemble real-world situations. This overcomes logistical
constraints and allows for training of cadets in safety-critical
situations that would not otherwise be possible in the real-world
(Koutitas et al., 2021; Muñoz et al., 2020; Mills et al., 2020).

However, the widespread adoption of VR has been hindered by a
factor termed ‘cybersickness’, which is akin to motion sickness
experienced by many in boats and moving cars. Cybersickness is
characterized by symptoms such as dizziness, nausea, headaches,
disorientation, vertigo, visual disturbances, and increased salivation.
It can vary significantly among individuals and can be influenced by
numerous factors, including age, gender (Gamito et al., 2008), prior
VR exposure, characteristics of the VR system and the displayed
content (e.g., resolution, field of view, motion dynamics, frame rate),
as well as behavioural factors such head movements or standing
versus sitting (Moss and Muth, 2011). The root causes of
cybersickness and its variability across the general population are
still unknown. The sensory conflict theory posits that cybersickness
primarily arises from discrepancies between visual inputs and
vestibular sensory feedback (Celikcan, 2019). Many studies have
been interpreted in relation to the sensory conflict theory to explain
the relationship between VR system specifications, content design,
and cybersickness symptoms (Sawada et al., 2020; Kim et al., 2020;
Irmak et al., 2023). However, these findings are often compatible
with other etiological theories, and the results are not exclusive to
sensory conflict explanations (Stanney et al., 2020). While the
sensory conflict theory provides a framework for understanding
cybersickness, it did not directly influence the design of this study,
which instead focused on identifying neural markers associated with
symptom intensity.

The traditional method of assessing cybersickness involves
subjective questionnaires, such as the Simulator Sickness
Questionnaire (SSQ) and the Fast Motion Sickness (FMS)
(Keshavarz and Hecht, 2011). Notwithstanding, while subjective
tests are valuable for quantifying the multidimensional impact of
cybersickness, disrupting users to continuously report on their
symptoms can negatively impact the immersiveness of the
application. In recent years, there has been a push for more
objective measures based on processing of different biosignals
and user behaviours. These methods offer a more objective
measure of the user’s physiological state, enhancing our
understanding and ability to quantify and compare the
effectiveness of different VR systems and content designs to
mitigate cybersickness.

VR hardware today is equipped with numerous sensors that may
be useful to characterize cybersickness. For example, several
commercial head-mounted displays (HMDs) are equipped with
IMUs (inertial measurement units) that can help track head
movements, eye trackers to monitor gaze changes, and
photoplethysmography (PPG) sensors to measure heart rate and

heart rate variability. These sensors could be useful in monitoring
discrepancies in perceived motion and orientation in space (Lopes
et al., 2020), as well as in physiological changes such as heart rate
(Kim et al., 2022), postural instability (Risi and Palmisano, 2019),
and visual fatigue (Souchet et al., 2023), among others. These
measures have been shown useful in predicting cybersickness
severity (Arcioni et al., 2019; Islam et al., 2021; Shimada et al.,
2023a; Reyero Lobo and Perez, 2022; Kim, 2024; Setiowati et al.,
2020; Wang et al., 2022).

Moreover, there is a recent trend to add additional (bio)sensors
to VR headsets. For example, the Galea and Kaptics headsets have
proposed the inclusion of sensors such galvanic skin response
(GSR), skin temperature, and electroencephalography (EEG)
(Bernal et al., 2022; Cassani et al., 2020b). GSR can be useful in
detecting sweat, a cybersickness symptom (Dennison et al., 2016;
Islam et al., 2020; Guna et al., 2020), but also changes in mental
states such as stress (Garrido et al., 2022) and cognitive load (Sepich
et al., 2022), which could be due to cybersickness or other external
factors (Katsigiannis et al., 2018; Wu and Lin, 2011). EEG, in turn,
provides a real-time glimpse of neural changes linked to
cybersickness (Krokos and Varshney, 2022; Yang et al., 2022a),
potentially guiding new interventions to mitigate symptoms [e.g.
(Benelli et al., 2023)]. Very recently, several works have suggested
that to more accurately predict cybersickness, multiple signal
modalities need to be explored concurrently, in particular EEG,
electrocardiography (ECG), eye movements, and head movements
(Islam et al., 2022; Jeong et al., 2023; Qu et al., 2022; Hwang et al.,
2022; Moinnereau and Falk, 2024). Electrogastrography (EGG) has
also shown to be useful in characterizing cybersickness, but requires
electrodes to be placed around the participant’s abdomen area,
which could disrupt the user’s immersive experience (Stern, 2002;
Yin and Chen, 2013; Jakus et al., 2022).

Characterizing cybersickness using biosignals has some
disadvantages. For example, signals are often contaminated with
artifacts. While automated pre-processing algorithms exist [e.g.
(Yildirim, 2020; Delorme, 2023)], it is not clear what impact they
may have on signal patterns and, ultimately, on downstream
cybersickness characterization tasks. As an example, automated
pre-processing of EEG signals has shown to affect different
diagnostic tasks, such as Alzheimer’s disease diagnosis (Cassani
et al., 2014). Moreover, when it comes to electrical biosignals,
physiological processes often serve as contaminants. With EEG,
for example, signals may be contaminated by heart beats, as well as
by eye and/or head movements. In this case, removal of eye/head
movement artifacts may indeed be removing information that could
help characterize cybersickness.

Lastly, the latest trend in biosignal processing has involved the
use of deep learning for both feature extraction and classification
(Yildirim, 2020; Liao et al., 2020; Liu et al., 2024). In these scenarios,
there is little interpretability and explainability (Jeong et al., 2019;
Fan et al., 2021). As such, while prediction/detection of
cybersickness is possible with high accuracy, few insights on what
occurs in the brain/body during cybersickness are available, thus
limiting the development of tactics to reduce symptoms. Moreover,
existing datasets are relatively small and with a small number of
subjects, which can likely lead to overfitting by highly-complex
models (Yildirim, 2020; Tsimenidis, 2020), as well as to limited
generalization capability (Roy et al., 2019).
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In this paper, we aim to take a different approach to
cybersickness detection. First, we explore the impact of different
levels of artifact removal–from very basic techniques where head/
body artifacts are kept, to more advanced pipelines leaving only
neural signatures for evaluation–on cybersickness characterization.
While the former effectively transforms the EEG into an embedded
multimodal system, thus potentially improving detection accuracy,
the latter can uncover the specific neurological patterns associated
with cybersickness, thus leading to potential interventions to
mitigate symptoms. Second, we extend our analysis beyond EEG
conventional Power Spectral Density (PSD) features and propose
the use of EEG Amplitude Modulation (AM) and connectivity
features for detection of cybersickness symptoms, offering a
complementary perspective on the neural interactions underlying
cybersickness symptoms. AM analysis has shown to be useful for
mental and cognitive state characterization (Albuquerque et al.,
2020; Clerico et al., 2015; Clerico et al., 2018), as well as for health
diagnostics (Fraga et al., 2013; Trambaiolli et al., 2011). To the best
of our knowledge, this is the first time that AM features are being
explored for cybersickness measurement.

AM is a second-order spectral analysis which aims to capture the
temporal variations of amplitudes in cortical oscillations. It consists
in constructing a frequency representation from the envelope of
these oscillations. This hidden structure in EEG signals reflects the
interaction between several fundamental mechanisms that occur
naturally in the brain (Bondar’ and Fedotchev, 2000; Hidalgo et al.,
2022; Hilla et al., 2020), and therefore may provide greater insights
for cybersickness characterization.

Three different ablation studies are conducted to investigate the
impact of the Automatic Artifact Removal (AAR) algorithm used,
epoch size, and number of features. These ablation studies are used
to find the optimal combination of such factors, which are then used
to find the best cybersickness prediction model to be tested on an
unseen test set. The goal of the first ablation study is to evaluate the
efficacy of each AAR algorithm at removing head and eye
movements. In the second ablation study, we investigate the
predictive power of different combinations of AAR algorithms,
feature types, and epoch sizes. Lastly, in the third ablation study,
we explore the optimal number of features for cybersickness
prediction.

The remainder of this paper is as follows: Section 2 will describe
the methods and materials used in the study, while Section 3
presents the obtained results. Section 4 will discuss the
implications of our findings and, finally, Section 5 will conclude
the paper and suggest directions for future research.

2 Materials and methods

2.1 Dataset

For this study, we relied on a cybersickness dataset described in
Li et al. (2021), which followed an experimental protocol specifically
designed to induce cybersickness. Data was collected from
20 participants who were immersed in two VR scenarios: a
tunnel travel simulation and a roller coaster ride. The ‘Tunnel’
session emphasized strong linear vection with minimal rotational
motion to induce mild to moderate cybersickness. Participants who

did not reach a cybersickness threshold of 11/20 on the Fast Motion
Sickness (FMS) scale after 10 repetitions (approximately 10 min)
proceeded to the ‘Roller Coaster’ session. This session included
similar linear vection but added stronger rotational motion to
intensify symptoms, ensuring that all participants reached
sufficient cybersickness levels to enable subsequent analyses. The
rationale behind these tasks was to account for individual differences
in susceptibility while ensuring sensory conflict through visual
motion without movements.

Each session lasted up to 10 min, with the duration tailored to
individual participant responses, as indicated by their cybersickness
levels. Cybersickness severity was systematically measured using the
20-point FMS questionnaire, administered at the end of each
minute, for as long as the participants could manage their
symptoms until reaching an FMS score of 11. Some participants
did not experience cybersickness and reported FMS values not
exceeding 4 (out of 20). Specifically, subjects 1, 3, 10 and 15 in
the Tunnel session and subjects 1, 3, 10 and 16 in the Roller coaster
session. In addition, data from 10 subjects in the Roller Coaster
session was not available since these subjects did not continue to the
second part of the experiment due to severe discomfort after the first
video. In the roller coaster session only the data from subjects 7, 8,
11, 13, 15 and 20 were included in the analysis.

The study recorded multi-channel EEG, 1-channel
Electrooculography (EOG), and head movements via a 3-axis
accelerometer. The seven EEG channel locations used in this
study included Fz, Pz, P3, P4, Cz, CP5, and CP6, recording with
a sampling rate of 500 Hz. The EOG channel, located on the left
lower eyelid, was used to monitor eye movements and eye blinks.
Both the ground and reference electrodes were connected together
and attached to the right earlobe using an ear clip. The interested
reader is referred to Li et al. (2021) for complete details about the
data collection process and the dataset used.

2.2 Pre-processing

Pre-processing is crucial in EEG research to remove unwanted
physiological (e.g., heart beats, muscle/eye/head movements) and
environmental (e.g., powerline, temperature, humidity)
interferences (Tanner et al., 2016; Bigdely-Shamlo et al., 2020).
With such pre-processing algorithms, a trade-off must always be
achieved between the aggressiveness of the artifact removal step and
the potential (unwanted) removal of useful discriminatory
information from the collected signals (Delorme, 2023; Robbins
et al., 2020). For example, AAR algorithms based on Independent
Component Analysis (ICA) are susceptible to causing phase
distortion (Thatcher et al., 2020) and/or loss of useful
information (Sadiya et al., 2021; Klug and Gramann, 2021).
Similarly, rejecting channels and segments of the signal
contaminated by artifacts introduces information loss and
discontinuities (Sadiya et al., 2021; Huberty et al., 2024).

With cybersickness prediction, however, artifact removal may
play a crucial role, as the information that is often removed, such as
head movements, eye movements, and heart beats, may indeed help
in the prediction process. As such, here we explore three different
levels of AAR, from light to aggressive, to gauge the effect this has on
cybersickness characterization, as well as on the insights generated
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by the top features later used for the prediction task. This, in fact, has
been recently emphasized in Delorme (2023) where a reduction in
the amount of pre-processing was suggested to prevent the loss of
relevant neural information of event related potentials. In addition,
authors in Thatcher et al. (2020) demonstrate that AAR based on
ICA result in phase distortion that could compromise connectivity
analysis. The three different pre-processing techniques explored
herein are detailed next.

2.2.1 Minimal pre-processing
Inspired by the work in Delorme (2023), an extremely simple

pre-processing pipeline–called ‘Minimal’ – was tested to minimize
potential distortion of the EEG signals at the cost of limited noise
reduction. The ‘Minimal’ pre-processing strategy comprised
exclusively of a high-pass filtering using a zero-phase
Butterworth filter set to a cutoff frequency of 0.25 Hz used to
eliminate low-frequency drift. This method should preserve artifacts
related to eye, muscle, and head movements, as well as powerline
interference. Previous studies [e.g. (Zao et al., 2016; Chang et al.,
2021; Jin et al., 2018)] have demonstrated the utility of EOG and
head movement data in cybersickness detection, motivating our
exploration of whether these signals could be indirectly captured and
utilized from EEG alone.

2.2.2 Artifact subspace reconstruction pre-
processing

In this second approach, the widely-used artifact Subspace
Reconstruction (ASR) algorithm (Mullen et al., 2013) followed by
an independent component rejection step using the ICLabel
algorithm (Pion-Tonachini et al., 2019) was used. This
configuration is known to remove many common EEG artifacts
and to minimally interfere with relevant EEG information
(Delorme, 2023). It is important to note that, while the efficiency
of ICA may be reduced when applied to datasets with a small
number of channels, empirical evidence suggests that ICA-based
pre-processing has performed satisfactorily despite these limitations
(Rejer and Górski, 2015). Following ASR pre-processing, any
removed channels were replaced using default EEGLAB spherical
interpolation (Delorme and Makeig, 2004), ensuring a consistent
dataset for subsequent analyses.

2.2.3 Data-driven pre-processing
Automatic artifact detection algorithms, such as ASR, utilize

threshold-based techniques or depend upon predefined templates
and assumptions about the nature of EEG noise. In contrast to these
conventional approaches, data-driven pre-processing pipelines
make use of experiment-specific artifact data from both EOG and
head movement measurements thereby offering more precise noise
reduction of specific types of distortion.

Regression ICA (RegICA) is one such method which combines
blind source separation and regression to more accurately remove,
e.g., ocular artifacts (Klados et al., 2011). Here, RegICA is used to
dynamically attenuate EEG frequency components that originate
from non-neuronal sources, such as ocular and head movements.
Reference signals (i.e., EOG and head accelerometry) are used to
characterize components of the EEG signal that have high
correlations (here, characterized as a correlation greater than
0.25) with the non-neuronal signal.

Since EEG signals and reference signals have very different
magnitudes, the data was scaled by subtracting the median of
each channel and dividing by the median absolute deviation to
avoid numerical instability. Subsequently, RegICA is applied twice:
initially using the head accelerometer signals as references, and then
using EOG signals. Here, the following hyperparameters are used: a
filter order of 3, sigma of 0.01, a forgetting factor of 0.999 and stable
root mean square error as the optimization criterion. Using both
EOG and accelerometer signals as reference with RegICA should
remove eye and head movements in a data-driven manner.

2.3 Feature extraction

2.3.1 Power spectral density and coupling
Traditional methods have relied on conventional power spectral

density measures computed for different EEG frequency bands,
namely,: delta (1–4 Hz), theta (4–8 Hz), alpha (8–12 Hz), beta
(12–30 Hz), and gamma (30–50 Hz) bands (Li et al., 2022; Ozkan
et al., 2023). Here, band decomposition was achieved using a filter
bank (FB) of zero-phase Finite impulse response (FIR) filter, which
applied two successive filtering steps in opposite directions on a
mirror-padded version of the input signal, thereby producing Band-
filtered time series (BFT). Band-filtered time series were then
epoched with window sizes corresponding to 2, 5, 8, 20 and 30 s
and shifts of 2 s.

Power values were computed per sub-band by squaring the
samples and then normalizing by the total EEG power. Three
statistical functionals are then used to aggregate the per-epoch
features: mean, standard deviation, and skewness. This approach
resulted in 105 PSD candidate features per epoch duration (5 bands
× 7 channels × 3 functionals) for each of the tested epoch sizes. For
notation, henceforth, spectral power-based features are referred to as
〈PSD〉_{statistic} c = 〈channel〉 b = 〈band〉.

Moreover, to measure the coupling between brain regions
(i.e., between different electrodes) and between EEG frequency
bands, a coupling measure is computed using either the Pearson
correlation or mutual information to measure linear and non-linear
properties, respectively, between different electrode pairs or
frequency bands (Clerico et al., 2018; Akhand et al., 2024;
Afshani et al., 2019; Lu et al., 2011). Here, Inter-channel
coupling (CCPL) accounts for 630 candidate features (2 coupling
types × 21 channel pairs × 5 bands × 3 functionals), while Inter-band
coupling (BCPL) accounts for 420 features (2 coupling types ×
7 channels × 10 band pairs × 3 functionals). For notation, Inter-band
coupling (BCPL) are denoted as PSD_{feature subtype}_{statistic}
c = 〈channel〉 b = 〈band1〉 × 〈band2〉, thus representing
interactions between different frequency bands within the same
EEG channel. Conversely, Inter-channel coupling (CCPL) features,
referred to as PSD_{feature subtype}_{statistic} c =
〈channel1〉 × 〈channel2〉 b = 〈band〉, represent the interaction
between channels within the same frequency band.

2.3.2 Amplitude modulation features and coupling
To derive the AM time series, we first extract the temporal

envelope of each of the five BFT employed for the extraction of PSD
features. This initial step is represented in the top left block of
Figure 1A, which shows how the raw signal is filtered by the filter
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bank. The ‘envelope extraction’ block consists of computing the
analytical representation of the signal by applying a Hilbert
transform. In this process, the Hilbert transform is implemented
using a Kaiser-windowed sinc FIR filter. The envelope is then
extracted from the norm of the analytical representation. Finally,
we further decompose the envelopes using the same five bands,
represented in Figure 1A by five BFT blocks, resulting in a total of
25 AM time series. The matrix at the bottom of Figure 1A depicts the
AM time series resulting from this process.

However, according to Bedrosian’s theorem (Trajin et al., 2008),
only 14 of these 25 series are considered valid due to the
inappropriate modulation of low-frequency bands by high-
frequency bands resulting in signals that are not physically
meaningful. The valid AM bands are represented in blue in
Figure 1A. The interested reader is referred to Fraga et al. (2013);
Cassani and Falk (2018) for a more comprehensive exploration of
the features derived from AM.

For these new AM features, the epoch duration is a critical
parameter, as it directly influences the latency in feature extraction
and resolution. Furthermore, identifying the optimal epoch duration
is essential for gaining insights into the temporal dynamics at which
cybersickness-related neuronal patterns become discernible. In the
literature, epoch durations when using AM features have ranged
from 5, 8, to 20 s (Fraga et al., 2013; Cassani and Falk, 2019;
Trambaiolli et al., 2020) to effectively capture neuronal patterns
needed for diagnostics.

As this is the first attempt at using these features for
cybersickness detection, we leave epoch size as a hyper-parameter

to be optimized in the experiments. To capture potential transient
micro-state changes (Nam et al., 2022; Chang et al., 2023; Aubonnet
et al., 2023), shorter windows are also explored. For completeness,
we explore epoch sizes of 2, 5, 8, 20, and 30 s. The power in each of
the 14 〈modulated band〉-m〈modulant〉 time series is computed
per epoch and EEG channel, thus resulting in 294 candidate features.
Here, the following notation is used for the features: 〈AM〉_
{statistic} c = 〈channel〉 b = 〈band〉.

Moreover, as with spectral coupling measures, coupling
between different AM times series was shown in Clerico et al.
(2018) to better characterize different mental states. As such,
AM-CCPL is used to capture interactions between every possible
pair of channels, while AM-BCPL to measure coupling across all
possible cross-band combinations. Figures 1B, C depict the
processing steps to compute the coupling parameters for the
two different scenarios, respectively. Figure 1C depicts the
process of selecting channels or bands (indicated by green and
blue colors, respectively) and combining them to compute AM-
CCPL and AM-BCPL features. The green color represents
selected channels that are paired to compute spatial
interactions (AM-CCPL), while the blue color represents
selected bands that are paired to compute spectral interactions
(AM-BCPL). The pairing itself is handled by the process
illustrated in Figure 1B. In both cases, the notation used for
AM-CCPL and AM-BCPL AM_{feature subtype}_{statistic} c =
< channel1>×< channel2> b = < band> and AM_{feature
subtype}_{statistic} c = < channel> b = < band1>×< band2> ,
respectively.

FIGURE 1
(A)Data flow diagram presenting each step of the AM time series extraction process. Blue arrows and cells correspond tomeaningful AM bandwhile
bands marked as red are discarded. (B) Abstract data flow showing the general extraction process of coupling measurements from a set of time series.
The combination operation generates all unique pairs of channels or bands. Unique pairs refer to the unique occurrence of joint elements regardless of
their order. For example, both pairs (P3, P4) and (P4, P3) refer to the same coupling measure, therefore to prevent redundancy in the coupling
analysis only one occurrence is kept. (C) Schematic representing how time series are selected for the computation of either AM-CCPL or AM-BCPL.
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2.4 Testing setup

Figure 2 illustrates the general testing methodology employed in
this experiment. With the dataset used, cybersickness FMS ratings
were provided every minute.

FMS scores were recorded by participants at the end of each 1-
min interval, while the EEG data used in regression analysis were
taken from the same 1-min segment. This means that EEG trials
could correspond to any moment within the interval-potentially
near the beginning or end of the minute-relative to the reported FMS
score. This approach may introduce a small temporal mismatch
between the EEG features and the moment the FMS score reflects.
As such, in this study we are measuring the cybersickness level
(given by the FMS score) on a per-minute basis. Future studies could
take this further and use the EEG trials to predict cybersickness
levels many minutes ahead.

To augment the amount of data available for training of the
classifiers, a bootstrapping method was applied where a random
selection of epochs within a certain 1-min EEG segment under the
same FMS rating were used. The statistical functionals, such as
mean, standard deviation, and skewness were then computed from
the resulting subset. This process can be repeated multiple times
where after each iteration a distinct set is created. The number of
epochs taken per 1-min segment and the number of times this
bootstrap sampling was done was empirically set to 75% of total
epoch number within the minute and 10 repetitions, respectively.

The data augmentation process produced a total of 712 samples
from the collected data, as compared to the 7,035 features extracted
for analysis. Feature selection methods were implemented to
mitigate the high sample-to-feature ratio, ensuring a more robust
and interpretable regression model. The tuning stage involved the
use of a validation set to estimate the best subset of features, as
depicted in Figures 2A, B.

To avoid data leakage between training and test samples, a
Stratified-group K-fold methodology was used to restrict groups
of samples from the same minute segment to a unique data
subset (i.e., train or test). This step corresponds to item (d) in
Figure 2. Train and test set were generated from the development
set which correspond to a portion of 67% of samples reserved
exclusively for training and testing. Hyperparameters of the
support vector regression model were optimized using the
validation set, as represented by Figure 2C, during the
tuning stage.

2.5 Post-processing

After extracting features from each EEG recording session,
outlier detection was conducted independently on each feature
using a threshold of three times the median absolute deviation.
Detected outliers, along with near infinite, near zero, and missing
samples (Not-A-Number), were corrected via linear

FIGURE 2
Flowchart presenting the testing methodology which is divided into two main stages: Tuning stage (top light grey area) relies on the validation set
(33% of the original dataset). Training and testing stage (bottom white area) relies on the development set (67% of the original dataset). (A) Features are
ranked using their correlation with the FMS score. (B) Incremental cross-validation determines the optimal number of features, ensuring only the top
features are retained in the development set. (C) The validation set is used to find the best hyperparameters for SVR. Once the tuning stage is
completed, the optimal features and hyperparameters are used to train and validate the model (D).
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interpolation of time contiguous samples. Lastly, FMS ratings
were normalized to a scale ranging from 0 to 1 to facilitate the use
of the root-mean-square error (RMSE) as a figure-of-merit to
gauge system accuracy.

2.6 Feature ranking and selection

Given that the used dataset has a low sample-to-feature ratio,
feature selection is needed to reduce the number of features to a
manageable number to prevent overfitting. Additionally, to mitigate
the risk of data leakage, features selection is performed on a
validation subset (set as 33% samples of the dataset) of the data
using the “StratifiedGroupKFold” module within scikit-learn
(Pedregosa et al., 2011) prior to the train/test split procedure.
This approach ensures that the validation samples come from
different time instances than those reserved for testing, keeping
the test set completely unseen.

Here, a simple feature ranking method was utilized based on
Spearman correlation. For each feature, the correlation was
calculated between samples and their corresponding FMS rating.
This process is represented by step (a) in Figure 2. The correlation
score attributed to each feature is used in ablation study II presented
in Section 3.2.

The rank ordering was based firstly by statistical significance
(Holm-Bonferroni corrected with significance set at a threshold of
0.05), followed by absolute Spearman correlation coefficient values.
After this ranking, the top 100 features were selected (empirically)
for further analysis. To gauge the impact of including additional
features on cybersickness measurement, top-features were added
one by one and regression performance on the validation set was
assessed via stratified 5-fold cross-validation. This step corresponds
to item (b) of the Tuning stage presented in Figure 2; this step
further described in the ablation study III in Section 3.3. The final
number of features to be used is the one that leads to the smallest
RMSE value obtained on the validation set after
Gaussian smoothing.

2.7 Regression analysis

A Support Vector Regressor (SVR) was selected as the
regression algorithm, motivated by its robustness to
overfitting, a characteristic particularly advantageous for high
dimensional datasets. Hyper-parameter optimization for the SVR
model was carried out through an exhaustive 3-fold cross-
validation grid search, exploring combinations of 3 × 4 ×
20x20 for kernel types (‘poly’, ‘rbf’, and ‘sigmoid’), polynomial
degrees (2 through 5), and the parameters C and gamma. The
search covered logarithmic scales from 10−4 to 1 for C, and from
10−4 to 102 for gamma, with ‘auto’ and ‘scale’ additionally
evaluated as specific gamma parameters. This step is
represented by block (c) in Figure 2. Prior to training the
SVR, data was normalized subtracting the mean and scaling to
unit variance to address SVR sensitivity to scaling. Bootstrapping
was done 100 times on the 5-fold cross-validation task to allow
for significance calculation of the obtained RMSE values relative
to chance.

3 Results

The following sub-sections presents the results of a series of
ablation studies aimed at examining the impact of different EEG
pre-processing methods, feature types, and epoch sizes on
cybersickness prediction. Ablation studies are analytical
approaches used to investigate the contribution of specific
components or processing steps to the performance of a
predictive model. By systematically isolating and testing
individual factors, such as pre-processing strategies or feature
sets, these studies allow us to evaluate their independent effects
on the inference process.

3.1 Ablation study I: artifacts and
artifact removal

To better understand the impact of head movements and eye
movements on certain EEG frequency bands, Figures 3, 4 depict (top
plots) the power spectral representation of the accelerometer signals
(averaged across the x, y, and z-axes) and the Signal-to-Noise Ratio
(SNR) representation (bottom plot), for each of these two signal
modalities, respectively. SNR is computed for each frequency bin as
the ratio between the power of the bin’s central frequency and the
mean power of neighboring frequencies excluding immediately
adjacent ones (Meigen and Bach, 1999).

As can be seen from Figure 3, notable power peaks occur at
1.7 Hz, 3.3 Hz, and 4.9 Hz, likely harmonics of the head movements.
These findings suggest that head movement information can likely
be a confound for EEG features based on delta and theta bands.
Similarly, from Figure 4 ocular activity exhibits a 1/f spectral roll-off,
suggesting that eye movements may also affect lower frequency
bands, specifically the delta and theta bands.

Next, we wish to explore the potential of the three different AAR
algorithms at removing these two artifact sources. To this end, we
utilize the mutual information computed from the processed EEG
signal and the temporal series of the EOG and the averaged tri-axes
accelerometer signals. A higher mutual information will signal that
the artifacts have not been removed and the EEG signal still contains
substantial artifactual information embedded in the signal. In turn,
lower mutual information values suggest that the artifacts were
correctly removed. Figure 5 presents the computed mutual
information (averaged over the head and eye movement signals)
for each of the seven EEG channels. As can be seen, minimal
processing showed the highest mutual information, as expected.
The RegICA method removed some of the artifacts, while the more
complex ASR + ICLabel combination resulted in the least amount of
mutual information, suggesting the most aggressive removal
of artifacts.

Lastly, Figure 6 depicts the EEG Power Spectral Density
averaged across channels processed by the Minimal and the ASR
+ ICLabel pipelines. As can be seen, the 1.7 Hz, 2.5, and 3.2 Hz
peaks, likely due to head movements, can be seen with the former,
but not the latter. The spectral density above 6 Hz, in turn, closely
matches in both scenarios.

Comparison of the spectra of the two pipelines, Minimal and
ASR + ICLabel, suggests that the components identified as ocular
and motion artifacts, in Figures 3, 4 respectively, were eliminated by

Frontiers in Virtual Reality frontiersin.org07

Rosanne et al. 10.3389/frvir.2025.1468971

https://www.frontiersin.org/journals/virtual-reality
https://www.frontiersin.org
https://doi.org/10.3389/frvir.2025.1468971


the ASR + ICLabel pipeline, but not by the Minimal pipeline. This
observation in the spectral domain is consistent with the results
obtained from the mutual information measurements.

3.2 Ablation study II: combination of AARs,
epoch size, and feature type

Despite the effective removal of artifacts, AARs can distort the
signals. Therefore, we investigated their impact on the useful
information related to cybersickness. We compared different
combinations of epoch sizes and each AARs for the predictive
power of each type of feature. As a figure-of-merit, we employed
the correlation measures described in Section 2.6, which were
calculated between the samples and the associated FMS rating
independently for each feature.

Figure 7 presents the Spearman correlation between different
features and the FMS scores in the training set. The correlation map
shows results for the different AAR methods, feature types, and
epoch sizes. As can be seen, PSD and AMP features showed the
highest correlations with the Minimal processing pipeline with the
8 and 20 s epochs for AMP features and 8-s epochs for PSDs.
Moreover, the band and channel coupling measures showed mild to
moderate correlation with FMS across various pre-processing
scenarios, suggesting their potential complementarity for
cybersickness characterization.

Overall, the RegICA and ASR + ICLabel AAR methods showed
lower correlation scores with FMS ratings across most epoch sizes

and feature types, whereas the Minimal pre-processing showed the
highest. These findings suggest that, indeed, retaining artifacts
related to blinks, eye movements, and head movements can be
useful to characterize the multimodal effects of cybersickness.

3.3 Ablation study III: feature selection

Next, we explore the selection of the optimal number of features.
Figure 8 shows the coefficient of determination (R2) scores as a
function of number of features for the case of ASR + ICLabel pre-
processing and 5-s epochs. As can be seen, the R2 score improves
with the inclusion of more features until a plateau is reached, which
starts with a R2 score of 0.467 at around 71 selected features. The
optimal feature number is selected for each pre-processing and
epoch size combination; the exact number of features selected for
each of these combinations is shown in Table 1. These top features
are discussed next.

3.4 Top-features analysis

To gain greater insight into cybersickness characterization, two
analyses were performed based on the interpretation of the most
relevant features. The first analysis explores the neural patterns
indicative of cybersickness, while the second investigates the multi-
modal potential of cybersickness detection with minimal EEG pre-
processing.

FIGURE 3
(A) Spectral analysis of accelerometer data: This graph presents the spectral representation of accelerometer data averaged across the x, y, and
z-axes for multiple subjects and sessions. On the y-axis, power is expressed in decibels (dB), while the x-axis displays frequency in Hertz (Hz), covering a
spectrum from 1 Hz to 50 Hz. The blue curve illustrates the mean power spectrum, and the shaded area represents the standard deviation, reflecting
variability across recordings. (B) Signal-to-Noise Ratio (SNR): This part of the figure presents the SNR across the frequency spectrum, amplifying
local activity in relation to adjacent background noise levels. The x-axis displays the frequency in Hertz (Hz), covering the same range as in Figure (A).
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We employed a strategy to summarize the multiple lists of top
features generated for each combination of the AAR algorithm and
epoch size. For each AAR, a unified list was created by gathering all
features that appeared in at least one of the lists across various epoch

sizes. A common list is then defined as the intersection of two unified
lists, meaning that a feature must be present in both lists to be included.
Therefore, the analysis in the discussion section is based on common
features between the two AARs, regardless of the epoch size.

FIGURE 4
(A) Spectral representation of EOG signals: This graph presents the EOG signal averaged across various subjects and sessions, providing a spectral
overview. The y-axis quantifies power in decibels (dB), and the x-axis represents frequency in Hertz (Hz), spanning from 1 Hz to 50 Hz. The blue curve
indicates the average power spectrum, while the shaded area around this curve illustrates the standard deviation, reflecting variability among subjects and
sessions. (B) Signal-to-Noise Ratio (SNR) of the corresponding EOG spectrum.

FIGURE 5
Comparative analysis of pre-processing algorithms for EEG signals based on mutual information. The bar plots illustrate the average mutual
information scores between EEG channels of pre-processed signals and recorded noise signals (EOG and accelerometer signals) for different pre-
processing pipelines. The y-axis represents the mutual information score, quantifying the dependency between the EEG signals and noise, while the
x-axis categorizes EEG electrodes. Error bars indicate standard error, reflecting variability among subjects and sessions.
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3.4.1 Neurological patterns associated with
cybersickness

For this analysis, the underlying assumption is that the common
top-ranked features selected with and without pre-processing will
most likely convey details about the neural underpinnings associated

with cybersickness. Based on the ablation studies, we use the ‘ASR +
ICLabel’ and the ‘Minimal’ pre-processing methods in this analysis.
It was found that the common/overlapped top features list
comprised 51 features with 22 accounting for AMP and PSD;
11 for inter-channel coupling features; and 18 for inter-band
coupling features. More details about these top features
are given next.

3.4.1.1 PSD and AM power features
Figure 9 shows the average correlation with FMS ratings of the

top-22 common features from the AMP and PSD categories. In the
figure, the electrode locations and feature types are detailed in the
x-axis labels, while the frequency bands are color-coded. Spatially,
the neuronal patterns correlated with cybersickness form two
distinct clusters: alpha-mtheta, alpha, and theta bands are
prevalent in the parietal (P3, P4, Pz) and centro-parietal (CP5,
CP6) areas, while alpha-mdelta, delta, and beta-mdelta bands are
primarily observed in the central (Cz) and frontal (Fz) regions.

The average AM power (AMP_mean) primarily consists of
alpha-mtheta frequencies, while the average band power (PSD_
mean) is mainly characterized by theta and alpha frequencies.
Notably, theta oscillations are more significant when their
average power across an entire minute is taken, indicating their
role as a persistent process.

Moreover, the variability in power, as indicated by the standard
deviation features (AMP_std and PSD_std), is most closely
associated with the alpha-mdelta and alpha bands, respectively.
The observed increase in the variability of alpha-mdelta band
power, taken over a 1-min window indicate instability of the
alpha band slow temporal dynamic as the perceived
cybersickness symptoms increase. This feature may reflect

FIGURE 6
Comparison of power spectral density between Minimal and ASR
+ ICLabel pre-processings methods. The y-axis quantifies power
density in (μV)2/Hz, and the x-axis represents frequency in Hertz (Hz),
spanning from 1 Hz to 20 Hz. The blue and red curve correspond
to the average power spectrum of signal after ASR + ICLabel and
Minimal pre-processings respectively, while the shaded area around
each curves illustrates the standard deviation, reflecting variability
among subjects, sessions and channels.

FIGURE 7
Comparative analysis of feature type distribution across different pre-processing conditions and epoch sizes, encompassing six distinct feature
types: AMP, PSD, AM-CCPL, CCPL, AM-BCPL, and BCPL. The color intensity within the heatmap denotes the magnitude of the average correlation
between data of selected features and FMS ratings.
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neuronal mechanisms capable of flexible and adaptive responses to
cybersickness.

Next, we take a more in-depth look at the two features with the
highest correlation with FMS in Figure 9, namely, mean alpha-
mtheta at CP6 and the standard deviation of alpha-mdelta power at
CP5. As can be seen in Figure 10, the average alpha-mtheta activity
and the alpha-mdelta power standard deviation exhibits a significant
positive correlation with FMS ratings. Notably, variability among
participants is increased within the 0.5-1 normalized FMS score
range, suggesting a more unstable/inconsistent pattern across
this interval.

Figure 11, in turn, depicts the temporal changes of the two
features over the 10-min experiment which exhibited increased
cybersickness levels over time. As can be seen, both features
exhibited a significant increase over time, suggesting they may
serve as a precursor to predict the onset of cybersickness, with
symptomatic manifestation becoming consistently evident across
participants only after they have been exposed to VR for an extended
period. Moreover, it is important to highlight that the variability
across subjects (represented by the shaded bands) increased towards
the end of the experiment, likely attributed to the reduced amount of

data available for accurate standard deviation estimation, as not all
participants reached the end of the experiment due to
nausea symptoms.

3.4.1.2 Inter-channel coupling features
Figure 12 depicts the average correlation between data from

CCPL based features and FMS ratings. As observed, the most
relevant pattern appears to be associated with the beta band.
Both average and standard deviation power exhibit similar
correlations with cybersickness, specifically with beta-mtheta and
beta for AM-CCPL and CCPL, respectively. Channel coupling seems
to predominantly occur in centro-parietal (channels Cz, CP5, CP6)
and parietal regions (channels P3, Pz, P4). The predominance of
centro-parietal activity correlated with FMS ratings suggests
involvement in proprioceptive processes, visual/sensorial stimulus
processing, and the integration of contextual information (Albanese
et al., 2023; Walter and Dassonville, 2008; Summerfield and
Mangels, 2005) during cybersickness.

Moreover, the figure reveals a significant pattern of coupling within
the beta-mtheta band, evidenced by features such as AM_ccor_mean
CP5 × CP6 and AM_ccor_std Pz × Cz. This pattern emphasizes the
crucial role of the beta band in mediating interactions between various
cortical areas.

3.4.1.3 Inter-band coupling features
Figure 13 depicts the average correlations between data from

inter-band coupling features and FMS ratings. Within BCPL
features only two features appeared in the top: an average
decoupling is observed between theta and gamma in left Parietal
area (channel P3) whereas a strong coupling variability occurs
between theta and beta band in left centro-parietal area
(channel CP5).

AM-BCPL features are, in turn, predominant in the top feature
list. As can be seen, activities correlated with cybersickness intensity

FIGURE 8
Performance metrics for the ASR + ICLabel pre-processing method over a 5-s epoch, as a function of feature count. The graph illustrates the
variation of coefficient of determination R2 (blue) with increasing feature counts. Hashed lines correspond to the smoothed trends. The observed
increase in R2, indicates enhanced model efficacy with additional features. The vertical dashed line marks the automatically determined optimal feature
count under these conditions.

TABLE 1 Optimal number of features selected for each combination of
epoch sizes and pre-processing techniques. The maximum number of
features is set (empirically) to 100 to prevent overfitting.

Epoch size Minimal REGICA ASR + ICLabel

2 100 23 67

5 100 86 100

8 97 100 73

20 78 97 100

30 81 94 81
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are observed in multiples cortical regions with alpha and beta band
couplings in the midline electrodes (Fz, Cz and Pz) represented by
features alpha-mdelta×beta-mdelta and alpha-mdelta×beta-mbeta.
In the centro-parietal region, increased coupling is observed in
bilateral parietal area between gamma-mtheta and beta-mdelta

(P4) and gamma-malpha (P3), accompanied by decoupling
within the beta band: beta-mtheta×beta-malpha (Pz, P4).

The frontal lobe (channel Fz), like the centro-parietal area,
seems to be particularly important in the coupling between
frequency bands. A notable decoupling between gamma and

FIGURE 9
Bar plot representing average correlation between overlapped AMP and PSD features and FMS ratings. The feature types and EEG electrodes are
described on the x-axis, while the corresponding frequency bands are color-coded (see the figure legend).

FIGURE 10
Lateral Parietal Grand average feature values of AMP_mean_alpha-mtheta_CP6 and AMP_std_alpha-mdelta_CP5 versus FMS ratings using the ASR
+ ICLabel pre-processed dataset. The grand average was calculated by grouping individual subject ratings, averaging them within subjects, and then
averaging these values across all subjects to obtain a unified measure for each feature. Both features show a significant positive correlation. The filled
areas correspond to standard errors around each curve. Coefficients marked with * and ** represent the Pearson correlation between the grand
average and FMS ratings with a p-value <0.05 and <0.01, respectively.
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alpha bands, represented by the feature alpha-mtheta×gamma-
malpha, is concurrently observed with an increase in coupling
within the temporal structure of both beta and gamma bands
represented by the features gamma-mdelta×gamma-mtheta and
beta-mdelta×beta-mtheta. Taking gamma as an example, gamma-
mdelta and gamma-mtheta bands measure the slowest changes in

the instantaneous amplitude of the band. The increased coupling
between these two bands can be interpreted as the progressive
homogenization of the long time scale structure of gamma
oscillations.

Overall, the prevalent patterns involve the average coupling of
the modulated beta band with alpha and gamma bands, suggesting

FIGURE 11
Lateral Parietal Grand average feature value of AMP_mean_alpha-mtheta_CP6 (blue curve) and AMP_std_alpha-mdelta_CP5 (orange curve) as a
function of time using ASR + ICLabel pre-processed dataset with 5 s epoch size. Both features show an increase over time, suggesting potential tracking
of cybersickness levels. The filled area corresponds to the standard error around each curves. Coefficients marked with *** represent the Pearson
correlation with a p-value <0.001 between grand average and time stamps.

FIGURE 12
Bar plot representing average correlation between overlapped CCPL features and FMS ratings. The feature subtype and coupled channel pairs are
described in the x-axis, while the corresponding frequency bands are color coded (see figure legend).
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that the beta band may act as a conduit between slow and rapid
neuronal activities during cybersickness episodes. Furthermore, the
coupling between beta-mtheta and beta-malpha can be identified as
a significant pattern associated with cybersickness. Theta and alpha
bands appear to engage in a common neuronal mechanism that
modulates the amplitude of fast oscillations, notably within the beta
band. According to the top-down theory (Richter et al., 2017), this
modulation could be attributed to changes in activity within local
neuronal assemblies–represented by fast oscillations–under the
remote control of deeper brain structures through slower waves.

The manifestation of coupling related to the beta band, both
spatially across centro-parietal channels (Cz, CP5, CP6, Pz) and
spectrally between the beta-mtheta and beta-malpha bands,
highlights the beta band’s central role in facilitating the dynamic
formation and integration of cortical networks under cybersickness
conditions.

The negative correlation between cybersickness severity and the
coupling between beta-mtheta and beta-malpha indicates a
diminishing interaction between their respective cortical
processes as cybersickness intensifies, as depicted by Figures 14,
15. It could be argued that increased presence of artifacts affecting
the theta band with rising cybersickness levels, could lead to a
decoupling. However, the temporal progression of both beta-mtheta
and beta-malpha, shown in Figure 16, exhibits a significant increase
over time. The increase is also observed in the P4 electrode, although
not significant, as illustrated in Figure 17. Furthermore, the similar
correlation values of −0.31 and −0.29 for the Minimal and ASR +
ICLabel pipelines, respectively, suggest that the decoupling between
beta-mtheta and beta-malpha bands is not primarily due to artifacts.

Additionally, both bands display a similarly weak, non-
significant correlation with FMS ratings for both channels P4 and
Pz, as illustrated in Figures 14, 15. Considering the absence of a
significant correlation with FMS ratings, the observed decoupling
between beta-mtheta and beta-malpha bands is unlikely to stem

from direct changes in power within either band. Instead, this
pattern underscores a more complex interaction, suggesting a
dynamic rerouting or reorganization of the cortical network as
an adaptive response to cybersickness. This observation support
the robustness of AM-based features in extracting meaningful
patterns regardless of the presence of artifacts.

3.4.2 EEG-based embedding of multiple modalities
and their role in cybersickness prediction

As mentioned previously, minimal pre-processing of the EEG
signal leaves several artifacts within the EEG time series that may be
useful for cybersickness prediction, such as eye and head
movements. In this analysis, we take an in-depth look at the top-
features selected with the Minimal pre-processing pipeline that did
not overlap with those selected from the other two more complex
pre-processing methods. The top-features were selected based on
their prevalence within the top feature lists across at least three out of
five epoch sizes tested within the Minimal pre-processing condition.

Figure 18 shows the top PSD and AM power-based features,
which accounted to 23 of the 44 top features. As can be seen, the
correlation values are higher than those reported from the previous
analysis. Moreover, a marked increase in the occurrence of the delta
and theta band features is shown, especially around the central and
parietal regions (channels Cz, CP5, CP6, P3, Pz, P4). As was
discussed in Section 3.1, these bands tend to be more sensitive to
head and eye movements artifacts, thus may be encoding
such details.

Comparing Figure 18 with Figure 9, the presence of delta and
theta bands in the latter remains limited. This is likely due to
contamination by ocular and movement artifacts preserved by
Minimal pipeline but removed by ASR + ICLabel.
Notwithstanding, the previous analysis also showed the presence
of theta band activity within the top features that overlapped the
ASR + ICLabel and Minimal pre-processing approaches, thus

FIGURE 13
Bar plot representing average correlation between overlapped BCPL features data and FMS ratings. The feature subtype and coupled band pairs are
described in the x-axis, while the corresponding channels are color coded (see figure legend).
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suggesting that theta-band patterns may not be entirely attributed to
artifacts, but may also convey some neurological origin related to
cybersickness.

Table 2 shows the remaining top-21 features (out of total 44)
from the CCPL and BCPL feature categories. As can be seen, the
majority of the top features correspond to band coupling between

FIGURE 14
Right Parietal Grand average feature value of AMP_mean_beta-malpha_P4 (blue), AMP_mean_beta-mtheta_P4 (orange) and AM_bcor_mean_P4_
beta-mtheta_beta-malpha (green) across recordings as a function of normalized FMS ratings using ASR + ICLabel pre-processed dataset with 5 s epoch
size. A strong significant negative correlation is observed with AM_bcor_mean_P4_beta-mtheta_beta-malpha. Coefficients marked with * and n.s.
represent the Pearson correlation between grand average and FMS ratings with a p-value <0.05 and non-significance, respectively.

FIGURE 15
Parietal Grand average feature value of AMP_mean_beta-malpha_Pz (blue), AMP_mean_beta-mtheta_Pz (orange) and AM_bcor_mean_Pz_beta-
mtheta_beta-malpha (green) across subjects and sessions as a function of normalized FMS ratings using ASR + ICLabel pre-processed dataset. A strong
significant negative correlation is observed with AM_bcor_mean_Pz_beta-mtheta_beta-malpha. Coefficients marked with ** and n.s. represent the
Pearson correlation between grand average and FMS ratings with a p-value <0.01 and non significance respectively.
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FIGURE 16
Parietal Grand average feature value of AMP_mean_beta-malpha_Pz (blue), AMP_mean_beta-mtheta_Pz (orange) and AM_bcor_mean_Pz_beta-
mtheta_beta-malpha (green) across subjects and sessions as a function of time using ASR+ ICLabel pre-processed dataset. Both power beta-malpha and
beta-mtheta features show a significant strong positive correlation with time. Coefficients marked with **, * and n.s. represent the Pearson correlation
between grand average and FMS ratings with a p-value <0.01, p-value <0.05 and non significance, respectively.

FIGURE 17
Right Parietal Grand average feature value of AMP_mean_beta-malpha_P4 (blue), AMP_mean_beta-mtheta_P4 (orange) and AM_bcor_mean_P4_
beta-mtheta_beta-malpha (green) across recordings as a function of time using ASR + ICLabel pre-processed dataset. Both power beta-malpha and
beta-mtheta features show aweak positive correlation with time. Coefficients represent the Pearson correlation between grand average and FMS ratings.
None of the correlations were significant as indicated by n.s.
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amplitude modulated bands. The most recurring carrier band is
gamma followed by beta, while the most recurring modulator band
is theta.

3.5 Overall cybersickness characterization

Table 3 lists the final RMSE achieved between the real
(normalized) FMS ratings and the predicted ones for each pre-
processing strategy and epoch size. These results reflect the
model’s performance on unseen data, as the training and
testing folds used in cross-validation are strictly non-
overlapping. To gauge the significance of the results in the
table over chance, a random classifier is also trained where the
FMS ratings, which serve as regression labels, are randomized. As
can be seen, across all tested configurations, performance
significantly exceeded this chance level. Table 4 summarizes
the main relevant features used for cybersickness level
measurement.

Overall, the ‘Minimal’ pre-processing approach achieved the
lowest RMSE values with top features computed from 8-s epochs,
achieving an RMSE of 0.234, significantly lower than chance-level
(0.327), corroborating the importance of the multi-modal aspect
achieved by leaving artifacts untouched. In contrast, the RegICA
and ASR + ICLabel pre-processing approaches achieved their
lowest RMSE values at higher epoch sizes. As these methods tend
to remove artifacts, the regressors are relying solely on neural
signatures for cybersickness prediction. In such cases, the longer
duration epochs are needed to capture the neural underpinnings
of cybersickness, which may be present in lower-
frequency activity.

4 Discussion

In this study, we started with two main objectives: (1) to better
understand the impact of artifact removal on EEG-based
cybersickness prediction, and (2) to obtain more insights on the
neural underpinnings of cybersickness via the use of new amplitude
modulation features. Via a series of ablation studies, correlation
analyses, and top-feature evaluations, our experiments have
provided cues into these two objectives. In the subsequent
sections, we discuss these findings in more detail.

4.1 To pre-process or not to pre-process?

In EEG studies, the presence of artifacts can negatively influence
the validity and interpretation of results (Zhou et al., 2023; Lopes
et al., 2023; Bennett et al., 2021), as artifacts can take on various
forms (Delorme, 2023; Michel and Brunet, 2019; Jin et al., 2023) and
overlap with neurological signals in spatial, temporal and spectral
domains (Thompson et al., 2008; Chiarion et al., 2023). While this
makes the use of pre-processing an essential step in EEG signal
analysis, there is no universally accepted method. Algorithms are
developed to target certain types of artifacts [e.g. (Robbins et al.,
2020; Yu et al., 2022)] and each pre-processing method comes with
its own set of advantages and limitations. As such, researchers must
trade-off between effective artifact removal and minimal signal
distortion (Bouazizi and Ltifi, 2024; Tajmirriahi et al., 2022; Bao
et al., 2022).

Recently, the extensive use of AAR has been contested due to the
excessive data distortions and destruction they might cause to the
data (Delorme, 2023; Chiarion et al., 2023). For instance, ICA has

FIGURE 18
Bar plot representing average correlation between feature data and FMS ratings from the top features list using Minimal pre-processing method.
Some features overlap with those from the ASR + ICLabel preprocessing. Only the AMP and PSD features are represented. The feature type and EEG
electrodes are described in the x-axis, while the corresponding frequency bands are color coded (see figure legend).

Frontiers in Virtual Reality frontiersin.org17

Rosanne et al. 10.3389/frvir.2025.1468971

https://www.frontiersin.org/journals/virtual-reality
https://www.frontiersin.org
https://doi.org/10.3389/frvir.2025.1468971


been shown to produce distortions due to the non-stationary nature
of EEG signals (Chiarion et al., 2023; Bouazizi and Ltifi, 2024).
Additionally, it may mix neurological and non-neurological sources
within the same components when the number of channels is much
smaller than the number of sources (Thompson et al., 2008; Sun and
Mou, 2023; Chaddad et al., 2023), which can often be the case in VR
applications.

As with most EEG studies, our results also indicate that non-
neurological activity is recorded along with neurological activity.
More specifically, we show that ocular activity and head movements
are observed in the lower frequencies of the EEG spectrum, such as
delta and theta, and these were selected as top-features in the
Minimal processing case. In turn, other features from these
regions, but measuring temporal dynamics information, could be

TABLE 2 Top-selected coupling features (BCPL, CCPL, AM-BCPL and AM-CCPL) identified usingMinimal pre-processing across different epoch durations (2,
5, 8, 20, and 30 s).

Feature type Band Channel Mean absolute correlation

beta CCPL_std Pz×P3 0.34

gamma-mtheta×gamma-malpha AM_BCPL_mean Fz 0.34

beta-malpha×beta-mbeta AM_BCPL_mean P4 0.33

alpha-mtheta×gamma-mbeta AM_BCPL_mean Fz 0.33

gamma-mtheta×gamma-malpha AM_BCPL_mean Pz 0.32

gamma-mbeta×gamma-mgamma AM_BCPL_mean P3 0.32

gamma-mdelta×gamma-malpha AM_BCPL_mean Pz 0.32

theta-mtheta×gamma-mbeta AM_BCPL_mean Cz 0.32

gamma-mtheta×gamma-malpha AM_BCPL_mean P3 0.32

theta-mtheta×gamma-mbeta AM_BCPL_mean P3 0.31

gamma-mdelta×gamma-mtheta AM_BCPL_mean CP6 0.31

beta-mdelta×beta-mtheta AM_BCPL_mean CP6 0.31

beta-mtheta×beta-malpha AM_BCPL_mean P4 0.31

beta-malpha×beta-mbeta AM_BCPL_mean P3 0.31

gamma-mtheta×gamma-mbeta AM_BCPL_std Fz 0.31

gamma-mtheta×gamma-malpha AM_BCPL_mean CP6 0.31

gamma-mdelta×gamma-malpha AM_BCPL_mean P3 0.30

gamma-mbeta×gamma-mgamma AM_BCPL_std CP5 0.30

gamma-mdelta×gamma-mtheta AM_BCPL_mean P3 0.30

beta-mdelta AM_CCPL_std Pz×P3 0.29

beta-mbeta×gamma-mgamma AM_BCPL_mean P4 0.29

TABLE 3 RMSE values derived from a 5-fold cross-validation regression analysis, assessing the impact of various pre-processing techniques over different
epoch durations on regression performance. The benchmark for random performance was established through successive permutation tests and random
FMS ratings. Entries significantly surpassing this benchmark (p <0.05) are denoted by an asterisk (*). Lower RMSE values, indicative of bestmodel prediction
across epoch sizes, are emphasized in bold for each pre-processing condition.

Minimal REGICA ASR + ICLabel

Epoch size Score Random Score Random Score Random

2 0.253* 0.333 0.268* 0.337 0.254* 0.32

5 0.246* 0.331 0.249* 0.323 0.247* 0.327

8 0.234* 0.327 0.262* 0.326 0.254* 0.327

20 0.258* 0.327 0.248* 0.327 0.248* 0.309

30 0.25* 0.324 0.245* 0.329 0.257* 0.332
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indicative of regulatory and coordinating roles in
cognitive processes.

Unlike other studies, however, for cybersickness prediction, the
presence of physiological artifacts can serve as useful sources of
multimodal information to predict cybersickness levels (Islam et al.,
2021; Dennison et al., 2016; Islam et al., 2022; Chang et al., 2021;
Shimada et al., 2023b; Jeong et al., 2022). The obtained findings
showed that Minimal processing, indeed, resulted in the lowest
cybersickness level prediction error. Therefore, if one is interested in
maximizing cybersickness prediction accuracy, performing minimal
pre-processing may be the way to go. It is suggested, however, that
careful scrutiny of the top-used features be evaluated, to ensure that
indeed the developedmodels are also relying on relevant neural data,
and not just physiological artifacts. Furthermore, the main sources
of artifacts should be precisely identified when implementing an
EEG-embedded multimodal system, as not all artifacts are useful for
predictions and may negatively impact outcomes.

4.2 Cybersickness and neural insights

4.2.1 Beta band insights
We showed that the features measuring CCPL and AM-CCPL

variability in the centro-parietal region (channels Cz, CP5, P3, Pz,
P4) within the beta and beta-mtheta bands indicated an increase in
coupling variability as the FMS score increased. With the increase in
cybersickness symptoms reflected by the FMS score, not only did we
observe a decrease in the interaction between distant regions of the
parietal area, but their connections also become more unstable.

Although a decrease in beta power is the most recurrent pattern
related to cybersickness in the literature (Chang et al., 2023; Jang
et al., 2022; Achanccaray and Sumioka, 2023), some studies showed
that spectral activity above 11 Hz showed no significant difference
(Nürnberger et al., 2021) (or inconsistent trend across subjects and

electrodes (Ozkan et al., 2023)) between baseline and severe
cybersickness conditions. In our analyses, features measuring beta
power were not representative of the most correlated features with
cybersickness. Thus, since most of the observed beta activity was
related to coupling measures, our results better align with the theory
that beta is linked to the temporary cohesion of distant cortical
regions (Li et al., 2021; Yang et al., 2022b), rather than due to a
specific change in local activity.

Overall, cortical networks formed within the beta band have
been associated with fundamental function of complex cognitive
processes, such as active waiting and anticipation of a stimulus (Betti
et al., 2021), temporary retention of sensory information (Liang
et al., 2021; Silberstein and Klimesch, 2006), and the dynamic
allocation of cognitive resources (Betti et al., 2021). The dynamic
nature of these networks explains the rapid changes in activity
observed in the beta band, thereby leading to the disparity in
observations across cybersickness studies. Moreover, power
change observed during high levels of cybersickness might be
attributed to cybersickness related physiological states such as
arousal (Agić and Mandić, 2019), cognitive effort (Li et al., 2021;
Arafat et al., 2018), as well as visual and mental fatigue (Foong et al.,
2019; Yue and Wang, 2019).

Moreover, decreases in the correlation between the beta-mtheta
and beta-malpha bands at the Pz and P4 electrodes were observed as
the intensity of the cybersickness symptoms increased. As shown in
Figures 14, 15, the power of the two beta-malpha and beta-mtheta
bands increases with the FMS score, and their correlation decreases.
These findings corroborate the importance of the AM features in
capturing the temporal dynamics of the beta band.

According to the literature, the theta band plays a role in the
temporal organization of cognitive processes (Herweg et al., 2016;
Popov et al., 2018). Therefore, we hypothesize that beta-mtheta may
be linked to the process of integration of sensory information
mentioned earlier. Moreover, since alpha is known to reflect
selective inhibition of population of neurons [as per (Ahn et al.,
2021) and (Sauseng et al., 2005)], and beta is associated with intense
cognitive activity [(Borra et al., 2023) and (Ghiani et al., 2021)], the
beta-malpha feature may reflect a selective attention mechanism.
Although alpha and beta are associated with opposite mechanisms,
it is hypothesized that their interaction may serve a complementary
role in the integration of extracted visual features into a coherent
representation of the object (Di Dona and Ronconi, 2023). The
proposed AM measures may be able to capturing and quantifying
this interaction.

4.2.2 Alpha band insights
In addition to its interaction with beta, the alpha band power in

the parietal cortex (channels P3, P4) was also highlighted in the
analysis of the most correlated features. The increase in alpha
activity in this area is indicative of sensory information
processing inhibition in response to the sensory conflict induced
by the VR experience. This activity appears to be a reliable marker of
cybersickness, as this pattern is recurrent across EEG studies (Yang
et al., 2022a; Ahn et al., 2021; Kim et al., 2019; Aboud, 2023).

Interestingly, the increase in alpha band identified by PSD
features co-occurred with an increase in alpha-mtheta feature,
suggesting that theta may play a regulatory role on inhibition
similarly to what is observed with the beta band. While theta,

TABLE 4 Summary of relevant features for cybersickness measurement.

Type Function Channel Band

PSD Mean CP6 Alpha-mTheta

PSD Std CP5 Alpha-mDelta

PSD Mean P3 Alpha

PSD Std Pz Alpha

AM Mean P4 Beta-mDelta

AM Std Pz Beta-mTheta

AM Mean P3 Gamma-mTheta

AM Mean Fz Gamma-mBeta

AM-BCPL Mean Fz Alpha-mTheta × Gamma-mBeta

AM-BCPL Std Pz Beta-mTheta × Beta-mAlpha

AM-BCPL Mean CP6 Gamma-mDelta × Gamma-mTheta

AM-CCPL Mean Cz × CP6 Beta

CCPL Std Pz × P3 Beta

BCPL Mean P4 Theta × Gamma
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alpha, and beta bands seem to have an intricate hierarchical role
aligning with the top-down theory, the location of relevant activity
in the cortex provides additional insights. In addition to revealing
interactions between AM bands that suggest the coordination of
distinct cognitive processes, AM features allow a better
understanding of the nature of neurological processes,
particularly those linked to top-down mechanisms.

4.2.3 Gamma band insights
The analysis the top-features obtained from the Minimal pre-

processing method revealed the presence of activity in the gamma
band potentially related to artifacts. Figure 18 showed that the
average power in amplitude of gamma-mbeta was correlated with
FMS scores, while Figure 13 showed the presence of average
coupling of the gamma band with other AM bands present in
Table 2. However, the presence of gamma modulated by theta
and alpha in the top BCPL features presented in Figure 13
suggests rather an underlying neurological origin related to the
symptom of cybersickness. Therefore, an increase in the coupling of
the gamma-mtheta band would not be caused by the presence of
artifacts but would serve as an additional marker of the brain’s
cognitive state during virtual reality sickness. Specifically, the fact
that gamma activity is regulated by low-frequency oscillations
suggests downward control mechanisms (Ahn et al., 2021).

The EEG high-frequency range, comprised of the gamma and
beta bands, is thought to reflect intense local cognitive activity, as
indicated by various studies (Freeman and Vitiello, 2015; Palva and
Palva, 2012; Jerbi et al., 2010; Jensen and Mazaheri, 2010). These
bands are often observed in the occipito-parietal region as correlated
with increased cybersickness symptoms (Yang et al., 2022a). Given
these findings, the gamma-band activity observed during the
participants’ exposure to the VR simulation can be, similarly to
the beta band, attributed to sensory information processing.
However, both bands have separate sources and serve different
roles. Gamma rhythms often involve interactions between
excitatory pyramidal cells and fast-spiking inter-neurons in the
formation of cell assemblies (Neske and Connors, 2016; Nunez
and Srinivasan, 2010). In contrast, beta band rhythms mainly
originating from gap junction-connected bursting pyramidal cells
enable the binding of different neural assemblies thereby allowing a
simultaneous manipulation of past and current input and the
integration from different modalities (Alavash et al., 2017; Kopell
et al., 2010).

4.2.4 Brain regions and lateralization insights
The increase in coupling variability observed in Figure 12 for the

beta (CCPL_std) and beta-mtheta (AM_CCPL_std) bands was
predominant in the left hemisphere (i.e., the features most
correlated with the FMS score in the beta-mtheta band concern
the coupling between the Pz electrode and the P3 and Cz electrodes,
and in the beta band between the CP5 electrode and the P3 and
P4 electrodes, as well as the coupling between P3 and Pz). The mean
coupling measurement (AM_CCPL_mean and CCPL_mean), in
turn, was more correlated with the FMS ratings on the right
hemisphere (i.e., with P4 and CP6 electrodes).

In addition, the left centro-parietal region (channels CP5, P3)
exhibited highly variable power in the alpha-mdelta band, thus
aligning with findings from Angioletti and Balconi (2022).

According to the study, increased delta band activity and
decreased alpha band activity in the centro-temporal cortex were
indicative of a shift in attention towards endogenous sensory
information. This lateralization of activity has been recognized in
the literature, with right-hemisphere parietal activity associated with
visuospatial attention to the environment, whereas the left
hemisphere has shown to be responsible for motor coordination
and planning related to proprioception (Rushworth et al., 2001).

In contrast, when processing visuo-spatial information, the
superior parietal lobe and the primary visual cortex are activated
(Rolls, 2020; Li et al., 2018; Andersson et al., 2019), which have
nearest electrodes Cz, Pz, P3, Pz, and P4. Consistent with these
studies, we posit that the coupling variability is associated with active
cognitive processes in this area, particularly those involving
proprioceptive information rather than visual information. This
implies that shifts of attention towards proprioceptive
information may either instigate or respond to cybersickness.
This hemispheric phenomenon during cybersickness was well
captured by the new AM features.

In addition to the lateralized role, the study in Limanowski and
Friston (2020) also revealed significant bilateral activity in the
superior parietal lobe–covered by electrodes Pz and Cz–where its
role would be to resolve inter-sensory conflict, enabling the
maintenance of a unique body representation. Therefore, this
region plays an important role in the management of the
cognitive processes that process sensory information.

Interestingly, within Cz, an increasing alpha-mdelta power
observed in Figure 9 was accompanied by an increase in its
coupling with the beta-mdelta and beta-mbeta features over Cz
and Fz observed in Figure 13. This coupling was shown with the
mutual information measurement analysis, thus suggesting a
nonlinear relationship between alpha and beta band activity.

Moreover, Figure 13 showed that the delta band frequently
appears to modulate the amplitude of both the alpha and beta bands,
thereby controlling their activity. This observation supports the top-
down control theory, which suggests long-distance control from the
brain’s decision-making centers to local cortical activity.

4.3 Limitations and future work

This research presents some limitations. First, the use of a non-
linear SVR kernel made it difficult to analyze feature ranking by
inherent regularization, which is possible only with linear kernels.
As a result, we relied on Spearman correlation for feature ranking,
which does not consider the interaction between features. Future
work may explore the use of more advanced feature selection
methods that take such interactions into account, such as the
mRMR (Minimum Redundancy Maximum Relevance) (Ding and
Peng, 2005).

The findings of this study apply primarily to open-loop VR
systems, where users have limited control over motion stimuli. EEG
patterns observed under these conditions may not directly translate
to closed-loop systems, where active control relies on anticipatory
mechanisms, as shown in research comparing drivers and
passengers (Dong et al., 2011; Rolnick and Lubow, 1991), in
contrast to the compensatory responses observed in open-loop
scenarios. While the study provides valuable insights into the
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neural correlates of cybersickness, its findings are primarily
applicable to open-loop VR systems. Given that closed-loop
systems are more common among general VR users, further
research is needed to validate the relevance of these markers in
user-controlled environments.

Moreover, here we relied on the efficiency metrics for pre-
processing algorithms based on the mutual information
difference with head accelerometer and one EOG time serie.
Other artifacts may contaminate the EEG signals, such as muscle
movements, poor electrode-skin contact, and sweat, to name few.
Continuous measurement of such signals are more challenging, but
alternate modalities, such as galvanic skin response, facial
electromyography (EMG), or impedance measurements may
provide additional cues for future works. Emerging VR headsets
are already including such modalities directly into the head-
mounted display, thus facilitating this type of analyses in the
future. In this study, we relied on a publicly available dataset,
which primarily included artifacts from ocular and head
movements. While these are common in VR scenarios, future
work should validate the impact of minimal preprocessing under
a broader range of artifact types to ensure the generalizability of
these findings.

Lastly, the proposed work relied on publicly available data,
which was collected from a limited number of participants, and
not all of them completed the full task. This limitation led to
variability across subjects, particularly at higher FMS rating
levels. Additionally, the dataset’s gender composition (31 females,
9 males) introduces a potential bias, as the findings may
predominantly reflect female responses, consistent with studies
reporting higher susceptibility to motion sickness among females
(Koslucher et al., 2015; Munafo et al., 2017). Furthermore, while this
study focused on the sensory conflict theory, other theories, such as
the ecological theory of motion sickness and postural instability
(Stanney et al., 2020; Riccio and Stoffregen, 1991), emphasize
individual differences and environmental interactions that were
beyond the scope of this work. Future research could investigate
these complementary perspectives and employ advanced cross-
subject generalization tools (e.g. (Albuquerque et al., 2022)) to
address these limitations.

5 Conclusion

In this study, we sought to answer two main research questions:
(1) what role does EEG pre-processing play on overall cybersickness
characterization?, and (2) what neural patterns can be indicative of
cybersickness levels? To help answer these questions, we processed a
publicly-available EEG-cybersickness dataset with three pre-
processing methods, from minimal to more complex methods
removing head and eye movements, as well as explored several
benchmark power spectral and coupling features. To assist with
question #2, we also explored new amplitude modulation power and
coupling measures to capture interactivity between frequency bands
and channels. We showed that, indeed, minimal processing kept
head and eye movement related cues that were important for
cybersickness detection, but did not provide a full glimpse into
the neural patterns associated with cybersickness. To this end, a
more complex pre-processing method was used. Ultimately, several

AM and coupling measures showed to be top-performing features,
thus emphasizing their complementarity to PSD parameters and
their importance for cybersickness prediction.
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Glossary
AAR Automatic Artifact Removal

AM Amplitude Modulation

AM-BCPL Amplitude Modulation inter-band coupling

AM-CCPL Amplitude Modulation inter-channel coupling

AMP Amplitude Modulation Power

ASR artifact Subspace Reconstruction

BCPL Inter-band coupling

BFT Band-filtered time series

CCPL Inter-channel coupling

EOG Electrooculography

FIR Finite impulse response

FMS Fast Motion Sickness

ICA Independent Component Analysis

PSD Power Spectral Density

SNR Signal-to-Noise Ratio

SSQ Simulator Sickness Questionnaire

SVR Support Vector Regressor

VR Virtual Reality
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