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Understanding another person’s visual perceptions is known as visuospatial
perspective taking, with evidence to date demonstrating it is delineated across
two levels, depending on how different that perspective is. Some strategies for
visuospatial perspective taking have also been found to involve embodied
cognition. However, the current generalisation of these findings is limited due
to experimental setup and the use of computer monitors as the interface for
experimental tasks. Augmented reality interfaces could possibly extend on the
generalisation of these findings by situating virtual stimuli in the real
environment, thus providing a higher degree of ecological validity and
experimental standardisation. This study aimed to observe visuospatial
perspective taking in augmented reality. This was achieved in participant
experiments (N � 24) using the Left-Right behavioural speeded decision
task, which requires participants to discriminate between target objects
relative to the perspective of an avatar. Angular disparity and posture
congruence between the avatar and participant were manipulated between
each trial to delineate between the two levels of visuospatial perspective taking
and understand its potentially embodied nature. Although generalised linear
mixed modeling indicated that angular disparity increased task difficulty,
unexpectedly findings on posture congruence were less clear. Together,
this suggests that visuospatial perspective taking in this study can be
delineated across two levels. Further implications for embodied cognition
and empathy research are discussed.
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1 Introduction

Understanding another individual’s mental and emotional state is important for social
and emotional functioning. This understanding is in part due to empathy. As a part of
general social cognition (Saxe, 2006), empathy includes processes and abilities to perceive,
sympathise, infer, and comprehend another individual’s emotions or intentions (Decety
and Lamm, 2006; McDonald, 2013; Singer and Lamm, 2009). Empathy also allows
individuals to use this information to the prosocial benefit of another individual
(Mathur et al., 2010). Current best definitions of empathy are complex and lack
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consensus, and as such, accurate measurement has become
increasingly important (Baumeister et al., 2007; Hall and
Schwartz, 2019; Sunahara et al., 2022). Moreover, the propensity
to which someone engages in an empathetic response is highly
dependent on their personality, the situation, whether the other
belongs to the same social group, and even the cost of helping the
other (Graziano et al., 2007). Given the problems in defining and
measuring empathy, Hall and Schwartz (2019) proposed that
research focuses on its associated lower-level constructs and
abilities for more precise measurement. Thus, a more accurate
description of the processes related to empathy may provide
further clarity on this integral part of human social cognition.

Visuospatial persective taking (VSPT) is the mental
representation and transformation involved in understanding
the perceptions of another person (Gronholm et al., 2012;
Samuel et al., 2023). Colloquially, this might be thought of as
putting yourself in another person’s shoes, where VSPT is part of
this but concerns understanding their spatial and visual world.
Some research suggests that VSPT is causally involved in
psychological perspective taking, cognitive empathy, and closely
related to theory of mind (Caldwell et al., 2022; McDonald, 2013;
Sodian et al., 2007). Although alternative explanations exist
(Schurz et al., 2021), according to the model of empathy by
Decety and Jackson (2004) parallel and hierarchical mental
processes work dynamically to produce three major
components: self-other representations, self-other awareness,
and mental flexibility or perspective taking. The latter of these
three involves a cognitive capacity to perceive, infer, and
understand the mental state of another person by assuming or
reasoning the other’s psychological perspective. Decety and Lamm,
(2006) elaborated on this cognitive perspective taking, proposing
that top-down information processing (reasoning and
understanding the other’s perspective) worked in parallel with
bottom-up information processing (perceiving and attending to
the other’s perspective). Given this, understanding how VSPT
operates may provide further clarity for how individual
differences in empathy arise or even how VSPT may go on to
affect other higher-level empathy processes.

1.1 Measuring visuospatial
perspective taking

Visuospatial perspective taking has been observed using
chronometric methods. This usually involves participants
recording their reaction to a stimulus where speed and accuracy
are the variables of interest. This measure has allowed researchers to
infer the cognitive processes involved in VSPT from stimulus
detection, stimulus identification, and response selection
(Lindemann and Fischer, 2023). By manipulating the difficulty
for these cognitive processes to occur, chronometric methods
allow a certain degree of specificity as to which stage of the
mental operation might be affected and even the nature of the
operation (Lindemann and Fischer, 2023). The nature of VSPT is
delineated across two levels: Level-1 being a line-of-sight
computation where someone can understand what another may
be perceiving, and Level-2 where someone can infer and understand
the perspective of another that they may not immediately perceive

themselves (Flavell, 1977). Experimental evidence appears to
support this delineation. Michelon and Zacks (2006)
demonstrated that increasing the difference in perspective
through an increase in angular disparity between the observer
and an avatar also increased the difficulty of performing VSPT.
These researchers found that longer reaction times (RT) were
observed for angular disparity greater than 90°, concluding that
angles greater than this threshold required more demanding mental
operations, as in Level-2 VSPT (Michelon and Zacks, 2006). The
exact nature of the mental operations involved in both levels of
VSPT has also been a subject of investigation.

Evidence for the nature of Level-2 VSPT has suggested two
major strategies for this mental operation. The first is similar to
mental object rotation (Shepard and Metzler, 1971), wherein the
visual scene is treated as an object to be rotated in mental imagery in
order to understand it from a different reference frame (Hegarty and
Waller, 2004; Zacks and Tversky, 2005). The second is embodiment,
where an imagined physical self is mentally rotated to the desired
reference frame in order to infer a desired viewpoint (Cavallo et al.,
2017; Kessler and Thomson, 2010; Tversky and Hard, 2009; Zacks
and Tversky, 2005). This imagined physical self is also known as the
body schema, which is the dynamic mental representation of
sensory and proprioceptive information about an individual’s
body in space (Holmes and Spence, 2004; Morasso et al., 2015).
This embodiment strategy taps into larger theories about embodied
cognition, supporting the idea that the nature and development of
some cognition is informed by our lived physical reality (Fischer,
2024). Kessler and Thomson (2010) demonstrated that
manipulating the observer’s body position such that an increase
in the difference between visual perspective with the agent was
exaggerated, that this resulted in an increase in the difficulty of
performing VSPT. These researchers concluded that body positions
congruent with the direction and nature of the mental rotation
facilitated faster and more accurate inferences about the perspective
of an agent, and that the inverse was also true.

Behavioural and neuroscientific evidence has highlighted the
complex nature of embodied Level-2 VSPT, but suggests that further
refinement of experimental conditions is needed. For example,
neural activation for mental rotation, body representation, and
self/other distinctions were observed during VSPT tasks (Gunia
et al., 2021), but it is not clear as to whether this is due to an
embodied or mental object rotation strategy (Ang et al., 2023).
Furthermore, perspective taking is facilitated by the presence of
social and directional cues, like the position of another body in the
space (Gunalp et al., 2019; Kessler and Thomson, 2010). This is
important as it situates VSPT as a spatial and social cognition that
enables the understanding of another person’s visual and spatial
world in relation to the observer’s. However, the spatial aspect of
VSPT experiments poses a problem for current findings. Fiehler and
Karimpur (2023) have suggested that research on spatial cognition is
less generalisable when using stimuli in a pictorial plane on a 2D
screen to examine 3D constructs and abilities. This is significant
because most VSPT studies to date have utilised 2D computer
monitors to display 3D images of stimuli (Samuel et al., 2023).
This limits possible conclusions about VSPT, as individuals are
asked to perform a 3Dmental transformation on a 2D plane for a 3D
image. Here, the common experimental setups for VSPT tasks are
potentially confounded by their choice of experiment interface,
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limiting their generalisability to real social situations that occur in
the real 3D environment.

1.2 Assessing embodied VSPT through
augmented reality

Immersive virtual technology (IVT) has emerged as a potentially
revolutionary tool for investigating social and emotional psychological
constructs (Foxman et al., 2021). This is due to the technology’s
unique ability to place people in 3D, ecologically valid environments
while maintaining a high degree of experimental control over the
situation or stimuli (Bombari et al., 2015; Kothgassner and Felnhofer,
2020). In fact, there is a growing but significant body of literature
using IVT as an interface to investigate psychological perspective
taking (Foxman et al., 2021; Paananen et al., 2023). These studies
typically use self-report measures and tend to use virtual reality
interfaces, where participants are completely immersed in the
virtual environment (Foxman et al., 2021; Paananen et al., 2023).
However, this may be problematic as some evidence suggests that self-
report measures are weakly correlated with behavioural measures
(Dang et al., 2020; Sunahara et al., 2022), and that augmented reality
(AR) interfaces may strike a finer balance between ecological validity
and experimental control (Ventura et al., 2018). This may be due to
AR’s ability to overlay virtual components or stimuli in the lived, real
environment. Furthermore, none have observed VSPT using these
technologies as interfaces, and given the proposed ecological and
experimental benefits that they provide, there is an opportunity here
to see if those benefits transfer to investigations into VSPT.

One type of task for assessing VSPT involves an observer
distinguishing the position (left or right) of a target object in
relation to another agent’s visual perspective (Kessler and
Thomson, 2010; Michelon and Zacks, 2006). A similar task
assessing embodied VSPT has been adapted for virtual reality by
Ueda et al. (2021). By increasing angular disparity to increase the
difference in perspective, Ueda et al. (2021) found a delineation
between angles above and below 90° using a virtual reality
interface to display stimuli. This meant those stimuli were to-scale
and placed within an environment that more closely replicates the real
environment. To examine the embodiment of VSPT, Ueda et al.
(2021) altered the body position of the avatar in the stimuli instead of
the participant’s. Although this may address the complete immersion
in the virtual environment experienced in virtual reality, it has not
established whether altering the observer’s body position is a relevant
factor for embodied VSPT. Doing so would allow a greater degree of
replication of previous findings using similar tasks (Kessler and
Thomson, 2010; Surtees et al., 2013; Tversky and Hard, 2009).

AR and other virtual interfaces have been useful tools for
investigating embodied cognition (Felisatti and Gianelli, 2024).
Some research has found that while using these interfaces, an
individual’s ability to incorporate and act on objects or scenes
within these virtual environments reflects these actions in the
real environment, especially in regards to the body schema
(Berger et al., 2022; D’Angelo et al., 2018; Nakamura et al.,
2014). As it stands, however, most research on cognitive empathy
and its components has utilised virtual reality interfaces (Foxman
et al., 2021; Herrera et al., 2018; Tay et al., 2023). Although virtual
reality provides methodological advantages around the balance of

ecological validity and experimental standardisation (Bombari et al.,
2015; Kothgassner and Felnhofer, 2020), some have offered the
critique that participants would be too unfamiliar with this novel
interface (Pan and Hamilton, 2018). While this familiarity builds,
one possible solution may be using AR as the interface to present
stimuli. This interface adds virtual elements to the real environment,
potentially striking a finer balance between ecological validity and
experimental standardisation (Ventura et al., 2018). Given this, there
is an opportunity to expand on the kinds of virtual interfaces used
when investigating empathy and its components.

2 Research aims and hypotheses

Overall, there is a need to investigate empathy with more
granularity by understanding its component processes, using
more objective behavioural measures, and interfaces that
promote both ecological validity and experimental
standardisation. Research using IVT is headed in this
direction, but has yet to expand on the kinds of virtual
interfaces used and the components of empathy that are
focused on. Therefore, this study aimed to observe VSPT in
AR. Specifically, it aimed to observe whether Level-1 and Level-2
VSPT occurred in AR. The design adapted Kessler and Thomson
(2010)’s Left-Right task for an AR interface, as it also allows
manipulation of a participants body position. This version of the
task was chosen because it demonstrates VSPT through increased
RT and diminished accuracy when angular disparity and posture
incongruency are used to increase the difference in perspectives.
Therefore, four hypotheses were proposed:

H1: Higher angles would predict an increase in RT greater than
lower angles.

H2: Incongruent postures would predict an increase in RT
greater than neutral and congruent postures.

H3: Higher angles would predict a decrease in accuracy greater
than lower angles.

H4: Incongruent postures would predict a decrease in accuracy
greater than neutral and congruent postures.

3 Methods

3.1 Participants and recruitment

Twenty-four participants were recruited from the greater
Melbourne area. Exclusion criteria were being under 18 years of
age, blind or vision impaired, existing medical conditions involving
seizures or heart conditions, or implanted medical devices. No
participants were excluded on this basis. Participant ages ranged
from 19 to 38 years (M � 27.75). Thirteen identified as female, 8 as
male, and 3 as transgender or non-binary. All had normal or
corrected-to-normal vision. There is some research suggesting
that an individual’s dominant eye modulates their visuospatial
attention (Schintu et al., 2020). However, eye dominance was not
collected in our participants as it was outside of the scope of the
present study due to resources and our task focusing on speeded
decision making. All participants were in the process of obtaining or
had a university bachelor’s degree or higher.

Frontiers in Virtual Reality frontiersin.org03

Renata et al. 10.3389/frvir.2024.1422467

https://www.frontiersin.org/journals/virtual-reality
https://www.frontiersin.org
https://doi.org/10.3389/frvir.2024.1422467


Ethical approval for the experiment was provided by the RMIT
Human Research Ethics Committee1, and all participants provided
written informed consent.

3.2 Materials

A pre-session Qualtrics2 survey was used to gather demographic
information including age, gender, education level, and for the
screening of exclusion criteria.

3.2.1 Spatial perspective taking
The computerised Spatial Orientation Test (SOT; (Friedman

et al., 2020)) was used to understand individual differences in spatial
perspective taking. The SOT requires determining the orientation of
a target object while assuming a spatial perspective. This determines
an individual’s ability to imagine different spatial perspectives.

3.2.2 AR interface
The Microsoft HoloLens 23 was used as the platform and user

interface for the experiment. Unity 2020.3.29f14 was used to develop
the AR application and deploy the experiment on the HoloLens 2.

FIGURE 1
(A) Experiment setup - within the square is a single stimulus with an avatar at a table and two target objects. Beneath are examples of all possible
stimulus angles. (B) Demonstration of posture conditions - congruent/incongruent postures were determined with angle. For example, clockwise 40°

and body-right is congruent with direction of mental rotation. Figures adapted from Kessler and Thomson (2010). Copyright 2009 by Elsevier (B).V.

1 Under Research Ethics Application Project ID 26382

2 https://www.qualtrics.com/

3 https://www.microsoft.com/en-au/hololens/hardware

4 https://unity.com/
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Modelling and rendering the virtual objects for AR, including the
avatar, table, gun, and flower5, was completed using Blender
3.6.1 LTS6. Mapping them to the lab environment was done by
identifying a visual 2D marker on the table with the Vuforia SDK7,
which anchored and scaled these objects to be proportionate to the
room dimensions.

3.2.3 Stimuli and design
A Left-Right task was used to measure VSPT (Kessler and

Thomson, 2010; Michelon and Zacks, 2006; Surtees et al., 2013;
Tversky and Hard, 2009). This task requires that participants make a
speeded decision between which side of an avatar a target object is
positioned. To test the mental rotation involved in VSPT, the
difference in visual perspectives between the avatar and
participant is increased by manipulating their angular disparity in
different trials. In this sense, an avatar sitting at a round table was
used as a stimulus, appearing at different angles in relation to the
participant, who was standing stationary 2 m away from the table.
These angles (40°, 80°, 120°, 160°) included both clockwise and
counterclockwise rotations around the table. The task design and
setup can be seen in Figure 1 which also depicts the original Kessler
and Thomson (2010) task setup where participants viewed the
stimuli on a computer monitor. This was included to
demonstrate how the current study adapted this task for a new
AR interface.

Adapting the stimuli from Kessler and Thomson (2010) for an
AR inference involved creating and rendering stimuli objects to the
lab environment, which in turn meant scaling these to be as close as
possible to life size. Both of the clockwise and counterclockwise
versions of each angle were adapted form the original task for the
current study in AR (see Figure 1). Each stimulus depicted an avatar
sitting at the table and two target objects placed in front of them. The
target objects were a gun and a flower. These were chosen because
they are semantically and visually distinct, minimising chances that
participants would confuse them. Since the stimuli appeared in situ
and to-scale, the orientation angle of 0° would have placed the
participant directly behind the stimuli, occluding the view of the
target objects. Therefore, this angle was excluded from the trials.
Regarding occlusions due to the HoloLens two viewport size,
standing 2 m away from the table helped to compensate for this,
ensuring that the whole stimulus was visible at all times even with
minimal participant movement. An example of what participants
actually saw in the lab through the HoloLens 2 can be seen
in Figure 2.

To examine the potentially embodied mental rotation
involved, the participant’s body posture was manipulated to be
either neutral, congruent, or incongruent with that of the avatar’s
body posture. Standing at a mark near a real table, participants
were asked to turn their bodies front-on, right by 60°, or left by
60°, while always keeping their heads facing 0° and their gaze
focused on the table. These angles were determined by markings

on the ground that were measured relative to the 0° point of the
table, where participants would align their feet to match these
markings. This resulted a change in their left-right orientation
relative to the avatar at a given angle. A neutral posture was
defined as the participant’s body facing directly forward;
congruent as the participant having their body orientation
match the current orientation of the avatar, and incongruent
as their body orientation match the opposite orientation of the
avatar. For example, if turning their body right and presented
with an avatar at clockwise angles of 40°, 80°, 120°, or 160°, a
participants posture was deemed congruent as they had a
matched left-right orientation to the avatar. Whereas if their
body was turned right and they were presented with avatar angles
anticlockwise 40°, 80°, 120°, or 160°, their left-right orientation
does not match the avatar and is therefore incongruent. The same
is also true of the reverse. This use of angle and posture to
determine posture congruence was taken from Kessler and
Thomson (2010), where these authors suggested that
incongruence would mean extra effort in mentally aligning
postures with an avatar.

Participants wore the HoloLens 2 and through it were
presented with the virtual stimulus in AR, overlaying the real
table. Between trials, the angle at which the avatar was seated in
relation to the participant would change, and the positions of
the target objects would swap between being on the left or right
of the avatar. This was a repeated measures design, so every
participant experienced all angle and posture conditions. The
dependent variables were RT (ms), defined as the time from
stimulus onset to the moment of response indication, and the
accuracy of their response, recorded as either correct
or incorrect.

FIGURE 2
Stimulus for Left-Right Task in Augmented Reality. Screenshot of
the stimulus participants saw while wearing the Microsoft
HoloLens two.

5 Resource details are available in the acknowledgments

6 https://www.blender.org/

7 https://developer.vuforia.com/downloads/sdk
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3.3 Procedure

After providing written informed consent, the SOT (Friedman
et al., 2020) was administered using a computer monitor. A time
limit of 5 min to complete 12 items was set, and the average angular
error was calculated for each participant. Task order between SOT
and the Left-Right task was alternated across participants.

A short induction to the AR hardware was provided with three
practice trials of the Left-Right task. This also involved calibrating
the HoloLens 2 to the lab environment using the anchor point,
ensuring that the participants were able to see the virtual
components in their field of view and in proportion. Participants
were verbally instructed to take the visual perspective of the avatar
and decide on whether a target object lay on the left or right of the
avatar. They were then instructed to respond as quickly and
accurately as possible by indicating their response with either a
left or right arrow key on a computer keyboard they held. Before
each trial, participants received instructions on which posture they
should maintain and which target object they should focus on. They
were also instructed to keep their heads and gaze facing forward at
the centre of the table and to only turn their bodies to face the left or
right-facing angled body position.

Participants verbally indicated when they were ready to begin
the trial. Then, a fixation cross was displayed on the table for 500 ms,
followed immediately by the experimental stimulus. Participants
were naive to the order of the AR stimuli conditions, only receiving
prior instruction about body-position conditions prior to every trial.
Thus, they were not aware of the position the avatar would appear at
around the table prior to beginning the trial. Feedback about
accuracy was provided for practice trials, but not for the
24 experimental trials. The target object, left/right position of the
gun and flower, posture, and angular disparity were counterbalanced
across all experimental trials. As each participant experienced all
conditions, counterbalancing was achieved using a Latin square
wherein each condition was allocated to each participant the same
number of times with each participant experiencing a different
sequence. This was done to counterbalance learning or task
order effects.

3.4 Data analysis

For the main analysis, reaction times less than 100 ms or greater
than two times the standard deviation of an individual’s mean RT
were excluded from the analysis to account for accidental responses
and attentional issues (Ratcliff, 1993). Generalised linear mixed-
modelling (GLMM) was used to analyse RT and accuracy data, in
line with best practice protocols set out by Meteyard and Davies
(2020). Cut-offs were not used here in order to preserve the usually
positively skewed RT distribution as they may over-transform the
data (Lo and Andrews, 2015; Ratcliff, 1993). For both RT and
accuracy dependent variables, a GLMM was fit by maximum
likelihood using the lme4 package (Bates et al., 2015) in R
version 2023.6.2.5618. Predictor variables for both were avatar-

participant angular disparity (40°, 80°, 120°, 160°) and participant
body posture (neutral, congruent, incongruent). These predictor
variables and their conditions were fixed effects for GLMM, and
random effects included participant. Participant was deemed a
random effect to account for individual variance in performance
(Lo and Andrews, 2015).

In addition, participants were excluded from the main analysis if
they were an outlier on both the main task and the SOT. This was
done to assist in identifying participants who may have deficits in
spatial abilities, as this test is commonly applied in research on
spatial cognition (Hegarty and Waller, 2004; Friedman et al., 2020).
However, none were excluded from the analysis on this basis.

4 Results

For the Left-Right task, four single data points were treated as
missing due to equipment malfunction. Outliers of less than 100 ms
or greater than two standard deviations of an individual’s mean RT
were removed, with 554 data points remaining out of the
576 originally collected. A Wilcoxon Rank-Sum test determined
there was no significant difference between clockwise or
counterclockwise angles on RT (W � 29680, p � .376), and so
these conditions were treated as being the same. Participants’
average angular error on the SOT ranged from 5.70° to 97.83°

(M � 32.18°, SD � 22.89°).

4.1 Reaction time

Mean reaction times are represented in Figure 3. These indicate
that RTs were longer on average for higher angles, neutral postures,
and incongruent postures. Summary scores for model comparison
can be found in Table 1. Models were compared based on their
complexity, with less complexity across summary scores indicating a
better fit. Given the nested models, the comparison for complexity
method was a Likelihood Ratio Test. In comparison to the Null
model, Angle Only (χ2(3) � 173.18, p< .001) fit the data better than
Posture Only (χ2(2) � 8.21, p � .016). This led to a comparison
between Angle Only and a model with interaction of Angle ×
Posture, however, the model failed to converge
(χ2(8) � 15.20, p � .055). Therefore, the interaction term was
simplified with Angle + Posture fitting the data best
(χ2(2) � 10.11, p � .006). Angle + Posture was chosen as the
final model.

R2 for GLMM was calculated (Nakagawa and Schielzeth, 2013).
Marginal R2 for the selected Angle + Posture model was .07,
indicating approximately 7% of the variance in RT is explained
by the fixed effects in the model. The conditional R2 was .16,
indicating approximately 16% of the variance in RT is explained
by both fixed and random effects in the model. As seen in Table 2,
the model intercept set as 40° and neutral body posture was
statistically significant. The angle of 80° was not statistically
significant. Angle 120° was significant with a 0.13 s increase in
RT, and angle 160° was a significant predictor with a 0.31 s increase
in RT. Incongruent postures were not statistically significant, but
congruent postures had a 0.04 s decrease in RT. Variance for the
random effect of participant was 0.01 (SD � 0.13).8 http://www.posit.co
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4.2 Accuracy

The overall percentage correct is represented in Figure 4. On
average, participant accuracy was above 90 percent. However,

accuracy decreased for higher angles of stimulus orientation.
Summary scores for model comparison can be seen in Table 3.
In comparison to the Null model, Angle Only (χ2(3) � 11.67, p �
.008) significantly fit the data better than Posture Only
(χ2(2) � 0.89, p � .641). Posture Only also failed to converge.
This led to a comparison of interaction terms between Angle
Only with Angle × Posture (χ2(8) � 5.19, p � .737) and Angle +
Posture (χ2(2) � 0.84, p � .657), where both were not significant.
Thus, Angle Only was determined to be the best fit for the data.

Marginal R2 calculated for the chosen Angle Only model was
.02, indicating that approximately 2% of the variance in accuracy
was explained by the fixed effects of the model. The conditional R2

was .07, indicating that approximately 7% of the variance in
accuracy was explained by both fixed and random effects in the
model. As seen in Table 4, the model intercept set as 40° was
statistically significant. Angle 80° was not a significant predictor of
accuracy. However, Angle 120° was a significant predictor with a
1.69 decrease in accuracy score (%). Angle 160° was not a significant

FIGURE 3
Mean reaction times according to stimulus orientation grouped by participant posture. Clockwise and counterclockwise for each angle orientation
are counted as one. Error bars represent standard errors.

TABLE 1 Generalised linear mixed modelling summary scores for model comparison and model building RT = reaction time, AIC = Akaike information
Criterion, BIC = Bayesian information Criterion, LL = Log likelihood.

Model specification Model name Nestedmodel Fixed effects added Randomeffects Model fit

AIC BIC LL

RT Only Null - - Participant 9.42 22.37 −1.71

RT Main Effect Angle Only Null +Angle ” −157.77 −131.87 84.88

RT Main Effect Posture Only Null +Posture ” 5.22 26.81 2.39

Interaction Angle ×
Posture

Angle Only +Angle ×
Posture

” −156.96 −96.52 92.48

Interaction Angle +Posture Angle Only +Angle +Posture ” −163.88 −129.34 89.94

TABLE 2 Selected Model Reporting for Reaction Time Fixed Effects Upper
and lower confidence intervals (CI) have been calculated using the Wald
method Model equation: RT ~ Angle + Posture + (1 | Subject).

Fixed effect β SE 95% CI t p

Intercept 1.17 0.08 1.01, 1.33 14.41 < .001

Angle 80 0.03 0.01 −0.003, 0.07 1.77 .076

Angle 120 0.13 0.02 0.09, 0.17 6.33 < .001

Angle 160 0.30 0.02 0.25, 0.35 12.34 < .001

Congruent −0.04 0.01 −0.07, −0.005 −2.25 .024

Incongruent 0.01 0.01 −0.02, 0.05 0.84 .397
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predictor. The variance for the individual variance in performance
for each participant as a random effect in the model was
1.21 (SD � 1.10).

4.3 Post-hoc analysis

A post hoc analysis to understand the relationship between RT
and accuracy across participants was conducted. A Spearman’s Rank
Order Correlation between mean RT and mean percentage correct
for all conditions revealed a significant weak negative relationship
(rs(70) � −.18, p � .002).

5 Discussion

A clearer understanding of the nature of both Level-1 and Level-
2 VSPT is important in understanding how mental processes
operate in complex abilities like empathy. This clarity is
sometimes impeded by the nature of experimental setups,

however, AR offers a potential new avenue to gaining a clearer
understanding of these mental processes by increasing the ecological
validity of controlled experimental tasks. The aim of this study was
to observe VSPT in AR, specifically aiming to observe whether the
delineation of Level-1 and Level-2 still emerged within this new
experimental setup. Choosing to adapt the Kessler and Thomson
(2010) task where the strategy of Level-2 VSPT was embodied, this
study proposed four hypotheses to investigate this embodiment
strategy for Level-2 and also the delineation with Level-1. The

FIGURE 4
Mean percentage correct according to stimulus orientation grouped by participant posture. Clockwise and counterclockwise for each angle
orientation are counted as one. Errors bars represent standard errors.

TABLE 3 Generalised linear mixed modelling summary scores for model comparison and model building ACC = accuracy, AIC = Akaike information
Criterion, BIC = Bayesian information Criterion, LL = Log likelihood.

Model specification Model name Nested model Fixed effects added Random effects Model fit

AIC BIC LL

ACC Only Null - - Participant 207.34 215.97 −101.67

ACC Main Effect Angle Only Null +Angle ” 201.67 223.26 −95.84

ACC Main Effect Posture Only Null +Posture ” 210.45 227.72 −101.22

Interaction Angle ×Posture Angle Only +Angle ×Posture ” 212.49 268.61 −95.42

Interaction Angle +Posture Angle Only +Angle +Posture ” 204.83 235.05 −95.42

TABLE 4 Selected Model Reporting for Accuracy Fixed Effects Upper and
lower confidence intervals (CI) have been calculated using the Wald
method Model equation: Accuracy ~ Angle + (1 | Subject).

Fixed effect β SE 95% CI z p

Intercept 4.40 0.69 3.04, 5.75 6.35 < .001

Angle 80 0.00001 0.84 −1.65, 1,65 0.00 > .99

Angle 120 −1.69 0.67 −3.02, −0.35 −2.48 .012

Angle 160 −1.14 0.71 −2.54, 0.25 −1.60 .108

Frontiers in Virtual Reality frontiersin.org08

Renata et al. 10.3389/frvir.2024.1422467

https://www.frontiersin.org/journals/virtual-reality
https://www.frontiersin.org
https://doi.org/10.3389/frvir.2024.1422467


present results support H1 as we observed larger angles (120° and
160°) predicting an increase in RTs greater than in lower angles (40°

and 80°). This goes part of the way to demonstrate the delineation
between Level-1 and Level-2 VSPT. Partial support for H2 was
found, where incongruent postures predicted an increase in RTs
greater than congruent postures but, unexpectedly, not greater than
neutral postures. This is unexpected because incongruent postures
were thought to disadvantage the observer, whereas neutral postures
were thought to neither disadvantage nor advantage them. Similarly,
this study only found partial support for H3, with only the angle of
120° predicting a significant decrease in accuracy, but not 160°, when
compared to lower angles. This was also unexpected, as a difference
in accuracy for angles above and below 90° has been found elsewhere
(Kessler and Thomson, 2010; Michelon and Zacks, 2006). Finally,
the present results did not support H4. This too was unexpected, as
there was no significant difference between incongruent, congruent,
or neutral postures in predicting accuracy. Whereas Kessler and
Thomson (2010) had found posture congruence to affect accuracy.

Regarding the delineation of Level-1 and Level-2 VSPT, the
present study converged with previous findings on this (Kessler and
Thomson, 2010; Michelon and Zacks, 2006; Surtees et al., 2013;
Tversky and Hard, 2009), providing evidence that angles above 90°

produced long RTs compared to angles below. The present study
differs from Kessler and Thomson (2010), who found a significant
decrease in accuracy at higher angles. Here, only the angle of 120°

produced a significant error rate which recuperated at the higher
angle of 160°. This is different again from Michelon and Zacks
(2006), who found angle had no effect on accuracy. Thus, the present
results suggest there was something particularly difficult about the
condition of 120°, especially considering it also increased RT.
Because participants still responded with an accuracy greater
than chance at 120°, it is reasonable to conclude they were
applying some method of VSPT to make their inference.
However, given the recuperation at 160°, 120° may be a threshold
for difference in perspectives, and differences beyond this require
more careful inference. Further, although not within the scope of the
current study to assess the relationship between speed and accuracy
directly, a speed-accuracy tradeoff may have been present here. This
speed-accuracy tradeoff involves participants sacrificing either one,
in order to be able to meet the standards of the other by either being
as quick as or as accurate as possible (Proctor and Vu, 2003).
Participants in this study were told to focus on both, and
recently published work has found that ambivalent instructions
like these may affect error rates in decision tasks (Selimi and
Moeller, 2024). Overall, it appears that the condition of
increasing angular disparity to increase the difference in
visuospatial perspective was able to be adapted for AR. As the
experiment occurred to-scale and in the real environment, this
evidence provides support that VSPT may indeed be organised
across two levels.

As for the assertion that Level-2 VSPT is embodied, the current
study is less confident. It could be said that a facilitation effect is
present, as congruent postures resulted in faster RTs. However, the
unexpected finding for incongruent postures casts doubt on this. A
possible explanation for this is that participants in this study were
standing, and viewing the entire stimuli on a human scale. As
previously stated, the use of AR as the stimuli interface was
where this study differed from previous research (Kessler and

Thomson, 2010; Tversky and Hard, 2009). Ueda et al. (2021) did
find a difference between posture positions on a similar task in their
study using virtual reality, but the posture being altered in their
study was the avatar’s. With the addition of the present study’s
findings on posture, future research may need to consider altering
posture as a method of detecting embodiment with greater caution.

Further, the unexpected finding of posture congruence not
predicting accuracy adds to the mixed findings within the
literature. Kessler and Thomson (2010) found that congruence
affected accuracy in certain conditions, whereas Ueda et al.
(2021) found no effect of posture congruence on accuracy in
virtual reality. In the context of a reaction time task and the
present results, this could indicate that posture may not interfere
with a participants ability to complete the task. However, with the
present mixed findings on posture and RT and the fact that
participants were standing for our study, it may be that posture
conditions need more consideration when applied using an AR
interface for stimuli.

Considering both data together, angular disparity and posture
only explain a small percentage of the variance in RT and accuracy
data. This is also the case when accounting for individual differences
in performance. Further, the weak negative correlation between RT
and accuracy also suggests a speed-accuracy trade-off. This suggests
that although these differences in perspective are important for
VSPT, there are other contributing factors that are not explained
here. Given the nature of chronometric methods like RT
(Lindemann and Fischer, 2023; Lo and Andrews, 2015; Ratcliff,
1993), these other factors may be cognitive processes like attention
or cognitive load. For example, the novelty of AR interfaces could
also contribute to increased RTs as the unfamiliarity with the
interfaces may put more demand on working memory
and attention.

The results of this study provide initial evidence that AR can be
used to investigate VSPT, a component of empathy. By adapting a
usually computerised task for this interface, participants were able to
experience stimuli on a human scale situated in the real
environment. Although this study did not directly compare AR
to traditional computer monitors, it suggests that AR is also an
appropriate avenue for constructs like the embodied cognition of
VSPT. Furthermore, the findings of this study also reflect Decety and
Jackson (2004)’s model, where top-down abilities like psychological
perspective taking are informed by bottom-up information
processing (VSPT in this case). Establishing that an observer can
infer the visual perspective of another in AR will be important for
future experiments on cognitive empathy. This study has also
demonstrated that behavioural measures of components of
empathy can be observed in AR. This is also relevant for the use
of virtual technologies as intervention tools for social cognition in
mental disorders. There may be a chance to target VSPT in these
interventions, as VSPT has been causally linked to the development
of more complex theory of mind and cognitive empathy abilities
(Caldwell et al., 2022; Sodian et al., 2007).

6 Limitations and future directions

A strength of the present study is that it provided novel
insight into how VSPT operates within AR. However, it is limited
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by its small sample size and relatively small amount of
datapoints. Future studies should endeavour to increase both.
This would aid in statistical analyses like drift models, which have
been shown to provide more insight into the time course of the
cognitive processes involved in behavioural decision tasks
(Lindemann and Fischer, 2023). Especially in the context of
an emerging technology like AR, these cognitive processes
may include individual differences in how information is
perceived and attended to in the virtual environment.

This study did not investigate what information about another’s
perspective is used in VSPT. Thus, a possible future direction is the use
of eye-tracking data, which has proven useful in studies on virtual
technology and social cognition (Geraets et al., 2021). This may
provide further explanation of what information is related to error
rates at higher angles. Understanding how an observer attends to this
information may also be informed by individual differences in
perception, like eye dominance. As previously stated eye dominance
was not within the scope of this study, but future research may benefit
from understanding what role it plays in VSPT, especially as we come
to understand how eye dominance modulates visuospatial attention.
This may also help to clarify how information about posture and body
position is relevant to Level-2 VSPT emobdied strategies. Although
VSPT was observed using an apparatus with high ecological validity
such as AR, it did not make a direct comparison to the computer
monitor version of the task. Thus, future studies may include
comparing performance across these two apparatuses.

7 Conclusion

The present study suggests that AR can be used to assess
VSPT, meaning that people can take the visual perspective of
another agent while using this immersive virtual technology. This
was achieved by adapting the Left-Right task for an AR interface.
The findings suggest that in the real environment, where stimuli
are to-scale, altering body posture may not be sufficient to infer
the body schema as the mechanism of embodiment in Level-2
VSPT. Even so, this study helps to confirm that the greater the
difference between visual and spatial perspectives, the more
difficult it is to assume and thus infer that other perspective.
Furthermore, the knowledge that VSPT occurs in AR has
potential implications for research on cognitive empathy and
social cognition studies using virtual interfaces. The implication
being that understanding an individual’s visual perspective is
part of understanding their psychological perspective.
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