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Virtual Reality (VR) technology allows the design and application of realistic but
adaptive learning environments in medical education. In particular, virtual patient
systems have logistical and methodological advantages compared to non-
computerized interventions. However, evidence for their effectiveness is
fragmented as any educational domain introduces its requirements regarding
learning goals, measurements of learning outcomes, and application design. In
this context, we present preliminary results of evaluating a VR training application
for conducting a clinical interview to diagnose mental disorders in children and
adolescents using virtual patients. The evaluation focuses on design elements
related to the virtual patient’s appearance and natural language capabilities. Our
results indicate that our virtual patient design is highly believable and that our
dialog system is satisfying. However, conversational flow requires optimization.
We discuss design directions and potential enhancements for learner-virtual
patient interactions in VR and address future operations to evaluate the
effectiveness of our approach.
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1 Introduction

Extended reality systems like VR have become increasingly relevant as a means for
medical education Kononowicz et al., 2015, Kononowicz et al., 2019; Campillos-Llanos
et al., 2020; Pantziaras et al., 2015; Mavrogiorgou et al., 2022; Graf et al., 2023b. Utilizing its
high degree of sensory immersion and natural interaction affordances, VR enables the
simulation of face-to-face interaction scenarios within an adaptive learning environment
that is cost-effective, scalable, and applicable in a standardized way for different learners.
Further, VR-simulated medical scenarios provide training opportunities in a less stressful
learning environment using embodied digital technologies like virtual patients (VP) Barry
Issenberg et al., 2005; Cook et al., 2010. A VP is “a specific type of computer program that
simulates real-life clinical scenarios; learners emulate the roles of healthcare providers to
obtain a history, conduct a physical exam, and make diagnostic and therapeutic decisions”
Candler (2007). In a real-world educational context, access to patients for means of training
is usually limited, and therefore, it is not feasible to provide a large group of students with
individual patient contact. Thus, VPs are already used in medical education and show
several advantages Plackett et al., 2022; Kocaballi et al., 2019. Compared to conventional
interventions, like simulation patients (i.e., role plays with actors), VPs are independent of
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student schedules Cook et al. (2010), or the ability of the actors to
portray the patients authentically Wuendrich et al. (2012). In
particular, in pediatric contexts, the lack of children simulation
patients introduces a fundamental challenge in training interaction
with young patients. Besides those benefits, research is still ongoing
to assess the learning effectiveness of using VPs. Several review
articles report that VP systems show positive learning effects on
clinical reasoning and knowledge acquisition in comparison with no
practical intervention, but relatively small or no effects compared to
conventional or non-computerized interventions Plackett et al.,
2022; Cook et al., 2010; Milne-Ives et al., 2020. Thereby, design
elements like specific feedback mechanisms McGaghie et al., 2010;
Barry Issenberg et al., 2005 and the level of interactivity Cook et al.
(2010) have been discussed as crucial factors for a positive learning
outcome. However, the reviews conclude that it is hard to generalize
the results, as on the one hand, the VP systems show a great variety
in the design, their aim, as well as in the measurement of the learning
outcome (e.g., clinical reasoning) Milne-Ives et al., 2020; Cook et al.,
2010; Plackett et al., 2022. The evaluation of specific design elements
of VP systems has received less attention in research so far. Our
work addresses this gap and explores design elements expected to
convey a sense of a “genuine” social interaction, which can enhance
learning motivation when using systems with virtual tutor agents
Baylor (2011). Specifically, we focus on design elements related to
the appearance of a VP and its natural language capabilities and
investigate whether these elements are decisive for the perceived
believability of the interaction between learners and a VP in a
specific educational context. In the following, we review related
work on virtual patient systems and their design. Then, we describe
our VR application and its interim evaluation. The paper concludes
by discussing our preliminary findings regarding future research
implications.

This brief research report presents preliminary results of the
ongoing development of an educational VR application for learning
how to conduct a clinical interview for diagnosis of mental disorders
in children and adolescents using VPs. In an interim evaluation, we
assessed a VP’s believability and conversational flow and its
potential to promote future learning outcomes based on how
users rate the design elements 1) VP’s appearance and 2) its
conversational capabilities.

1.1 Learning effects of virtual patient systems
in medical education

VP systems can provide explicit medical skills training
recommended for health professionals’ education to reduce the
impact of future diagnostic errors and potential patient harm
Cleland et al., 2009; Balogh et al., 2015. Several research projects
are investigating the use of VP systems in the education of medical
students Campillos-Llanos et al., 2020; Pantziaras et al., 2015;
Mavrogiorgou et al., 2022; Graf et al., 2023b. Thereby, the art of
VPs can vary from chatbots Cameron et al. (2019) to embodied
conversation virtual agents Campillos-Llanos et al., 2020; Pantziaras
et al., 2015. They can be accessible via different devices like
computers Pantziaras et al., 2015; Campillos-Llanos et al., 2020
or VR headsets Mavrogiorgou et al., 2022; Graf et al., 2023b. Several
review articles have investigated the effectiveness of VP systems over

the past years Cook et al., 2010; Milne-Ives et al., 2020; McGaghie
et al., 2010; Plackett et al., 2022; Kocaballi et al., 2019; Isaza-Restrepo
et al., 2018. A systematic review by Cook et al. (2010) evaluated
computerized VPs, especially in educating health professionals on
the learning outcome. They also focused on the design features of the
respective virtual patients. Their review included 48 articles,
including VPs for medicine students, nurses, and other health
professionals. Their results show that VPs show positive learning
effects on clinical reasoning and knowledge acquisition compared to
no intervention but relatively small effects compared to non-
computerized interventions. Regarding the design features, they
could show that repetition, extended feedback from the VP
system, and explicitly contrasting cases can improve learning
outcomes. Furthermore, features essential for the students were
natural case progression (including collecting data, offering more
and less restricted options, and adapting to the actions of learners),
case realism, realistic dialogue flow, and working together in a group
of students. Another later review by Plackett et al. (2022) also
investigated the effectiveness of VPs, especially regarding clinical
reasoning skills. They included 19 research articles covering VP
systems from a range of disciplines. Only 58% of the reviewed
studies reported significant positive effects of the VP systems on
clinical reasoning skills, while 21% indicated mixed effects and 21%
no effects. However, compared to other teaching methods
(i.e., tutorials), 75% of the students showed no effects. Thus, VP
systems seem to outperform having no intervention but not other
teaching interventions regarding improved clinical reasoning skills.
Their review also identified two main intervention features in VP
systems. Most of the VP systems (68%) use feedback on the learners’
performance and thus align with recommendations from studies
about simulation-based learning Schubach et al., 2017; Isaza-
Restrepo et al., 2018. 50% implement a high level of interactivity,
requiring the learners to gather information from the VP. Another
review by Milne-Ives et al. (2020), focused on evaluating
conversational agents in healthcare that are supported by
artificial intelligence. Again, the review indicates positive or
mixed effectiveness (76.7%) of the VP systems. Additionally, the
majority of the reviewed VP systems seems to have good usability
(90%) and user satisfaction (83.9%). Further, qualitative user
feedback revealed that the most common complaint with
conversational agents was poor comprehension due to a lack of
vocabulary, inaccurate voice recognition, or improper word input
error management. Users disliked the repetitive conversations, and
the conversational agents frequently had to ask questions more than
once to process the response. Furthermore, negative aspects were the
difficulty of empathizing with the VP and the lack of representation
of the situation’s complexity by the agent. They liked that VPs
provided a risk-free learning environment, as they were not
actual patients.

There are just as many disciplines for VP systems as there are in
the education of medical students, not only in practicing ambulatory
medicine Buysse et al. (2002), medical ethics Fleetwood et al. (2000),
but also for mental health assessment skills Washburn et al. (2016)
or diagnostics skills Mavrogiorgou et al., 2022; Pantziaras et al., 2015
developed an interactive desktop application where medical
assistants conducted a psychiatric interview. The VP responded
with pre-recorded video sequences. They can also physically
examine the patient and order laboratory and imaging
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examinations. The learners then draw up a differential diagnosis and
a treatment plan. In addition, they receive feedback from the patient
regarding the consultation and from a virtual consultant who refers
to the clinical performance. Their results show that the acquisition of
basic knowledge in the field of psychiatry was improved.
Mavrogiorgou et al. (2022) also developed a VP system for adult
psychiatry using VR and embodied agents that allows students to
interview an embodied VP using natural language input and output.
However, this system still needs to be evaluated.

1.2 Design elements of virtual
patient systems

To design embodied virtual agents in a learning context,
Doering et al. (2008) developed a framework that implies an
agent should be attentive and responsive during the interaction
and ready to respond. It should be able to reply to queries and
obtain feedback. The messages it communicates should be
adapted to the user’s experience and needs and contain
congruent verbal and non-verbal elements. Finally, the agent
should awaken believability and trust. The believability of virtual
characters describes the acceptance that someone or something
in a virtual world is perceived as real Allbeck and Badler (2001).
Aspects that play an essential role in increasing the believability
of virtual characters can be their appearance, body language, and
voice Lim and Aylett 2007; Demeure et al., 2011 or interactivity
Knoppel 2009; De Rosis et al., 2003; Baylor and Kim 2009 showed
in their study that a visible and physically present agent positively
influenced users’ motivation compared to a voice or a text box.
Thereby, the appearance of virtual characters affects a player’s
perception. For example, while Baylor and Kim (2009) showed
that realistically designed agents were more beneficial, as
cartoon-style agents reduced motivation in users, Graf et al.
(2023a) showed that a comic-like and even animal-like virtual
character could influence the emotional experience, as well as the
motivation and performance of the players. Again, Zibrek et al.
(2018) showed that participants were more concerned with a
realistically rendered character than with characters rendered in
less realistic styles. Considering the uncanny valley effect is
crucial when choosing a degree of realism. It describes the
sudden change of a user’s evaluation of an artificial human
from positive to negative if it approaches photorealism but
still has subtle characteristics that limit its realism Mori et al.
(2012). Besides the appearance, an appropriate display of
emotions is crucial for the believability of virtual agents. A
study by Lim and Aylett (2007) showed that virtual agents
showing appropriate emotions are more believable than those
showing no emotions. Studies showed that learners liked VPs
showing empathy and when having a personality Cameron et al.,
2019; Dimeff et al., 2020 or disliked it when it was missing it Ly
et al., 2017; Borja-Hart et al., 2019; Cook et al., 2010 define
interactivity as the “degree to which the course design
encouraged learners to engage cognitively.” Former research
results are inconclusive about the effect of interactivity on
learning outcomes Homer and Plass (2014). According to
studies, increased interactivity can encourage more engaged
users and deeper learning, but it can also increase cognitive

load, which can impede learning Kalet et al., 2012; Homer and
Plass 2014. In the VP context, studies showed that learners liked
the interactivity of the VPs Hudlicka 2013; Ly et al., 2017 or
wished for more interactivity Cameron et al., 2019;
Håvik et al., 2019.

2 Materials and methods

2.1 Procedure

We evaluated our application with medical students. Each
student had a conversation with a 14-year-old female VP
suffering from depression using the Meta Quest Pro. Before
entering the virtual world, the catalog was shown and explained
to the participants. They interacted with the VP in the virtual
world for 25.13–54, 56 min (M = 33.7, SD = 11.7) while they had
to ask all 58 questions from the catalog. Therefore, the time they
spent in VR was at least the time they needed to ask all the given
questions. The total number of questions for each participant
could differ as participants could also try to ask questions not
included in the catalog. It could take longer depending on how
long it took the participants to ask the questions. After that, they
filled out question items regarding the believability of the dialog
between them and the VP and its appearance. In the end, we
conducted a 10-min interview with each participant to identify
the advantages and pitfalls of their conversations with the virtual
patient and how believable they perceived the situation.
Furthermore, we tracked the progress of the questions, the
answers given by the VP, and whether and how many hints
the participants had asked for while using the application. As
shown in Figure 1, for example, in the category habits and
consumption behavior, the first hint shows the keyword
alcohol, which means that the user should ask a question
regarding the VP’s alcohol consumption. The second hint
then shows the specific question Do you drink alcohol?

2.2 Participants

We recruited five medical students (3 female, 2 male) aged
23–26 (M = 24.2, SD = 1.3) in their 7th to 12th clinical semester via
advertisement on a digital bulletin board; previous experience in
child and adolescent psychiatry was not mandatory. Two students
had prior experience in psychiatry diagnostics and relatively little
VR (M = 3.6, SD = 0.89, Mdn = 4.00), gaming (M = 3.8, SD = 2.17,
Mdn = 3.00), or experiences with virtual agents (M = 2.0, SD = 1.23,
Mdn = 2.00) measured on a scale from 1 (= no experience at all) to 7
(= a lot experience). The participants filled out the questionnaire and
were interviewed in German.

2.3 VR application

We designed a VR application for the teaching of conducting
clinical interviews and diagnosing mental disorders in child and
adolescent psychiatry using embodied virtual agents as patients. The
application is structured by following a catalog of questions we
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created based on the AMDP system together with a Child and
adolescent psychiatrist (see the catalog in the Supplementary
Material). The AMDP system1 is an international standard for

the methodical documentation of psychiatric diagnoses,
developed by a German association for methodology and
documentation in psychiatry. The catalog covers 17 categories
relating to different symptoms or characteristics (e.g., habits and
consumption behavior or affective disorders). Each category then
contains one to six subcategories (e.g., alcohol, drug, and media
consumption, or aggressiveness andmood swing) the students need to
address in their interview. A pre-defined sequence of the question

FIGURE 1
Left: The tablet shows students the category of question and howmany questions belong to the category by the filling circles. Furthermore, it shows
the level one and level two hint button, that students can press for help. Right: The VP sitting on the virtual couch in front of a student.

FIGURE 2
This is a visualization of the VR application and how teachers and students interact with it. Through aweb interface, the teacher can choose a patient
with whom the student will interact. The student can ask questions using natural language input. This input is transcribed by using Wit.ai, allocating the
recognized intention to a certain response of the current VP. The allocated responses then trigger a respective audio and animation in the VP.

1 AMDP = Arbeitsgemeinschaft für Methodik und Dokumentation in der

Psychiatrie, https://www.amdp.de/, 03/10/2024.

Frontiers in Virtual Reality frontiersin.org04

Graf et al. 10.3389/frvir.2024.1377210

https://www.amdp.de/
https://www.frontiersin.org/journals/virtual-reality
https://www.frontiersin.org
https://doi.org/10.3389/frvir.2024.1377210


catalog guides the students through the conversation. However,
asking about any symptoms and repeating individual questions is
possible. The application uses natural language understanding
(NLU) as input using Wit.ai2 by Meta. Wit.ai converts the user’s
question into text and then assigns it to an existing intention, which
outputs a corresponding voice output from a selection of
prerecorded audios (see Figure 2). Based on the virtual patient’s
answers, the students eventually have to decide on a psychiatric
diagnosis. The VP is an embodied virtual model of a teenager with
stylized aesthetics. We chose a stylized yet realistic approach
compared to photorealism due to the risk of the uncanny valley
effect Mori et al. (2012). Furthermore, studies show that
photorealism is unnecessary to achieve behavioral realism
Blascovich et al. (2002) or believability Graf et al. (2023b).
Further, we decided against an even more stylized design, as in
previous discussions, medical students indicated the preference for a
realistic VP Graf et al. (2023b). Accordingly, we made the facial
features, skin, hair, and clothes childlike. We also mapped the
prerecorded facial expressions of a real actress onto the agent’s
face and created a corresponding body language in the form of
animations. We used Elevenlabs3, a generative voice AI, to
synthesize a natural voice for the VP’s versatile responses
retaining the emotionality of a human voice. We also created a
user interface integrated into a virtual tablet the users have in the
virtual world (see Figure 1). The tablet gives the students an
overview of the catalog of questions. It displays the current
category and allows students to ask for two levels of hints. The

first hint shows the keyword of the subcategory of questions, and the
second hint shows a sample question if students do not know how to
ask for the respective symptom. We chose this two-level hint system
so that students can use the application regardless of their previous
knowledge of child and adolescent psychiatry.

2.4 Measures

2.4.1 Quantitative measures
To measure the believability of the dialog and the VP and its

appearance, we used self-formulated items measured on a scale from
1 (= do not agree at all) to 7 (= fully agree), see Table 1. Furthermore,
we collected demographic data such as age and gender as well as
previous experience with a single-item each “Please rate how
familiar you are with the concept of [virtual reality/virtual agents/
games]” on a scale from 1 (= not at all familiar) to 7 (= very familiar).
Therefore, we gave participants the following definition of a virtual
agent: virtual agents are the visual representation of a character (e.g.,
a person) whose behavior is controlled by a computer algorithm.

2.4.2 Qualitative measures
To further evaluate the believability and investigate the pitfalls

and advantages of our application, we conducted a semi-structured
10-min interview with each participant at the end of the evaluation.
Five questions provided the basis for the interview:

1. How did you like the application?
2. How believable did you perceive the conversation between you

and the virtual patient?
3. How did you generally like the way the conversation

was conducted?

TABLE 1 Descriptive values of the quantitative data regarding believability of the dialog and the VP’s appearance.

M(SD) Mdn Range Scale

Believabilty of the dialog

1. I perceived the conversation with the VP as believable 4.2 (1.92) 5.00 1–6 1–7

2. The conversation with the VP felt real 3.6 (1.52) 4.00 1–5 1–7

3. The VP recognizes my question and answer it appropriately 3.8 (1.64) 3.00 2–6 1–7

4. The VP is too slow in answering the questions 4.2 (1.64) 5.00 2–6 1–7

5. I am satisfied with the accuracy of the VP’s answer 5.2 (1.92) 6.00 2–7 1–7

6. I had difficulties because the VP did not recognize my questions 4.8 (1.64) 5.00 2–6 1–7

7. I had to use a lot of tips to get through the conversation 6.0 (1.00) 6.00 5–7 1–7

8. Overall, I am satisfied with the VP’s voice recognition system 4.4 (1.82) 5.00 2–6 1–7

Believabilty of the VP’s appearance

1. Overall, I perceived the VP as believable 5.0 (2.35) 6.00 1–7 1–7

2. I perceived the VP’s emotional facial expressions as believable 4.4 (1.52) 4.00 3–6 1–7

3. I perceived the VP’s posture as believable 5.6 (2.07) 6.00 2–7 1–7

4. I perceived the VP’s voice as believable 5.4 (1.95) 6.00 2–7 1–7

5. I perceived the virtual character as appropriate for the situation 6.8 (0.45) 7.00 6–7 1–7

2 https://wit.ai/, 03/10/2024.

3 https://elevenlabs.io/, 03/10/2024.
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a. Were there any problems you noticed during
the interview?
b. For example, were there any questions you asked that the

patient did not recognize or answered inappropriately?
4. To what extent can this application be a useful addition to

your studies?
5. Was there anything that you would have liked to have been

added to the application?

2.4.3 Objective measures
Furthermore, we tracked the progress of the questions in a

downloadable interaction log from the VR headset’s memory
storage after the session. The log included the answers given by
the VP and whether and how many hints the participants had asked
for while using the application. Based on this interaction log, we
have defined different types of errors: concept and system errors. A
concepts error appears when the VP’s answer does not match the
participant’s question because the question is not part of the catalog,
so there is no implemented intention in Wit.ai. As a system error, we
define errors when the VP’s answer does not match the participant’s
question because wit.ai allocated the answer to a wrong intention.
When the VP’s answer matched the participant’s question, we
defined this turn as the correct allocation. We also counted how
often participants used a hint when receiving a correct allocation or
errors. Thereby, we differ between level one hints (H1), the keyword
display, level two hints (H2), the display of the sample question, and
the use of both hints.

3 Results

3.1 Quantitative results

Table 1 shows the descriptive values of the quantitative results
regarding the believability of the dialog between participants and the
VP and of the VP’s appearance. The believability of the dialog was
rated on average on M = 4.2(SD = 1.92). But there was strong
agreement that many hints were taken during the conversation.
Satisfaction with the accuracy of the VP’s answers was rated
particularly high (M = 5.2, SD = 1.92), and the lowest score was
given to the question of how real the conversation with the VP felt
(M = 3.6, SD = 1.52). Regarding the believability of the VP’s
appearance, it received higher values. Here, the highest
agreement was that the VP was appropriate for the situation
(M = 6.8, SD = 0.45), and the lowest agreement was assigned to
the VP’s facial expression (M = 4.4, SD = 1.52).

We analyzed the interaction logs (Table 2) and counted 19.8
(28.62%) errors in total by a total amount of 68.8 asked questions on
average. All participants, besides participant (p01), asked all given
questions and more. Participant (p01) had to stop early because the
application crashed due to an internet connection error. The natural
language understanding achieved 71.38% correct allocations on
average. Overall, we found more errors defined as concept errors
(20.3%) than system errors (8.32%). It can also be observed that a
high number of hints are used for the correctly allocated turns (no
errors). On average, both hints were used 13 times for the correct
allocation, while both hints were used one time on average for
concept errors and one time for system errors. With an average value

of 30 times, participants used the level 2 hint (sample question) most
frequently for the correct allocation. On average, up to three hints
were used when errors appeared.

3.2 Qualitative results

We transcribed all interviews and formed categories using the
MAXQDA4. After one researcher categorized the answers into
categories, another researcher independently checked whether
they would assign the aspects to the same categories. We
calculated no inter-rater agreement. In total, we derived five
categories.

3.2.1 Flow of conversation
The participants identified problems in the flow of the

conversation, such as the strict categories that one had to follow
throughout the dialog (p01). Participant (p02) mentioned that they
thought it was strange to ask every patient the same questions and,
especially, that not all given questions fit the depressive young girl.
They also said that they would ask an open-ended question to a
patient first, not to direct the patient’s answer. Two reported
repeated answers to differently formulated questions (p02, p04)
and that the answers did not always fit the questions (p04). Two
participants thought the system would not understand them when
their formulation of a question differed too much from the given
sample question (Hint 2) (p04) or when they formulated questions
too long (p05). Participant (p04) also criticized that symptoms the
VP mentioned had to be asked for explicitly, and additionally, that
each student had their way of structuring such conversations
with patients.

There were also positive statements about the dialog. Two
mentioned that the system understood their questions well, and,
therefore, the dialog proceeded well (p03, p05). One participant did
not feel narrowed by the straight structure of the catalog of questions
but praised that they could repeat questions and even ask questions
that were not next in the sequence (p03).

3.2.2 Believability
All participants evaluated the believability of the virtual patient

well. They highlight the voice (p01, p03, p04, p05), the posture (p02,
p03, p04), as well as the mimic and facial expressions (p02, p04) of
the patient. One participant said they “did not want to put their foot
in their mouth, even though it was a computer” (p03), and another
said they realized that the VP adjusted their facial expressions
according to the respective questions (p05).

We asked the participants to rate the dialog between them and
the VP to identify what already works well and what does not. A
participant rated positively that, in general, the dialog felt believable,
as they could communicate well with the VP (p01). The principle of
asking questions and receiving answers felt natural and pleasant like
in a real dialog (p03), and one could imagine that a dialog in real life
would proceed similarly (p05). Nonetheless, participants also rated
aspects negatively. They mainly mentioned that they had to ask

4 https://www.maxqda.com/de/, 03/10/2024.
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particular questions and follow the predefined questions of the
catalog, which felt unnatural to them (p02, p05). One added that
they would usually go deeper into the symptoms and ask them
further questions, and as this was impossible, it felt less natural to
them (p04). They also said they were more focused on formulating
the questions so the system could understand them than formulating
the question for a young patient (p04).

3.2.3 General aspects
Participants named different positive aspects of the application.

Three of them mentioned that they were positively surprised by how
well the VP appropriately answered the questions, even when
participants formulated long questions (p01, p04, p05). Four
participants said they liked the general idea of the application as a
learning tool, especially for beginners. They find it helpful that the
application guided them through the procedure of an anamnesis
dialog by asking questions one after the other in a schematic sequence
(p01, p02, p04, p05). Four participants highlighted the advantages
compared to simulation patients (p01, p02, p03, p05); for example, the
application provides a calmer surrounding and time, and it would be
more believable compared to actors who do no do an excellent job or
compared to classmates who you know are not patient. Furthermore,
students would be more independent from the actors, and they could

all practice independently or even in parallel. It would provide
reasonable access for students with social phobia or inhibitions of
patient contact (p01, p02). Two liked being together with the patient
in the great virtual environment (p03, p05) and praised how well the
application’s control system for the user was designed (p05).

3.2.4 Accepted limitations and possible reasons
for errors

Some participants mentioned limitations they accepted and why
they think errors occur. One said even though it could be beneficial
to ask more open-ended questions, the participant admitted that this
would be more difficult to implement (p01) and that a strict
sequence of questions could also be helpful for beginners (p05).
Similarly, one participant also thought that the facial expression of
the VP could be better, but that facial expressions are very complex,
which is also difficult to simulate (p03). Furthermore, a few
participants attributed recognition errors to their behavior. For
example, when a “Hm” was recognized as a question, one
participant thought that they should have stopped saying it
(p03), or others saw the cause of the errors in their excessively
long and convoluted sentences (p01, p02, p03). One also cited his
lack of knowledge in psychiatry as the reason for the errors, which
they could not compensate for even with the hints (p01).

TABLE 2 Amount of errors for all participants and average, tracked by the interaction log. H1 = hint 1 (keyword), H2 = hint 2 (sample question), Both = both
hints.

Participants P01 P02 P03 P04 P05 Average

Time spend in VR (minutes) 53.56 28.33 32.50 29.35 25.13 33.70

Amount of Asked Questions 56 79 69 75 65 68.8

Total Amount of H1 24 (42.9%) 5 (6.33%) 29 (42%) 22 (29.3%) 31 (47.7%) 22.2 (33.6%)

Total Amount of H2 27 (48.2%) 45 (57%) 25 (36.2%) 19 (25.3%) 53 (81.5%) 33.8 (49.6%)

Total Amount of Both 14 (25%) 3 (3.79%) 16 (23.2%) 15 (20%) 25 (38.5%) 14.6 (22.1%)

Total Amount of Errors 19 (33.9%) 32 (40.5%) 19 (27.5%) 17 (22.7%) 12 (18.5%) 19.8 (28.6%)

Wrong intention allocation 5 (8.93%) 7 (8.86%) 3 (4.35%) 10 (13.3%) 4 (6.15%) 5.8 (8.32%)

(System Error)

H1 1 0 2 1 1 1

H2 1 6 1 0 4 2

Both 1 0 1 0 1 1

Not-Existing Intention 14 (25.0%) 25 (31.7%) 16 (23.19%) 7 (9.33%) 7 (9.33%) 14 (20.3%)

(Concept Error)

H1 7 3 3 0 3 3

H2 3 4 1 0 1 2

Both 2 1 1 0 0 1

Correct Allocation 37 (66.0%) 47 (59.5%) 50 (72.5%) 58 (77.3%) 53 (81.5%) 49 (71.4%)

(No Error)

H1 16 2 24 21 27 18

H2 23 35 23 19 48 30

Both 11 2 14 15 24 13
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3.2.5 Future wishes
Two participants explicitly mentioned expanding the possibility

to ask questions more freely and individually (p02, p05). Another
suggested that the diagnosis could be made by having to answer
questions about the patient at the end (p04). Another person
suggested that one should not always press the level 2 hint
(sample question); otherwise, one could be tempted to use it all
the time (p02). Instead, you could only see them every few minutes,
so you must consider the question yourself. To create further
motivation, you could receive points at the end the fewer times
you have been given a tip. Participant (p05) would like more time
and space in the interview for transitions so that they does not have
to go from question to question. This would give the conversation
more credibility because you would first have to gain the patient’s
trust. They also suggested more direct feedback from the patient,
e.g., if you have said something stupid, the VP tells you directly. The
patient could also ask the students a question (p05).

4 Discussion

We presented the evaluation results of a VR training application
that simulates diagnostic interviews with embodied VPs. We let
participants rate two design elements associated with the VP’s
believability: its appearance and natural language-based
dialog system.

The VP’s appearance was rated well in terms of believability. The
quantitative results show moderate values, which are confirmed, in
particular, by the qualitative results. Participants highlighted the
patient’s voice, posture, and facial expression and rated it
appropriate for the context. The second design element, the natural
language-based dialog system, was also rated moderately regarding
believability, but the qualitative results were unclear. For instance,
asking questions and perceiving answers felt like in a real dialog;
however, the fact that they had to ask particular questions and
follow the predefined catalog felt unnatural. Also, the dialog’s
believability was limited by the impossibility of going deeper and
asking further questions. Although, the specification of the questions
was considered helpful for beginners. The interaction logs indicate that
system errors occur significantly less frequently and are more at a
conceptual level. This was because participants felt disturbed or irritated
by the given sequence. Subjectively, however, the participants attributed
the errors more to the system, as they sought the cause, for example, in
questions that were too long and confusing. Furthermore, fewer errors
occur when participants use many hints, which again indicates that
conceptual problems, rather than the speech recognition system, cause
errors more often. Overall, participants were impressed by the VP’s
current functionality and believability and consider this type of
application a valuable learning tool for medical education.

Based on our results, our virtual patient has a highly believable
appearance design and a satisfying dialog system. In the current state,
the most significant limitation for increased believability is the
catalog’s predefined questions, which prevent the natural flow of
asking questions. However, the participants tended to accept certain
restrictions if they are plausible in the given learning context,
i.e., learning a set of standard questions. The participants see great
potential here, especially for beginners. The findings from quantitative
and qualitative results strengthen our belief in our approach.

4.1 Design directions and enhancements for
believable conversations

To our knowledge, only a few research articles focused on
believability of simulation patients (human actors) Baylor et al.
(2017) or virtual patients Rizzo et al. (2011), though without
investigating individual design aspects of the VR system. One
significant finding was that the predefined questions of the catalog
limited the participants in the flow of their conversation with the VP,
which resulted in a student-VP interaction that felt less natural. Our
design aimed to create a natural conversation using natural language
input and to guide the students through the clinical interview by
presenting the question catalog. The fact that more system errors
occurred shows that we needed to consider more questions on a
conceptual level in advance. It resulted in participants asking
questions to which the VP had no answer. Even after revising the
catalog of questions and implementing a more accessible design, such
errors could still occur. It is difficult to predict and thus prepare
prefabricated answers to all possible questions. One enhancement
could be the generation of missing answers to unforeseen questions
using AI. Studies show that dynamic response behaviors of virtual agents
were rated more positively compared to predefined ones Toader et al.,
2019; Hsu and Lin 2023. However, the accuracy of the statements
generated by the AI needs to be better and apparent beforehand Wang
et al. (2023). This limitation poses a particular problem in the education
context and, especially in a psychiatric context, statements invented by
the AI could be over- or misinterpreted. Generative AI, such as
ChatGPT, also usually follows certain restrictions, such as not
making statements about suicidal behavior to protect users.
Therefore, future research should validate the adjustment of the
prompts precisely to monitor response behavior in the best possible
way regarding the teaching content.

4.2 Limitations and future work

We want to have a critical look at our evaluation. To measure the
believability of the design elements, we did not use validated
questionnaires but custom items applicable to our use case. Other
researchers may consider using a scale like the one of Guo et al. (2023).
This and the small number of medical students who tested our
application must be considered when inferring conclusions from our
results for other projects. Further, we have yet to assert the effectiveness
of our system. In the future, wewant to enhance, in particular, the dialog
system and evaluate further elements like a feedback system (e.g., the
VP giving verbal feedback during the dialog) or playful elements (e.g.,
receiving points for correct diagnoses) and their impact on believability
and eventually students’ learning outcomes.

5 Conclusion

We presented the progress in our attempt to design a VR training
application for conducting a clinical interview to diagnose mental
disorders using embodied VPs. We have focused on the believability
of the VP system as a decisive factor in the system’s eventual learning
success. If VP systems are to provide advantages over simulation
patients whose authenticity is questionable, the believability of the

Frontiers in Virtual Reality frontiersin.org08

Graf et al. 10.3389/frvir.2024.1377210

https://www.frontiersin.org/journals/virtual-reality
https://www.frontiersin.org
https://doi.org/10.3389/frvir.2024.1377210


VPs must be considered. Users must perceive the VP as an actual
patient suffering from the disease to behave genuinely towards them.
Hence, believable VPs are the only way to ensure a real simulation of the
situation. Due to the complex and varied use cases, it is difficult to
generalize the evaluation results of individual VP systems. By focusing
on individual design aspects of the application, which are then
application-independent, we want to identify application-
independent components that will help design future VP systems.
With our preliminary findings, we want to show the technical basis
for a believable component, such as a dialog system. Accordingly, our
contribution lies in the methodological approach of examining
individual design aspects for their believability in order to improve
future VP systems. In the future, we will revise the design of the dialog
system to allowmore freedom and individuality when asking questions.
Afterward, we will evaluate the updated version with medical students.
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