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Introduction: This study explores the graduated perception of apparent social
traits in virtual characters by experimental manipulation of perceived affiliation
with the aim to validate an existing predictive model in animated whole-
body avatars.

Methods: We created a set of 210 animated virtual characters, for which facial
features were generated according to a predictive statistical model originally
developed for 2D faces. In a first online study, participants (N = 34) rated mute
video clips of the characters on the dimensions of trustworthiness, valence, and
arousal. In a second study (N = 49), vocal expressions were added to the avatars,
with voice recordings manipulated on the dimension of trustworthiness by
their speakers.

Results: In study one, as predicted, we found a significant positive linear (p <
0.001) as well as quadratic (p < 0.001) trend in trustworthiness ratings. We found a
significant negative correlation between mean trustworthiness and arousal (τ =
−.37, p < 0.001), and a positive correlation with valence (τ = 0.88, p < 0.001). In
study two, wefound a significant linear (p <0.001), quadratic (p <0.001), cubic (p <
0.001), quartic (p < 0.001) and quintic (p = 0.001) trend in trustworthiness ratings.
Similarly, to study one, we found a significant negative correlation betweenmean
trustworthiness and arousal (τ = −0.42, p < 0.001) and a positive correlation with
valence (τ = 0.76, p < 0.001).

Discussion: We successfully showed that a multisensory graduation of apparent
social traits, originally developed for 2D stimuli, can be applied to virtually
animated characters, to create a battery of animated virtual humanoid male
characters. These virtual avatars have a higher ecological validity in comparison to
their 2D counterparts and allow for a targeted experimental manipulation of
perceived trustworthiness. The stimuli could be used for social cognition
research in neurotypical and psychiatric populations.
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1 Introduction

Humans are highly evolved social animals and constantly extract
information about someone’s trustworthiness from cues in their
environment. The perception and evaluation of social information
also becomes increasingly important in the “virtual world” given the
ideas of a metaverse (Dionisio et al., 2013) or serious games (Charsky,
2010). Faces are valuable carriers and a primary source of information
for seeming character traits (Kanwisher, 2000; Oosterhof and Todorov,
2008; Zebrowitz and Montepare, 2008). Facial features are quickly
assessed by perceivers (Olivola and Todorov, 2010), first impressions of
someone’s personality are inferred in as quickly as 100 milliseconds
(Zebrowitz, 2017b), and decisions are made on the basis of these
evaluations with consequences reaching from the selection of a
romantic partner to voting preferences (Olivola and Todorov, 2010;
South Palomares and Young, 2018). Oosterhof and Todorov (2008)
proposed a 2D social trait space model for face evaluation. This data-
driven approach revealed two principal components, namely, apparent
trustworthiness and dominance, explaining most of the variance in
regard to social judgement of faces (Todorov et al., 2013). It is
important to stress, in Todorov’s own words, that these models
merely describe “our natural propensity to form impressions” and
should not lead into “the physiognomist’ trap” of taking facial features
“as a source of information about character” in the actual sense
(Todorov, 2017, p. 27 and p. 268).

An equally important source of information consulted by social
interaction partners is an individual’s voice (Pisanski et al., 2016;
Lavan et al., 2019). Similar emotional and social representations
have been found for faces and voices (Kuhn et al., 2017). The
information carried by flexible modulation of a speaker’s voice is
also used for the formation of first impressions, extracting social
information about someone’s trustworthiness and dominance
(McAleer et al., 2014; Belin et al., 2017; Leongómez et al., 2021),
which can be intentionally affected by speakers through targeted
voice modulation (Hughes et al., 2014; Guldner et al., 2020).

Social traits were hitherto mostly studied using 2D images of
isolated faces or vocal recordings. However, as humans, we mainly
interact with multimodal 3D stimuli in the real as well as virtual
world (e.g., computer gaming). Human-like virtual characters, so-
called humanoid avatars, have previously been integrated and
proved beneficial in multiple avenues of research and applied
science (Kyrlitsias and Michael-Grigoriou, 2022) including
educational support for children (Falloon, 2010), support for
athletes (Proshin and Solodyannikov, 2018), studying social
navigation in a virtual town (Tavares et al., 2015), rehabilitation
training via a virtual coach (Birk and Mandryk, 2018; Tropea et al.,
2019) or therapeutic interventions such as embodied self-
compassion (Falconer et al., 2016).

Virtual reality (VR) technology in general, both in the strict
sense of immersive VR (e.g., realized via VR helmets or head-
mounted displays) and in the broad sense of any computer-
generated virtual environment, is increasingly used in
psychiatric and psychotherapeutic research on social perception
and interaction (Falconer et al., 2016; Freeman et al., 2017; Maples-
Keller et al., 2017). Virtual characters, as artificial interaction
partners, provide this research with a form of (semi-)realistic
social stimuli (Pan and Hamilton, 2018) that allow for
standardized experimental setups with gradual modification of

diverse features, such as realism and visual appearance. As such,
they facilitate experimental control of social impressions evoked in
human participants. The generalizability of behavior observed in
the laboratory to natural behavior in the world, also called
ecological validity (Schmuckler, 2001), has been shown to be
increased in virtual environments and with 3D stimuli (Parsons,
2015; Kothgassner and Felnhofer, 2020). The immersiveness of VR
provides a possible avenue for translating results from basic
research and enhance complexity of stimulus material at the
same time. Multisensory stimuli, e.g., simultaneous visual and
auditory input, has long been discussed as an additional factor
to increase ecological validity (De Gelder and Bertelson, 2003). A
more complete evaluation of trustworthiness might therefore be
achieved with virtual multisensory stimuli.

This study explores the gradual experimental manipulation of
perceived personality traits in virtual characters with the aim of
building an openly available databank of validated humanoid
avatars. Target outcome was the perceived trustworthiness of
210 animated virtual characters, which were presented in short
video clips on a 2D screen and rated by volunteers in online surveys.
The first experiment presented here used modifications in facial
features to elicit different levels of apparent trustworthiness,
employing the statistical model by Todorov et al. (2013) and
extending it to animated full-body characters. Our hypothesis
was that the different levels of trustworthiness, as predicted by
the model derived from static 2D images of virtual faces, would be
confirmed in the visually more complex and dynamic stimuli as well
(study 1). The second study combined these visual stimuli with
auditory social information: the animated characters uttered
sentences which carried little informational content but were
shaped by emphatic social voice modulation of trustworthiness,
with a set of auditory stimuli recorded from real-world speakers
(Guldner et al., 2023 in preparation). Our hypothesis was that this
multimodal manipulation would further enhance the differentiation
of distinct levels of perceived trustworthiness for virtual characters,
compared to unimodal visual stimuli.

2 Materials and methods

2.1 Participants

In study 1, 34 individuals (Nfemales = 26, Mage = 23.0, SDage = 4.3)
were recruited to take part in an online study, whereas in study 2,
49 individuals (Nfemales = 38, Mage = 22.7, SDage = 2.9) participated.
The following inclusion criteria were applied for both studies:
neurotypical German speakers, age range of 18–35 years, normal
or corrected-to-normal vision. Participants were recruited via
advertisements on the website of the Central Institute of Mental
Health in Mannheim as well as on social media. The participation in
these online studies was completely voluntary and participants were
informed prior of taking part that they could withdraw from the
study at any point without any negative consequences and without
having to give a reason. The studies were carried out in accordance
with the Code of Ethics of the World Medical Association (World
Medical Association, 2013) and were approved by the Ethical
Review Board of the Medical Faculty Mannheim, Heidelberg
University. All participants gave written (online) informed consent.
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2.2 Stimuli and experimental procedure

2.2.1 Faces
2.2.1.1 Facegen

The stimuli were adapted from Todorov et al. (2013) face stimuli.
We used 210 male Caucasian faces, created with a statistical model by
Todorov et al. (2013) to modify facial expressions of computer-
generated, emotionally neutral faces on the dimensions of
trustworthiness, using the Facegen Modeller program ([Singular
Inversions, Toronto, Canada] for more details, please review:
Oosterhof and Todorov, 2008). The model was used to generate
30 new emotionally neutral faces, for each of which seven different
variations were created by manipulating certain facial features on the
dimension of trustworthiness. These variations ranged from “very
trustworthy” to “very untrustworthy.” They were achieved by moving
one, two and three standard deviations (−3 SD [very untrustworthy]
to +3 SD [very trustworthy]) away from the neutral face. This
procedure was carried out for all 30 neutral faces, creating 30 face
families, each having seven individual faces varying in
trustworthiness, yielding a total of 210 (30 × 7) faces Figure 1.

2.2.1.2 Body modelling
We used ADOBE Fuse to model a template body which could be

used with all face families. This was done to ensure that the avatars
would only differ with respect to their faces. The modelled body
represented a masculine body, dressed in a black turtleneck jacket
and blue pants. Once it had been created, the body was exported as a
Wavefront object (.obj) file Figure 1.

2.2.1.3 Rigging the body and adding animation
The process of rigging is used in 2D and 3D animation to build a

model’s skeletal structure to animate it. ADOBE Mixamo (https://
www.mixamo.com), an online software, was used to add skeletons
(rigging) and animations to the template body. We animated the
latter (using a movement animation) so that it appeared as casually
breathing. The animated template body was then downloaded in
Autodesk Filmbox (FBX) file format Figure 1.

2.2.1.4 Joining head and body
Once we had both the Facegen heads and the animated body, we

had to join them to create the avatars. This was accomplished using the
software Autodesk 3dsMax (3dsMax 2019 | Autodesk, San Rafael, CA)
using a customized script written in the programming language “Max
Script,” by author K.K.S. The script was used to optimize the process of
creating the avatars by downloading all Facegen faces in OBJ format,
inserting them on the animated template body in FBX format,
connecting the head to the animated bones, and then re-exporting
the whole object as a fully animated avatar in configuration (CFG) file
format Figure 1.

2.2.1.5 Rendering the avatar
The avatars were then rendered, in a video format, using Vizard

(WorldViz VR, Santa Barbara, CA, https://www.worldviz.com/
vizard-virtual-reality-software), a virtual reality development
software. Author K.K.S. programmed a customized script for this
process which loaded each avatar in CFG file format, played the
animation, recorded the screen, saved it as an Audio Video
Interleave (AVI) file, and later converted it to an MP4 file. This

resulted in a total of 210 MP4 files, each having a duration of
7 seconds with a fully animated avatar. In other words, 30 animated
avatar video families, each having seven individual avatars varying
on the dimension of trustworthiness, were created Figure 1.

2.2.2 Vocal recordings
In study 2, we selected twelve avatars from study one, which showed

linear trends across the dimension of trustworthiness. We then added
voice recordings from a previous study [Guldner et al., 2023; procedure
similar to Guldner et al., 2020]. The voice recordings were produced by
non-trained speakers whomodulated their voice to express likeability or
hostility, or their neutral voice. This dimension is closely related to the
trustworthiness dimension in the social voice space (Fiske et al., 2007)
and was therefore used as a similar social content as the trustworthiness
manipulation. The sentences were the following: “Many flowers bloom
in July.” (in German: “Viele Blumen blühen im Juli”), “Bears eat a lot of
honey” (in German: “Bären essen viel Honig”) and “There are many
bridges in Paris.” (in German: “Es gibt viele Brücken in Paris.”). The
voice recordings were further processed using the speech analysis
software PRAAT (Boersma 2001) to filter out any breathing sounds,
tongue clicking and throat clearing. The recordings were than rated by
the speakers themselves for each relevant trait expression, i.e., likeability
or hostility. Based on the self-ratings for each speaker, we selected voice
recordings which varied in the intensity of likeability/hostility to match
the avatar manipulations. For instance, recordings which received a
speaker’s maximal intensity in expressing a likeable voice were matched
with maximal trustworthiness manipulation of the 3D Avatar, whereas
the recording receiving maximal ratings for hostility was paired with the
maximal untrustworthy avatar manipulation. Recordings from one
speaker were assigned only to one avatar family, respectively. Thus,
for this study, the neutrally expressed voices were assigned to the
neutrally perceived faces and the different levels of expressed
likeability/hostility in the voices were also assigned to the according
level of perceived trustworthiness in the faces from study 1. As a result,
we created congruent trials with matching levels of trustworthiness for
voices and faces. Using 3dsMax andVizard, lips andmouthmovements
were added to the avatars in synchrony to the voice recording, aiming at
mimicking humanoid behavior.

2.2.3 Experimental design and procedure
In study 1, we had a 30 (avatar families) x 7 (avatar

manipulations) repeated-measures design, whereas in study 2, it
was reduced to a 12 (avatar families) x 7 (avatar manipulations)
design. In both experiments, participants viewed all avatar families
and manipulations sequentially in random order.

Both studies were conducted in SoSci survey (Leiner, 2019), a
web-based platform for creating and distributing surveys.
Participants could access the studies via a link to the SoSci
survey platform (https://www.soscisurvey.de) from any
computer system. For randomization of the stimuli, we relied
partly on customized PHP and HTML scripts (author R.Z. and
Y.J.). Participants were informed about the purpose of the study
and the procedure before giving their consent for participation. In
study 2, participants were presented with an exemplary voice
recording saying “Paris” to test and adjust their volume.
Participants were asked to name the city just mentioned in the
recording on the next page and were instructed to adjust their
volume if necessary, so they could hear the voice recording loud
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and clear. They were then instructed to keep the volume on the
same level for the rest of the experiment. During both experiments,
participants were presented with several catch trials in between
experimental trials to check whether they kept paying attention.
The catch trials consisted of questions, e.g., about the appearance
of the avatar in the last trial or the sentence they just heard.

Each video with the avatars was presented on a separate page.
The video started automatically, and participants were instructed to
look at the avatar for at least 4 seconds. After 4 seconds, the
following four questions appeared below the video for rating: 1)
“How trustworthy do you find the avatar? Please move the slider to
the position that most accurately matches your attitude towards the
virtual character.” (in German: “Wie vertrauenswürdig finden Sie
diese virtuelle Person? Bewegen Sie bitte den Schieberegler auf die
Position, die am meisten ihrer Einstellung gegenüber der virtuellen
Person entspricht.”); 2) “How likeable do you find the virtual person
as a whole?” (in German: “Wie sympathisch erscheint Ihnen die
virtuelle Person als Ganzes?”); 3) “How positive or negative do you
find the avatar?” (in German: “Wie positiv oder negativ nehmen Sie
die Person wahr?”); 4) “How exciting do you find the avatar?” (in
German: “Wie aufregend nehmen Sie die Person wahr?”).
Participants were not informed about the manipulation of the
faces and voices in advance and were instructed to rely on their
first impressions and to respond as quickly as possible.

Trustworthiness and likeability were rated on a visual analogue
scale (VAS) ranging from “not at all trustworthy/likeable” to
“extremely trustworthy/likeable.” We chose a unipolar measure of
trustworthiness with the VAS ratings ranging from “0” (not at all
trustworthy) to “100” (extremely trustworthy). Arousal and valence
were rated on a nine-point digital version of the “Self-Assessment
mannikin” (SAM) scales (Bradley and Lang, 1994), consisting of
nine full-body figures representing each dimension from “negative
to positive” (valence) and “calm to excited” (arousal). The widely
used SAM ratings were on a 9-point scale, where “0” was the
negative extreme and “8” was the positive extreme. To limit the
amount of experimental duration for participants, we limited the
number of trials and did not separate the ratings of trustworthiness
from arousal and valence for each avatar, thus they appeared on
the same page.

2.3 Statistical analysis

All statistical analyses were performed in R-Statistics (Team,
2013). Data were assessed for outliers and normal distribution.
Data was preprocessed with the dplyr package (Wickham et al.,
2019), and figures were plotted with ggplot2 (Wickham, 2017). We
used linear mixed effect models (lme) with a-priori defined contrasts
(linear, quadratic). To control for variance caused by participant
effects and avatar family in the response variable, we defined these
factors/participant and avatar family as random effects (with only
random intercepts, no random slopes), whereas an avatars’
trustworthiness manipulation was defined as a fixed effect. All
trends reported in the results section refer to fixed effects of
contrasts for this variable. The contrasts were defined using the
lsmeans package version 2.30-0 (Lenth, 2016), models were fitted
with the lme4 package version 1.1-26 (Bates et al., 2015), and p-values

were estimated with the Satterthwaite method as implemented in the
lmerTest package version 3.1-3 (Kuznetsova et al., 2017).

3 Results

3.1 Study 1

Figure 2 illustrates the trustworthiness ratings of participants in
dependence of the avatars’ manipulation. As predicted, we found a
significant positive linear (t(7071) = 47.67, p < 0.001) and quadratic
(t(7071) = -4.76, p < 0.001) trend in trustworthiness ratings.
Furthermore, we found a significant positive linear (t(7071) =
52.96, p < 0.001), as well as quadratic (t(7071) = -5.41, p < 0.001),
trend in likeability ratings (Figure 3; Table 1).

We found a significant negative correlation between mean
trustworthiness ratings and mean arousal ratings across all avatar
manipulations (τ = −.37, p < 0.001), and a positive correlation
between mean trustworthiness ratings andmean valence ratings (τ =
.88, p < 0.001; Figure 3 and Table 3).

3.2 Study 2

In study two, we found a significant linear (t(4465.96) = 33.91, p <
0.001), quadratic (t(4465.96) = −10.05, p < 0.001), cubic
(t(4465.96) = −5.90, p < 0.001), quartic (t(4465.96) = 4.88, p < 0.001)
and quintic (t(4465.96) = 3.20, p = 0.001) trend in trustworthiness
ratings. For likeability, there were significant linear (t(4465.96) = 45.71,
p < 0.001), quadratic (t(4465.96) = -10.97, p < 0.001), cubic
(t(4465.96) = −8.18, p < 0.001), quartic (t(4465.96) = 4.99, p < 0.001)
as well as sextic (t(4465.96) = −2.37, p = 0.02) trends (Figure 2; Table 2).

Similarly to study one, we found a significant negative
correlation between mean trustworthiness ratings and mean
arousal ratings across all avatar manipulations (τ = −0.42, p <
0.001), and a positive correlation between mean trustworthiness
ratings and mean valence ratings (τ = 0.76, p < 0.001; Figure 3
and Table 3).

4 Discussion

The present study investigated a unimodal and a multimodal
method to manipulate the perceived trustworthiness of animated
virtual characters in a highly controlled and gradual manner. The
first experiment could establish that animated whole-body avatars
are rated similarly to static faces by observers, and found that a
gradual manipulation of facial features based on the model by
Todorov et al. (2013) successfully predicted perceived
trustworthiness with a linear relation. The second experiment
could show that this effect of facial morphing is enhanced by
targeted voice modulation of the characters’ verbal utterances,
with a significant role of nonlinear factors in the relationship
between multimodal experimental manipulation and perceived
trustworthiness. Besides these main findings, both experiments
found high correlations between perceived social traits
(trustworthiness) and emotional responses (valence and arousal).
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The first experiment transferred a predictive model for
perceived trustworthiness developed on static face stimuli to
dynamic video stimuli of whole-body characters. This could
predict perceived trustworthiness with a linear relation,
confirming the relationship found in the original validation
study by Todorov et al. (2013). These findings suggest that in
this case, the transition towards higher realism did not evoke an
“uncanny valley” effect of more realistic virtual agents evoking
aversive reactions, such as revulsion and feelings of creepiness
(Mori et al., 2012). Here, the lack in photorealism may have been
advantageous with respect to the study goal of establishing gradual
manipulations of trustworthiness within exemplars of the same
type of stimuli. Participants did indeed differentiate diverse levels
of apparent trustworthiness, adding another example for virtual
characters as successful stimulators of social perceptions and
reactions (de Borst and de Gelder, 2015). A transfer from
screen-based applications towards immersive virtual reality
setups may further increase the perceived realism of the virtual
characters explored in this study, possibly further enhancing their
perceptual and behavioral effects in real-world interaction
partners. Offering gradual and quantifiable experimental control
of seeming trustworthiness, these visual stimuli could be applied
fruitfully in different research areas. Among these are experimental
psychology research on social decision making, which could use
virtual characters as interaction partners in trust games (Pan and
Steed, 2017; Krueger and Meyer-Lindenberg, 2019), as well as
investigations of the neural correlates of navigation through social

spaces (Tavares et al., 2015; Schafer and Schiller, 2018; Zhang et al.,
2022), which could be warped experimentally by regulating the
level of seeming trustworthiness of virtual partners. In addition,
research on ingroup-outgroup distinctions and the formation and
dissolution of stereotypes could let participants embody virtual
characters of different seeming trustworthiness, by letting them
control the characters themselves and possibly even see themselves
as these characters in a virtual mirror in immersive VR. These are
the presuppositions of the Proteus effect (Yee and Bailenson, 2007),
which describes a shift in behavioral and perceptual attitudes
towards virtual characters (and humans similar to these
characters) after embodying them. In our case, the Proteus
effect after impersonating avatars with seemingly untrustworthy
faces might attenuate participants’ adverse reactions to these facial
features. The allocation of trust towards others is often changed in
characteristic ways in psychological and psychiatric conditions, as,
for example, in borderline personality disorder (Franzen et al.,
2011; Fertuck et al., 2013), and in people who went through several
adverse childhood experiences (Hepp et al., 2021; Neil et al., 2021);
here, virtual characters that are standardized in their average
elicitation of perceived trustworthiness could provide clinical
research with a valuable tool for exploring the distinct patterns
of trust allocation in different disorders (Schilbach, 2016; Redcay
and Schilbach, 2019).

The second experiment added auditory stimuli which were
characterized by deliberate voice modulation of their original
speakers, which had aimed at specific levels of (un-)

FIGURE 1
Pipeline of generating a humanoid avatar from extracting a head with specific facial expressions to join the head with a virtual body and rendering a
video. [1] Extracting faces from Facegen Modeller program (Singular Inversions, Toronto, Canada). [2] Body modelling in ADOBE Fuse CC beta (https://
www.adobe.com/ie/products/fuse.html%29). [3 + 4] Rigging avatar body and adding animation in Mixamo (https://www.mixamo.com/). [5] Joining face
and body in Autodesk 3dsMax (3dsMax 2019 | Autodesk, San Rafael, CA). [6] Rendering the avatar and creating video inWorldviz Vizard (WorldViz VR,
Santa Barbara, CA). The facial and vocal expressions range from -3SD to +3SD on the dimension of trustworthiness.
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trustworthiness. The auditory stimuli had been chosen to match the
level of trustworthiness of the avatars, according to intentionally
modulated voice recordings of untrained speakers and their own

self-ratings (Guldner et al., 2023 in preparation). Twelve avatar
families had been selected, based on a maximally differentiated
rating of trustworthiness in the first study. The combination of these

FIGURE 2
Boxplots (median, two hinges and outliers) depicting ratings of trustworthiness and liability as a function of an avatar’s trustworthiness manipulation
for study 1 and study 2. Furthermore, the linear trend of the mean of each rating is shown. Significant polynomial contrasts are depicted for each model.

FIGURE 3
Scatterplots of Kendall’s rank correlations between mean arousal/valence and trustworthiness ratings for study 1 and study 2. Each correlation is
depicted as mean over all avatar manipulation and separately for each manipulation.
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two stimuli sets generated multimodal stimuli for which the
prediction of apparent trustworthiness was also successful. The
link between different manipulation levels and perceived
trustworthiness, however, revealed a more complex pattern with
significant nonlinear relations: higher polynomial orders of
manipulation level were significant predictors of trustworthiness
ratings. The global relation between manipulation levels and ratings
resembles a stimulus-response curve with a saturation effect for
positive trustworthiness levels. This could possibly be explained by a
boundary effect of overdetermination by congruent multimodal
social cues. A nonlinear stimulus-response curve with broad
plateaus of (un-)trustworthiness could also reflect an adaptive
function of social estimations from first impressions. These play
a pivotal role in social decision-making, which regularly requires
nonlinear behavioral outcomes in form of decisions between discrete
alternatives: for example, if a social situation comes down to
requiring a “yes-or-no” decision, a trustworthiness estimate is
necessarily transformed into a binary outcome variable at some
point during the decision-making process. Hence, the nonlinear
factors in the relation between manipulation level and
trustworthiness ratings potentially indicate that these multimodal
stimuli further approached the behavioral significance and thereby
perceptual salience of real-world social interaction partners. Note,
however, that mean trustworthiness ratings in our studies were
limited to “saturate” below a trustworthiness level of roughly 75%

for all avatar families, indicating an upper boundary to effects of our
multimodal manipulations. This suggests that these “carry only so
far” in facilitating trustworthiness, given the generic common
characteristics of all our stimuli, as, e.g., all representing bald
males clothed in dark colors without ample emotional expression.

Another indicator for an increased complexity of interactions
between multimodal cues is the variety of shapes in stimulus-
response curves for the individual avatar families. For
multimodal visual-auditory stimuli, these take many forms from

TABLE 1 Linear mixed effects model of study 1.

Study 1

Trustworthiness

parameter ba SEb t p

intercept 49.76 1.67 29.48 <0.001

linear 21.62 0.45 47.67 <0.001

quadratic −2.16 0.45 −4.76 <0.001

cubic 0.63 0.45 1.39 0.17

x4 0.51 0.45 1.13 0.26

x5 0.16 0.45 0.36 0.72

x6 0.35 0.45 0.78 0.44

Likeability

parameter b SE t p

intercept 50.84 1.73 29.41 <0.001

linear 23.06 0.44 52.96 <0.001

quadratic −2.36 0.44 −5.41 <0.001

cubic 0.69 0.44 1.58 0.11

x4 0.75 0.44 1.73 0.08

x5 0.22 0.44 0.50 0.62

x6 0.21 0.44 0.48 0.63

Results of linear mixed effects model of study 1 using polynomial contrasts.
abeta estimate.
bstandard error.

TABLE 2 Linear mixed effects model of study 2.

Study 2

Trustworthines

parameter b SE t p

intercept 49.87 2.23 22.39 <0.001

linear 24.27 0.72 33.91 <0.001

quadratic −7.19 0.72 −10.05 <0.001

cubic −4.22 0.72 −5.90 <0.001

x4 3.50 0.72 4.88 <0.001

x5 2.29 0.72 3.20 0.001

x6 −0.99 0.72 −1.38 0.17

Likeability

parameter b SE t p

intercept 48.59 2.22 21.94 <0.001

linear 31.71 0.69 45.71 <0.001

quadratic −7.61 0.69 −10.97 <0.001

cubic −5.67 0.69 −8.18 <0.001

x4 3.46 0.69 4.99 <0.001

x5 1.17 0.69 1.69 0.09

x6 −1.64 0.69 −2.37 0.02

Results of linear mixed effects model of study 2 using polynomial contrasts.
abeta estimate.
bstandard error.

TABLE 3 Correlations.

Study 1

τa z p

Arousal ρ Trustworthiness −0.37 −7.86 <0.001

Valence ρ Trustworthiness 0.88 18.79 <0.001

Study 2

τ z p

Arousal ρ Trustworthiness −0.42 −5.14 <0.001

Valence ρ Trustworthiness 0.76 9.43 <0.001

Results of Kendall’s rank correlations.
aKendall’s tau as correlation coefficient.
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linear curves (resembling those for unimodal character stimuli) to
almost stepwise sigmoidal jump functions, with the location of the
transition between plateaus varying between avatar families
(Supplementary Figure S2). This indicates that multimodality and
increased realism can enhance behavioral responses to virtual
characters but also render the interpretation of effects more
challenging. Adding more layers of social information in future
studies could further extend this research, such as by targeted
variations in characters’ gestures or clothing (Oh et al., 2019),
more meaningful content of their utterances, and by narrative
contextualization of characters with short fictional biographic
episodes. These manipulations could further enhance the
usability of virtual characters in psychological, psychiatric, and
psychotherapeutic research.

4.1 Limitations

There are several limitations of this study. Firstly, our stimuli
consisted of only white male virtual characters of roughly medium age,
a design decisionmainly due to similarly limited scope of the predictive
model used to generate the stimuli. This certainly limits the
generalizability of our findings, and future studies should extend the
diversity of similar stimuli samples. Secondly, the voice recordings
employed in the multimodal stimuli set were extracted from a study
that required speakers to utter sentences with insignificant meaning.
While this has certain advantages for evaluating social voice
modulation independent of semantic content, the latter is usually an
important cue for apparent trustworthiness in real-world social
encounters. To increase ecological validity of future studies with
virtual characters, the content of utterances should match the virtual
social contexts of their expression. A third limitation of our study is the
lack of behaviorally relevant interactionmeasures of trust based on, e.g.,
decisionmaking in trust games. Future studies, for example, in the field
of decision making, could make use of fully immersive virtual
encounter situations that call for such decisions of trust on behalf of
the participants. Fourthly, since trustworthiness, valence and arousal
were rated on the same page by participants, the ratings could be
influenced by each other. Lastly, the vocal recordings were intentionally
manipulated on the likeability/hostility dimension of the social space,
but not explicitly on trustworthiness. However, these dimensions are
closely related on a perceptual level (McAleer et al., 2014). In fact, this
was reflected in the highly similar rating profiles across trustworthiness
and likeability ratings, in study 1 (rτ = 0.89, p=<0.001) and study 2 (rτ =
0.86, p= <0.001), supporting a common underlying dimension
reflecting approach/avoidance behaviors to others (e.g., Fiske et al.,
2007; Oosterhof and Todorov, 2008; Zebrowitz, 2017a).

4.2 Conclusion

In this cross-sectional study, we successfully showed that a
multisensory graduation of social traits, originally developed for
2D stimuli, can be applied to virtually animated characters, to
create a battery of animated virtual humanoid male characters.
These allow for a targeted experimental manipulation of
perceived trustworthiness of avatars with high ecological
validity, which can be used in future desktop-based or fully

immersive virtual reality experiments. The predictive model
was applied to visual facial features in the first study, which
revealed significant linear trends in perceived trustworthiness. In
the second study, which combined these with auditory vocal
features, nonlinear trends in perceived trustworthiness gained
more importance, possibly reflecting higher complexity of
multimodal manipulations. These virtual avatars could provide
a starting point for a larger data bank of validated multimodal
virtual stimuli. This could be used for social cognition research in
neurotypical and psychiatric populations.
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