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In virtual reality (VR), we assessed how untrained participants searched for fire
sources with the digital twin of a novel augmented reality (AR) device: a
firefighter’s helmet equipped with a heat sensor and an integrated display
indicating the heat distribution in its field of view. This was compared to the
digital twin of a current state-of-the-art device, a handheld thermal imaging
camera. The study had three aims: (i) compare the novel device to the current
standard, (ii) demonstrate the usefulness of VR for developing AR devices, (iii)
investigate visual search in a complex, realistic task free of visual context. Users
detected fire sources faster with the thermal camera thanwith the helmet display.
Responses in target-present trials were faster than in target-absent trials for both
devices. Fire localization after detection was numerically faster and more
accurate, in particular in the horizontal plane, for the helmet display than for
the thermal camera. Search was strongly biased to start on the left-hand side of
each room, reminiscent of pseudoneglect in scene viewing. Our study
exemplifies how VR can be used to study vision in realistic settings, to foster
the development of AR devices, and to obtain results relevant to basic science and
applications alike.
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1 Introduction

We used a virtual reality (VR) simulation of smoke-filled rooms to evaluate the
usefulness of two different devices for detecting and localizing fire sources: a handheld
thermal imaging camera and a novel helmet-mounted heat display. The purpose of this
study is threefold: (1) We test whether and how such displays can aid naïve, untrained
observers (i.e., non-firefighters) in locating fires, notwithstanding the observation that
search in real-world firefighting often has to rely on non-visual information (Lambert et al.,
2021). (2) Our study shall exemplify how a realistic VR simulation (in terms of the visual
input) can be used to quickly prototype and test a novel augmented reality (AR) device. (3)
The obtained data shall provide new insights into visual-search strategies, when search
spaces and tasks are complex and realistic, but at the same time unfamiliar to the specific
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participant. Consequently, we first briefly introduce the role of
extended reality (XR; i.e., AR and VR) in search and rescue
(Section 1.1), the use of XR in device development (Section 1.2),
and the theoretical background on visual search without (Section
1.3) and with (Section 1.4) additional devices as well as on gaze in the
real world and VR (Section 1.5). As it will become relevant for
interpreting search strategies, we briefly review evidence for so-
called pseudoneglect, a tendency to direct attention to the left when
starting a new search (Section 1.6).

1.1 XR in firefighting and urban search
and rescue

Firefighting and Urban Search and Rescue (USAR) are fields
prominently associated with the potential benefits of XR. VR allows
simulating environments that would be too dangerous for training
in the real world, while AR devices are particularly useful when
sensory information is impoverished through environmental
conditions (e.g., low visibility in smoke, little useful auditory
information due to noise, restricted tactile information due to
protective equipment). While VR is frequently used in the
context of firefighting training (e.g., Shi et al., 2021; Wheeler
et al., 2021 for a recent review), AR devices are often associated
with more general USAR operations (e.g., LaLone et al., 2019; Wang
et al., 2018), where low visibility and other sensory impairments are
less of an issue. While many tasks in the context of firefighting – e.g.,
searching for people and/or items under dangerous conditions, time
pressure and impoverished sensory input – do come down to
variants of search, in many cases, this search is non-visual, as
operation happens under zero-visibility (http://www.
firefighterrescuesurvey.com/ as cited by Lambert et al., 2021,
states a number of 40.2% of victims being found in a zero-
visibility environment). However, this does not necessarily imply
that providing visual information through AR is useless in these
cases – to the contrary, if no visual information is available from the
actual environment, the visual modality may be particularly well-
suited to provide task-relevant information by technical means. In
fact, a current vision for a next-generation integrated AR system for
firefighting support, which was developed using VR simulations
with firefighters, relies on visual information to provide current
information about the floorplan, location and condition of other
team members, the environmental conditions, and dangers (Grandi
et al., 2021).

It remains an open issue, which sensory channels AR devices
should best use to support firefighting. While a definite answer
might be highly dependent on the specific task and environmental
conditions, in some cases, there is a noteworthy dissociation
between signals that firefighters consider most useful, and those
that objectively provide the necessary information most effectively
and efficiently (Wolf et al., 2019). Along similar lines, using a
multimodal (visual and tactile) AR support system was found to
be preferred by experienced firefighters over having no such system
available – even if it did not improve performance in the particular
firefighting scenario tested (Streefkerk et al., 2012). Such
dissociations between performance and preference – regardless of
sensory modality – highlight that the design of any AR device needs
to be validated by controlled experiments. To this end, VR provides

a useful tool, as it allows rapid testing of devices under safe, yet
realistic conditions – the approach we follow in the present study.
The need for objective performance measures does, however, not
invalidate the common approach of expert panels and focus groups
to design AR support for firefighters (e.g., Kapalo et al., 2018); for the
very least these will always be required to ensure the realism of the
scenarios considered, especially in VR (e.g., Haskins et al., 2020).

Conceptually related to the aims of the present study, Bailie et al.
(2016) used VR (in addition to structured interviews) to develop AR
tools for firefighters. These authors stress the realism of their task,
combining time pressure, low visibility, auditory noise and an
auditory secondary task with a “blind” search task. Interestingly,
these authors state that haptic and auditory channels quickly get
overloaded, and therefore provide a visual aid (a virtual trace to
mark previously searched locations) to facilitate search in (near-)
zero visibility. In the present study, we focus on the realism of the
visual stimulation, in particular on the physical realism of heat
distributions and on visually faithful representations of the devices
to be tested. Moreover, we perform a systematic test with a
consistent trial structure (a series of independent, identical
rooms) to quantify performance in a sample of 24 participants.

While most VR simulations in the context of hazardous
situations address the training and support of firefighters or
other Search and Rescue professionals, there are also recent
approaches to use immersive VR as tool to train laypeople to
evacuate buildings or aircrafts effectively and efficiently in case of
fire (Feng et al., 2018 for a review). As the focus of the present study
is on the efficient deployment of visual information, we also tested
naïve, untrained observers to facilitate our initial development of the
AR device, although its eventual target group will be firefighting
professionals.

1.2 XR in device development

VR has become a common tool for the rapid development and
testing of novel devices and device variants. This is most evident in
the concept of the “digital twin,” a detailed digital copy of a real
device, which – originating frommilitary and aerospace applications
(Glaessgen and Stargel, 2012) – is nowadays widely applied in
manufacturing (Kritzinger et al., 2018 for a review), including the
programming of industrial robots (Burghardt et al., 2020). The
concept has been extended to a wide range of applications,
including virtual versions of smart homes (Gopinath et al., 2019)
and even humans, especially in the context of personalized
healthcare (Kamel Boulos and Zhang, 2021). VR versions of
devices and their user interfaces are also common in the
assessment of usability and user experience (e.g., Brade et al.,
2017; Hinricher et al., 2023). Using VR to prototype, develop and
evaluate devices and their user interfaces extends to wearables,
mobile devices and AR. Real mobile devices have also been
integrated into VR simulations to test user interaction; for
example, to develop and evaluate smartphone applications
(Schrom-Feiertag et al., 2021). Lacoche et al. (2022) directly
compared an actual AR device with its simulation in VR. In
terms of usability and user experience, both the actual and the
simulated device yielded comparable results and this was
surprisingly robust to parameters like the AR device’s field of
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view or the environment as such. This shows that VR can be used to
test AR devices and allows quick variations of the (simulated) device
itself and of the environment it is used in. That is, VR simulations are
a potentially useful tool for rapid prototyping and development of
AR devices. In the present study, we follow this approach. We
construct digital twins of the novel AR device (the helmet display)
and the conventional device (the handheld thermal camera) and test
them in a controlled, but visually realistic VR scenario on the
detection and localization of fire sources.

1.3 Visual search

While professional firefighters will rely on several modalities,
and in particular will use tactile information to negotiate smoke-
filled environments with zero visibility (Lambert et al., 2021), the
present paradigm, locating fire sources, is most closely related to
visual search. Visual search is one of the most widely studied
paradigms in experimental psychology. Following Treisman and
Gelade’s (1980) seminal work on their feature-integration theory
(FIT), search tasks are often designed as a presence/absence
judgement; that is, participants are asked to respond whether
a certain item (target) is in the display or not. While being
successful in predicting the search for simple items and their
conjunctions as well as asymmetries between present and absent
features, FIT does not readily extent to real-world search, as it
assumes that items are well-individuated and it does not include a
concept of similarity. Alternative models include the saliency
map (Koch and Ullman, 1985), which considers maps of
differences in features (contrasts) rather than of features as
such, and Guided Search (Wolfe et al., 1989), which
introduces concepts like feature tuning and explicit top-down
guidance. Both models have since evolved to cover a much
broader spectrum of tasks and stimuli. Later implementations
of the saliency map (Itti et al., 1998; Itti and Koch, 2000) have
become a standard reference for the prediction of spatial
attention allocation in natural scenes, and the most recent
version of Guided Search (GS6.0; Wolfe, 2021) covers
advanced mechanisms such as explicit rules for search
termination, pre-attentive processing of a natural scene’s gist
(e.g., Fei-Fei et al., 2007), and visual working memory.
Consequently, models of visual search and attentional
guidance nowadays have the means to in principle
accommodate complex real-world search scenarios.

When transferring search from simple stimuli and tasks to
more and more naturalistic settings, many additional issues arise.
These can refer to the target of search itself (e.g., how precisely is
its appearance known and how is it presented; Alexander and
Zelinsky, 2011; Schmidt and Zelinsky, 2009; Vickery et al., 2005)
but also to the target’s context: objects in their correct context are
typically found faster (Võ and Henderson, 2009) and search
tends to start in regions consistent with typical target
occurrence (Eckstein et al., 2006; Neider and Zelinsky, 2006;
Torralba et al., 2006). In the present study, we use the firefighting
scenario to induce a search task that is complex and from the real
world, but nonetheless unfamiliar to the naïve observers. Hence,
we can study complex visual search, when contextual (scene)
information is unavailable.

1.4 Augmented visual search

In most real-world studies on visual search, “visual” refers to
tasks where the signal of interest itself is visual in nature, i.e., largely
unmodified as light meets the eye. However, many real-world
applications require search in visual displays that are transformed
from non-visual input. For example, luggage screening, a prime
example for real-world search (Wolfe et al., 2013), uses images
obtained by X-ray devices, which differ from naturalistic visual input
first and foremost in that all objects in the scene are transparent (cf.
Wolfe et al., 2005). The search in medical images is also often used as
example for real-world applications of visual search, but there, too,
images are obtained through complex transformations of sensory
data and therefore break expectations regarding contextual
information; consequently, searchers develop or are trained in
domain-specific scanning strategies (e.g., Drew et al., 2013),
which can reflect and are modulated by expertise (Manning
et al., 2006). Even search in complex technical displays, for
example, when operating machinery, another typical applied case
(e.g., Kuschnereit et al., 2024), necessitates arrangements that are at
best reminiscent of real-world scene layouts. While some results
transfer from truly visual search to such scenarios, some
assumptions, e.g., about contextual cues, are necessarily violated.
Conversely, augmented reality (AR) displays often are designed to
aid visual search (in a broad sense) in real-world scenarios. Studies
relating AR to visual search have often considered technical
constraints, such as the limited field of view (Trepkowski et al.,
2019), or practical issues, like optimizing search cues to be
informative but not distracting (Lu et al., 2012) or with respect
to their type and location (Warden et al., 2022). Such studies,
however, either need the AR display to be available or consider a
question related to AR usage without the AR device as such. In the
present study, we use VR to simulate an AR device (the helmet
display) and compare it to the current standard method in the same
visual-search task (the thermal imaging camera). Thereby, we can
make use of the advantages of VR, such as good experimental
control, while achieving a realistic impression of the actual AR
device and its competitor.

1.5 Gaze in the real world and in VR

In classical search experiments, performance is often measured
in terms of accuracy and reaction times, while gaze shifts are either
prevented (“covert search”) or not considered. Many recent
paradigms, however, either control for gaze or use gaze-related
parameters in addition to reaction times and perceptual
judgements (e.g., Becker, 2010). Gaze typically follows attention
(Deubel and Schneider, 1996) and can be measured without
interfering with the task at hand. Moreover, measuring gaze
provides insight into search strategies that would be hard to
assess with behavioral measures alone. This includes the spatial
order of search (see also section 1.6) and the dissociation between
first looking at an item and verifying its identity as target (Malcolm
and Henderson, 2010). Since some of these issues only arise for
sufficiently complex searches or displays, gaze is particularly well-
suited to measure attention and to characterize search in complex
and naturalistic settings.
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In the real world, gaze – and by inference attention – is largely
determined by the task (e.g., Hayhoe and Ballard, 2005; Land, 1992).
Even during free exploration, environmental constraints, such as
maintaining safe and stable gait, profoundly impact gaze and
attention (e.g., ’t Hart et al., 2009; Matthis et al., 2018), while at
the same time the head is free to move and head and eye movements
may serve partially distinct roles (’t Hart and Einhäuser, 2012). Such
constraints and differences from the laboratory setting also need
consideration for visual search. For example, even for stimuli and
tasks that closely resemble the laboratory situation, eye, head and
body movements substantially contribute to search (Foulsham et al.,
2014), whereas in the lab typically only eye movements are available
to scan a limited screen. Several aspects of laboratory data transfer to
the real world, such as an interplay between task relevance, fixation
probability and object memory (Tatler and Tatler, 2013) or the
reduced ability to use negative templates for search compared to
positive templates (Kugler et al., 2015). Such studies are clearly
distinct from the manifold of applied eye-tracking studies in that
they test the extent to which laboratory findings and theories
transfer to the real world, with an aim of generalization rather
than solving a specific applied question. However, this approach
faces a critical trade-off between lab-like experimental control and
ecological validity. Here again, VR provides a bridge between the
two extremes, by allowing complex stimuli, large environments and
realistic tasks, while in principle maintaining full experimental
control. The combination with eye tracking has rendered VR an
evenmore promising tool for the study of attention (Clay et al., 2019,
for a review). For example, using VR, interactions between visual
search for complex realistic objects and memory can be measured
and quantified in large environments through which participants
can move freely, which would be difficult to realize in a controlled
fashion in the real world (Li et al., 2018). Moreover, as one of the
pioneering studies using VR in the context of gaze tracking
demonstrated, the allocation of gaze towards objects can be
linked to broader task-related concepts, such as approach and
avoidance behavior, in realistic contexts (Rothkopf et al., 2007).
VR setups usually allow for a larger field of view than standard
laboratory displays, which – in addition to having the head and the
body free to move – might be critical, as peripheral vision
contributes substantially to search behavior in natural-scene
viewing (Nuthmann and Canas-Bajo, 2022) and real-world tasks
(Vater et al., 2022, for a review). At least for the free exploration of
indoor spaces, gaze allocation in VR is remarkably similar to real-
world behavior (Drewes et al., 2021), provided the VR control does
not interfere with gaze (Feder et al., 2022). Together, these results
suggest that VR is an ideal test bed to study visual search in realistic
scenarios, when task and/or stimulus are of high complexity.

1.6 Pseudoneglect

Visual processing in neuro-typical individuals usually has a bias to
the left, the so-called pseudoneglect (Bowers and Heilman, 1980).
Pseudoneglect is frequently interpreted as bias of attention to the left
visual field (Bultitude and Davies, 2006; Nicholls and Roberts, 2002).
Other attentional phenomena have similar lateral asymmetries. For
example, inhibition of return is more pronounced for cues on the left
than for cues on the right, although this asymmetry can largely be

attributed to reading direction (Spalek and Hammad, 2005), in contrast
to other measures of pseudoneglect (Nicholls and Roberts, 2002). For
the case of overt visual search, Zelinsky (1996) described a bias to the
upper left for the first search saccade, and in a typical clinical test of
actual neglect, target cancellation, which is effectively a search task, the
first target canceled is predominantely in the left visual field for neuro-
typical participants (Gigliotta et al., 2017). For the case of free scene
viewing, an initial tendency to fixate towards the left has also been
anecdotally described (e.g., Engmann et al., 2009) before being studied
systematically (Nuthmann and Matthias, 2014; Ossandón et al., 2014).
For memorization and scene preference tasks, Nuthmann andMatthias
(2014) find a robust leftward bias of about one degree for the first 1–2s
of scene viewing, which is somewhat larger and more prolonged in the
memorization task. Importantly for the present study, Nuthmann and
Matthias also found a similar leftward bias for search in natural scenes,
which was present even when targets were in the right-hand side of the
scene. Ossandón et al. (2014) obtained similar results, though in their
study only right-handed individuals showed the leftward bias, while it
was largely absent in left-handers. While all these studies show robust
effects (at least for right-handers with left-to-right reading direction),
they refer to simple displays or to scene viewing, and the biases found
are comparably moderate in size. As such, it will be a most interesting
issue, whether the leftward bias when encountering a new scene extends
to the real world and to virtual reality. While there is no such thing as a
true “image onset” in the real-world, encountering a visually new
situation, for example, after opening a door, might be comparable
in real life.

1.7 The present study

In the present study we use a visually faithful, high-detail VR
reconstruction of a building (Drewes et al., 2021; Feder et al., 2022)
to study a real-world visual search task that is aided by display
devices. Specifically, we consider the case of detecting and localizing
fire sources with the aid of two distinct devices. The first device
tested is a thermal imaging camera as it is typically used by
firefighters for localizing fire sources. The second device is an AR
heat display that is integrated in the firefighter’s helmet (Püschel
et al., 2022). Both devices are real-world devices that are
reconstructed in detail in our VR simulation. With the aid of
either device, participants perform a visual search task as they
enter a smoke-filled room and decide whether a fire is present or
absent. In the case of a “present” response, they in addition localize
the fire by directing a pointing device towards it. We assess how
reaction times for the detection task depend on the device, on target
presence and on target location, how the localization accuracy
depends on the device as well as how gaze direction, head
direction, the device direction and the direction of the pointer
evolve over time. This follows the threefold aim of this study.

2 Methods

2.1 Participants

Twenty-four volunteers (11 women, 13 men, age range: 21–49,
mean age: 26.9 years (sd: 6.2 years)) from the University of Giessen
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(JLU) community participated in the study, which was conducted on
JLU premises. All participants had normal or corrected-to-normal
vision and were naïve to the purpose of the experiment. All but one
participant had no experience or training in firefighting. Twenty two
were right-handed, 2 left-handed according to self-report.
Participants were compensated for their participation at 8 EUR/h
or with course credit.

2.2 Setup

2.2.1 Hardware
For testing, we used an HTC Vive Pro Eye virtual-reality

headset, combined with two Vive handheld controllers. The Vive
Pro Eye offers dual OLED displays with a combined resolution of
2,880 × 1,600 pixels, at a screen refresh rate of 90 Hz, and a
maximum field of view of 110°. The headset features an
integrated Tobii eye tracker, capable of capturing eye movements
at a sampling rate of 120 Hz in a tracking range of 110° (accuracy
0.5°–1.1° within 20°). Computations were performed on a Bestware
XMG NEO 17 laptop (AMD Ryzen 9 5900HX CPU, 32 GB RAM,
Nvidia RTX 3080 Mobile GPU).

2.2.2 Software
The VR environment was modeled in Blender (2.93) and the

final firefighting simulation implemented and operated in Unity
(2019.4.32f1), using the SteamVR plugin (2.7.3) to handle the
tracking of the VR devices and controller inputs, and the

SRanipal SDK (1.3.3.0) to access eye-tracking data from Unity.
VR and eye tracking were set up in Windows 10 using SteamVR
(1.20.4) and SRanipal Runtime (1.3.2.0). Eye tracking was calibrated
using SRanipal’s integrated five points calibration procedure.

2.3 VR scenario

2.3.1 VR environment
The VR environment was based on the in-detail replication of an

office building at Chemnitz University of Technology used in earlier
studies (Figures 1A–G; Drewes et al., 2021; Feder et al., 2022). Rather
than using the original layout, doors were placed equidistant to the
left-hand side of the corridor at 7.35 m distance between subsequent
rooms (Figures 1A, B). The doors led to square rooms that were
7m × 7mwide and 2.8m high. The door was located centrally at one
side of the room, and offset by 30.6 cm towards the corridor relative
to the inner side of the wall, matching the configuration in the actual
building. The starting position for a trial, which was also the center
of the virtual cylinder on which targets could appear (see section
“fire simulation”), was central to the door, but aligned with the wall
(Figures 1C–G).

2.3.2 VR control
We used a “point-and-teleport” navigation strategy (Bozgeyikli

et al., 2016) to move along the corridor and to enter rooms. In the
corridor, the participants could use the controller in their dominant
hand to point at any location and teleport there by pressing down

FIGURE 1
VR environment. (A, B) Scenes between trials of a block from the participant’s perspective. (A) Block with the helmet display (seen in switched-off
state, all LEDs off), (B) block with the thermal imaging camera (seen in the left hand in switched-off state); (C, D) scenes from a training block while
searching for the target; unlike in the experimental blocks, the burning cube of wood is visible (C) helmet display, (D) thermal imaging camera; (E, F)
scenes from a target-present trial in an experimental block between detection and localization response, blue pointing “beam” is seen while the
trigger button is pressed, (E) helmet display, (F) thermal imaging camera. (G) Room configuration as seen from above, triangle: participant initial position,
circles: potential target (fire) locations, ɸ azimuthal angle of fire. Fires can be located at heights between 20 cm and 140 cm above the ground. (H) Heat
distribution calculatedwith PyroSim for an example fire source location (angle of −73.64° to the entrance door, height of 60 cm) and a simulation duration
of 30 s. Figure modified from the result view in the PyroSim Editor. (I) Definition of azimuthal error (Δɸ).
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the touchpad. In front of each room was a teleportation marker that
had to be entered to open the door to that room. Rooms were
entered centrally at a fixed location (cyan triangle in Figure 1G) with
participants facing straight into the room towards the wall opposing
the door. Participants were free to move their head, eyes, arms and
body, but remained stationary otherwise.

2.3.3 Fire simulation
Heat spread was calculated in PyroSim 2021.3.0901

(Thunderhead Engineering), using the National Institute of
Standards and Technology’s Fire Dynamics Simulator (version
6.7.6). A cube with a size of 10 cm × 10 cm × 10 cm was chosen
as fire source, emitting heat at a release rate of 540 kW/m2 from all
six faces. The heat propagation was simulated for a closed room
(7 m × 7 m × 2.8 m, see section “VR environment”), with an initial
ambient temperature of 20°C and relative humidity of 40%, at
1013,25 hPa. For 70 different cube positions, the temperature
distributions inside the room after 30 s of heat release were
computed, with a spatial resolution of 1,000 cells/m³ (Figure 1H).

Fires were placed on a virtual cylinder whose center was the
participant’s position when entering the door. For the center of the
burning cube, there were 10 different possible azimuthal locations,
equally spread out on a semicircle (Figure 1G), and seven different
heights (20 cm, 40 cm, 60 cm, 80 cm, 100 cm, 120 cm, and 140 cm
above the floor level of the room). In the main experiment, each
azimuthal location was used once per participant and device, heights
were assigned randomly with replacement, but two subsequent fires
never had the same height. For the training trials of each device,
10 fire locations were drawn using the same constraints as in the
main experiment.

2.3.4 Device simulation: helmet display
The helmet display was implemented according to the real

prototype (Püschel et al., 2022). It consists of an infrared sensor
with a 16 × 4 thermopile array and a field of view of 60° × 16° and
16 LEDs that light up in the colors green, blue, yellow, and red,
depending on the measured temperature. Each LED represents one
of the 16 horizontal sensor areas, the four vertical zones are combined to
form a single display line. In addition, the measuring direction of the
infrared sensor is indicated by a laser pointer.

In our experiment, the helmet display was configured to show
measured temperatures up to 50°C in green, temperatures between
51°C and 249°C in yellow, and 250°C and above in red. Blue was not
used. The helmet display was shown in VR as a screen overlay,
positioned 265 px above the center of the image, with each LED
being a rectangle (30 px × 30 px) with 15 px spacing between LEDs.
Since the infrared sensor of the helmet display measures
temperatures in the direction of the central field of view, but the
information is displayed in the participants’ upper peripheral field of
view, the infrared sensor of the helmet display (virtual
implementation and actual prototype) is also equipped with a
laser pointer that indicates the direction of measurement, so the
participant can learn the offset (Figures 1A,C,E; Supplementary
Videos 1, 3, 4).

2.3.5 Device simulation: thermal imaging camera
The controller in the non-dominant hand was simulated as a

thermal imaging camera. We chose a Flir E8 as the thermal imaging

camera model to achieve the highest possible immersion, since the
handles of the Flir thermal imaging camera and the Vive controller
are haptically very similar. For better comparability, our thermal
imaging camera was implemented to have the same horizontal field
of view of 60° as the helmet display. Due to the 4:3 screen ratio of the
Flir E8 model, this results in a total field of view of 60° × 45° for our
thermal imaging camera (actual Flir E8: 45° × 34°). As a color scheme
for the representation of the heat distribution we chose Flir’s
ironbow scale, showing the lowest temperature within a trial in a
cool and dark color, and the hottest temperature in a bright and
warm color, and all other values based on their relative position in
the temperature range in between in a continuous color gradient
from blue trough purple and pink to orange, yellow, and white
(Figures 1B,D,F; Supplementary Videos 2, 5, 6).

2.4 Procedure

Participants performed a combined detection and localization
task. In each experimental block, participants subsequently entered a
series of 10 rooms. In each room, they first had to decide whether a
fire was present (“detection task”). To indicate that they had detected
a fire (target-present response), they pressed and held the “trigger”
button of the controller placed in their dominant hand (the
“pointing device”). This activated a beam emerging from the
pointing device, which participants then pointed in the direction
of the fire to indicate its location (“localization task”). To indicate
completion of the localization task, they released the trigger button,
which ended the trial, and observers could return to the corridor,
from where they could proceed to the next room for the next trial. If
they detected no fire in the room (target-absent response), they
pressed one of the side buttons, also ending the trial. For each of the
two devices, participants first performed a training block, where the
fire was clearly visible (Supplementary Video 1 for the helmet
display, Supplementary Video 2 for the thermal imaging camera)
and the target was always present. Then two experimental blocks of
10 trials for the same device followed (see Supplementary Videos 3, 4
for the helmet display, Supplementary Videos 5, 6 for the thermal
imaging camera), which had 10 target-present and 10 target-absent
trials in total. The eye tracker was calibrated at the beginning of each
trial using the manufacturer’s procedure, and calibration was
validated at the end of each block. The order of device use was
counterbalanced across participants, each participant performed
first the training for one device, then the experimental blocks for
the same device before switching to the other device.

All procedures were reviewed and approved by the applicable
local ethics review board (Ethikkommission HSW, Chemnitz
University of Technology, case no. V-420-PHKP-WET-
Feuerwehr-15012021).

2.5 Analysis

2.5.1 Definition of dependent variables
We defined the detection time as the time from entering the

room by completing the corresponding teleport operation to the
time the response button on the pointing device (either the trigger
button for target present or a side button for target absent) was
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pressed. Only correct trials entered the analysis of detection times.
We defined the localization time as the time from the detection
response (pressing the trigger button) to the localization response
(releasing the trigger button).

For correct target-present trials, two versions of the localization
error were computed at the time of button release. The distance of
the center of the fire to the beam emerging from the pointing device
(i.e., the closest point on the beam to the fire’s center) was defined as
the 3D localization error. In addition, we computed the intersection
of the beam with the virtual cylinder of potential fire locations; the
angular difference between the azimuth (on the cylinder) of this
intersection and the azimuth of the fire’s center was defined as the
azimuthal localization error (Figure 1I).

In addition to the direction of the pointing device, we also
assessed the direction of gaze, the direction of the head and – for
trials with the thermal imaging camera – the direction of the thermal
imaging camera. As we tracked data from both eyes, for the gaze
direction, we assumed a “cyclopian eye” at the center between the
two eyes. Gaze is referenced to world coordinates by combining the
“eye-in-head” data from the eye-tracker with the head orientation.
We report the direction of the simulated laser that is emitted from
the top of the simulated helmet (where in the real system the thermal
sensor is located) and refer to this measure as “head-aligned laser.”
Except for a deviation in vertical direction (150 mm to the center of
the headset), this is identical to the usual definition of head direction
(and definitions are identical in the horizontal plane). For
comparison, we also report the “head-aligned laser” direction for
trials with the thermal imaging camera (where the laser is not
present). For the thermal imaging camera, we define its direction
as that of the invisible beam perpendicular to its lens at the front of
the virtual device. When computing deviations in 3D or azimuthal
direction for these three “effectors” (gaze, head-aligned laser,
thermal imaging camera) we use the same definitions as for the
localization error in gaze of the pointing device.

2.5.2 Statistical analysis
Since – to foreshadow the results – performance in the detection

task was practically at ceiling (3 errors in 960 trials), no statistical
analysis of detection performance was conducted.

Detection times were analyzed by means of a 2 × 2 repeated-
measures analysis of variance (rmANOVA) with factors device (two
levels: helmet display, thermal imaging camera) and target presence
(two levels: present, absent).

Since the localization task only applies to target-present trials,
the effects of device on localization time and on the two localizations
errors were assessed with paired t-tests.

The dependence of detection time on azimuthal location of the
fire in target-present trials, was analyzed with a 2 × 10 rmANOVA
with factors device (as above) and position (the azimuthal fire
locations as discrete, nominal levels), and follow-up t-tests were
conducted to compare corresponding locations on the left and right
of the midline. To avoid empty cells, this analysis was restricted to
those 21 participants who performed the detection task in all target-
present trials correctly.

Gaze time courses were analyzed for all participants for the first
10 s after trial onset. This was restricted to target-absent trials to
avoid confounds by the target localization. The time-courses were
truncated at the time of the target-absent response, reducing the

number of available data towards the end of the 10-s period, but
avoiding any confounds from the response as such and the
subsequent leaving of the room. Since the sampling of the device
is not entirely uniform in time, gaze data of each trial was
interpolated at 100 Hz using linear interpolation where needed.
Missing data, e.g., due to blinks, were not interpolated, but retained
as missing data. Data were then first averaged across trials to obtain
one mean curve per participant, then across participants. This
analysis was conducted separately for the two devices. To identify
the timepoints at which gaze differed significantly from the straight
ahead, a t-test was conducted at each time point. To adjust for alpha-
error inflation as consequence of the multiple tests, we adjusted the
alpha level to an expected false discovery rate (FDR) of 5% using the
procedure introduced by Benjamini and Hochberg (1995). The
adjusted alpha level is reported along with the uncorrected p-values.

To qualitatively assess the time course of all “effectors” (gaze,
head-aligned laser, pointing device, thermal imaging camera)
relative to the fire detection in correct target-present trials, we
used the same interpolation as for the gaze data and aligned data
either to the detection or the localization response. All trials were
truncated at the time of the localization response to avoid confounds
from the effector use when leaving the room and proceeding to the
next. Otherwise, the treatment was identical to the gaze data in the
aforementioned gaze analysis at trial onset.

3 Results

3.1 Performance

Across the total of all 24 participants, there were only three trials
(of 960), in which a participant gave an incorrect response to the
detection task. All three errors were misses (target absent reported,

FIGURE 2
Reaction times. (A)Detection task. (B) Localization task. Errorbars
denote standard error of the mean (s.e.m.). Hatched: helmet display,
solid gray: thermal camera. Note the different scales in (A, B).
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while a fire was present), one for the thermal camera, two for the
helmet display, all committed by different participants. In all cases,
participants immediately uttered that they made an error, such that
it is likely that the response was mainly a motor slip or response
button mix up rather than an actual perceptual miss.

3.2 Reaction times

For the time to decide whether a fire was present in the room
(detection task), correct responses were faster for the thermal
imaging camera than for the helmet display (F(1,23) = 16.0, p <
.001, Figure 2A). As expected in a visual search task, target-present
trials were faster than target-absent trials (F(1,23) = 10.6, p = .004).
There was no interaction between the factors device and target
presence (F(1,23) = 0.63, p = .435); that is, we have no evidence that
the benefit of the thermal camera would be modulated by whether a
target was present or not. In target-present trials, the time from
detection to localization had a trend to be shorter for the helmet
display than for the thermal imaging camera (t(23) = 2.01, p = .056,
Figure 2B). Together, this indicates that the thermal imaging camera
has advantages for detecting fire, but reporting the fire’s location
after detection tends to be faster when wearing the helmet display
than when using the thermal imaging camera.

3.3 Localization errors

Besides analyzing the speed of detection and localization, we
asked whether the accuracy with which a fire was located differed
between the devices. We measured the distance between the beam
originating from the pointer and midpoint of the fire at the time the
trigger button of the pointer was released. For this 3D localization
error, we found a trend to a benefit for the helmet display

(t(23) = 2.06, p = .051): the error was 9.8 cm ± 4.7 cm (mean ±
s.e.m.) smaller for the helmet display than for the thermal imaging
camera (Figure 3A). For training, when the fire was visible, this
difference was only 1.9 cm ± 0.8 cm and the errors themselves were
also substantially smaller (black lines in Figure 3A) and on the order
of the size of the burning cube (10 cm edge length). Hence, a putative
motor difference, which, e.g., could result from simultaneously
operating two handheld devices, could not explain the observed
difference for the main experiment.

Since the tested configuration of the helmet display had only one
horizontal line, users needed to integrate visual information over
different head positions to obtain an estimate of the vertical location
of the fire. It could therefore be expected that the benefit of the
helmet display would play out particularly in the horizontal
dimension. To test this, we computed the angular (azimuthal)
error (Δϕ) in fire localization for the projection perpendicular to
the floor plane. We found this error to differ between the devices,
with a benefit for the helmet display (t(23) = 2.51, p = .019): the error
was 2.1° ± 0.83° smaller for the helmet display than for the thermal
imaging camera (Figure 3B). This corresponds to a reduction of the
horizontal error by 12.8 cm ± 5.1 cm. Again, this could not be
explained by a putative motor difference, as the difference in training
was a mere 0.7° ± 0.5° and the training error itself (black lines in
Figure 3B) in the order of the angular size of the burning cube. In
contrast, considering the absolute value of the vertical component of
the 3D error, no difference was found between the devices (t(23) =
0.128, p = .899; Figure 3C). The larger error in the azimuthal
direction for the thermal camera is also evident in a 2D
representation of the errors that preserves the error’s sign: while
on average both devices are rather accurate on the vertical midline,
the precision is higher (the spread lower) for the helmet display
(Figure 3D, top) than for the thermal imaging camera (Figure 3D,
bottom). In sum, there is a localization advantage for the helmet
display over the thermal imaging camera, particularly for the

FIGURE 3
Localization error. (A) 3D error. (B) Azimuthal error. (C) Vertical component of 3D error. (A–C): Mean and s.e.m. for correct target-present trials;
horizontal lines denote training error. Hatched: helmet display, solid gray: thermal camera. (D) Distribution of azimuthal error (x-axis) and vertical error
(y-axis) for the two devices. Representation smoothed with a 5 deg (azimuth) x 30 cm (height) sliding average. Note that panels (A–C) denote absolute
error, (D) includes the direction (sign) of the error.
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horizontal direction, which is not explained by motor differences in
pointing when operating the devices.

3.4 Spatial distribution of reaction times

Participants entered each room at a predefined location,
standing centrally in the door and looking forward. Hence, we
asked whether the detection time depended on the azimuthal
location of the target. Since each azimuthal location was probed
only once per device, we excluded those participants from this
analysis who had one erroneous trial. For the remaining 21, we
found a main effect of location (F(9,20) = 4.59, p < .001).
Unsurprisingly, we confirmed the benefit of the thermal camera
(F(1,20) = 57.6, p < .001), which we had already observed in the
location-averaged data. Importantly, we found no evidence for an
interaction between the two factors (F(9,20) = 0.33, p = .963),
suggesting that the benefit is location-independent. Qualitatively,
we observed that the detection was fastest in the center, and tended
to drop to either side (Figure 4). More prominently, we observed that
detection was slower on the right-hand side of the room than on the
left-hand side. To quantify this, – due to absence of an interaction -
we first aggregated data over both devices at each location and for
each observer and then compared the detection times between the
corresponding left-side and right-side locations. For the outer
locations, we found differences between the sides (73.6°: t(20) =
3.02, p = .007; 57.3°: t(20) = 2.77, p = .012; 40.9°: t(20) = 2.54, p =
.020), but not for the inner locations (24.6°: t(20) = 0.04, p = .970;
8.2°: t(20) = 0.50, p = .622). Hence, for eccentric locations, targets
were detected faster on the left-hand side than on the corresponding
right-hand side.

3.5 Leftward bias (pseudoneglect)

To assess whether the benefit for the left side reflected a general
preference to start search on this side, we analyzed how the gaze
direction changed over the course of the first 10 s of all target-absent
trials in all participants. Since there were time points for which the gaze
direction differed at an uncorrected 5% alpha level (though none of
those remained significant at an expected FDR of 5%), we treated the
two devices separately for this analysis. For the helmet display, we found
an initial deviation of gaze direction to the left (Figure 5A). The
deviation peaked at 21° at 1.42 s after trial onset and was
significantly different from the straight ahead (p < .006, the adjusted
alpha level at an expected FDR of 5%) from 0.17 to 1.46 s. After the
initial leftward bias, a rebound to the right followed reaching a
maximum of 14°. This rebound, however, was not significantly
different from the straight ahead at the adjusted alpha level. Gaze
for the thermal imaging camera had a similar time course (Figure 5B). It
deviated significantly (p< 0.020) to the left from the straight ahead from
0.09 s after trial onset to 1.79 s, with a peak at 25.5° 1.11 s after trial onset.
For the thermal imaging camera, the rebound to the right was
significant at the adjusted alpha level from 3.45 to 5.76 s, peaking at
24.1° after 5.11 s before leveling off in the center. Since in the context of
scene viewing it has been suggested that the initial leftward bias depends
on handedness (Ossandón et al., 2014), and as the device and pointer
was swapped for left-handed individuals, we plot the data of our two
left-handed participants for comparison. Both qualitatively show a
similar gaze behavior to the average: an initial deviation to the left
followed by a rebound to the right for both devices (Figures 5C, D). In
sum, for both devices, we see an initial orienting to the left, which is
followed (inevitably) by some rebound to the right, and this pattern is
not limited to the right-handed individuals.

FIGURE 4
Detection time split by target location (N = 21), mean and s.e.m. over participants.
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3.6 Temporal dynamics of device use

To obtain an additional qualitative understanding for the
dynamics of device use, we aligned the data from all correct
target-present trials to the time of the localization response
(Figures 6A–D). For the helmet display, the deviation of the head
direction from the target (Figure 6A, magenta) levels off at the
minimum distance about 2.5 s to 3 s before the localization is
indicated. During this period, gaze direction (Figure 6A, black) and
the direction of the pointing device (Figure 6A, red) continue
towards the target until less than a second before the localization
response. When using the thermal imaging camera (Figure 6B), the
deviation from the target levels off at about 1.5 s before the response
for all four “effectors” (gaze, head, thermal camera and response
pointer). For the head, this is later than in case of the helmet display,
while for gaze and response pointer it is earlier. We also note that in
3D-space the thermal camera (Figure 6B, blue) was not pointed
directly towards the target even at the time of the response, as its
deviation remained substantially larger than those of the response
pointer, head and gaze. This is understandable, as the thermal
imaging camera has an extended display, in particular in the
vertical direction, such that no major adjustment of the height to
the fire position is needed to solve the localization task. When
considering only the azimuthal deviation (Figures 6C, D), time
courses were comparable to the 3D deviation. However, the
azimuthal deviation of the thermal imaging camera at the time of

the localization response was smaller than the error made with the
response pointer (Figure 6D). This suggests that the thermal
imaging camera horizontally is directed in the direction of the
fire and the coordinate transform between the two hands induces
some additional deviation in the azimuthal direction. To test
whether localization could be already nearly complete at the time
of the detection response, we additionally aligned the same data to
the detection response (Figures 6E–H). For the case of the helmet
display, the alignment of the head (and thus the display) with the
target neared completion about 1 s prior to the detection response,
whereas gaze and in particular the response device continued to be
readjusted towards the target while the detection response had
already been given (Figure 6E). When using the thermal imaging
camera, all effectors were close to the minimal distance at the time of
the detection response (Figure 6F). The time course of the azimuthal
deviation relative to the detection response (Figures 6G, H) was
similar to the 3D case, but it is noteworthy that the azimuthal
alignment of the camera was completed already slightly prior to the
detection response (Figure 6H, blue). Although this analysis
remained deliberately qualitative, it revealed remarkable
difference in the device use; most importantly, the adjustment of
the thermal imaging camera is largely limited to the horizontal
(azimuthal) direction, presumably indicating a benefit of its wide
vertical range, which renders a precise vertical adjustment
unnecessary, potentially aiding quicker detection as compared to
the helmet display.

FIGURE 5
Time course of gaze direction over a trial. (A) Helmet display: mean and s.e.m. over all participants; (B) Thermal imaging camera: mean and s.e.m.
over all participants. Black bars in (A, B) indicate significant difference from 0° at an expected FDR of 5%; 0° corresponds to straight ahead when entering
the room. (C) Mean over trials for the two left-handed participants, helmet display. (D) Mean over trials for the two left-handed participants, thermal
imaging camera. Note the difference in scale between top and bottom panels. Gaps in trace indicate no available data for the respective time point
(Note that data get sparser towards the end of the trial as only a few trials last 10 s).
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4 Discussion

In the present study, we demonstrated how a VR setting that has
a high visual fidelity, can be used to evaluate two different visual
displays, including an augmented reality helmet, for their use in a
complex visual-search task. VR plays out a particular strength in that
it allows for scenarios whose real-life version would be too
hazardous for untrained participants. On a conceptual level, the
data highlight the need to distinguish between detection (Is a fire
present?) and localization (Where is the fire?), for which the devices
show contrary results to each other. Beyond the specific evaluation
task, the data provide insight into overall search behavior, such as
the substantial leftward bias when starting search, which results in
targets on the right being detected later than targets on the left.
Using gaze tracking and assessing the relative time course of all
sensing devices and effectors provides insight as to how the interplay
between looking and acting unfolds over time.

4.1 Pseudoneglect

The observation that gaze upon entering a room initially is
biased to the left is consistent with search for simple items (Zelinsky,
1996), free viewing of scenes (Engmann et al., 2009; Nuthmann and
Matthias, 2014; Ossandón et al., 2014) and search in naturalistic
scenes (Nuthmann and Matthias, 2014). It should be noted,
however, that the effects found in the present study are about an

order of magnitude larger than those typically observed in scene
viewing. For example, the biases in the studies of Nuthmann and
Matthias as well as of Ossandón and colleagues are on the order of 2°,
whereas we observe an effect of more than 20°, although the time
courses are roughly comparable. However, in our paradigm,
observers were free to move their head and the bulk of orienting
towards potential target locations indeed used head rather than eye
movements. While there is no scene onset, which has a profound
effect on reorienting towards the image center in natural scene
viewing (’t Hart et al., 2009), the opening of the door starts a new
trial and thereby corresponds to a scene onset. It could be argued
that such onsets are specific to VR, but events like entering a room,
opening a door, switching on the light, etc., also do exist in real life
and arguably constitute “natural” onsets to which an attentional
reorienting takes place. It should be noted that in our paradigm,
participants approach the rooms always from the same side of the
corridor and the door’s opening direction is animated identically in
all cases. While it cannot fully be excluded that this contributes to
spatial biases when entering a new room, we consider it unlikely that
this explains the full effect. First, there is no strategic benefit of
starting search at one side or the other, as all rooms are independent
from each other. Second, as a consequence of the point-and-teleport
control, participants “enter” the room centrally without any
animation of the door being visible at trial onset. The observed
pseudoneglect also exemplifies how gaze tracking reveals spatial
search strategies and patterns. From a practical point of view,
knowledge about such strategies is useful as guidelines may either

FIGURE 6
Time courses of deviations from fire in target-present trials. (A–D) Time courses relative to time point of the localization response; (E–H) time
courses relative to time point of the detection response. In all panels, mean and s.e.m. over participants are depicted for the deviation of the gaze vector
from the target (black), the deviation of the response pointer (red), and the deviation of the head-aligned laser (magenta). For the trials with thermal
camera, the deviation of its direction from the target is depicted in addition (blue). (A, B, E, F) depict the three-dimensional distance, (C, D, G, H)
depict the azimuthal deviation. Note that data are truncated at the localization response for each trial, such that the number of trials entering the analysis
decreases for t > 0 s in panels (E–H), rendering the representations somewhat more noisy in the late stages of these plots.
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respect them when they are beneficial or neutral to performance or
take active countermeasures if they constitute a bias harmful to task
completion.

4.2 Implications for visual search and its
augmentation

When searching a natural scene, there is a crucial influence of
context, which constrains the search area at which a target is likely to
be found (Eckstein et al., 2006; Neider and Zelinsky, 2006; Torralba
et al., 2006). By the smoke simulation used in our present study, in
contrast, contextual information is largely eliminated, which
corresponds to the actual challenge faced by firefighters.
Nonetheless, owing to the training block, participants are likely
aware of the range of possible target locations and constrained to the
room in front of them. While this approach is owed to the
application scenario, the absence of scene context is not unusual
for other cases of real-life visual search, either. For example, in
luggage screening (Wolfe et al., 2005, 2013), there also is a confined
search space (the luggage item), but the context is – if
anything – very unlike most everyday visual experience, in
particular due to lack of opacity that would usually aid
foreground-background separation and scene segmentation.
Similarly, in 3D image search, as for example, in medical
contexts (Drew et al., 2013), observers also lack information from
familiar scene layout. Understanding search strategies in such
scenarios and relating them to issues from fundamental research
on visual search, is crucial to prevent biases that might be
decremental to performance in real life. In the context of the
application studied in the present study, it is in fact critical that
firefighters learn to deal with the lack of contextual information in
smoke-filled environments and to rely on their equipment instead.
Here, AR solutions – like the helmet display – hold a great promise,
provided their advantages and disadvantages are carefully evaluated
in realistic settings.

Several earlier studies have used VR to study visual search, with a
particular focus on scene layout and memory. While visual search in
a 3D VR environment is in general similar to searching a 2D scene
with similar content, memory – in particular learnt associations
between space and search targets – is more relevant in 3D than in 2D
(Li et al., 2016). Memory-related search benefits in VR arise from
quickly learning the general spatial layout of the 3D environment (Li
et al., 2018), and these results seem in line with real-world search
(Draschkow and Võ, 2016). However, similar VR experiments
suggest that the acquisition of the spatial layout may incur costs
for the initial search in a novel 3D environment that only pay off
when repeatedly searching the same environment (Beitner et al.,
2021). These and similar experiments in VR are of highest relevance
to probe the transfer from theories, models and empirical findings
established in scene search on screen to the real world. However,
these approaches are different from ours in several respects. First,
our VR aims at a high degree of visual realism, using parts of an
actual building and high-detail simulations of actual devices along
with a physics-based simulation of fire. Second, we focus on visual
search that is aided by a device, a mode that is different from the
visual search with the naked eye, but arguably of high importance to
a variety of applications, including the present one (searching for fire

sources) and the aforementioned examples of luggage screening and
medical imaging. As a consequence, memory and scene layout are
irrelevant (all rooms are identical), which is in sharp contrast to
everyday search, but in line with the situation firefighters are faced
with in smoky settings, where spatial scene layout is nearly
impossible to discern visually.

4.3 VR for prototyping and evaluating novel
AR devices

A key result for the applied question asked in this study is the
separation between localization and detection performance. The fact
that the current standard system (the thermal imaging camera)
outperforms the first instantiation of the novel system (the helmet
camera) with respect to detection is not surprising, but in fact
reassuring that the simulation is sufficiently realistic as to not setting
up a strawman. The fact that the benefit reverses for localization,
both in terms of speed and accuracy, already indicates potential
benefits of the novel system. Its localization benefit may arise from
the fact that no change of coordinate frames is needed, unlike the
transformation from the hand carrying the thermal imaging camera
to the hand carrying the pointer. Interestingly, a difference between
(direct) localization, i.e., pointing towards a target, and target
detection has already been described for a more abstract, but still
three-dimensional, setting (Liu et al., 2003). Importantly, direct
localization, as was also used here, did not interfere with the
detection task, suggesting distinct processes for detection and
localization, argued by Liu and colleagues to map to the ventral
and dorsal visual pathways (Mishkin and Ungerleider, 1982),
respectively. It seems conceivable that this division of labor will
also aid the localization for the helmet display as compared to the
thermal imaging camera, as only one device needs to be pointed at
the target.

The localization benefit of the helmet display is particularly
evident in the azimuthal direction. This is not surprising, as the
helmet display for any given moment provides only information
about the horizontal position of the heat source, while its vertical
location needs to be inferred by the change of the display as
consequence of the head movement. It will be an interesting
issue for further development whether additional rows will
improve localization and potentially detection further. From an
applied point of view, it is also important to highlight that the use of
the two devices is not mutually exclusive. The spatial information for
the thermal imaging camera is decoupled from the looking direction;
it therefore allows scanning behavior while maintaining gaze
elsewhere. During firefighting the current task can vary over time
and between individuals, where for some cases aspects of detection
may be more relevant, for others precise localization. In addition,
irrespective of search performance, the helmet display has the
advantage for the user to have both hands free. The helmet
display may also be used in different modes, for example, as a
surround view warning device compared to the localization device as
used herein. Testing the interplay between different devices for
various fire-fighting aspects is also readily achievable in our VR
setting. Moreover, there is potential for optimization of the display,
for example, with respect to resolution, to color, to size, to the gain
relative to head movements (which in principle could deviate from
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one to, for example, cover the full 360° within the users’ visual field),
to position in the visual field and so forth. Here, the advantages of
VR for quick prototyping becomes particularly evident. While
building prototypes with diverse settings would be cumbersome,
and it would be hard to cover continuous ranges for these
parameters, in VR this requires a mere change of parameters or
a few lines of additional code. On a conceptual level, our study
combines multiple use cases for extended reality (XR) in vision
science and visualization: the application case concerns an actual AR
device, the VR allows for lab-like experimental control in a visual
search task, and the VR allows a highly realistic simulation of the
envisioned application domain. It thereby exemplifies how VR can
bridge gaps between fundamental and applied research as well as
between experimental control and ecological validity, in particular
for research questions where thorough real-life testing is impossible,
unethical or prohibitively expensive.

In the spirit of digital twins (see section 1.2), we employ a
visually realistic VR environment, a visually faithful simulation of
fire and smoke, and a visually faithful simulation of the AR device to
be evaluated. Importantly, we also use a visually faithful simulation
of the current state-of-the-art device for the specific operation (the
thermal imaging camera); that is, for our comparison we are not
setting up a strawman, but make this baseline a challenging one.
Consequently, we did not expect that the first version of the helmet
display would outperform the thermal imaging camera (even though
it does with respect to localization accuracy and precision; Figure 3),
nor did we attempt any claims of the impact of the seen benefit on
the actual operation. Instead, we provide a setting in which further
versions of the device can be quickly prototyped and tested (and are
currently being tested) – in naïve participants as well as in
firefighters at every level of expertise and training - prior to
running expensive, and potentially dangerous, real-world tests.

4.4 Implications for firefighting, limitations
and further perspectives

Several earlier studies have discussed the use of VR in the
context of search-and-rescue operations. Common research
directions include - for example - optimizing spatial navigation
strategies (Shi et al., 2021), investigating workload in technology-
supported operations (Dell’Agnola et al., 2020) or assessing - and
eventually facilitating - human-robot interaction in dangerous
scenarios (Atkinson and Clark, 2014). Based on a comprehensive
review, Wheeler et al. (2021) argue that VR holds the promise to
provide sufficient ecological validity for training firefighters for their
real-world task – provided a number of guidelines are met. Our
present approach is complementary to these earlier studies. Our
main focus has been on evaluating the first instantiation of an AR
device – the helmet display – in a sufficiently realistic VR
environment. While the use of AR for search-and-rescue has
been proposed earlier, it has mostly remained a vision for the
future (e.g., LaLone et al., 2019), in particular as a rigorous
evaluation for search-and-rescue operations poses a challenge
(e.g., Wang et al., 2018). It should also be noted that these
studies refer to USAR under normal visibility, while in
firefighting visibility can be low or zero. Low visibility may
provide an advantage to using the visual channel in the device as

it is not occupied otherwise (cf. e.g., Bailie et al., 2016), even if tactile
or multimodal information might appear preferable to firefighters
(Wolf et al., 2019; Streefkerk et al., 2012).

The main aim of the present study was an initial evaluation of
the helmet display as a device providing visual information to
further optimize its design to provide relevant visual information
effectively and efficiently. Realism and fidelity therefore focused on
the visual domain and the physical simulation of the heat
distribution, which are the key variables of interest.
Consequently, the task was entirely visual, while in real-world
firefighting situations, firefighters may rely heavily on tactile and
auditory information for some of their tasks. It is evident that after
an initial optimization in naïve observers, the device has to be
evaluated with firefighters of different levels of expertise as well as in
scenarios that go beyond the visual aspects. This may include aspects
like time pressure, varying visibility, threats, auditory noise,
secondary tasks, etc. Importantly, all of these aspects can be
readily integrated in a VR setting. Another issue may arise from
the simulation of movement in VR. In a real firefighting situation,
this will often involve careful progress with tactile guidance, which is
quite the opposite to the point-and-teleport strategy used herein.We
chose point-and-teleport mostly for convenience given the trial-wise
structure of the task (one room after another with no relation
between them). An extension of the visual setting to a
continuous scenario guided by real-world demands would be
straightforward. Although fully realistic movements are
challenging, hybrid strategies of simulated translational
movements combined with real rotational movements (Feder
et al., 2022) provide a good compromise as they are extendable
to more complex in-place bodily movements, such as ducking, and
to crawling.

While it is evident that the detection and localization of fire
sources with devices augmenting vision – either the handheld
camera or the novel helmet display – constitutes only one
specific aspect of the broad range of tasks firefighting
encompasses, our study demonstrates how VR can be used to
prototype and evaluate AR displays for this application. On an
abstract level, this exemplifies the usefulness of VR simulations and
digital twins for rapid AR development. The study also highlights
the fact that visual search is not always done with the naked eye, but
in practice often requires the interplay of searcher, environment and
technological device, which are ideally studied in conjunction. Our
VR simulation has a high visual fidelity and high physical fidelity
with respect to the heat distribution. This ensures realism along the
dimensions of relevance – that is, providing visual information
about a physically realistic heat distribution to the user. The setting
is readily extendable to include further aspects of the real firefighting
scenario and ready for use by actual firefighting professionals.
Besides these practical aspects, we used the scenario as a complex
search task, which, in comparison to typical visual search in the real
world, deprived participants of contextual information.
Interestingly, this allowed us to uncover that the pseudoneglect,
an effect of high theoretical relevance, is substantially more
pronounced under such conditions than – for example – in
natural scene viewing. In turn, knowledge about such spatial
search strategies, patterns or biases like the pseudoneglect can be
of practical relevance, for example, when planning search or
devising guidelines for search.
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