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Introduction: Incorporating an additional limb that synchronizes with multiple
body parts enables the user to achieve high task accuracy and smoothmovement.
In this case, the visual appearance of the wearable robotic limb contributes to the
sense of embodiment. Additionally, the user’s motor function changes as a result
of this embodiment. However, it remains unclear how users perceive the
attribution of the wearable robotic limb within the context of multiple body
parts (perceptual attribution), and the impact of visual similarity in this context
remains unknown.

Methods: This study investigated the perceptual attribution of a virtual robotic
limb by examining proprioceptive drift and the bias of visual similarity under the
conditions of single body part (synchronizing with hand or foot motion only) and
multiple body parts (synchronizing with average motion of hand and foot).
Participants in the conducted experiment engaged in a point-to-point task
using a virtual robotic limb that synchronizes with their hand and foot motions
simultaneously. Furthermore, the visual appearance of the end-effector was
altered to explore the influence of visual similarity.

Results: The experiment revealed that only the participants’ proprioception of
their foot aligned with the virtual robotic limb, while the frequency of error
correction during the point-to-point task did not change across conditions.
Conversely, subjective illusions of embodiment occurred for both the hand
and foot. In this case, the visual appearance of the robotic limbs contributed
to the correlations between hand and foot proprioceptive drift and subjective
embodiment illusion, respectively.

Discussion: These results suggest that proprioception is specifically attributed to
the foot through motion synchronization, whereas subjective perceptions are
attributed to both the hand and foot.
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1 Introduction

1.1 Embodiment of wearable robotic limbs

The primary objective of the implementation of wearable robotic
limbs is the realization of human prosthetics (Schiefer et al., 2015;
Marasco et al., 2018) and augmentation (Llorens Bonilla et al., 2012;
Parietti and Asada, 2014). Human prosthetics aim to restore the
function of existing limbs or body parts, while human augmentation
aims to extend or enhance motor function and capabilities by adding
limbs or body parts that are not naturally present in the body.Wearable
robotic limbs designed for human augmentation overcome the inherent
physical and spatial limitations of the human body and have evolved
alongside advances in human augmentation technology (Prattichizzo
et al., 2021). These limbs interact with the user through a motion
synchronization system for the user’s body parts (Kojima et al., 2017;
Sasaki et al., 2017). When users embody such wearable robotic limbs as
part of their own bodies (Gallagher, 2000), they experience improved
task performance (Llorens Bonilla et al., 2012; Sasaki et al., 2017). In this
process, users develop a sense ofmanipulation over thewearable robotic
limbs (sense of agency). In addition, wearable robotic limbs that
synchronize the dynamics of users’ movements enable a sense of
integration with the user’s body (sense of body ownership). Motor
synchronization and haptic feedback are well-known methods to
induce the sense of embodiment (Kalckert and Ehrsson, 2014;
Kokkinara et al., 2015). In particular, the congruence between visual
and motor information is a crucial factor in eliciting a sense of agency
and body ownership (Farrer et al., 2008). These subjective sensations
also arise in relation to virtual objects (Sanchez-Vives et al., 2010).
Virtual reality (VR) provides the environment to manipulate the
alignment between the users’ visual and motor information.
Therefore, virtual robotic limbs have been employed as a reference
to investigate the embodiment of wearable robotic limbs (Takizawa
et al., 2019; Sakurada et al., 2022).

1.2 User motor function with augmented
embodiment

When users manipulate wearable robotic limbs that are
synchronized with their motions, this induces changes in their
motor functions (Dingwell et al., 2002). As users adapt to the
new visuomotor feedback generated by controlling the wearable
robotic limbs, they update their motor function (Mazzoni and
Krakauer, 2006; Kasuga et al., 2015). These changes indicate that
the users are adapting their motor models to the robotic limbs. In
this process, the trajectory of the users’ body parts serves as an
objective measure of their movement changes. Therefore, the
trajectory serves as a reference for evaluating user motor function
during the manipulation of wearable robotic limbs (Kasuga et al.,
2015; Hagiwara et al., 2020).

1.3 Users’ perceptual attribution of a
wearable robotic limb as a body part

During the embodiment process facilitated by motion
synchronization with wearable robotic limbs, users perceive these

limbs as integral parts of their bodies (Kalckert and Ehrsson, 2014;
Abdi et al., 2015). This perception enables intuitive interaction
between the users and the wearable robotic limbs (Sasaki et al.,
2017; Khazoom et al., 2020; Kieliba et al., 2021). These limbs are
embodied in the users’ upper or lower limbs, i.e., hands and feet. The
user’s perception of these wearable robotic limbs is attributed to
specific body parts. Wearable robotic limbs can enhance interaction
by synchronizing with multiple body parts using a weighted average
method (Hagiwara et al., 2021; Sakurada et al., 2022). Furthermore,
an additional limb synchronized with two user limbs enables
individuals to achieve high task accuracy and smooth movement
(Hagiwara et al., 2020; Fribourg et al., 2021). The motion
synchronization method provides the user with new visuomotor
feedback that differs from natural body manipulation, leading to the
embodiment of wearable robotic limbs through this novel feedback.
Previous studies on the motion synchronization of robotic limbs
have revealed embodiment through the synchronization of
movements of individual body parts (Sasaki et al., 2017; Saraiji
et al., 2018; Kieliba et al., 2021). On the other hand, while the
contribution of motion synchronization for wearable robotic limbs
by multiple body parts of a user to the improvement of these
manipulations has been shown (Sakurada et al., 2022), the
embodiment of each body part has not been evaluated separately.
In particular, understanding to which body part users attribute their
perception of the wearable robotic limbs (perceptual attribution)
under synchronization with multiple body parts is crucial for
learning manipulation and designing sensory feedback. Previous
studies have suggested using head motion (Iwasaki and Iwata, 2018;
Oh et al., 2020; Sakurada et al., 2022) and other entities’ motion
(Hagiwara et al., 2021) as reference body parts for the weighted
average method. However, the perceptual attribution of the
weighted average of the hand and foot has not been thoroughly
investigated. Investigating the perceptual attribution of the hand and
foot provides new insights regarding the embodiment of wearable
robotic limbs. Therefore, by using the weighted average of the hand
and foot, exploring the perceptual attribution of the wearable robotic
limbs clarifies the body re-mapping process in relation to motion
synchronization.

2 Related studies

The rubber hand illusion is a typical example of embodiment
(Botvinick and Cohen, 1998). Several studies have investigated
the emergence of a sense of agency and body ownership based on
it (Preston, 2013; Kalckert and Ehrsson, 2014; Krom et al., 2019).
These studies have identified key explanatory factors for
embodiment, including visuomotor and visuohaptic feedback
(Kalckert and Ehrsson, 2014), visual appearance similarity
(Krom et al., 2019), and distance from the fake hand and
body (Preston, 2013). The coincidence of the user’s visual and
motor information plays a significant role in triggering
embodiment. In the context of virtual body embodiment, this
coincidence refers to the spatial synchronization ratio relative to
the user (Kokkinara et al., 2015; Fribourg et al., 2021). Kokkinara
et al., 2015 suggested that mapping double or quadruple
movements of the user onto a virtual body influences the
sense of body ownership. Fribourg et al. proposed a method
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for mapping onto a virtual body using a weighted average of
motion of the user and other entities (Fribourg et al., 2021). Their
study suggested that lower weights on the user’s motion result in
a mismatch between visual and motor information, consequently
reducing the sense of agency.

Visual appearance similarity is another important factor in
embodiment. This affects the sense of agency and body ownership
toward a fake or virtual hand (Argelaguet et al., 2016; Lin and Jörg, 2016;
Krom et al., 2019). demonstrated that a virtual body with a robotic
appearance, while retaining the anatomical structure of a human body,
elicited a proprioceptive drift (Krom et al., 2019). Lorraine et al. and
Ferran et al. found that evenwithmotion synchronization, users did not
experience a sense of body ownership for virtual objects such as spheres
and blocks (Argelaguet et al., 2016; Lin and Jörg, 2016).

Wearable robotic limbs designed for human augmentation
incorporate body remapping to facilitate user interaction (Abdi
et al., 2015; Sasaki et al., 2017; Saraiji et al., 2018; Kieliba et al.,
2021; Umezawa et al., 2022). These studies have proposed novel
interaction systems that extend the capabilities of the user’s body.
Sasaki et al. developedMetaLimbs, wearable robotic limbs that remap to
the foot for user interaction (Sasaki et al., 2017). Saraji et al. evaluated
the embodiment through a search task using MetaLimbs (Saraiji et al.,
2018). Abdi et al., 2015 evaluated an application that manipulated a
third virtual hand utilizing the user’s foot as an input modality for a
surgical robotic arm. They investigated task performance and subjective
embodiment illusions when a virtual hand interacted with the user’s
natural hands. Kieliba et al., 2021 developed a third thumb on the user’s
hand that mapped to the foot thumb. They observed improved task
performance and a sense of embodiment in the third thumb after 5 days
of daily use and training. In addition, Umezawa et al. developed a

robotic finger that operates independently of the user’s natural body
parts (Umezawa et al., 2022). They demonstrated that humans could
experience embodiment with such independent robotic limbs.
Consequently, these wearable robotic limbs provide augmented
embodiment by presenting new visuomotor information to the user.
Bymanipulating these limbs, users learn and update their naturalmotor
functions based on visuomotor feedback (Hagiwara et al., 2019; Kieliba
et al., 2021). Kasuga et al., 2015 investigated the adaptation of the user’s
motor model to mirror manipulation of an object with inverted
coordinate positions relative to the body midline. They evaluated
changes in participants’ error correction during a simple point-to-
point task. The frequency of error correction indicates adjustments in
motor function when people manipulate objects using their body parts.

The aforementioned studies focused on the perceptual
attribution of proprioception and subjective perception during
motion synchronization with a single body part. However, the
perceptual attribution during motion synchronization with
multiple body parts has not been adequately investigated.
Additional limbs improve the user’s task performance during
motion synchronization with multiple body parts (Iwasaki and
Iwata, 2018; Hagiwara et al., 2020). In particular, the hand and
foot are common targets for mapping wearable robotic limbs, each
possessing its own distinct motor function (Pakkanen and Raisamo,
2004). Understanding the connection between motor function and
perceptual mapping is crucial for designing effective manipulation
systems for these wearable robotic limbs. Such an understanding
contributes to the embodiment process, which takes into account the
interaction between the user and the wearable robotic limbs. In
addition, the impact of visual appearance similarity on perceptual
attribution remains unclear. Therefore, it is necessary to further

FIGURE 1
Experimental conditions. Participants wore a head-mounted display and controller. Each tracker was fixed to the hand, foot, and pelvis (A).
Manipulation conditions (B). Visual appearance conditions (C). Human avatar appearance conditions were baseline for all conditions (D). Created with
Unity Editor®. Unity is a trademark or registered trademark of Unity Technologies.
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investigate perceptual attribution based on visual information while
considering the body remapping of the hand and foot.

3 Objectives

The purpose of this study was to examine the perceptual
attribution of a wearable robotic limb when users manipulate it
with both their hands and feet in a virtual environment. Specifically,
we aimed to determine whether users perceived the virtual robotic
limb as a hand or a foot during this manipulation. Furthermore, we
investigated the effect of the visual similarity of the virtual robotic
limb on perceptual attribution. By doing so, we intended to gain
insight into the user’s embodiment process of the virtual robotic
limb as a body part and to understand the role of visual information
in this process.

4 Materials and methods

To investigate the perceptual attribution to hand and foot, we
utilized a virtual robotic limb (Figure 1A) that was synchronized

with hand and foot movements simultaneously. Manipulation
conditions included a single body part (hand or foot only) and
multiple body parts (average motion of hand and foot) (Figure 1B).
In addition, we altered the visual appearance of the virtual robotic
limb to investigate the effect of visual similarity bias on natural body
parts. The visual appearance conditions were human avatar,
humanoid, and manipulator appearances (Figure 1C). We set
these visual appearance similarities based on human anatomical
construction and typical robotic limb end effector shape. We
measured the proprioceptive drift, reaction time, trajectory, error
correction frequency, and subjective embodiment illusions (sense of
agency, sense of body ownership, and subjective perceptual
attribution) per motor task (Figure 2). According to previous
studies, the user’s proprioceptive drift during motion
synchronization between a virtual hand and a single body part
can be attributed to a specific body part. Therefore, the perceptual
attribution for multiple body parts is represented by both
proprioceptive drift and subjective perceptual attributions.
Furthermore, the reaction time and trajectory in the point-to-
point task encoded a temporal and spatial amount of motion for
each body part. This motion information serves as visuomotor
feedback that enhances embodiment. Additionally, the user’s

FIGURE 2
Correspondence between each research question and measurement index. The sentences in each cell are the meanings of each index in the
investigation of the RQs.

FIGURE 3
Point-to-point task. Participants touched each target in the virtual space with a red pole attached to the human avatar or virtual robotic limb. The
position of the target corresponded to real space. Created with Unity Editor®. Unity is a trademark or registered trademark of Unity Technologies.
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error correction frequency indicated adaptation to the manipulation
strategy when synchronizing the virtual robotic limb with the
motion of the body parts. Based on these indices, we formulated
research questions (RQs) to investigate perceptual attribution. The
RQs are as follows.

• RQ1: Does the proprioceptive drift toward the virtual robotic
limb, synchronized with multiple body parts, align with the
subjective perceptual attribution?

• RQ2: Does the amount of motion of multiple body parts
determine the attribution of proprioception and subjective
perception?

• RQ3: Does the visual appearance similarity bias of the virtual
robotic limb to a natural body part affect the perceptual
attribution?

• RQ4: Does the manipulation of multiple body parts and the
visual similarity bias affect the user’s error correction
frequency?

FIGURE 4
Reaching task tomeasure the proprioceptive drift. Each task for hand (A) and foot (B)was completed on targets appearing at different positions. The
drift for each condition was the height difference (C) between the highlighted target position Pht and the final position Pe of the hand position Pi(i:0,1,. . . ,
e). Created with Unity Editor®. Unity is a trademark or registered trademark of Unity Technologies.

FIGURE 5
Experimental procedure. Participants completed the sequence from the pre-reaching task to the questionnaire for each condition.
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4.1 Participants

A total of 20 men and four women (mean age: 24.250 en2.625 (SD)
years, maximum age: 32 years, minimum age: 21 years) (G*Power
3.1.9.7; effect size: .25, α error: .05, power: .690, within-subjects
factors: 8) volunteered to participate in this study. They had normal
vision and physical abilities and provided written informed consent
before the experiment. The participants were engineering students and
researchers who had regular exposure to VR systems and virtual robotic
limbs. The study was conducted according to an experimental protocol
approved by the Research Ethics Committee of the Faculty of Science
and Technology, Keio University.

4.2 Materials

We used the Unity Engine to create the experimental
visuomotor feedback, which was presented through a head-

mounted display (HTC VIVE Pro, 1440 441600 pixels per eye,
110° diagonal, refresh rate of 90 Hz) (Figure 1A). The participants
wore three motion trackers on their right hand, right foot, and pelvis
(VIVE Tracker 2018; precision: less than 2 mm, accuracy: less than
7.5 mm, sampling rate: better than 60 Hz, delay: less than 44 msec).
The foot tracker was securely fixed on top of the shoe to track foot
motion, while the hand and pelvis trackers were attached to bands
wrapped around the hand and pelvis, respectively. Participants also
held a controller (VIVE Controller 2018; spatial resolution: within
1 mm; sampling rate: better than 60 Hz; delay: less than 44 msec) to
proceed with the experiment and complete the task. The coordinates
of the HMD, trackers, and controller, measured by the base station
(SteamVR Base Station 2.0; range: 7 m, field of view: 150° × 110°

diagonal) were sent to the Unity Engine via the Steam VR plug-in1.

TABLE 1 Questionnaire scripts.

Index Text

Q1 I felt like I had full manipulation of the robotic limb.

Q2 I felt like I was manipulating the robotic limb with the movement of my hand.

Q3 I felt like I was manipulating the robotic limb with the movement of my foot.

Q4 It felt like the robotic limb was manipulating my will.

Q5 It seemed as if the robotic limb had a will of its own.

Q6 I felt as if the robotic limb was a part of my body.

Q7 I felt the robotic limb as if it were my own hand.

Q8 I felt the robotic limb as if it were my own foot.

Q9 It felt as if I no longer had a hand, as if my hand had disappeared.

Q10 It felt as if I no longer had a foot, as if my foot had disappeared.

FIGURE 6
Definition of the user’s unique error correction. The error-increasing segment (A) with 2D motion based on a previous study (Kasuga et al., 2015) is
the segment where the visual angle error (θe)i (i: trial numbers) at peak velocity vp more than doubled between each task. Our θe (B) was based on the
vector from the home target position Ph to the reaching target position Pt in the point-to-point task; θe changed with the pole position Pr at the tip of the
virtual robotic limb projected onto the plane PLh–t connecting the targets and perpendicular to the plane PLa–h–t, which connected the human
avatar’s head positions Pa, Ph, and Pt. Created with Unity Editor®. Unity is a trademark or registered trademark of Unity Technologies.

1 https://store.steampowered.com/app/250820/SteamVR
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Two base stations were positioned diagonally to prevent body
occlusion (distance: 2.8 m, height: 2.5 m) and ensure
uninterrupted tracking. The design of the virtual robotic limb
was based on Sasaki et al. (Sasaki et al., 2017). The end effector
was solved using the Cyclic Coordinate Descent IK (CCD IK)
function of the Unity Engine’s FinalIK plug-in2. Each of the five
joints leading up to the end effector had three degrees of freedom.

We modified the appearance of the end effector according to each
visual condition.

4.3 Conditions

We set the origin based on the center position of the human avatar
and the height of the ground. In the single body part condition, the end
effector of the virtual robotic limb followed the coordinates of the hand
or foot (Figure 1B). The end effector had an offset from the hand and
foot, positioned at mid-height based on a seated position (i.e., lower

FIGURE 7
Proprioceptive drift. Boxplots show the proprioceptive drift of hand (A) and foot (B) for each manipulation condition and visual appearance condition (a:
humanavatar, h: humanoid,m:manipulator) (*:p<05, **:p<001). CreatedwithUnity Editor®.Unity is a trademarkor registered trademark ofUnity Technologies.

2 http://www.root-motion.com/final-ik.html
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than the natural hand and higher than the natural foot). In the multiple
body parts condition, the end effector followed the average coordinates
of the hand and foot. In addition, we employed the appearance of the
human avatar as a baseline in virtual space (Figure 1C). For the human
avatar appearance, the participants completed each task with the
human avatar. For the humanoid appearance, the end effector
visually resembled the natural hand in terms of human anatomical
construction. Therefore, in this case, the visual appearance was biased
toward the natural hand. For the manipulator appearance, the end
effector bore no visual resemblance to either the hand or the foot based
on human anatomical structure. The experimental conditions
encompassed a total of eight conditions, excluding the multiple body
parts for the human avatar appearance, derived from the combination
of manipulation and visual appearance conditions (Figure 1D).

4.4 Stimulus

In the point-to-point task, the home target was positioned
+30 mm across and +30 mm forward from the mid-height
between the hand and foot in the seated position. According to

the work of Kasuga et al., 2015, the reaching target was set to be
12 mm in diameter and appeared +100 mm above, +100 mm across,
and +100 mm forward of the home target. Upon contact between
the tip of the pole at the center of the human avatar or virtual robotic
limb and the home target, the home target disappeared and a
reaching target appeared (Figure 3). When the participant touched
the red pole to the reaching target, accompanied by a 1-s electronic
tone, the reaching target disappeared and the home target
reappeared. For the reaching task, we used reaching targets
with a diameter of 15 mm. These reaching targets appeared at
+100 1030 mm in height, +100 mm across, and +100 mm in front
of the participant’s hand or foot in the seated position (Shibuya
et al., 2017) (Figure 4). Each target was randomly highlighted in
green during the task.

4.5 Procedure

The participants completed the entire task while maintaining a
seated position. At the beginning of the experiment, participants
trained and completed the pre-reaching task (Figures 4A, B) with one

FIGURE 8
Correlations of the proprioceptive drift in hand and footmotions. (A) and (B) display the correlation between the proprioceptive drift of the hand and
the proprioceptive drift of the foot, highlighting the differences between the visual appearance conditions. These plots illustrate the drift distance as
scatter points, the Huber regression line in black, and the confidence interval depicted as a gray area. The correlation coefficient (r) and the coefficient of
determination (R2) are provided. The drift directions for the hand and foot are illustrated in (C). Created with Unity Editor®. Unity is a trademark or
registered trademark of Unity Technologies.
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trial for each reaching target (Figure 5). In the reaching task,
participants reached a highlighted target location with their hand
or foot. Throughout the task, participants did not have any visual
information about their actual bodies in the virtual space. The final
position (Figure 4C) of each reaching movement corresponded to the
position of the hand tracker when the participants pressed the

controller pad. After an electronic tone, another target was newly
highlighted in random order. Participants returned their hand to the
seated position before reaching for the new highlighted target. When
the virtual robotic limb was synchronized with the hand and foot
motions simultaneously, participants randomly completed the tasks
with each hand and foot. After the pre-reaching task, we calibrated the

FIGURE 9
Reaction time and trajectories of the point-to-point task. (A) shows the average reaction times for all conditions (a: avatar, h: humanoid, m:
manipulator). The average trajectories of the virtual robotic limb for hand and foot motions (B) are compared with those of the human avatar condition.
The boxplots for single body motions (C), (D) and multiple body part motions (E), and (F) show the differences in hand and foot scores for each
manipulation and end effector appearance condition (*: p < 05, **: p < 001).
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human avatar’s head, pelvis, right hand, left hand, and right foot
against the head-mounted display, waist tracker, right-hand tracker,
controller, and right foot tracker, respectively. Subsequently, the root
of the virtual robotic limb followed behind the pelvis of the human
avatar. Participants underwent training with 10 trials of the point-to-
point task and one trial of the post-reaching task for each target after
the calibration process. The participants used the electronic tone and
the disappearance of objects to identify the timing of task completion
during this training phase. We re-calibrated the human avatar before
the actual point-to-point and post-reaching tasks. Subsequently,
participants completed 50 trials of the actual point-to-point task
and one trial of the post-reaching task for each target. In the
point-to-point task (Figure 3), participants repeated the trial
between the home and reaching targets using the red pole. In the
multiple body parts condition, participants moved their hand and foot
simultaneously. Finally, participants answered each questionnaire
(Table 1) presented in the virtual space. There was approximately
a 1-min interval between each experimental condition, and the order
of the conditions was randomized.

4.6 Analysis

We defined the reaction time in one trial of the point-to-point
task as the time from reaching 10% of peak velocity to completion.
The trajectory during the reaction time was the sum of the absolute
values of the 3D vector. We then analyzed the average reaction time
and the average trajectory of all trials for one condition. The
calculation of the error correction followed the work of Kasuga
et al., 2015 (Figure 6A). The visual position Pr of the tip of the virtual
robotic limb was projected onto the plane PLh–t, which was
perpendicular to the plane PLh–a–t connecting the human avatar’s
head point Pa, home target point Ph, and reaching target point Pt,
and connecting Ph and Pt (Figure 6B). The visual angle error was
then given by the angle θe between the vectors formed by Ph, Pt, and
Pr. Error-increasing segments were identified when the visual
angular error at peak velocity doubled or more between trials.
The frequency of unique error correction was defined as the
occurrence of a segment (error correction segment) with a
cumulative error of 5% or less, pooled across trials in all

FIGURE 10
Unique error correction for each condition. Bar plots (A) show the frequency of each number of error accumulations in the error-increasing
segment. Boxplots (B) show the number of error correction segments for the manipulation and visual appearance conditions (a: avatar, h: humanoid, m:
manipulator).
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conditions. The height difference between the reaching target point Pht
and the final reaching point Pe highlighted in the reaching task was the
drift value for each measurement. The actual proprioceptive drift was
calculated as the average difference in reaching targets between the two
tasks (post-reaching task minus pre-reaching task). In addition, the
direction of proprioceptive drift for the hand and foot was reversed
according to the up-down position of the end effector (i.e., the direction
for the proprioceptive drift of the hand was negative, while that of the
foot was positive). We tested the normality of each indicator with the
Shapiro-Wilk test, and we assessed significant differences using the

Friedman test for multi-group comparisons (p < .05). For two-group
comparisons and multi-group post-tests, we used theWilcoxon signed-
rank test with Bonferroni correction to adjust for p-values.
Nonparametric uncorrelated tests (G*Power 3.1.9.7; effect size: .25, α
error: .05, power: .338) for proprioceptive drift and questionnaire score
were conducted using Spearman’s rank correlation coefficient (p < .05).
The Huber loss function employed to calculate the linear regression
model was as follows:

HuberLoss r( ) �
r2

2
|r|≤ η( )

η|r| − η2

2
|r|> η( )

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

(1)

where r and η are the residual error and the threshold (η = 1.350)
of the outliers, respectively. We calculated the coefficient and
intercept that minimized the sum of the mean squares of this
Huber loss function. This approach allowed us to consider all
data points, even outliers, in the regression analysis. We did not
exclude outliers from the analysis, nor did we exclude data from
participants who fell into the outlier category in other analyses.

5 Results

5.1 Proprioceptive drift

The proprioceptive drifts of the hand were significantly lower
in the humanoid (Singleh: Z = −3.714, d = −.758, p = .002) and
manipulator (Singlem: Z = −2.886, d = −.589, p = .041) appearance
conditions compared to those of the human avatar appearance
when manipulating the virtual robotic limb with the hand
(Figure 7A). Thus, the proprioception of the hand drifted
specifically toward the virtual robotic limb in both
appearances. In addition, the proprioceptive drifts of the hand
were significantly lower for the humanoid appearance than for
the multiple body parts when manipulating the virtual robotic
limb with the hand, respectively (Multih: Z = −3.629, d = −.741,
p = .003,Multim: Z = −3.343, d = −.682, p = .009). Conversely, the
proprioceptive drifts of the foot were significantly higher when
manipulating the virtual robotic limb with the foot compared to
those of the human avatar appearance (Singleh: Z = 4.257, d =
.869, p < .001, Singlem: Z = 4.000, d = .817, p < .001, Multih: Z =
4.143, d = .846, p < .001, Multim: Z = 3.686, d = .725, p = .002)
(Figure 7B). Thus, the proprioception of the foot drifted toward
the virtual robotic limb in all conditions. Furthermore, there was
no significant correlation between the proprioceptive drifts of the
hand and the proprioceptive drifts of the foot in the humanoid
appearance during hand and foot manipulation (p = .671,
r = −.145, R2 = −.122) (Figure 8A). These proprioceptive drifts
were significantly correlated with manipulator appearance (p <
.001, r = .465, R2 = .147) (Figure 8B).

5.2 Reaction time and trajectory

The average reaction times in the human avatar appearance
condition manipulated by a hand were significantly shorter

FIGURE 11
Questionnaire scores. Boxplots for humanoid (A) and
manipulator (B) appearances show comparisons between
manipulation conditions. Questionnaire scores in the multiple body
parts condition are shown in the boxplots in comparison with the
human avatar (a: human avatar) score of hand (C) and foot (D)
(*: p <.05,**: p <.001) for both appearances (h: humanoid,
m: manipulator).
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compared to almost all other conditions (Singlefoota : Z �
−4.057, d � −.828, p � .001, Singlehandh : Z � −3.829, d � −.782, p �
.004, Singlefooth : Z � −3.229, d � −.659, p � .037, Singlefootm : Z �
−3.571, d � −.729, p � .010, Multim: Z � −4.086, d � −.834, p �
.001) (Figure 9A). There was no significant difference in reaction
times between the human avatar appearance and the virtual robotic
limb in the humanoid appearance when manipulated by multiple
body parts. Similarly, there was no significant difference in reaction
times between the human avatar appearance and the virtual robotic
limb in manipulator appearance when manipulated by the hand.
However, the average reaction times were significantly higher in the
human avatar appearance compared to the virtual robotic limb in
the hand condition when manipulated by the foot. (Singlehandh : Z �
3.171, d � .647, p � .045, Singlehandm : Z � 3.486, d � .712, p � .014).
The average trajectories of the human avatar’s hand were
significantly shorter than those of the human avatar’s foot
(Singlefoota : Z � −3.257, d � −.665, p � .007) and the end effector
in the multiple body parts condition (Multih: Z = −4.229, d = −.863,
p < .001, Multim: Z = −4.286, d = −.875, p < .001) (Figure 9B). In
addition, the average trajectories of the foot were significantly
longer than those of the hand in all conditions (Singlehandh : Z �

4.114, d � .840, p< .001, Singlehandm : Z � 3.743, d � .764, p< .001,

Multihandh : Z � 4.286, d � .875, p< .001, Multihandm : Z � 4.143, d �
.846, p< .001) when the participants manipulated the virtual robotic
limb (Figures 9C–F).

5.3 Frequency of error correction

In both the human avatar and virtual robotic limb conditions,
the visual angular errors reflected the error correction of participants
in each condition. When the errors persisted for 5 frames, the pooled
error-increasing segments across all conditions were found to be less
than 5% (Figure 10A). The number of unique error correction
segments was not significantly different across conditions
(Figure 10B).

5.4 Questionnaire

We have summarized the statistical values of the questionnaire
analysis in the Supplementary Table S1. Q1, Q2, Q3, Q7, and

FIGURE 12
Correlation between the sense of agency and body ownership inmultiple body parts condition. The correlation plots of humanoid appearance (A, C)
and manipulator appearance (B, D) for each body part show the questionnaire scores (scatters), Huber-regression (black line), confidence interval (gray
area), and number of participants (color bar), respectively (r: correlation coefficient, R2 : coefficient of determination).
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Q8 showed significant differences for both virtual robotic limb
appearances (Figures 11A, B, and Supplementary Table S1).
Q1 scores were significantly higher in the hand condition
compared to the foot and multiple body parts conditions.
Q2 and Q7 scores were significantly higher in the hand
condition compared to the foot and multiple body parts
conditions. In addition, these scores were significantly lower in
the foot condition than in the multiple body parts condition.
Q3 scores were significantly higher in the hand condition than in
the conditions of the foot and multiple body parts. Furthermore,
these scores were significantly higher in the foot condition than
in the multiple body parts condition. Q8 scores were significantly
lower in the hand condition than in the foot and multiple body
parts conditions in the manipulator appearance condition, and
Q6 scores were significantly higher in the hand condition than in
the foot condition. Furthermore, Figures 11C, D show differences
in the subjective sense of agency and body ownership between the
human avatar appearance and the multiple body parts condition.
Q2 and Q7 scores for the hand in the human avatar appearance
were significantly higher compared to the virtual robotic limb in
the multiple body parts condition. These scores for the foot in the
human avatar appearance were significantly lower compared to
the virtual robotic limb in the multiple body parts condition.
Q3 and Q8 scores for the hand of the human avatar appearance
were significantly lower than in the virtual robotic limb of the
multiple body parts condition. These scores for the foot in the
human avatar were significantly higher than those of the virtual
robotic limb in the multiple body parts condition. Q4 scores for

the human avatar hand appearance were significantly lower than
those in the multiple body parts condition of the manipulator
appearance. Q6 scores for the human avatar hand appearance
were significantly higher than those for the multiple body parts
condition. Q9 scores for the human avatar’s hand appearance
were significantly lower than those for the multiple body parts
condition.

Q2 and Q3 scores in the multiple body parts condition were
significantly correlated with those in the manipulator appearance
condition (p = .035, r = .433, R2 = .277) (Figure 12B). Q7 and
Q8 scores in the multiple body parts condition were significantly
correlated with those in the humanoid condition (p = .017, r =
.482, R2 = .218) (Figure 12C) and the manipulator appearance
condition (p < .001, r = .838, R2 = .691) (Figure 12D). There was
no significant correlation between the questionnaire scores for
each body part (hand: Q2, Q7, foot: Q3, Q8) and each
proprioceptive drift in the multiple body parts condition
(Table 2).

6 Discussion

6.1 Gap between proprioceptive drift and
subjective perceptual attribution

Each measurement index in this study showed a pattern of
perceptual attribution in each condition (Figure 13). However,
the results of proprioceptive drift and subjective perceptual

FIGURE 13
Main results of this study. Each cell shows the main findings based on each index.

TABLE 2 Correlation between proprioceptive drift and questionnaire for each body part.

Questionnaire Proprioceptive drift Visual appearance p r R2

Q2 Hand Humanoid .983 −.005 .001

Q2 Hand Manipulator .584 .128 .014

Q3 Foot Humanoid .478 −.152 .018

Q3 Foot Manipulator .206 .333 .072

Q7 Hand Humanoid .113 .332 .088

Q7 Hand Manipulator .445 .230 .027

Q8 Foot Humanoid .099 .345 .154

Q8 Foot Manipulator .450 .138 .026
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attribution did not support the congruence with perceptual
attribution in the first research question (RQ1: Does the
proprioceptive drift toward the virtual robotic limb,
synchronized with multiple body parts, align with the
subjective perceptual attribution?). In the multiple body parts
condition, a significant proprioceptive drift was observed in the
participants’ foot compared to the human avatar appearance
(Figure 7). This suggests that the participants perceived the
virtual robotic limb as their foot during the occurrence of
proprioceptive drift. In previous studies, the proprioceptive
drift occurred toward the body part that was subjectively
attributed (Kalckert and Ehrsson, 2017; Krom et al., 2019).
The questionnaire revealed a contrasting pattern of perceptual
attribution compared to proprioceptive drift. The questionnaire
scores for both body parts were significantly higher in the
multiple body parts condition than in the human avatar
appearance (Figure 11C, D). This suggests that a strong sense
of agency and body ownership was experienced for both body
parts in the multiple body parts condition compared to the
baseline. In addition, there was no observed correlation
between proprioceptive drift and questionnaire scores for each
body part in this study (Table 2). Previous studies have reported a
discrepancy between the proprioceptive drift and subjective
embodiment illusion when a false hand had a spatial-temporal
distortion relative to the natural hand (Holle et al., 2011;
Abdulkarim and Ehrsson, 2016). Furthermore, a meta-analysis
of the correlation between subjective embodiment illusion and
proprioceptive drift in the rubber hand illusion showed that each
index captures different aspects of the rubber hand illusion (Tosi
et al., 2023). These studies suggested that proprioceptive drift and
subjective embodiment involve independent, parallel processes.
Our results showed that the subjective embodiment illusion of
each body part and the proprioceptive drift were incongruent
even under conditions in which the wearable robotic limb was
synchronized with multiple body parts. Therefore, these results
indicate that the processing of perceptual attribution during
proprioceptive drift and subjective perceptual attribution differ
when operating multiple body parts. This finding contributes to
our understanding of the embodiment process of wearable
robotic limbs in the context of human augmentation.
Moreover, we expect this finding to contribute to the
embodiment of novel wearable robotic limbs using motion
synchronization for multiple body parts.

6.2 Effect of body part motion amount on
perceptual attribution

The multiple body parts condition consistently showed equal or
better reaction times than the other conditions in each appearance
condition (Figure 9A). In addition, the foot trajectories were
consistently longer than those of the hand (Figures 9B–F). These
results highlight the distinct amounts of motion between the hand
and the foot, with the foot exhibiting a longer trajectory. The lower
spatial task accuracy of the foot compared to the hand (Pakkanen
and Raisamo, 2004) suggests an extra foot path in the point-to-point
task. Thus, there is a bias in the visuomotor feedback from the
amounts of motion of the hand and foot in the multiple body parts

condition. This bias likely contributes to the independent effects
observed in the processes of proprioceptive drift and subjective
perceptual attribution. In this study, the proprioception of the foot,
which had a longer trajectory than the hand, drifted to the virtual
robotic limb. This result suggests that the motion amounts of each
body part influence the proprioceptive drift, supporting the findings
of RQ2 (Do the motion amounts of multiple body parts determine
the attribution of proprioception and subjective perception?). The
subjective perceptual attribution was not determined by the
amount of motion in each body part. Previous studies have
discussed the effects of visuomotor feedback on
proprioception and subjective embodiment illusions in the
context of a single body part (Maravita et al., 2003; Kokkinara
et al., 2015; Bourdin et al., 2019). In the present work, we
investigated the relationship between visuomotor feedback and
perceptual attribution for a virtual robotic limb mapped to
multiple body parts. These results highlight the gap between
users’ subjective perception and proprioception in body
augmentation using wearable robotic limbs under motion
synchronization with multiple body parts.

6.3 Visual appearance bias

The proprioceptive drift in the multiple body parts condition
showed a positive correlation between both body parts in
manipulator appearance (Figure 8). In this study, the vertical
position of the hand and foot was reversed based on the end
effector (Figure 8C). This positive correlation indicates an
increased proprioceptive drift toward a specific body part.
Furthermore, the subjective sense of agency and body ownership
for each body part also exhibited significant positive correlations
between both body parts in the manipulator appearance condition
(Figures 12B, D). The questionnaire indicated an equivalent sense of
agency and body ownership for both body parts in the manipulator
appearance condition. This correlation also revealed an inter-
participant bias in the questionnaire scores. In other words, these
correlation results showed a between-participant bias in perceptual
attributions. Thus, these findings support the influence of visual
similarity on perceptual attribution, as addressed in RQ3 (Does the
visual appearance similarity bias of the virtual robotic limb to a
natural body part affect the perceptual attribution?). The effect of
visual similarity on perceptual attribution can be attributed to
multisensory integration in embodiment. Previous studies have
shown that proprioceptive drift and subjective embodiment
illusion are represented by multisensory integration (Argelaguet
et al., 2016; Lin and Jörg, 2016; Shibuya et al., 2017; Krom et al.,
2019). Furthermore, humans independently process multisensory
information during the occurrence of proprioceptive drift and
subjective embodiment illusions (Holle et al., 2011; Abdulkarim
and Ehrsson, 2016). In our manipulator appearance, there were no
fingers that exhibited any human anatomical structural similarity
between the hand and foot. This anatomical body structure is related
to the effects of visual similarity on the embodiment process
(Argelaguet et al., 2016; Lin and Jörg, 2016). Therefore, some
participants may have perceived the virtual robotic limb as
simply a body part rather than specifically as a hand or foot.
These results suggest the contribution of visual similarity to the
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integration of a wearable robotic limb, synchronized with multiple
body parts, into the user’s body.

6.4 Relationship between embodiment and
error correction

We calculated the error correction segment based on the
participants’ viewpoints (Figure 6) to investigate RQ4 (Does the
manipulation of multiple body parts and the visual similarity bias
affect the user’s error correction frequency?). These segments were
defined as instances where five or more consecutive visual angular
errors occurred (Figure 10A). However, we did not find any
significant differences in the error correction segments across all
conditions (Figure 10B). This result suggests that the time required
for motor model adaptation differs from the occurrence of
proprioceptive drift. In a previous study (Kasuga et al., 2015), the
learning task for new visuomotor feedback was performed over
several days with 100 trials each. In contrast, the embodiment
illusion for a fake hand occurred through visuomotor stimuli
during 23 s (Kalckert and Ehrsson, 2017). This result weakly
supports the notion that proprioceptive drift occurs before the
motor model, which is responsible for the participants’ error
corrections, is adopted. Thus, our study suggests that the
occurrence of embodiment and changes in the frequency of error
correction for the virtual robotic limb involve distinct sequences and
factors. Finally, the future direction of our study is to investigate the
relationship between embodiment and motor function in more
detail. This future research will help clarify how users integrate
wearable robotic limbs into their bodies.

6.5 Limitations

The participants in our study had the flexibility to adjust the
amount of motion of their hand and foot to manipulate the virtual
robotic limb according to their preferences. This allowed for
individual differences in the trajectories of each body part during
active movement. However, a systematic analysis by restricting the
amount of motion of each body part could be conducted in future
studies to further explore this aspect.

It is important to note that in the human avatar and humanoid
conditions, the visual appearance of the virtual robotic limb was
based on the understanding of the natural body structure from
previous studies (Argelaguet et al., 2016; Lin and Jörg, 2016; Krom
et al., 2019). However, we did not customize the parameters for each
participant, which may introduce individual differences in the
experimental results. The human avatar synchronized with the
participant’s hand and foot served as the baseline for perceptual
attribution in our study. Therefore, our results are based on
comparisons with the avatar synchronization condition rather
than comparisons with a general motor asynchrony condition.

We defined the visual angular error with respect to a movable
plane based on the participants’ viewpoints, which projected the
pole at the tip of the virtual robotic limb rather than a fixed plane as
in Kasuga et al., 2015. This approach aimed to minimize motion
biases in the visual angular error, as excessive participant motion
during the task was not observed.

Our discussion did not extensively explore the detailed mapping
areas between the participants’ bodies and the virtual robotic limb.
The objective indices in our study focused on the motions of the
back of the hand and the top of the foot. Additionally, the subjective
evaluations did not specifically address the detailed mapping area or
the sense of additional limbs.

In a previous study, researchers investigated how hand and foot
representations changed in the brain by measuring brain activity
using functional magnetic resonance imaging (fMRI) (Kieliba et al.,
2021). Exploring updates in brain activity with virtual robotic limbs
manipulated by multiple body parts is an intriguing area for future
research.

7 Conclusion

In this study, we aimed to investigate the perceptual
attribution of a virtual robotic limb manipulated by multiple
body parts (hand and foot) and the impact of visual similarity on
this attribution. To address our research questions (RQ1, RQ2,
RQ3, RQ4), we measured proprioceptive drift, reaction time,
trajectory, error correction frequency, and subjective
embodiment illusion (sense of agency, sense of body
ownership, and subjective perceptual attribution) using a
point-to-point task. The task was performed with the virtual
robotic limb, and we manipulated its visual appearance to
examine the effect of visual similarity.

Regarding RQ1, we did not find congruence between
proprioceptive drift and subjective perceptual attribution.
While we observed proprioceptive drift of the participants’
foot toward the virtual robotic limb during manipulation with
multiple body parts, subjective perceptual attribution occurred
for both the hand and the foot. Therefore, the proprioceptive drift
toward the virtual robotic limb during motion synchronization
with multiple body parts was not congruent with subjective
perceptual attribution. For RQ2, we found support for the
effect of the amount of motion of each body part on
proprioceptive drift. However, subjective perceptual
attribution did not show a significant effect on the amount of
motion in each body part. Regarding RQ3, manipulator
appearance increased the correlations between proprioceptive
drift and subjective embodiment illusions for the hand and foot,
respectively. These correlations indicated a between-participant
bias in perceptual attribution. Our manipulator appearance
lacked visual similarity based on human anatomical structure,
suggesting that some participants perceived the virtual robotic
limb as simply a body part rather than a hand or foot. Thus, these
results supported the effect of visual appearance similarity on
perceptual attribution. For RQ4, we did not observe a change in
error correction frequency across all experimental conditions.
This result suggests that the time required for perceptual
attribution may be different from that required for motor
function adaptation.

In conclusion, our study revealed a lack of congruence between
proprioceptive drift and subjective perceptual attribution in
manipulation using multiple body parts. This finding suggests
independent parallel processes of proprioceptive drift attribution
and subjective perceptual attribution. We anticipate that our
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findings will contribute to the design and development of operation
methods for wearable robotic limbs with multiple body parts and
enhance our understanding of how we perceive them.
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