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Social VR enables people to join a remote discussion by keeping a high social
presence and physical proximity using embodied avatars. However, the missing
nonverbal cues, such as mutual eye contact and nuanced facial expression, make
it challenging for distributedmembers tomanage turn-taking, which could lead to
unequal participation and affect trust building. Therefore, we propose a virtual
moderator to make distributed members feel included by seeing their nonverbal
behavior. The virtual moderator was designed with a “prompt Q&A″ feature to
enable users to share feedback and an “attention guidance” feature to encourage
participation. The preliminary result of a controlled experiment in social VR with
30 participants showed that seeing the virtual moderator’s body orientation
enhanced participants’ psychological safety. In contrast, the prompt Q&A
feature enhanced the perceived co-presence of their remote counterparts. We
discussed how nonverbal behavior could be designed using a virtual moderator to
shape human perception of the group discussion in social VR. We also pointed out
challenges when providing multiple supports simultaneously in social VR.
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1 Introduction

Social virtual reality (social VR), such as VRChat and Horizon Workrooms, has become
an online space for distributed people to join discussions. People can have high engagement
and social co-presence with their remote counterparts when embodied as an avatar in social
virtual reality (Moustafa and Steed, 2018). The physical proximity and the embodiment of
the avatar in social VR enable people to have a high social presence (Mennecke et al., 2011).
Yet, the lack of nonverbal cues, such as correct gaze information and facial expression, in
virtual reality affected remote discussion adversely (Garau et al., 2003; Tanenbaum et al.,
2020), and could make it challenging for people to manage turn-taking and thus harm equal
participation in remote discussion (Whittaker, 2003). Especially when all members were
unacquainted with each other, the lack of mutual understanding and awareness about the
nonverbal cues maymake it evenmore difficult for people to find the right time to participate
in the group discussion actively.

When discussing with unfamiliar group members remotely, such as holding a kick-
off meeting online, the group dynamics people perceive may influence whether the
collaborative relationship can be established (Maznevski and Chudoba, 2000). When
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having a discussion in social VR, where limited social cues can be
perceived, the perceived psychological safety among distributed
members to sense could determine the discussion outcome and
trust building. Psychological safety is essential for people to feel
included in a group discussion. Groups with high psychological
safety encourage members to share their opinions without
worrying about being evaluated. Psychological safety also
enables members to participate equally in a forum, thus
leading to productive collaboration outcome (DiMicco et al.,
2004).

In addition, building rapport, which indicates a pleasant
feeling among people, also plays a vital role in establishing a
collaborative relationship. Although the past study showed that
self-disclosure occurred when people started establishing trust
with each other (Maloney et al., 2020), it can be challenging
when building trust and rapport in a cueless environment. In the
context of video-based communication, various existing
approaches have been proposed to enable users to display
nonverbal cues using their avatars for supporting
relationship building, such as showing gaze (Pan et al., 2014)
or changing the appearance or facial expression of one’s avatar
(Hyde et al., 2015; Ichino et al., 2022). However, in the context
of social VR, little has been explored about the effect of avatars’
nonverbal behavior on rapport building in group discussions.

Virtual agents, such as chatbots, have been found effective in
moderating group discussion (Kim et al., 2020). Chatbots facilitate
equal participation among online members using explicit and verbal
guidance. However, when the virtual agents are embodied as avatars,
we would like to know whether such embodiment enables virtual
agents to moderate group discussion implicitly with their nonverbal
behavior, such as gaze or head orientation. As gaze has been
identified as an effective social cue to manage turn-taking
(O’Conaill et al., 1993), we aim to highlight this information
using an embodied virtual moderator in a social VR setting.

Therefore, in this study, we designed a virtual moderator, an
agent embodied in a virtual human-like avatar, to moderate the
remote discussion in virtual reality using VRChat. The virtual
moderator is designed to implicitly influence distributed
members’ awareness and perceptions through nonverbal
behavior, such as orienting its head towards the least active
person and displaying unspoken feedback from participants.
This study aims to investigate how a virtual moderator could
change distributed attendants’ perceptions toward their remote
counterparts in social VR, which is the first step for supporting
turn-taking in social VR. Hence, the research question we asked
is, “How does the nonverbal behavior of a virtual moderator
influence distribute members’ perceptions about the group
discussion when discussing in social VR?”

2 Related work

Social VR enables distributed members to join the same
virtual space by wearing head-mounted displays (HMD) to
interact with each other. The embodiment of the avatar and
simulated physical proximity makes remote interlocutors
perceive the high social presence of each other, compared to
other remote communication media, such as video conferencing

or text messaging (Greenwald et al., 2017). However, its ability
for people to express and sense nonverbal cues remains to be
challenging. Nonverbal cues such as mutual eye contact,
gesture, body orientation, or facial expression play important
roles for people to infer the intention of each other and build
trust (Tickle-Degnen and Rosenthal, 1990). During group
discussions, these nonverbal cues also help distributed
members recognize the appropriate timing for turn-taking,
such as allowing others to interject or managing the flow of
conversation topics (O’Conaill et al., 1993). When performing
group discussions using social VR, the inability to display
mutual eye contact, a tiny movement of the body orientation,
and the movement of the mouth make it challenging for remote
interlocutors to manage turn-taking, which could impede equal
participation in group discussions.

Various approaches have been proposed to support equal
participation in group discussions. For collocated group
discussion, Shamekhi et al. (2018) revealed that an embodied
conversational agent could facilitate discussion. The presence of
the embodied conversational agent made each participant
contribute equally to the group discussion regarding the
number of turn-takings and the number of words. In cross-
lingual communication, researchers also found that the gaze
direction of a robot could mediate the turn-taking when the
conversation was dominated by a native speaker (Gillet et al.,
2021). Whereas for online discussion, the chatbot has been
proposed to actively moderate group discussion by managing
discussion time and facilitating equal participation (Kim et al.,
2020). Moreover, the chatbot was also found effective in
assisting human moderators to better moderate online
discussion by showing the current discussion stage and
suggesting moderating messages (Lee et al., 2020). In virtual
reality, previous research has shown that an avatar could change
group dynamics in cross-cultural conversation (Traum and
Rickel, 2002). However, it remains unclear how a virtual
moderator embodied in a human-like avatar influences group
discussion in social VR.

Therefore, we proposed a virtual moderator in this study to
enable distributed members to feel equally included in a remote
discussion using social VR. First, limited social cues in social VR
could prevent people from finding the right timing to cut in the
conversation (O’Conaill et al., 1993), and extra channels for
people to express their opinion are needed. Furthermore, a past
study has revealed that people tend to share their opinion when
seeing other people start disclosing themselves (Kou and Gray,
2018). Hence, based on this concept, we designed the virtual
moderator as an information hub that could display unspoken
words from every member. We expected to encourage people to
share their idea in the discussion. Second, related work has
shown that the body orientation of the human or a robot
(Kuzuoka et al., 2010) could influence the perceived
inclusiveness of their counterparts. Following this research,
we designed the body orientation of the virtual moderator to
be changed based on the engagement level of each member. We
expected such nonverbal behavior of the virtual moderator
could enable people to be aware of the non-dominant
speaker implicitly and make people feel included in the
remote discussion.
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3 Proposed system

We introduced a virtual moderator to moderate group
discussions in social VR to support equal participation by
enhancing awareness about distributed participants. The system
has two main features.

(1) Give the floor to people for cutting in the discussion: Past
study has shown that people find it difficult to take the
conversational floor during online group meeting due to the
missing mutual eye contact (Vertegaal et al., 2003). To cope with
this, we enabled participants to send textual feedback through the
virtual moderator to indicate they intend to take the floor. In front of
each participant, a panel will show sample questions and responses
for participants to choose from during the discussion. In formal
group discussions, we designed eight general sample questions and
answers1 to prompt participants to share their thoughts and ask
questions while listening to the ongoing discussion. We refer to this
as prompt Q&A feature. For example, “I agree with this,” “What do
you think?,“ etc. According to previous research (Kou and Gray,
2018), seeing other people disclose their opinion or expertise during

online discussions encourages further self-disclosure from other
online attendants. Hence, we expect that attendants in social VR
would share their opinion after seeing the speech bubble displayed
by the virtual moderator more than without this design feature. The
embodied agent will display participants’ selection as Figure 1.

(2) Enhance awareness of the least talkative person: Related
work has shown that gaze, head, and body orientation are
helpful social cues for managing turn-taking in multiparty
conversation (Duncan, 1972; Kuzuoka et al., 2010).
Furthermore, previous work has shown that visualizing every
attendant’s participation enhanced equal participation
(Samrose et al., 2018). Based on these related works, we
implemented the virtual moderator to orient its head and
body toward the least talkative person to engage them in the
discussion by encouraging them to take turns or reminding
others to include them in the debate (Figure 1). This nonverbal
movement of the virtual moderator was intended to implicitly
shift people’s attention in social VR as in face-to-face
interaction, where gaze orientation was an indicator to give
the floor to their interlocutor. The system will detect every
participant’s audio input and display the least talkative person
in a small window in front of everyone’s panel (Figure 2). We
called it as attention guidance feature. Note that we did not tell
participants that the movement of the virtual moderator was
moved based on their conversation.

FIGURE 1
The avatar on the right is the virtual moderator, whereas the avatar on the left is one of the participants. This figure shows the attention guidance
feature where the virtual moderator turns its head and body toward the least talkative person in the meeting. Moreover, regarding the prompt Q&A
feature, when the participant clicks the sample questions and sentences shown in Figure 2, the selected prompt will be displayed above the virtual
moderator on the right side.

1 The eight pairs of questions and answers were derived based on one of the
authors’ anecdotal observations of workplace discussion. Two co-authors
discussed and revised the final list.
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4 User study

4.1 Experiment design and procedure

To examine the effect of prompt Q&A and attention
guidance on the discussion in social VR, we designed a
between-subject in-lab controlled study, which was with/
without prompt Q&A × with/without attention guidance. In
total, four conditions were compared.

We simulate a small group discussion in social VR by creating a
triad discussion. We experimented with two trained confederates
with one participant to control the potential influence of
confounding factors in a small group discussion. We trained one
male confederate to act like the most talkative person in the
discussion, whereas the other female confederate acted as the
quietest person. This design enabled us to control the group
dynamics at a certain level for every participant. Two
confederates joined the virtual discussion room with a male and
a female human-like avatar. Participants were unaware that two
other attendees in the virtual meeting room were confederates. They
were instructed to join a group discussion with two online strangers.
Two confederates joined the VR room using desktop mode from
their home, and participants joined by wearing an HTC VIVE Pro2

in the lab. See Figure 3.
First, participants were informed about their rights to participate

in the experiment. Next, after receiving the introduction to the
study, participants proceeded to the first small talk task for
7 minutes. The purpose is to get familiar with the other
attendees, which were the two confederates, in virtual reality. We
prepared several examples of conversational topics for participants
to chat with each other. For example, “what is your major or
interests,” “what do you usually do in the weekend?“ Next, they
were asked to complete the survey about their perception of the
previous small talk. The survey details will be described in Section

FIGURE 2
The panel display in front of the participants shows how the prompt Q&A and attention guidancework. The prompt Q&A feature is on the right side
of the panel. Several short responses are displayed to participants for them to select and provide feedback while listening to the discussion. For attention
guidance feature, the small window on the left side of the panel shows the participant who spoke the least in the discussion in the past 1 min.

FIGURE 3
Experimental setup. The images were modified from
Flaticon.com.

2 https://www.vive.com/us/product/#pro%20series.
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4.3. Subsequently, they started a 20-min negotiation task modified
from (Abdullah et al., 2021). The goal of this simulated negotiation
task requires the triad to achieve a consensus in allocating the budget for
completing a project for game development. Each attendant represented
one of three business units, including the manager of finance
(participants), development (confederate A), and public relationship
(confederate B). They were instructed to have agreement on four topics,
which were 1) howmany engineers we should hire to develop the game,
2) how many salespeople we should hire to promote the game, 3) how
muchwe should pay for each engineer, and 4) howmuch should we pay
for each salesperson. In each role, the manager was assigned a goal for
these four topics to persuade others to accept his/her proposal. For
instance, the goal of the financialmanager was to hire two engineers and
two salespeople and pay six thousand USD monthly for each of them.
Finally, participants answered the same survey again after finishing the
20-min discussion. In total, the study lasted less than 1 hour (Figure 4).

4.2 Participant

Thirty participants (16 female and 14 male) were recruited from
social media in the university of the authors3. To participate in the 1-
h study, they were paid 15 USD. This amount was decided based on
the hourly wage in the country where the study was performed.

4.3 Measurement

We focused on psychological safety, self-disclosure, and co-
presence to investigate whether and how two proposed features
affected participants’ perceptions and behavior.

4.3.1 Psychological safety
Psychological safety indicates how well each group member

is comfortable sharing their opinion or proposing different
viewpoints to the team (Nembhard and Edmondson, 2006).
Previous research has shown that high psychological safety
predicts team performance (Bradley et al., 2012). Hence, we
were interested in examining whether prompt Q&A and
attention guidance features changed group dynamics that
could be inferred by increased psychological safety. The
psychological safety survey was adopted from (Edmondson,
1999). The survey was conducted with a seven-point Likert
scale, where one indicates “absolutely disagree,” whereas seven
indicates “strongly agree.” There were seven questions, three of
which were reversed items. For example, “if you make a mistake
in this group, it is often held against you”; “Group members can
bring up problems and tough issues”. After transforming the
reversed items, we averaged all seven items to indicate the
participant’s psychological safety during the discussion.

4.3.2 Self-disclosure
When people establish rapport, they tend to disclose themselves to

each other (Arroll and Allen, 2015). Hence, we measured participants’
perceived degree of self-disclosure as an index to understand how

FIGURE 4
Procedure of the controlled experiment.

FIGURE 5
Barcharts for psychological safety (left), self-disclosure (middle), and co-presence (right). The numbers in each bar show the mean score of each
condition. The error bar shows a 95% confidence interval of the data. X-axis shows the factor of attention guidance (without and with guidance). Y-axis
shows the averaged score from the three corresponding surveys we measured in subsection 4.3 The color coding shows the factor of prompt Q&A
(without and with Q&A).

3 We failed to collect the exact age of the participants. But 90% of
participants were undergraduate and graduate students, whereas three
participants decided not to disclose this information.

Frontiers in Virtual Reality frontiersin.org05

Yang et al. 10.3389/frvir.2023.1198024

https://www.frontiersin.org/journals/virtual-reality
https://www.frontiersin.org
https://doi.org/10.3389/frvir.2023.1198024


prompt Q&A and attention guidance features influenced social
relationships among distributed members. We adopted the survey
from (Sprecher, 2021). The survey was conducted with a seven-point
Likert scale, where one indicates “not at all,” whereas seven indicates
“a great deal.” There were four questions. For example, “How much
did you tell the group about yourself?“. We averaged the scores from
four questions to get the level of self-disclosure.

4.3.3 Co-presence
Prompt Q&A and attention guidance features were designed to

enhance awareness of the inactive member, so we evaluated
participants’ perceived co-presence, which indicates how much
awareness people have toward their distributed counterparts. We
adopted the survey from (Biocca and Harms, 2003), conducted with
a seven-point Likert scale, where one indicates “absolutely disagree,”
whereas seven indicates “strongly agree.” There were four questions,
and two of them were reversed items. Example question includes “I
often felt as if the group and I were in the same room together”. After
transforming the reversed items, we averaged all four questions to
represent each participant’s sense of co-presence during the discussion.

All survey items were delivered to participants using online Google
Forms. Please refer to the supplementary material for the full list.

5 Result

Here, we report our analysis of the effect of two proposed
features on psychological safety, self-disclosure, and co-presence.
The Shapiro-Wilk tests showed that three dependent variables in
each comparison were not significantly different from the normal
distribution. Therefore, we performed a two-way ANOVA for each
dependent variable.

A two-way ANOVA was performed to analyze the effect of
“prompt Q&A” and “attention guidance” on psychological
safety. The result revealed that there was a statistically
significant interaction between the effects of “prompt Q&A″
and “attention guidance” on psychological safety (F [1, 26] =
7.58, p < 0.01, Figure 5, left). This result shows that participants’
psychological safety could be increased if one of the features,
either when “prompt Q&A″ or “attention guidance,” was
provided to participants. Psychological safety would not
improve if both features were presented to the participants.

Unexpectedly, we did not find any effect of two features on self-
disclosure from a two-way ANOVA (F [1, 26] = 0.22, p = 0.65, Figure
5, middle). Simple main effects analysis also showed that “prompt
Q&A” (p = 0.59) and “attention guidance” (p = 0.42) did not have a
statistically significant effect on self-disclosure, respectively. One
possible reason might be that the negotiation task in the current
design did not require participants to disclose much about
themselves, so we did not observe a significant difference in this
dimension across conditions.

Finally, two-way ANOVA showed that there was no statistically
significant interaction between the effects of “prompt Q&A″ and
“attention guidance” on co-presence (F [1, 26] = 0.66, p = 0.42, Figure
5, right).We did not observe any statistically simplemain effects of the
“Prompt Q&A″ feature (p = 0.45) on co-presence. However, simple
main effects analysis showed that the “attention guidance” feature (p =
0.003) statistically significantly affected co-presence. This result

revealed that providing attention guidance would give participants
lower perceived co-presence than no attention guidance.

6 Discussion

The result showed that making the virtual moderator move toward
the quietest person (the feature of attention guidance) or providingQ&A
examples (the feature of Prompt Q&A) can give people psychological
safety, but only when one of these two features was presented alone
without the co-occurrence with another feature. The attention guidance
feature led participants to have the highest psychological safety among
four conditions (Figure 5, left). It may be because this nonverbal
behavior indicates a welcoming gesture to include everyone to
participate in the discussion. Consistent with previous works
showing that gaze information helps people to manage turn-taking
in the collocated discussion (Vertegaal and Ding, 2002), our result
revealed that this nonverbal information could be designed using a
virtual moderator to mediate remote group discussion.

Interestingly, when combining two features (with attention
guidance and prompt Q&A), participants’ ratings on
psychological safety, self-disclosure, and co-presence were the
lowest compared to the other three conditions. Using both two
features at the same time did not improve communication in any
dimension. One possible interpretation is that the cognitive load and
experience may be negatively affected by too much information
users received during the discussion. Although we tried to reduce
cognitive workload by displaying two features on one virtual
moderator instead of in multiple spaces, monitoring the
conversation while paying attention to every virtual moderator’s
movement may cost users too many attentional resources.

Another unexpected result is the finding that providing attention
guidance led to lower perceived co-presence than without attention
guidance (Figure 5, right). One possible explanation is that the design
of gazing at the quietest person does not fit the usual behavior people
perform. When attending a group discussion, people usually look at
the person talking rather than the least talkative person, thus making
people feel less co-presence. If the virtualmoderator looked away from
the speaker to the least talkative person, it might give other members
an incorrect impression that someone was not paying attention. The
current result suggests that turning the virtual moderator’s body
toward the quietest person might not be the best design to keep a
social presence in social VR. Other design features need to be
explored. For instance, adjusting the virtual moderator’s behavior
to more closely resemble human behavior, such as looking at the
speaker but occasionally shifting gaze to the least talkative person,
might foster co-presence and psychological safety.

7 Conclusion

We designed and investigated a virtual moderator to mediate
group discussion in social VR to support distributed members’
psychological safety in a cueless environment. This short paper
demonstrated the preliminary finding showing that a virtual
moderator’s nonverbal behavior could influence distributed
members’ psychological safety and perceived co-presence. In
addition, we learned that information overload must be handled

Frontiers in Virtual Reality frontiersin.org06

Yang et al. 10.3389/frvir.2023.1198024

https://www.frontiersin.org/journals/virtual-reality
https://www.frontiersin.org
https://doi.org/10.3389/frvir.2023.1198024


when introducing multiple conversational supports in social VR. Our
future work is to design a field experiment without using confederates
so that we can examine how turn-taking behavior will be changed
after seeing the nonverbal behavior of a virtual moderator.
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