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Introduction: Simulation methods, including physical synthetic environments,
already play a substantial role in human skills training in many industries. One
example is their application to developing situational awareness and judgemental
skills in defence and security personnel. The rapid development of virtual reality
technologies has provided a new opportunity for performing this type of training,
but before VR can be adopted as part of mandatory training it should be subjected
to rigorous tests of its suitability and effectiveness.

Methods: In this work, we adopted established methods for testing the fidelity and
validity of simulated environments to compare three different methods of training
use-of-force decisionmaking. Thirty-nine dismounted close combat troops from the
UK’s Royal Air Force completed shoot/don’t-shoot judgemental tasks in: i) live fire; ii)
virtual reality; and iii) 2D video simulation conditions. A rangeof shooting accuracy and
decision-making metrics were recorded from all three environments.

Results: The results showed that 2D video simulation posed little decision-making
challenge during training. Decision-making performance across live fire and
virtual reality simulations was comparable but the two may offer slightly
different, and perhaps complementary, methods of training judgemental skills.

Discussion: Different types of simulation should, therefore, be selected carefully
to address the exact training need.
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1 Introduction

Simulation training involves the use of synthetic or computerised environments to replicate
real-world scenarios for developing skills. Simulation training is used by a wide variety of
industries where real-world practice is challenging or impossible, for reasons including cost,
practicality, safety, and availability of facilities. In certain situations, some form of simulation is
unavoidable, even if it involves basic synthetic replications like practicing surgical suturing on
fruit (e.g., Wong et al., 2018). In aviation, high-fidelity flight simulators form a fundamental part
of pilot training because practicing in a real plane is both prohibitively expensive and poses a risk
to life (Salas et al., 1998). Trainees in nuclear decommissioning often have to prepare to use
equipment that does not yet exist or which cannot be taken out of service for training, in addition
to the obvious safety concerns (Popov et al., 2021). In other scenarios, real-world practice is
available, but simulation is chosen because it is more convenient or cost effective. For example,
even though sporting tasks are rarely that difficult to recreate, there is growing interest in
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computerised simulations such as virtual reality (VR), augmented
reality (AR), and mixed reality (MR) as a way to train sporting
skills (Harris et al., 2020; Wood et al., 2020). In sport and related
applications like rehabilitation (Alrashidi et al., 2022), computerised
simulations enable individuals to perform additional practice on their
own with almost endless variation, making them an attractive
alternative (or addition to) physical training.

Recent technological advances mean that VR, AR, and MR
technologies are now a highly attractive option for simulation
training. These technologies enable high-fidelity simulations of a
wide variety of environments, as well as being very cost effective and
accessible to use. Concerns have, however, been raised about
whether VR is appropriate for all types of training and whether
VR environments are being appropriately tested before being
adopted (Harris et al., 2020). Broadly speaking, a simulation (of
whatever kind) is designed to replicate some aspects of a task (e.g.,
behavioural goals and task constraints) without reproducing others
(e.g., danger and cost) (Stoffregen et al., 2003). Consequently, in
order to conduct effective simulation training it is necessary to
understand the degree of concordance between the simulated
environment and the corresponding real-world task, and how
any differences might impact learning (Harris et al., 2019; Valori
et al., 2020). This assessment can be achieved through quantifying
aspects of the fidelity and validity1 of the environment.

In previous work, researchers have identified several key aspects of
fidelity and validity for performing simulation assessments. The physical
fidelity of the environment—whether it looks and feels real—is often
assessed by recording whether users feel they are fully immersed in the
simulation, using self-reported presence ratings (Makransky et al., 2019;
Harris et al., 2020). Researchers have previously compared participants’
performance on validated tests or measures with measures taken from
the new simulator to establish concurrent validity, which refers to the
amount of agreement between two different assessments (e.g., Xeroulis
et al., 2009). As well as aligning with existing validated methods, an
effective training simulation should also be sufficiently representative of
the skill’s functionality that it can provide a good indicator of real-world
expertise. This correspondence with the real-world is known as
construct validity, which is often assessed by comparing the
performance of experts and novices in the simulation (e.g., Bright
et al., 2012; Wood et al., 2020). Lukosch et al. (2019) propose a
framework for conceptualizing fidelity in human computer interfaces
which focuses on the quality of the interaction between user and
environment, not just realistic visual representation. Consequently,
they also identify aspects of fidelity such as psychological and social
fidelity. This emphasis on the realism of the interaction between user
and environment is particularly pertinent when considering the
application of VR to training complex perceptual-cognitive skills.

In the present work, we sought to examine three different methods
of simulation that are used for training judgemental skills as part of
military room clearance. In a military context, judgemental training

refers to the process of developing the ability to identify threats and non-
threats and deliver appropriate force with speed and accuracy. An
example of this is shoot/don’t-shoot decision making. Making
effective judgements requires situational awareness and the
appropriate identification and use of information from the
environment (Randel et al., 1996; Biggs et al., 2021). Realistic close
quarter battle conditions are, however, very hard to recreate.
Consequently, judgemental skills are normally trained using some
form of synthetic or simulated training which allows these abilities to
develop in a semi-realistic environment (Li andHarris, 2008; Armstrong
et al., 2014; Nieuwenhuys et al., 2015; Staller and Zaiser, 2015).

The main options for judgemental training in the UK Ministry
of Defence are screen-based firing-range simulations or live
judgemental shoots. Screen-based firing-range simulations are
delivered using a tool called the Dismounted Close Combat
Trainer (DCCT), which consists of a large 2D video screen that
trainees shoot at with decommissioned pistols, rifles, and support
weapons. Alternatively, live judgemental shoots are undertaken in
close quarters battle environments (physical simulations using
mock-up rooms) using live ammunition or non-lethal training
ammunition2. Live judgemental shoots provide a more realistic
environment than the screen-based firing range but are restricted
in both realism and flexibility by the static cardboard targets and
homogenous physical room set-ups that must be manually reset. VR
technologies may provide an attractive third option, that is both
visually realistic and immersive while also allowing varied training
possibilities. Given the need to test new training approaches to
optimise human skills training across a range of industries
(including Defence), we compared judgemental performance in
these two existing options with head-mounted VR.

The approach we used to compare the simulation options for
judgemental training was closely aligned with the previously
discussed work that has assessed physical fidelity, concurrent
validity, and construct validity (van Dongen et al., 2007; Bright
et al., 2012; Perfect et al., 2014). To address these three aspects, we: i)
collected user reports of presence to determine sufficient levels of
fidelity; ii) conducted comparisons to (and correlations with) other
approaches to test concurrent validity; iii) examined relationships
with real-world expertise to test construct validity. As this work was
a preliminary exploration of different methods of simulation for
judgemental training, no specific hypotheses were made about the
exact relationship between the different training environments.

2 Methods

2.1 Design

The study adopted a cross-sectional repeated-measures design,
with all participants completing the three experimental conditions
in a counterbalanced order to control for any learning effects. These
conditions were a 2D video simulation, a live fire simulation, and a
VR simulation of a room clearance task.

1 We used fidelity to refer to whether a simulation recreates the real-world
system, in terms of its appearance but also the affective states, cognitions
or behaviours it elicits from its users. Validity refers more to whether the
simulation provides an accurate representation of the target task, within
the context of the learning objectives and the target population (Perfect
et al., 2014; Gray, 2019; Harris et al., 2020).

2 These training rounds resemble regular rounds and are fired through a
service weapon but discharge a small paint charge at a reduced velocity.
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2.2 Participants

Participants were recruited from a population of dismounted
close combat troops from the RAF Regiment’s Queen’s Colour
Squadron (The RAF Force Protection Force). Participants were
current and competent dismounted close combat personnel,
ranging from Leading Aircraftman to Corporal in rank. All
participants gave written informed consent prior to taking part
in the study and were paid for their participation at a standard
Ministry of Defence rate. The experimental procedures were
reviewed by both the University of Exeter departmental ethics
board and the Ministry of Defence Research Ethics Committee
(reference number: 2102/MODREC/21).

An a priori power calculation was conducted before data
collection to determine the sample size needed to support
accurate conclusions. In a closely related study, Blacker et al.
(2020) examined the relationship between a military grade
simulator and a video game for shoot/don’t-shoot decision-
making. Blacker et al. reported a relationship of r = 0.48 between
the simulator and the video game for shot accuracy (i.e., hit rate).
Consequently, given α = 0.05 and a power of 80%, 31 participants
would be required to detect a similar sized effect in a bivariate
correlation in the present study. Our sample consisted of
39 participants in total (see Table 1 for demographics) which was
more than sufficient to detect similar sized effects. Thirty-six
participants took part in all conditions, a further two participants
also took part in the 2D video and VR conditions, and one took part
in the VR condition only.

2.3 Conditions

For all three simulation conditions, participants completed
18 trials, 9 of which included a threatening target and 9 a non-
threatening target. Trials were presented in a pseudorandomised
order.

2.3.1 Virtual reality room clearance condition
For the VR room clearance condition, participants wore an HTC

Vive Pro Eye head-mounted display (HTC Inc., Taoyuan City,
Taiwan). This consumer-grade VR system uses two lighthouse
base stations to track movements of the headset and hand
controllers at 120 Hz. For this study, the VR system was
specifically modified to record the use of a replica SA80 weapon
(see Figure 1A, B). This replica device allowed participants to aim

and shoot at targets using a trigger pull on the VR hand controller
while they freely and naturally roamed the simulated training space.
The virtual environment (see Figures 1C, D) consisted of a small
rectangular room, which participants entered via an open door. On
each trial, the inside of this room had slightly different visual design
features (e.g., different furnishings and wall art), but its overall size
and layout remained constant. Participants started outside and were
required to enter and search each room, before deciding whether to
shoot at the target or hold their fire. Participants were read a script
instructing them to enter the room according to their training,
which was standardised across all three conditions (see https://osf.
io/vdk87/). To allow participants to familiarize themselves with the
behaviour of the environment and the weapon, they were allowed to
move around an empty room and fire the weapon, prior to any trials.
They were not, however, shown any of the shoot/don’t-shoot stimuli
before the trials began.

A single target was generated within the virtual room on each
training repetition. These simulated targets consisted of static
images taken from the Sykes-McQueen 8,000 series threat
assessment range (McQueen Targets, Scottish Borders,
United Kingdom) (see Figure 3). The specific location of the
targets was varied on a trial-by-trial basis. Crucially, the targets
replicated those used in the live shooting conditions (see below) and
were selected to provide closely matched variants of threatening and
non-threatening cues. Each image displayed a single combatant, who
was either holding a weapon (a gun) or a non-hostile object (e.g., a
phone, torch, or camcorder). As such, correct decision-making
responses would be demonstrated through shooting the
threatening ‘enemy’ targets and withholding fire for ‘friendly’,
non-threatening ones.

2.3.2 Live fire room clearance condition
The live shooting condition took place in a repurposed aircraft

hangar that contained smaller roomswithin it, designed for training room
entry drills. The threatening/non-threatening stimuli for this condition
consisted of cardboard targets displaying the same Sykes-McQueen
images as in VR. Participants fired at the targets using SA80 weapons
with the non-lethal training ammunition that discharged a small paint
capsule that could then be identified on the target.

A single rectangular room was used for this condition. The
trainee entered from the hallway, where the door to the room was
already open, to match the automatic opening of the doors in the VR
condition. As in the other conditions, each room contained one
target, either a threat or a non-threat. After the participant had
completed each room search (and exited the room), the
experimenter entered from another door and changed the target
in the room.

Participants’ decisions (shoot/don’t-shoot) were recorded in
real-time by the experimenter and photographs were taken of the
targets after each individual room search. Shooting accuracy was
calculated later by measuring the distance of the shots from the
centre of mass of the target, using the MATLAB programming
environment (Mathworks, MA, United States). A GoPro Hero
4 camera was also attached to the helmet of the participant to
record each trial from a first-person perspective. This video was later
used to calculate reaction time using frame-by-frame video analysis
(i.e., the time from appearance of the target in the participant’s field
of view to the time a shot was made).

TABLE 1 Participant demographics.

Gender 39 Male, 0 Female

Age Mean = 24.7, SD = 7.2, Range = 17–54 years

Ranks 29 Senior Aircraftmen

5 Leading Aircraftmen

3 Lance Corporal

2 Corporal

Years of military service M = 3.6, SD = 3.5, Range = 1–19 years
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2.3.3 Video simulation room clearance condition
The 2D video simulation condition (using the Dismounted

Close Combat Trainer) was undertaken on a virtual training
range at RAF Honington, which comprised of a series of
shooting lanes and a large projector screen (positioned at the
front of the room; see Figure 2). Participants were equipped with
a deactivated SA80 rifle that was connected to the controller’s base
stations via Bluetooth signal. This cableless simulated training
weapon was fitted with a specialised gas recycling system to
replicate the action of the bolt.

Participants were instructed by the experimenter to ready their
weapon as they would when entering a room. Once ready, they were
presented with a view of a target as though entry to the room had

been made (i.e., as though they are standing in the doorway). They
then made their shoot/don’t-shoot decision. As above, participants
were presented with either a threatening or non-threatening target
on each trial and were instructed to take lethal force actions when
faced with an armed combatant. It was not possible to exactly
replicate the same McQueen targets in this condition, so
combatants were selected from those available in the control
software (Virtual Battlespace 2, Bohemia Interactive Simulations,
Farnborough, United Kingdom), but were closely matched and
clearly hostile or non-hostile in nature. These targets made some
small movements of the arms and head but remained in a single
location until a shot had been fired.

To enable objective performance analyses in these conditions, a
GoPro Hero 4 video camera (GoPro Inc, California, United States)
was situated behind and slightly to the left of the participant for the
duration of these trials. This recording device was positioned in a
manner that would detect when the target objects appeared and if/
when participants made a shot. The experimenter also viewed the
computer screen and manually recorded when shots were taken.

2.4 Procedure

Participants were recruited at RAF Honington during a scheduled
training exercise week. Eligible individuals were contacted in advance of
this visit and received a detailed study information sheet via email.
Those who were interested in taking part then attended an in-person
briefing by the research team, which informed individuals of the study
aims and procedures, and then provided written informed consent.
They then completed self-report questionnaires relating to military
experience and ranking. On each of the subsequent 3 days, participants
completed one of each of the three experimental conditions, in a
pseudo-randomised order based on a Latin squares design. Upon

FIGURE 1
VR Hardware and software. The HTC Vive Pro VR head mounted display (A), the position tracked replica weapon (B), and in-play screenshots (C, D).
Images are property of RAF Honington and protected by Crown Copyright©. Reproduced with permission.

FIGURE 2
2D video simulation condition. The Dismounted Close Combat
Trainer. Image is property of RAF Honington and protected by Crown
Copyright©. Reproduced with permission.
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completing their final session, participants were debriefed about the
research and thanked for taking part.

2.5 Measures

The following variables were obtained from all conditions:

2.5.1 Decision accuracy
A score of ‘1’was given on occasions when the participant’s response

(i.e., shoot/don’t-shoot action) matched the appropriate target cue, and a
score of “0” was given when it did not match. Average scores for each
participant were then converted into an accuracy percentage.

2.5.2 False alarms
The number of shots made to non-threatening targets in each

condition was recorded, again converted to a percentage.

2.5.3 Shot accuracy
Calculated as a binary hit/miss variable converted to an accuracy

percentage.

2.5.4 Response time
The time elapsed between the stimulus being presented (target

appearing) and the trigger of the weapon being pulled.

2.5.5 D-prime and beta
Following Blacker et al. (2020), two additional variables derived

from Signal Detection Theory (Green and Swets, 1966) were used to
supplement the raw decision accuracy and false alarm
measurements. Signal Detection Theory describes how the
human perceptual system makes an inference about the presence
or absence of a “signal,” which here is the nature of the target.
Accordingly, we examined whether sensitivity to threat (d-prime)
and response tendencies (beta) varied between the different
simulated conditions (see Figure 3).

D-prime provides an index of the person’s sensitivity to a
stimulus and is calculated from the ratio of ‘hits’ (i.e., correctly
firing when it is right to do so) to “false alarms” (i.e., firing when
you shouldn’t). Specifically, d-prime represents the difference
between the z-transformed proportions of hits and false alarms
[d’ = z(H)—z(F), where H=P (“yes” | YES) and F=P (“yes” | NO)].
Higher values indicate greater sensitivity (better ratio of hits to
false alarms).

Beta (β) is a measure of response bias which captures how
some individuals under-respond and will have only fired when
certain (i.e., conservative bias, values below 0) whereas others will
have had a bias towards over-responding (i.e., liberal bias, values
above 0). Beta is calculated from the ratio of the normal density
functions at the criterion of the z-values used in the computation
of d-prime.

FIGURE 3
Illustration of Signal Detection Theory. The matrix in (A) shows four possible combinations of signals and responses. (B) illustrates the metrics
d-prime and beta in relation to distributions of signal (weapon present or absent) and noise. As drawn here, d-primewould be large because the observer
was able to perceive a clear difference between the signal and the noise. The beta value is to the right indicating a conservative response strategy. (C)
shows examples of the Sykes-McQueen “8,000 range” threat assessment targets used in the synthetic and VR environments. Reproduced with
permission.
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2.5.6 Presence
Recent research has discussed how a sense of “presence” (i.e., of

really existing in a virtual environment) may influence learning and
performance (Makransky et al., 2019a; Makransky et al.,2019b). To
test whether the VR and 2D video systems were of sufficiently high
fidelity to provide an immersive experience, participants were asked
to provide a self-report measure of presence, adapted from Pan et al.
(2016). The questionnaire (which can be viewed here: https://osf.io/
vdk87/) consisted of 10 items which record the degree to which the
participant felt as though they really existed in the simulated
environment, compared to the physical environment. Questions
such as “I had a sense of being there in the training environment” are
responded to on a 1-7 Likert scale anchored between “at no time”
and “almost all the time”. This questionnaire has previously been
validated in relation to experimentally induced breaks in presence
(Slater and Steed, 2000), and used in the context of medical
assessment scenarios (Pan et al., 2016), aviation simulation
(Harris et al., 2022), and social interaction (Pan et al., 2015). The
presence questionnaire was used for the VR and 2D video conditions
as the questions are not applicable to real-world activities.

2.5.7 Expertise
Demographic information was collected with a questionnaire

administered immediately after the consent form. Participants were
asked to report years of military experience and rank.

2.6 Data analysis

Data were firstly screened for outliers and extreme deviations from
normality (Tabachnick and Fidell, 1996). A series of repeated measures
ANOVAs were then used to compare the performance variables
(decision-making, signal detection metrics, and shooting accuracy)
between the three conditions. Non-parametric alternatives
(Friedman’s test) were used when data substantially deviated from
normality. Paired t-tests were also used to compare presence between
VR and 2D video simulation to test fidelity. A series of bivariate
correlations were then used to explore the relationships between the
performance measures recorded from each condition as a test of
concurrent validity. Finally, correlations between experience and
each of the performance variables were calculated to establish
whether real-world experience was related to performance in the
simulations, i.e., construct validity. The decision-making variables for
the 2D video condition were found to be at a ceiling–on only two
occasions (out of >300) a threatening target was not shot at, and only
one false alarm occurred. Consequently, there was almost no variance in
these variables, making them inappropriate for standard statistical
analysis, so they are included in figures but omitted from some of
the statistical tests. The anonymised data for this study is available from
the Open Science Framework (see https://osf.io/vdk87/).

3 Results

3.1 Correlations

To assess construct validity of the three simulations, bivariate
correlations were run to examine the strength of the relationship

between real-world expertise (years of military service) and the
decision-making and shooting accuracy variables. Spearman’s rho
was used as many of the data distributions deviated significantly
from normality. Years of military experience showed no significant
correlations with performance and decision-making variables from
VR (ps > .51, rs < 0.11), video simulation (ps > .21, rs < 0.21)3 and
live fire (ps > .19, rs < .23) simulations.

As a test of concurrent validity, we also explored the
relationships between the three simulation types for decision-
making and shooting accuracy variables. No significant
correlations for decision accuracy (ps > .26, rs < .21) or “false
alarms” (r = −0.02, p = .90)4 were observed. There were also no
significant relationships between VR and live fire for d-prime (r =
.21, p = .21) or beta (r = .03, p = .86)3. There were no significant
correlations between VR and 2D video or VR and live fire for
response time (ps > .31, rs < 0.18), but there was a significant
relationship between 2D video and live fire (r = .35, p = .04) (see
Figures 4A–C). There were also no significant correlations between
conditions for shooting accuracy (ps > .30, rs < .17) (see
Figures 4D–F).

3.2 Presence

As a comparison of fidelity, a paired student’s t-test was used to
determine whether people reported higher presence in the VR (M =
49.61, SD = 8.72) or 2D video (M = 42.76, SD = 12.21) simulation
conditions (see Figure 5). Results indicated that scores were
significantly higher in the VR condition, with a large effect size [t
(25) = 3.93, p < .001, d = 0.66].

3.3 Decision-making

To test whether there were differences in decision-making
between the simulation conditions, a series of comparisons were
run on decision accuracy and signal detection metrics. A Friedman
test (one-way repeated measures analysis of variance by ranks) was
used given the substantially non-normal distribution of the data
from the 2D video condition. For decision accuracy (see Figure 6A),
there were significant between-condition differences [χ2 (2) = 42.45,
p < .001,W = 0.59]. Non-parametric post hoc tests (Conover’s Test)
with a Bonferroni-Holm correction for multiple comparisons
showed that decision accuracy (%) was significantly higher in the
2D video simulation condition (M = 99.54, SD = 1.56) than both the
live fire (M = 91.84, SD = 10.63) [t (70) = 3.17, p = .003] and the VR
condition (M = 83.04, SD = 9.66) [t (70) = 6.53, p < .001]. Decision
accuracy in live fire was also significantly higher than in VR [t (70) =
3.31, p = .003].

As there was only one false alarm (i.e., failures to inhibit fire) in
the 2D condition (M = 0.03, SD = 0.17) it was omitted from
statistical tests. Both the VR (M = 2.03, SD = 1.50) and live fire

3 D-prime, beta, and decision accuracy excluded for 2D video.

4 Correlations for 2D videowere not possible due to the absence of variation
in this measure.
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(M = 1.31, SD = 1.75) conditions therefore clearly had more false
alarms. The difference between VR and live fire did not reach
statistical significance [F (1,35) = 3.67, p = .06, η2 = 0.10].

For response time (see Figure 6B), repeated-measures ANOVA
showed that there were significant between-condition differences [F
(1.3,45.1) = 165.61, p < .001, η2 = 0.83]. Post-hoc tests with
Bonferroni-Holm correction showed that response times in VR
(M = 3.66, SD = 1.00) were significantly longer than both video
simulation (M = 1.24, SD = 0.32) [t (35) = 16.59, p < .001, d = 2.44]
and live fire (M = 1.50, SD = 0.40) [t (35) = 14.78, p < .001, d = 2.05]
conditions. The difference between video simulation and live fire
was not significant [t (35) = 1.80, p = .07, d = 0.59]. It therefore
appears that in VR, shoot/don’t-shoot decisions took longer and
accuracy was lower.

For d-prime (see Figure 6C), a Friedman test showed that there
were again significant between-condition differences [χ2 (2) = 41.48,
p < .001,W = 0.58]. Non-parametric post hoc tests with Bonferroni-
Holm correction showed d-prime was significantly lower in VR
(M = 2.22, SD = 0.77) than both 2D video (M = 3.77, SD = 0.19) [t
(70) = 6.46, p < .001] and live fire (M = 3.10, SD = 0.88) [t (70) = 3.08,
p = .003]. D-prime for 2D video was also significantly higher than in
live fire [t (70) = 3.32, p = .002]. This suggests that participants
showed lower response sensitivity (i.e., they made fewer ‘hits’
relative to ‘false alarms’) in VR, compared to the live fire and 2D
simulations.

For beta (see Figure 6D), there were also significant between-
condition differences [χ2 (2) = 12.21, p = .002, W = 0.17]. Non-

parametric post hoc tests with Bonferroni-Holm correction showed
significant differences between VR (M = −0.22, SD = 0.47) and 2D
video (M = 0.01, SD = 0.10) [t (70) = 2.62, p = .02] and between live
fire (M = −0.28, SD = 0.36) and 2D video [t (70) = 3.32, p = .004],
with both VR and live fire eliciting a more conservative response
tendency than 2D video. There was no significant difference between
VR and live fire [t (70) = 0.77, p = .44].

3.4 Shooting accuracy

A one-way ANOVA comparing the percentage of targets hit
when a shot was fired showed a significant difference between
conditions [F (2.0,68.4) = 3.39, p = .04, η2 = 0.09] (see Figure 7).
Post-hoc tests with Bonferroni-Holm correction revealed no
significant differences between any groups (ps > .06), but the
highest scores were observed in 2D video (M = 86.27, SD =
15.83), then VR (M = 76.49, SD = 23.77), then live fire (M =
75.22, SD = 20.23).

4 Discussion

In the present work we explored three types of simulation used
for training judgemental skills in the military. Simulation forms an
important part of human skills training in many industries and the
increasing popularity of commercial head-mounted VR has created

FIGURE 4
Scatter plots of concurrent validity correlations for response time (A–C) and shooting accuracy variables (D–F). The solid line represents the fitted
regression line and dotted lines indicate 95% confidence interval of the line (n.s. = non-significant). Note in panels (A–C), different axis limits are used for
VR, live fire, and 2D video due to the large differences in response times across the conditions.
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new possibilities for the field (Lele, 2013; Bhagat et al., 2016; Siu
et al., 2016). Before newmethods like VR are adopted, they should be
systematically evaluated in comparison to other forms of simulation
(e.g., existing and/or alternative training methodologies). We
observed important differences in decision-making behaviour
between three types of simulation training (VR, 2D video, and
live fire), which suggests they did not present equivalent
judgemental challenges. Pinpointing the exact reasons for these
differences will require further work, but the current results
suggest that different forms of simulation may provide
fundamentally different learning conditions–posing differing
levels of challenge, degrees of immersion, and variations in
perceptual information–and should be selected carefully to
address the exact training need.

Our first criteria for evaluating the simulation approaches was to
test whether the VR and video methods provided a high-fidelity
experience that elicited a sense of presence in the user. For both VR
and video simulation approaches, scores on the presence
questionnaire ranged from medium to high, relative to the limits
of the scale and previous usage (Pan et al., 2016), highlighting that
most participants felt as though they really existed in the room
clearance scenario (see Figure 5). This indicates that there was a
good level of fidelity in the simulation environments and that they
were sufficiently realistic. The sense of presence in VR was
significantly higher than in 2D video, confirming that VR was
indeed more immersive. Whether or not presence provides direct
benefits for learning is unclear (see Makransky et al., 2019), but it
may contribute to more realistic behaviour and task engagement in
some VR tasks (Slater and Sanchez-Vives, 2016).

Next, we sought to understand whether decision-making
tendencies were similar across the different simulation
conditions. While the physics of the weapons, and therefore
shooting mechanics, were clearly different between conditions, we
wanted to determine whether decision-making tendencies, and
therefore participants’ judgemental training responses, were also
different. One of the clearest findings was that 2D video provided
little challenge for making shoot/don’t-shoot judgements, as

participants made very few errors and were almost all at a
performance ceiling. Consequently, there is very little room for
improvement during training, so the 2D video condition is unlikely
to develop users’ judgemental abilities. The reason for the ceiling
effect may be the limited variation in the 2D video condition. For
example, in live fire and VR the location of combatants varied, and
the participant chose how tomove around to locate them, whereas in
2D video they appeared consistently in the centre of the screen, so
likely posed a reduced perceptual and decision-making challenge.
The stationary nature of the 2D task, without any real need for using
room clearing tactics, may also have reduced the decision-making
challenge. Returning to Lukosch et al. (2019) fidelity framework, and
the importance of quality user-environment interactions, the more
interactive aspect of movement in VR environment may be where
they are particularly superior to video-based approaches (Bermejo-
Berros and Gil Martínez, 2021).

Decision-making was much more comparable between VR and
live fire, with a similar range of scores across the two conditions.
Decision accuracy was statistically better in live fire than VR, but this
difference was relatively small. The d-prime and beta metrics
derived from Signal Detection Theory (Green and Swets, 1966)
also showed similar patterns between VR and live fire. D-prime
values (detection sensitivity) were lower in VR than live fire, but beta
values (indicating decision-making bias) were not significantly
different, indicating that VR did not make people more liberal or
conservative in their judgements. The reduced detection sensitivity
and longer reaction times in VR, compared to live fire, could indicate
that it poses an additional decision-making challenge. While some
additional challenge could be beneficial for training, these
differences could also be a function of additional cognitive load
in VR (Han et al., 2021), greater task complexity, or simply
difficulties with discerning the visual details of the environment.
As we did not collect additional data on useability or workload we
cannot determine the exact origin of these differences. Future work
should, therefore, examine which exact features were responsible for
these differences, perhaps by comparing different levels of visual
detail, as well as different levels of complexity in the task, and closely
measuring cognitive load. Despite these differences between VR and
the live fire condition, the broad similarity between virtual and real-
world conditions does provide some encouragement that VR may
offer sufficient levels of psychological fidelity to be effective for
training (see Harris et al., 2020).

Correlations between 2D video, VR, and live fire for the
decision-making and signal detection metrics did not show
strong relationships. This suggests that even though the spread of
scores across VR and live fire was similar, individuals who
performed well in live fire did not necessarily also do well in VR.
While VR may have provided somewhat similar levels of decision-
making challenge to live fire, it appears to be of a slightly different
nature. Although VR-based training methods can often be limited in
some aspects of training fidelity (e.g., users may rely on different
movement strategies and perceptual cues: Liu et al., 2009; Harris
et al., 2019; Wijeyaratnam et al., 2019), their ability to elicit “lifelike”
affective states and cognitive responses could offer unique training
advantages (for example, in military context, see: Pallavicini et al.,
2016). In short, VR and other forms of simulation may not be
equivalent, but they can be useful for training different aspects of
skilled performance. For example, live fire is likely to be more

FIGURE 5
Box and whisker plot for presence scores (y-axis represents the
full range of possible scores, from 0 to 70). ***p < .001, a.u. = arbitrary
units.
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effective for developing weapons handling, but complex and
stressful VR environments could better prepare trainees for the
stresses and distractions of the combat environment. Further studies
comparing these different aspects of performance following periods
of training on either VR or live fire simulations would be beneficial.

For the shooting performance measures, the differences between
conditions were small, with pairwise comparisons of percentage of
target hits not statistically different between any of the three groups.
Again, however, the correlations between accuracy in the three
conditions was weak, suggesting that skills in one simulation did not
transfer well into the others. Nevertheless, it is important to note that
the primary aim of the simulations was not to train weapons handling,
which can be done in other ways. Moreover, our tests of construct
validity (i.e., whether performance in the simulations was related to real-
world experience) were largely inconclusive in this study, as all
correlations between the performance variables and years of military
experience were weak. This suggests that either themeasure of expertise
(years of experience) did not adequately capture real-world expertise
sufficiently well, or none of these tests are sensitive to these differences.

Some speculative recommendations from conducting the trial
are as follows. In the present context, live fire may be most effective
for training the procedural elements of room clearance such as
breaching the door and textbook methods for searching the room.

This is because it allows the most realistic movements around the
room, interaction with a physical door, and the use of a realistic
weapon. However, because trainees are simply shooting at static
cardboard targets, the judgemental element is quite simplified. In the
current VR simulation, the targets were static to closely match the
live fire condition, but the addition of dynamically moving and
evolving targets (e.g., pulling out a weapon) would likely mean that
VR poses the most realistic way to train the perceptual elements of
shoot/don’t-shoot decision-making. Previous work has shown that
visual search skills may be trainable in VR (Harris et al., 2021) so it
could be a good option for this element of judgemental training. For
example, during live fire training only one of two individuals were
practicing at any one time due to the need for safety controls and
trained instructors. Therefore, while a few trainees are doing live fire
drills, accompanied by instructors and being given verbal feedback,
others could be performing repetitions on the VR practicing the
skills they have just learned. Given the potentially differing benefits
offered by live fire and VR approaches, future research could look at
the effectiveness of combining these training methods to elicit
adaptive perceptuomotor effects. The only real benefit of the 2D
video simulation over VR was that it did allow the use of a realistic
weapon (a replica SA80 with gas cannisters to simulate kickback) so
could be useful when other training options are not available.

FIGURE 6
Violin plots comparing decision-making variables between the three simulation conditions. *p < .05, **p < .01, ***p < .001, a.u. = arbitrary units.
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5 Conclusion

In the present work we compared three methods of simulation
in the context of judgemental training in the military. We used an
evidence-based approach to conduct preliminary assessments of VR,
2D video, and live fire room clearance simulations. Our results
suggest that there can be fundamental differences between different
types of simulation of the same task, so those employing simulation
methods in training should carefully consider the aims of training
and whether the simulation method chosen can achieve the
pedagogical goals.
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