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Introduction: Human error is one of the leading causes of medical error. It is
estimated that human error leads to between 250,000 and 440,000 deaths each
year. Medical simulation has been shown to improve the skills and confidence of
clinicians and reduce medical errors. Surgical simulation is critical for training
surgeons in complicated procedures and can be particularly effective in skill
retention.

Methods: The interactive Medical Simulation Toolkit (iMSTK) is an open source
platform with position-based dynamics, continuous collision detection, smooth
particle hydrodynamics, integrated haptics, and compatibility with Unity and
Unreal, among others. iMSTK provides a wide range of real-time simulation
capabilities with a flexible open-source license (Apache 2.0) that encourages
adoption across the research and commercial simulation communities. iMSTK
uses extended position-based dynamics and an established collision and
constraint implementations to model biological tissues and their interactions
with medical tools and other tissues.

Results: The platform demonstrates performance, that is, compatible with real-
time simulation that incorporates both visualization and haptics. iMSTK has been
used in a variety of virtual simulations, including for laparoscopic hiatal hernia
surgery, laparoscopic cholecystectomy, osteotomy procedures, and kidney
biopsy procedures.

Discussion: iMSTK currently supports building simulations for a wide range of
surgical scenarios. Future work includes expanding Unity support to make it easier
to use and improving the speed of the computation to allow for larger scenes and
finer meshes for larger surgical procedures.
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1 Introduction

Human error is one of the leading causes of medical error. It is estimated that human
error leads to between 250,000 and 440,000 deaths each year (Gruen et al., 2006; Committee
on Pediatric Emergency Medicine, 2007; James, 2013; Makary and Daniel, 2016). Medical
simulation has been shown to improve the skills and confidence of clinicians and reduce
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medical errors (Nishisaki, Keren, and Nadkarni, 2007; Falcone et al.,
2008; Nishisaki et al., 2011). Simulation is used across a broad range
of areas with a variety of techniques (Foronda et al., 2020; E. M;
Sims, 2007; E; Sims et al., 2016; J. L; Arnold, 2017; J; Arnold and
Diaz, 2016), including live patient interactions (Fu et al., 2017),
mannequins (“Caehealthcare, 2017.; “SynDaver Labs, 2017;
“Laerdal, 2017a; “Laerdal, 2017b; Willie et al., 2016; Issenberg
et al., 2005), virtual and augmented reality (Bauman, 2013; Sims,
Ed and Powell, 2015; Brown, McIlwain, and Willson, 2016; Clipp
et al., 2019; Taylor et al., 2019.; Couperus et al., 2020), and skill
trainers (Frantzides, 2007; Hoopes et al., 2020). Surgical simulation
is critical for training surgeons in complicated procedures and can
be particularly effective in skill retention (Stefanidis et al., 2005;
Dimitrios Stefanidis, Acker, and Heniford, 2008; Mannella et al.,
2019). While physical simulators can be effective for training
particular skills, including suturing, these do not provide the
realistic visual and physical feel required for entire procedures.
Virtual simulators are a growing part of the simulation
marketplace (Schijven and Jakimowicz, 2003). The use of virtual
reality to support medicine is a growing commercial and research
endeavor (Kitware, 2022a; Kitware, 2022b; “EducationXR, 2022” n.
d.; Zikas et al., 2023; Yang, Zhou, Chen, et al., 2022a; Yang, Zhou,
Song, et al., 2022b; Bansal et al., 2022), including for surgical training
(Katić et al., 2013; Patel and Patel, 2014; Parham et al., 2019).
However, for surgical simulation in particular, it is critical to include
accurate, physics-based soft-body mechanics and haptics to ensure
the tissue responses are realistic both visually and physically
(Yiannakopoulou et al., 2015).

There are several existing technologies to build surgical
simulators, including Simulation Open Framework Architecture
(SOFA) (SOFA, 2022), OpenSurgSim (OSS) (OpenSurgSim,
2022), Obi (Obi, 2022), and the Unity (Unity, 2022) and Unreal
(Unrealengine, 2022) game engines. These applications and research
offerings have some limitations. Unity and Unreal are commercial
game engines used widely to develop virtual content and virtual
reality applications. While these engines have built-in advantages,
such as GPU-enabled shaders, that can be leveraged for simulation,
they have significant limitations when modeling fluid behavior and
soft-body mechanics. This is particularly true when realistic physics-
based behavior is required, as in surgical procedure simulation.
SOFA is an open-source library for prototyping and researching
physics-based simulation. However, this framework has disparate
licensing and limited support for different modules, which can limit
adoption by commercial companies. OSS was developed by

SimQuest; however, this company is no longer in business and
OSS has not been supported in recent years. Obi is a licensed
position-based dynamics framework that can only be used via
Unity. It can be purchased via the Unity Asset Store. The
interactive Medical Simulation Toolkit (iMSTK) is an open-
source platform with position-based dynamics, continuous
collision detection, smooth particle hydrodynamics, integrated
haptics, and compatibility with Unity and Unreal, among others.
iMSTK provides a wide range of real-time simulation capabilities
with a flexible open-source license (Apache 2.0) that encourages
adoption across the research and commercial simulation

TABLE 1 Comparison of different libraries for medical simulation of tissues and tools.

Software License/
Cost

Haptics
support

Modeling Supported
languages

Supported game
engines

Active
community

iMSTK Apache 2.0 Free
to Use

Haply
OpenHaptics

Particle-Based Dynamics Smoothed-
Particle Hydrodynamics Level Set Method

C++ C# Unity Unreal Active

SOFA Lesser GPL OpenHaptics Particle-Based Dynamics Smoothed-
Particle Hydrodynamics

C++ 3rd Party Unity Asset Active

Obi License Fee - Particle-Based Dynamics C# Unity Active

OSS Apache 2.0 Free
to Use

OpenHaptics Finite Element Methods Rigid Bodies
Smoothed-Particle Hydrodynamics

C++ - Inactive

FIGURE 1
The iMSTK software architecture consists of an Entity
Component System (ECS) for scene creation and modules to
encapsulate physics, haptic, and visualization algorithms.
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communities. A comparison of these simulation frameworks is
shown in Table 1.

2 Methods

The Interactive Medical Simulation Toolkit (iMSTK) is a C++
open-source platform for physics simulation specific to the medical
field for the development of surgical training content. iMSTK
provides a software framework for describing a simulation scene
and a collection of modules that encapsulate various simulation
methodologies. The architecture aims to reduce the nuanced
understanding of physics-based models, that is, required to build
medical simulations by increasing the usability. Simulation
developers can more easily prototype and refine simulations by
using a clinically based and extensible interface for defining human
anatomy and medical tools. The iMSTK software architecture
consists of an Entity Component System (ECS) for scene creation
and modules to encapsulate physics, haptic, and visualization
algorithms, as shown in Figure 1. The provided platform can be
integrated with and provide physics to simulators developed in a
variety of visualization platforms, including the Visualization
Toolkit (VTK) (Schroeder, Martin, and Lorenson, 2006), Unity
and Unreal. An optional VTK interface is provided within
iMSTK. An optional C# interface is also available and is used
extensively within the iMSTK Unity Asset. As the Unreal game
engine is a C++ based architecture, iMSTK can also be used by
Unreal developers.

2.1 iMSTK overview

iMSTK provides a class-based software framework to simplify
development for simulation creators. The architecture was
developed based on the ECS pattern. End users can create
entities to represent various medical tools, tissues, and organ
anatomy. Material properties, such as elasticity and stiffness, can

be used to describe various physical attributes of the entity.
Interactions, such as collisions, can then be added to entities as
components. iMSTK provides a set of predefined components that
can be used during a surgical scenario, including grasping, tearing,
and burning. This framework was designed to support and
encapsulate general computational and numerical methods and
can easily be extended to include new components.

The simulation system is implemented in three distinct modules:
physics, haptics, and visualization. The simulation loop can execute
the three modules at different rates to ensure accurate physics,
realistic smooth “touch” in the haptics, and immersive
visualizations, Figure 2. The physics module encapsulates the
implementation and execution of numerical methods for creating
and solving constraints of the dynamic system within a simulation.
Extended Position-Based Dynamics (xPBD) is the predominant
method for simulating dynamic systems in iMSTK. However,
smooth particle hydrodynamics have also been implemented in
iMSTK (Feiger et al., 2020). This module also encapsulates logic
associated with each of our provided entity interactions, such as
grasping, suturing, and tearing. The visualization module tracks and
updates the state of geometries based on the results of the physics
simulation. The module runs serially with the physics module. For
example, as the physics module calculates the constraints related to
tissue removal by blunt dissection, the visualization module will use
the calculated constraint values to remove cells/edges in the
geometry when those values exceed a threshold. The haptic
module renders the physics forces to the controller, such as (3D
Systems, Rock Hill, SC), and renders the user input (movement) to
the physics module. Controllers are associated with objects in the
virtual scene, such as medical tools. The iMSTK simulation loop
executes the three modules, physics, visualization, and haptics. The
haptic module must execute at 500–1000 Hz to maintain smooth
motion for the users, the physics module must execute at a frequency
at least that of the haptics module to provide updated forces for
rendering. The visualization module can execute at a lower
frequency to maintain performance and still provide immersive
graphics.

FIGURE 2
The iMSTK simulation loop executes the three modules, physics, visualization, and haptics. The haptic module must execute at 500–1000 Hz to
maintain smooth motion for the users, the physics module must execute at a frequency at least that of the haptics module to provide updated forces for
rendering. The visualization module can execute at a lower frequency to maintain performance and still provide immersive graphics.
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In the following sections, we highlight the physics-based models,
collision detection algorithms, haptics integration, and the software
processes used to ensure quality open source code for use by the
medical modeling and simulation community.

2.2 XPBD–Extended Position Based
Dynamics

iMSTK leverages components to define the dynamic behavior of
entities in a simulation. The primary physics implementation in iMSTK
is an xPBD solver that builds on Position Based Dynamics (PBD). PBD
(Bousseau et al., 2017) is a numerical approach to simulating the
behavior of dynamic systems where the solver depends solely on
particle positions and their associated constraints. Constraints define
the expected behavior of the interactions between a set of points in a
simulation mesh. iMSTK supports multiple types of constraints found
in the literature (Müller et al., 2007; Macklin, Müller, and Chentanez,
2016; Müller et al., 2020). The constraints most used in iMSTK are
distance, volume, finite elementmethod (FEM), and dihedral angle. The
distance constraint constrains the distance between two adjacent points
in amesh to ensure a given distance ismaintained. Similarly, the volume
constraint maintains the volume of a tetrahedral cell. The FEM
constraints mimic the finite element method by minimizing the
strain energy of a given cell. The dihedral angle constraint maintains
the angle between two adjacent triangles to be near a set initial
configuration. Each constraint type is suited to different real-world
bodies. Distance and volume constraints are often used together for soft
body simulations, while FEM constraints are a higher fidelity approach
to soft bodies. Dihedral angle constraints are often used for simulating
thin tissues. This contrasts with traditional approaches to physics
simulations that rely on Newtonian mechanics to drive simulations
using force and impulse. PBD has become more popular due to its
simplicity and computational efficiency in simulating visually plausible
physics for computer games and virtual reality (VR) applications, such
as surgical simulators. xPBD builds upon the concepts of PBD
(Bousseau et al., 2017) with the addition of a total Lagrange
multiplier to stabilize the solution with respect to time step and
iteration count. xPBD also includes physics-based constraints
derived from well-defined concepts of strain energy potentials
(Bender et al., 2014; Macklin, Müller, and Chentanez, 2016). xPBD
has been commonly used to simulate deformable materials, but it has
recently been extended to the simulation of rigid bodies (Müller et al.,
2020). By leveraging xPBD, iMSTK can simulate the behavior of
complex deformable biological tissues and interactions between rigid
surgical instruments and organs. iMSTK’s unified xPBD solver works
by collecting all the constraints currently active in a scene and solving
them using an iterative Gauss-Seidel method (Müller et al., 2007). This
approach allows for the internal constraints associated with the
deformation of a body to be solved in the same system as the
external constraints associated with collisions with other simulated
objects. This method increases the overall stability of the system.

2.3 Collision detection and handling

iMSTK supports multiple types of collision interactions between
objects in a surgical scenario enabling more complex collisions, such

as tool to tissue, thread to tissue, and tissue to tissue. Collisions are
resolved in two steps: detection and handling. For collision
detection, a collision manifold is calculated. The collision
manifold defines the geometry of the interface between two
colliding entities. These geometries can be analytic, such as a
capsule, cylinder, or sphere, implicit, such as a signed distance
field, or level set, or a mesh, such as a line mesh, triangle mesh,
tetrahedral mesh, or hexahedral mesh). iMSTK entities contain
collider components that store the collision geometry and
metadata, that is, used to define how the collision should be
handled. The colliders are used to define the collision manifold
that contains collision data that gets passed to the collision handler.
The collision handler uses the collision data to generate a set of
constraints. These constraints are added to the xPBD system to
resolve the collisions so that the objects are no longer colliding.
There are two main types of collision detection methods, static and
dynamic. iMSTK primarily leverages static collision detection
methods, but it also contains a set of dynamic collision detection
methods for more complex interactions.

2.3.1 Static collision detection
Static collision detection methods look at the geometric

configuration of two colliders at a single instance in time. These
are the primary methods that iMSTK uses to detect and handle
collisions because they are more performant and require less
memory than dynamic collision detection (Ericson, 2005). Static
collision detection works well for solid geometries with a sufficient
spatial footprint that a small simulation timestep is unlikely to miss
any intersections. iMSTK does not currently support all possibilities
for geometry collision. The collision detection types are all
subclasses of a general collision detection algorithm, making it
easy to extend the list. Table 2 shows the set of currently
supported collision detection types in green. The collision types
in grey could be easily added to iMSTK.

2.3.2 Dynamic collision - Continuous collision
detection

Dynamic collision detection methods look at the position and
orientation of the geometries at multiple time steps to find both
where and when objects collide. Continuous collision detection
(CCD) is a class of dynamic collision detection algorithms that
are often necessary for robust operation in cases of fast-moving
objects or thin geometries where static collision detection of
intersections is insufficient. CCD algorithms are more suitable in
the case of thin geometries, such as surfaces, lines, and points, and
degenerate intersections, such as three-dimensional line-line
intersections, as they compare continuity between two
consecutive time steps for detecting intersections/collisions.
iMSTK supports CCD between line meshes based on the method
described by (Qi et al., 2017). This method, combined with our
xPBD solver, enables iMSTK to simulate thin threads, such as those
required for suturing simulations.

CCD between two line meshes reduces to a computation of
pairwise line-line (cell-cell) intersections across two consecutive
time steps. In the case of self-collision, the immediate neighbors
of a line (cell) can be ignored as they are always attached to each
other. Further optimization can be achieved through the early
elimination of pairs through space partitioning. However, this is
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not a part of the current implementation and will be addressed in
future releases of iMSTK. A constant thickness is set for the line
meshes. Six distinct cases are considered when processing line-line
intersections:

1. Collision between the two lines in the current time-step (due to
thickness)
a) edge-edge proximity, b) vertex-vertex proximity c) vertex-

edge proximity
2. Crossing of edges between the two consecutive frames

a) edge-edge crossing, b) vertex-vertex crossing c) vertex-edge
crossing

In the cases of 1a, 1b, and 1c, only the current time step is required
for a static proximity checkwithin the tolerance defined by the thickness
parameter. If the closest points on the edges (to each other) are within
the interior of the edges, this results in a collision by case 1a. If the closest
points are not in the interior of the line segments, a test is done to check
if any pair of vertices are closer than the thickness, which can lead to
collision by case 1b. Finally, if the closest point on at least one edge is in
the interior, we test for vertex-edge proximity. Cases 2a, 2b, and 2c are
handled similarly by comparing two consecutive time steps. For
example, for case 2a to be true, the closest points on the segments
should be in the interior for both time steps, and the vector connecting
the two points is inverted between the time steps, indicating that the
lines have crossed each other. This can be done using a simple dot
product test for negative magnitude.

2.4 Haptics integration

Force feedback is important inmanymedical simulations to provide
the sensation of touch to the user/trainee. The ability to incorporate a
haptic device to ensure realism is important for the development of
simulators. iMSTK includes support for haptic integration through the
OpenHaptics (“OpenHaptics Developer Software” n. d.) and the Virtual
Reality Peripheral Network (VRPN) (VRPN, 2022) software packages.
OpenHaptics is a commercial library that provides support for the
3DSystems suite of haptic devices, including the Touch. This device is

used inmany of the projects discussed in the Results section. VRPN is an
open source, device-independent, network-transparent system for
accessing virtual reality peripherals, including haptic devices. VRPN
introduces a layer for device-independent data input and output via
Transmission Control Protocol (TCP). iMSTK’s controller
implementation allows for multiple haptic devices to be used
simultaneously in a scene. This is important for medical procedures
that require a tool in each hand, such as suturing.

The position and orientation of the haptic device are read by
iMSTK and used to update models and constraints. The calculated
force and torque information is then written to the device to provide
the touch sensation to the user. iMSTK has been integrated with
both three degrees of freedom (DOF) (no torque rendering) and five
DOF (torque rendering) haptic devices. There are two methods
available for force rendering, direct and virtual coupling. With direct
coupling, the force is directly sampled and rendered to the device.
However, when significant changes in force are rendered, the
solution becomes unstable and leads to vibration and
discontinuities in the sensation felt by the user. Dynamic virtual
coupling was proposed as a solution to this significant limitation
(Colgate, Stanley, and Brown, 1995). The position and orientation
are connected via a spring damper system and the resulting force is
rendered to the user. When moving the manipulator in open space,
free of contact, the virtual pose is easily able to keep up with the real
pose resulting in no haptic forces. Contact results in a smoothly
increasing force, which eliminates the discontinuities present in
direct coupling. However, the spring damper parameters must be
tuned to achieve the desired haptic behavior for a given system.

2.5 Suturing implementation

Suturing is a task common tomost surgical operations that involves
the closing of wounds from either traumatic events or surgical
operations (Lloyd, Marque, and Kacprowicz 2007). To support this
task in iMSTK, the approach requires needle-tissue interactions, needle-
thread interactions, and thread-thread interactions. The current
approach implements a needle, thread, and interaction for both
objects with the surface mesh of a soft body. The needle is

TABLE 2 The collision detection types in green are currently supported in iMSTK. iMSTK can be easily extended to support the types in grey.

Geometry Capsule Cylinder Implicit LineMesh Box Plane PointSet Sphere Surface mesh Geometry

Capsule Capsule

Cylinder Cylinder

Implicit Implicit

LineMesh LineMesh

Box Box

Plane Plane

PointSet PointSet

Sphere Sphere

Surface Mesh Surface Mesh
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represented by both a surface mesh to represent the visual geometry of
the needle and a rigid linemesh to represent the physical geometry. This
needle object is then connected to a line mesh thread object (with self
CCD applied) via the use of the end of the needle object as a boundary
condition as shown in Figure 3A. To begin the simulation, the needle
state is set to unpunctured. In this state, collision is used to detect when
the needle is in contact with the tissue, and to determine if the needle
orientation has the tip pushing into the body. When these conditions
are met, a puncture is detected and the barycentric coordinates of
the puncture points and the index of the surface triangle are
saved, Figure 3B. A constraint is then specified to bind the
puncture point to follow the tangential motion of the needle.
The associated correction vector, dc

dx, is defined as a vector
pointing from the puncture point to the nearest point along
the line mesh representation of the needle, Figure 3C.

2.6 Software process

iMSTK development focuses on creating interfaces that provide
end users with intuitive access to accurate, validated physics. By
providing a well-defined architecture, we can focus on implementing
and encapsulating our numerical methods and providing them in a
way that software developers with little knowledge of the medical
and numerical methods domains can easily create a variety of
medical simulation applications. iMSTK is a cross platform
library (Windows and Linux); however, many of the haptic
drivers are limited to Windows operation. Due to its integration
with Unity and Unreal, applications built using iMSTK are
compatible with a variety of VR headsets. Due to the
computational requirements, we do not recommend the use of
iMSTK on mobile platforms.

2.6.1 Version control
iMSTK utilizes Git for version control and is hosted on Kitware’s

Gitlab site (“IMSTK,” n. d.). Version control is essential for open source
platforms to support distributed and cooperative development of the
same code base. Having iMSTK in a public repository allows anyone to
communicate, collaborate, and contribute to the development of the
software. This approach also provides transparency and trust as anyone
can view and comment on changes to the code base. Git provides the

ability to tag a certain version of the code as a release. Git also provides
pipelines for Continuous Integration that can run all tests for any
specified branch and/or commit. As new features are completed, tested,
and validated, the iMSTK team will add a version tag to the repository
that will allow users to pull a completed version of the code that has
passed the rigorous testing process.

2.6.2 Testing
iMSTK utilizes both unit tests and visual tests to ensure the

quality of the code. The Google test library (Google, 2022) is used for
unit testing, which is executed nightly for both Windows and Linux
platforms. Unit tests verify accurate and consistent functionality of
specific algorithms in iMSTK. Visual tests are used to fill a need for
acceptance testing. These maintain testable code and examples for
visual acceptance of functionality. They can be executed
automatically, but results must be visually inspected for
verification. This ensures code execution at a minimum and
reasonable output. However, this can lead to minor changes
incorrectly passing visual inspection. Future work will include
migrating results to numeric evaluation for automated and more
reliable testing.

3 Results

3.1 iMSTK model results

3.1.1 XPBD performance and results
xPBD was originally developed to allow for the simulation of

deformable materials with comparable accuracy to finite element
methods more commonly used in engineering analysis, but with
the performance required to allow for real-time interactive
simulations (Bender et al., 2014). Figure 4 shows the
performance of four common cases implemented in iMSTK.
These results were generated by simulating a meshed cube under
gravitational loading with a varying number of constraints
applied by iteratively refining the mesh. The red, green, and
blue lines indicate two, five, and eight iterations for the Gauss-
Seidel solver, respectively. The 4th plot includes the addition of
contact constraints along the surface of the cube, which shows
that adding collision constraints does not heavily affect the

FIGURE 3
(A) The needle is represented by a visual mesh (black) and a line mesh (cyan) for collision and puncture interactions. The suture thread (red) is a PBD
line mesh with distance and bend constraints applied as well as self-continuous collision detection. (B) The penetration point for the needle is
represented using the barycentric coordinates on the punctured triangle. (C) The insertion constraint applied a distance constraint that only considers
displacement between the line mesh and puncture point along the triangle’s surface, which lets the needle slide through the punctured tissue.
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overall performance of the solver. The light green line represents
the optimal performance for haptics (Colgate, Stanley, and
Brown, 1995); however, our testing has shown simulations
that can solve constraints in less than 5 milliseconds (ms) per
frame are stable and feel smooth. Therefore, iMSTK uses 5 m per
frame as a threshold for performant simulations. Our tests have
also shown that a deformable organ can be simulated with
~500 constraints, any given scene can have upwards of
~2000 constraints for optimal performance, and up to

~7000 constraints before simulation instability becomes
noticeable. All calculations were performed on a laptop with
a 12th Generation Intel Core i9-12900 HK processor with 32 GB
of RAM with the Windows operating system. The iMSTK results
demonstrate that the system is perfomant enough to simulate a
surgical simulation scene. However, future work will include
performance optimization of the physics module to increase the
complexity and size of the simulation scene iMSTK is able to
compute.

3.1.2 Suturing example
An example of suturing with a tissue block, needle, and thread is

shown in Figure 5. Future work in suturing will include adding more
realistic coupled constraints between the thread and tissue,
providing increased physical realism and haptic force feedback.
We will also integrate a knot detection algorithm to detect what
type of knots the user ties for training purposes.

3.2 Case studies–Surgical simulators

3.2.1 Virtual laparoscopic hiatal hernia simulator
A hiatal hernia is a condition involving herniation of the

contents of the peritoneal cavity, most commonly the stomach,
through the esophageal hiatus of the diaphragm, and into the
mediastinum. A strong link has been established between
gastroesophageal reflux disease (GERD) and the presence of
hiatal hernia (Hyun and Bak, 2011). Laparoscopic hiatal hernia
surgery is a minimally invasive procedure performed with
specialized tools through five small incisions on the abdomen. In
this procedure, the hernia sac is resected, and the hernia contents are

FIGURE 4
The performance of our xPBD solver using Distance and Volume Constraints (top left), distance and dihedral angle constraints (top right), the FEM
Constraints using a Saint Venant-Kirchhoff model (bottom left), and Distance and dihedral with collision. These demonstrate the scene size that iMSTK is
able to simulate and maintain realistic (smooth) haptics.

FIGURE 5
Suturing in iMSTK is achieved by simulating the interaction
between the needle, tissue, and thread using constraints to represent
the puncture point and path of the needle as well as the path of the
thread through the tissue.
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reduced. This is done to the extent that proper abdominal
esophageal length is achieved to restore the normal anatomical
position of the stomach, and the crural defect is closed to restore
the diaphragmatic hiatus to fit the esophagus. Finally, an anti-reflux
operation is performed, traditionally a fundoplication procedure, to
reinforce the lower esophageal sphincter. It is an advanced general
surgery procedure that has a learning curve of about 50 cases to
achieve an appropriate recurrence rate of the hiatal hernia (Neo
et al., 2011). We are building the first simulator to address the
training gap using iMSTK for realistic and accurate modeling of the
tissue and tool interactions that occur during the procedure. We are
in the process of developing both the crural repair and the
fundoplication steps of this procedure by leveraging the Unity
game engine and the iMSTK Unity Asset (“IMSTK | Physics |
Unity Asset Store” n. d.). The deformable model of the stomach
and esophagus are modeled using the xPBD method with a neo-
Hookean material model. The stomach mesh is comprised of
2,485 cells. The boundary conditions of the stomach and
esophagus have been modeled using realistic constraints from
gastrosplenic, gastrohepatic, and gastrocolic ligaments, which are
all modeled as thin tissues. Collision detection and response between
the laparoscopic tools and the virtual models are implemented for
realistic interaction in the simulator. Two Touch (3DSystems, 2022)
haptic devices are integrated with the simulation for tool
manipulation and scene interaction. Future work will continue
development of the three modules: fundoplication, crural repair,
and stomach dissection.

3.2.2 Virtual laparoscopic cholecystectomy
Cholecystectomy (gallbladder removal) remains one of the

top 10 commonly performed types of surgeries in the
United States, with ~500,000 operating room procedures per
year (HCUP-US, 2022). Complications in laparoscopic

cholecystectomy, including bile duct injury and obstruction,
and blood vessel injury, occur in 0.5%–1% of cases (Shamiyeh
et al., 2004; Sureka and Mukund, 2017). Many of these injuries go
unrecognized during the surgery (approximately 3 out of
4 injuries in one study went unrecognized) (Hugh, 2002).
Practicing surgeons in smaller facilities may not be exposed to
enough variants to recognize them and make appropriate
decisions to respond. Low-volume surgeons, such as those in
smaller facilities, may perform only 40–100 laparoscopic
cholecystectomies per year, compared to 200–250 per year for
a high-volume surgeon at a large urban hospital (Sakpal, Bindra,
and Chamberlain, 2010). A virtual laparoscopic cholecystectomy
simulator is being developed to address this clinical problem. The
simulator is being developed using the Unity Game Engine and
iMSTK’s Unity Asset. This allows access to Unity’s easy features
for including anatomy, lighting, and scene composition with
iMSTK’s physics-based models critical for accurate look and
feel of human tissue and organ manipulation. The simulator
uses iMSTK’s xPBD constraints to control collisions between
tools and organ models. The force is then calculated from the
mesh displacement of the soft-body organ. The total number of
cells representing the deformable tissues in the scene is 1,295.
Like the laparoscopic hiatal hernia, two Touch haptic devices are
integrated with the simulator and use virtual tool coupling to
provide force feedback based on the force calculation of the
solver. This simulator also includes integration of the open
source Pulse Physiology Engine (Bray et al., 2019) via the
Unity Asset (Girault, Bray, and Clipp, 2019) for patient vital
sign feedback throughout the procedure. The first year of
development is showcased in Figure 6. Future years will focus
on adding connective tissue to the simulator, improving methods
required for blunt and sharp dissection, and adding
electrosurgery to iMSTK.

FIGURE 6
Virtual Laparoscopic Cholecystectomy. This simulator is built in Unity and leverages the iMSTK Unity Asset to simulate the interactions between
objects in the scene. The Pulse Physiology Engine is also integrated with the simulator for patient vital sign feedback during the simulated procedure.
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3.2.3 Osteotomy simulator
Oral and Maxillofacial (OMF) surgery is considered a dental

specialty, but both medicine and dentistry contribute to the unique
scope, skills, and training needed to perform OMF surgery. Because
of this duality, there has been a continued debate about how to train
OMF surgeons (Punjabi and Haug 1990; Laskin, 2016). The Virtual
Osteotomy Trainer, Figure 7, was designed to help improve
procedural knowledge and surgical proficiency for performing
osteotomies during orthognathic surgery. Specifically, one of the
featured osteotomy surgical training scenarios is a bisagittal split
osteotomy (BSSO). BSSO is when the lower jaw is separated from the
face and repositioned to correct skeletal malocclusions. This type of
jaw surgery requires significant precision, as it requires making
shallow cuts in specific bone locations, while avoiding nerves and
vessels. This simulator can increase the efficiency of surgical training
in a risk-free training environment. iMSTK was used to support this
simulator to ensure visual and haptic accuracy during bone cutting.
iMSTK was further updated as part of this project to support
volume-rendering via ray casting techniques. The geometry
(anatomy) is rendered directly from volumetric data, that is,
edited in real-time in the virtual surgical environment. As the
user modified the geometry during bone cutting, the volume was
updated via GPU-enabled ray casting. A piecewise update is
conducted to re-render only the modified section of the
geometry. VTK was used for the visualization of this project.
This project also uses haptic-force feedback to provide sensation
during the bone cutting process. The PhysX rigid body dynamics
engine (NVIDIA, 2022) was integrated with iMSTK to allow
estimation of the contact between the bone and the saw. This
contact is directly sampled from the level set using the depth
(signed distance) and the normal of the gradient of the level set field.

3.2.4 Kidney Biopsy Virtual Trainer
The overall prevalence of chronic kidney disease (CKD) in the

general population is approximately 14 percent, with more than

661,000 Americans having kidney failure (NIDDK, 2022).
Ultrasound-guided renal biopsy is a critically important tool
in the evaluation and management of renal pathologies, and it
requires competent biopsy technique and skill to consistently
obtain high-yield biopsy samples. The KBVTrainer (Kidney
Biopsy Virtual Trainer) was developed using iMSTK for
ultrasound-guided kidney biopsy training. KBVTrainer is
intended to train radiologists, nephrologists, and
interventional radiologists to improve procedural skill
competence in ultrasound-guided renal biopsy. This virtual
simulator provides several advantages, including acceleration
of the training of ultrasound-guided renal biopsy in a risk-free
environment to improve the safety of kidney biopsy and ensuring

FIGURE 7
Osteotomy Trainer (A) BSSO virtual surgical scenario, with desired (green), acceptable (orange) and wrong (blue) osteotomy path. Red dots indicate
the guidance mode that mimics the drilling holes surgeons do in the OR to guide their final cuts. White tubes show the retrofacial and mandibular nerve/
vessel bundles. (B) Initial screen in the simulator graphical user interface. (C) Metrics screen in the graphical user interface.

FIGURE 8
Kidney Biopsy Virtual Trainer. The KBVTrainer leverages a
hardware setup integrated with iMSTK and the open source 3DSlicer
platform to create the virtual software simulation.
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that the biopsy procedure yields high-quality specimen. The
virtual simulator includes 1) a mannequin, 2) a real
ultrasound probe, 4) a real biopsy needle, 4) an
electromagnetic tracker (Ascension 3D Guidance trakSTAR) to
track the position and orientation of the ultrasound probe, and e)
a Touch haptic device for force feedback at the needle. This setup
is shown in Figure 8. Software visualization and hardware
interfacing for the trainer were provided by the open source
software packages 3D Slicer (3D Slicer, 2022) and PLUS Toolkit
(Plus Toolkit, 2022), respectively. The physics of the tissue
deformation, needle-tissue interaction, 3D needle tracking and
haptics are simulated using iMSTK.

Workflow of the application is as follows. The Slicer
application receives tracking data of the US probe from a
magnetically tracked sensor from PLUS over a local network
connection. Needle tracking data is received directly through
iMSTK. Using the probe’s tracking information, the pre-
acquired US volume is resliced along the plane of the probe to
generate an image that reflects the current location and orientation
of the probe with respect to the mannequin. A synthetic US image
of the needle is generated using the needle’s tracking data. This
image is fused with the ultrasound image to simulate the real
needle inside the tissue. The needle position and orientation data
are used in the iMSTK submodule to drive the needle-tissue
interaction model. Deformation data from the needle-tissue
interaction will then be used to deform the displayed
ultrasound volume, showing real-time “interaction” with the
image. The computed force data from the needle-tissue
interaction model is transmitted back to the haptic device
through iMSTK allowing the user to experience realistic tactile
feedback. A face validation study of the trainer was conducted at a
research hospital (Enquobahrie et al., 2019). The face validation
conducted provided an understanding of the quantitative
challenges and opportunities in virtual simulator for kidney
biopsy.

4 Discussion

Surgical simulation is an important aspect of clinical training
with a proven history of improving surgeon skill proficiency
(Kanumuri et al., 2008) and patient outcomes (Zendejas et al.,
2011). Recent progress has seen more virtual simulators
incorporated into the training paradigm. These virtual
simulators can provide increased training opportunities,
particularly for low-resource communities that cannot support
large simulation centers or see a low volume of specific procedures.
However, development of this content can be slow and cost
prohibitive. iMSTK provides a mechanism for easy development
of this content. Particularly when coupled with game engines, such
as Unity and Unreal Engine (Epic Games, Cary, NC), it can be used
to prototype surgical scenes and procedures quickly and
inexpensively.

iMSTK currently supports building simulations for a wide range
of surgical scenarios. However, future work includes extending
Unity support by building a library of drag and drop surgical
tools to simplify the scene building process. We are reviewing
alternative solver methods to improve performance during the

constraint projection step, which will allow for larger more
complex surgical scenes. These new solvers may also increase the
overall stability and robustness of the physics simulations. In
addition to this, we plan to add more strain energy-based
constraints to simulate a wider range of materials with both
isotropic and anisotropic material properties, which will increase
the realism of simulations involving muscles and aligned fascia.
Also, while iMSTK has preliminary support for cutting, we are
reviewing novel methods to improve the fidelity of our cutting
simulation (He et al., 2022; Kamarianakis et al., 2022).

The iMSTK community includes medical simulation builders,
software developers, and haptic users. As an open source toolkit,
iMSTK is free to use for all teams, including academic and
government researchers and commercial users. To encourage
adoption and use, documentation is included via the repository and
website and testing is in place to ensure quality. Multiple examples are
included in the code repository to demonstrate basic use and serve as
building blocks for more complex simulations. A Unity Asset and
supporting tutorial were developed to enable easy integration of iMSTK
into simulation applications developed in the Unity game engine
(“IMSTK | Physics | Unity Asset Store” n. d.).

It is also important to maintain active communication channels
with the user community. There is a discourse (Kitware, 2022c),
blog, wiki, issue tracker, and email address for communication with
the iMSTK team. Outside users have contributed to iMSTK through
the submission of pull requests. The code was reviewed by the
iMSTK team, feedback was provided, and ultimately the pull request
was accepted. For help with using and integrating iMSTK into
surgical simulation applications, submitting pull requests, and
developing models for iMSTK, please contact the iMSTK team
on discourse or via email (kitware@kitware.com).

All software is freely available for download and can be used free
of charge for commercial and research applications under the
Apache 2.0 license. More information can be found at https://
www.imstk.org/ and the source code is available at https://gitlab.
kitware.com/iMSTK/iMSTK. The iMSTKUnity Asset source code is
also available for download and can be used free of charge for
commercial and research applications. The source code is available
at https://gitlab.kitware.com/iMSTK/imstk-unity and the asset can
be downloaded from the Unity Asset store (IMSTK, 2022).
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