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Conducting experiments in virtual reality (VR) requires a complex setup of
hardware, software, experiment design and implementation, and data
collection which is supported by frameworks that provide pre-determined
features for scientists to implement their experiment in VR. These VR
frameworks have proliferated exponentially since the start of the millennia, and
unfortunately, they both only differ slightly from one another and often miss one
or more of the key features required by the researcher. Therefore, it has become
less clear to researchers which framework to choose for what task and to what
benefit. I introduce the design, experiment, analyse, and reproduce (DEAR)
principle to develop a new perspective on VR frameworks through a holistic
approach to experimentation (i.e., the process of conducting an experiment). The
DEAR principle lays out the core components that future frameworks should
entail. Most previous VR frameworks have focussed on the design phase and
sometimes on the experiment phase to help researchers create and conduct
experiments. However, being able to create an experiment with a framework is not
sufficient for wide adoption. Ultimately, I argue that it is important to take
reproducibility seriously to overcome the limitations of current frameworks.
Once experiments are fully reproducible through automation, the adaptation
of new experiments becomes easier. Hopefully, researchers can find ways to
converge in the use of frameworks or else frameworks may become a hindrance
instead of a help.
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1 Introduction

Virtual reality (VR) has become one of the most promising venues to conduct
behavioural research because it allows us to control stimuli, the environment, the modes
of perception, and interaction, to systematically record a variety of responses (e.g.,
physiological measurements and eye-tracking), and more to design and implement
experiments. Over the last decades, experiments in VR have become a main staple for
any serious research topic on human behavioural analysis (HBA) ranging from psychology
(Gaggioli, 2001) to architecture (Whyte, 2003) and economics (Innocenti, 2017). At the same
time, the experimentation, or the process of how we conduct experiments, has received less
scrutiny. Using VR has become easier as technology progressed from the clunky Sword of
Damocles (Sutherland, 1968) to the Oculus, the VIVE, and more modern head-mounted
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displays (HMDs), with improvements in computation power, size,
knowledge in optics, and interfaces. Nonetheless, using VR in
experiments has one drawback that has haunted behavioural
sciences in general—reproducibility (Collaboration, 2015). Early
work (Dalton, 2003) only presented a high-level summary of the
methodology that would be hard to accurately reproduce, thus
leaving us with insufficient traces of the experimentation that
happened in order to perform the experiment.

The practical questions of experimentation are compounded
with the meta-level trade-offs between the cost of conducting an
experiment and the control that can be achieved within the
experiment. Without frameworks, each new experiment leads to
a full development cycle that is both time-consuming and expensive.
However, generalising the steps of experimentation effectively into a
framework that supports a large array of experiments is costly.

Ultimately, this gave rise to frameworks to support VR experiments
across the board. Frameworks contrast with templates and platforms as
an intermediate-level solution to complexity by providing predefined
features for some tasks but still requiring external software and
hardware to run. On the one hand, templates usually provide a pre-
written starting point for a program, class, or function that pre-defines
common features to solve similar tasks (Vandevoorde and Josuttis,
2002). The application level in writing a code is usually too low for most
experimental researchers as they are not computer scientists and require
a more accessible programming platform to design their experiment.
Some frameworks arguably use templating for creating tasks, but
overall, they also try to manage participants, data, and more which
goes beyond the scope of a usual template. On the other hand, platforms
provide an execution environment for other software (Evans et al.,
2008). This usually consists of high-level definitions of what kind of
activities can be performed like operating systems or game platforms
like Unity. The line between frameworks and platforms is somewhat
blurry as a game platform relying on an operating system could still be
considered a framework as it does not run independently. However, the
general consensus is to accept platforms that rely on other platforms to
work. Platforms have a more general goal than frameworks and usually
provide generalised services beyond the scope of a single type of
application. Modern VR frameworks usually rely on Unity or
Unreal game platforms as a basis and are compiled within the
respective platforms and not in a stand-alone way (Aguilar et al., 2022).

Today, the number of frameworks is booming (Aguilar et al.,
2022), and it has become more difficult than at any point in time
before to decide which framework to use. VR frameworks are
currently cannibalising each other as they are only marginally
different but still crucially different for the users across different
disciplines and sub-disciplines. Therefore, in most cases, it is more
useful for researchers to develop a new framework than reuse an
older one. In this perspective paper, I discuss why this is the case and
how it can be addressed through the development of the design,
experiment, analyse, and reproduce (DEAR) principle.

2 A short history of VR frameworks for
behavioural experiments

The multiplication of frameworks can be historically grouped into
three generations (Aguilar et al., 2022). In the first generation in the early
2000s, the framework mostly took care of the hardware (Tramberend,

1999; Allen et al., 2000; Ayaz et al., 2008; Annett and Bischof, 2009;
Mossel et al., 2012). It enabled the addition of human interface devices
(HIDs) and organised the graphics regarding some display platforms
such as head-mounted displays (HMDs; Sutherland, 1968) and cave
automatic virtual environment (CAVE; Cruz-Neira et al., 1993). The
onerousness of creating an experiment in the virtual environment
remained with the researcher. A great discrepancy caused by this is
that ultimately creating experiments was more tedious than necessary.
The users were not computer scientists but behavioural scientists who
learnt about VR in a self-taught manner. A trained expert could often
resolve the tasks within days or weeks, whereas a novice user could take
years. In a personal anonymous conversation, a behavioural researcher
informed me that re-implementing their 4 years’ of work for a PhD
thesis during their postdoctoral research, with the help of a trained
computer scientist, took about 1 month. This difference in time is not to
be attributed to the researcher’s capabilities but should serve as a stark
reminder of the limitations that accompanies experimenting in VR.

This plight led to the development of the second-generation of VR
experiments that produced higher-level abstractions for experiment
components from 2010 onwards (Grübel et al., 2016; Moulec et al.,
2017; Schneider et al., 2018; Zhao et al., 2018; Brookes et al., 2019;
Watson et al., 2019; Alsbury-Nealy et al., 2020; Bebko and Troje, 2020;
Starrett et al., 2020; Wang et al., 2020; Ugwitz et al., 2021; Schuetz et al.,
2022). These frameworks focus on the comfort of the researcher by
providing templates for certain tasks and infrastructure to design typical
sequences of experimental tasks such as repetitions and vignettes. They
also provided prepared experimental packages for important tasks such
as participant training in the controls which is crucial to differentiate
between the task performance and the HID usability performance
(Grübel et al., 2017). Some frameworks extended their scope beyond
design helpers and offered analysis tools (Grübel et al., 2016; Starrett
et al., 2020). In terms of data management, there were two broadly
different approaches, hiding data complexity from the user (e.g., Grübel
et al., 2016; Brookes et al., 2019;Wang et al., 2020) and providing a very
flat and simple data hierarchy (Zhao et al., 2018; Alsbury-Nealy et al.,
2020; Starrett et al., 2020). However, the specialisation of frameworks
for very particular tasks despite supporting generalised experiment tools
increased the number of frameworks over the last years exponentially.

This cannibalisation can be traced back to twomajor problems. First,
despite the simplifications compared to first-generation frameworks,
expert programmers are still required to create new experiments. Expert
programmers often do not like to learn a new technology stack, especially
if it is still in the early stage and has numerous gaps and bugs in the
implementation. Ultimately, these experts (the author included) often
conclude that their research partners are better served if they (re-)
develop a framework. The functionality of VR frameworks such as EVE
(Grübel et al., 2016), Landmarks (Starrett et al., 2020), and NVR-DeSciL
(Zhao et al., 2018) is remarkably similar. Cooperative efforts to create a
single framework could have resulted in a more stable base-framework
and less competition between frameworks. Nonetheless, there are subtle
differences documented by Starrett et al. (2020) that ultimately lead to
the decision of starting from scratch rather than reusing the existing
work. Similarly, VREVAL (Schneider et al., 2018) and vexptoolbox
(Schuetz et al., 2022) preferred a different technology platform. In
contrast, USE (Watson et al., 2019), bmlTUX (Bebko and Troje,
2020), UXF (Brookes et al., 2019), and VO (Howie and Gilardi,
2020) required the management of high-frequency data and opted
for restarting from scratch rather than figuring out how this can be
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integrated in the existing work. Lastly, VR-Rides (Wang et al., 2020)
came from a different discipline and were not aware of work in other
fields.

Another impediment to the actual use of these second-generation
frameworks is end-user usability. To apply any of these frameworks and
especially to change them often requires advanced knowledge in
computer science, knowledge of the game engines, and programming
in general. Therefore, the second-generation frameworks do not achieve
the wide-range application which their potential for reuse could imply. A
notable exception is the niche framework virtual SILCton (Schinazi et al.,
2013; Weisberg et al., 2022) which continues to be used in a variety of
spatial cognition experiments over the last decade. SILCton offers very
few options for configuration and is specialised for a specific set of spatial
cognition tasks. However, SILCton provides a simple browser-based user
interface (UI) that can be used with no expert knowledge and allows the
reuse, re-configuration, and export of data by novices and non-experts.
Despite the tremendous progress in usability, most second-generation
frameworks are still too difficult to become the base for behavioural
research in VR that could be reused across disciplines.

Second, the setup of a framework often requires many steps that are
seldom easy to perform and often impact the reproducibility of a system
and ultimately of experiments conducted with a platform. Modern
content delivery systems have made the use easier but still require
interactions with complex software platforms such as the Unity game
engine (Starrett et al., 2020). Users need to install databases, drivers,
game engines, and statistical software. Users need to learn interfaces for
different programs and understand engineering intentions to modify
and adjust frameworks according to their needs. The sheer number of
tasks can already deter researchers from trying to develop and usually
leads to the addition of an expert programmer bringing us back to the
first problem.

A notable exception in second-generation frameworks is the
PsychoPy package 3 developed for non-VR stimuli in neuroscience
(Peirce, 2009) which has gained tremendous popularity even beyond
neuroscience. Neuroscientists often use python-based packages to
interact with their measurement devices. PsychoPy is a simplifying
agent in the complex task and therefore is quickly adopted.
However, it is not applicable to VR setups. The problem for VR
frameworks is the large number of options for each component from
data collection to visualisation hardware and software. Only recently
major players such as the Unity game engine have unified access to
hardware through standardised interfaces such as the Unity XR
manager. However, the quick development rate of hardware often
means that standard interfaces can only use a partial instruction set
of HIDs, ranging from HMDs to user input based on gaze,
physiological reactivity, or hand motion. For instance, newer
Oculus products support hand-tracking, and the Omnicept
hardware supports physiological data collection, yet neither
feature is supported in standard interfaces of Unity, but each
hardware developer provides unity-based libraries for interaction.
Producing a holistic framework based on the wide variety of
hardware-specific libraries is not fruitful. Developers are left to
either only maintain one piece of hardware that may become
obsolete or only support general features that are not as state of
the art as the specialised libraries. These choices in second-
generation frameworks are often made intransparently and make
it impossible to understand their requirements, which ultimately
limits the take-up by users.

Third, not every step of an experiment is part of the frameworks
and can easily be missed without an appropriate protocol that
documents what needs to happen when (Weibel et al., 2018).
Ultimately, second-generation frameworks mostly focus on
facilitating the design step and may provide some guidance on
data collection and analysis. These three reasons together have
condemned most VR frameworks to languish in a very niche
position and not to be picked up across disciplines despite the
expected gain of reusing experimental software.

The third-generation of frameworks is only emerging now and is
shifting the focus away from the design to reproduction (Aguilar et al.,
2022; Colombo et al., 2022; Colombo et al., 2023) under the guidance of
preproducibility (Stark, 2018). Reproducibility has become the Achilles’
heel of modern science, with several experiments not being able to
continuously produce the same results (Ioannidis et al., 2015; Camerer
et al., 2018) and consequently putting the claims made based on the
experiments performed on shaky grounds (Collaboration, 2015). The
practice is not yet common in VR frameworks but has found some
application in more general stimuli frameworks (Cherrueau et al., 2018;
Almaatouq et al., 2020). What the second generation was still missing is
the ability to quickly reproduce original experiments and possibly
modify them to gain new insights and helping with reproducibility.
The third generation helps provision the hardware for an experiment
and deploy all the software, including the required background software
for data collection, the experiment application, the data storage, the data
management, and the data analysis through the Experiments as Code
(ExaC) paradigm (Aguilar et al., 2022). Protocols about the
experimental process and other documentations are explicitly part of
the framework. Furthermore, experiment management and data
analysis are included in the software stack of an experiment in order
to address the reproducibility crisis on the statistics level (Gosselin,
2020). This view helps better understand the data collection as well as

FIGURE 1
Overview of the DEAR principle. The design phase happens in a
browser with an existing VR framework as a backup. The experiment
phase uses an implementation of the Experiment as Code (ExaC)
paradigm to provision, deploy, and run the experiment and
enable the collection of data. The analyse phase uses a digital twin to
represent the experiment and enable real-time management, as well
as statistical evaluation of results. Lastly, the reproduce phase ensures
that the experiment setup, the collected data, and the proposed
analysis are available in repositories. These repositories can be used as
an input to the next design phase.
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the reproduction of experimental results. Third-generation frameworks
can also be considered meta-frameworks as they provide ample space
for the implementation of the actual experiment with any second-
generation framework and focus on embedding this experiment in best
practices for Open Research Data (ORD; Burgelman et al., 2019).
Ultimately, the third generation of experimental frameworks for VR
is only getting started as the required technology becomes easily
available, and it remains to be seen whether it will be befallen by
the same ills as the second generation.

3 Design, experiment, analyse, and
reproduce principle

The DEAR principle can be understood as a guideline to properly
implement third-generation frameworks for experiments in VR, as
shown in Figure 1. Many previous attempts at VR experimentation
frameworks have partially implemented the DEAR principle. Most
efforts can be categorised into the design phase and the experiment
phase with some ventures into the reproduce phase. Crucially, no
framework has covered all aspects and ultimately neither does support
circular reproducibility. I define circular reproducibility as the ability to
reuse previous experiments, their design, and analysis as an input to a
new generation of experiments. Circular reproducibility entails the
preproducibility of experiments as all information to instantiate an
experiment or a new variant thereof must be available at any time.

The principle is grouped into four distinct phases. Each phase
covers different technology platforms that are required to implement a
third-generation framework, as shown in Figure 2. In the following, I
will discuss how an implementation of theDEARparadigm could work.
Notably, what I propose here is a minimal working example of which
technologies must be joined to satisfy the DEAR principle and enable

circular reproducibility. However, already partial implementation of the
DEAR principle will increase reproducibility and hopefully can lead the
way to better science. Therefore, the focus here is on the minimum
requirements for usability as well as some advanced suggestions on the
implementation.

3.1 Design phase

Conceptually, the design phase enables researchers to specify their
experiment, as shown in Figure 2A. An important aspect is usability,
and it is a key requirement to lower the threshold for interaction.
Researchers are occupied with questions on the order and elements of
the protocol, sufficient statistical power, identifiability of the main
effects, and soundness of the design. In this context, it would be
preferable not to have to limit the design based on the technical
capability of the researcher. Therefore, it is important that in the
first step, an experiment template can be selected as simply as
possible, without having to learn complex software like Unity. A
website to browse experiments like goods in a store helps establish
first contact. After an experiment has been chosen, a good template will
provide the researchers to manipulate key quantities of interest in a
simple form. Once the researchers have configured their experiment,
they can create the required software at the push of a button. Unless the
researchers want to change the template itself, it is not required to
interact with the underlying source code.

Behind the front-end for the user, a database lists all possible
experiments and their framework called the ExaC (Aguilar et al., 2022).
ExaC are stored in public online repositories that are used to instantiate
a configured template, with the experiment prefabricator for the
required framework. The template configuration is also stored in the
database for later reuse. On a server, the ExaC is cloned and loaded by

FIGURE 2
DEAR principle has four distinct faces that work in a circular pattern. (A) Design phase provides users with a simplified interface to set up standard
variants of known experiments from a database. It prepares the experiment and offers the opportunity to advanced users to adjust the experiment. (B)
Experiment phase uses the Experiments as Code paradigm to automatically deploy the experiment to a suitable platform, engage participants, manage
the experiment, and collect data. (C) Analyse phase of an experiment employs a digital twin of the experiment to monitor the progress of the
experiment, recruit participants into the experiment, and statistically evaluate the data. (D) Reproduce phase gathers the experiment code, the collected
data, and the analysis scripts into long-term repositories. These repositories are in turn indexed in the experiment database for the design phase.
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the target platform on which the framework was developed, such as
Unity. It would be possible to use any second-generation framework for
an experiment and deploy accordingly with a correctly configured
ExaC. Furthermore, any third-generation framework is theoretically
agnostic to the code deployed and could also be used for classic stimuli
experiments such as from PsychoPy or surveys based on Qualtrics or
other survey providers. The settings the researchers chose on the
website are applied on the instantiated template. Here, experienced
users could step into the generation process and modify the template
according to their needs.

3.2 Experiment phase

The experiment phase focusses on conducting the experiment and
collecting data, as shown in Figure 2B. This phase should look mostly
automated from the perspective of the researcher. The ExaC
implementation should provision for and deploy the experiment
(Aguilar et al., 2022). In case of online experiments, this would mean
automatic recruitment of participants through online platforms, the
distribution of the program and other required software to the
participants, checking hardware requirements, opening databases for
data assembly, and setting up management and monitoring software. In
case of offline experiments, some variations would be required.
Participants may automatically be recruited, but researchers will have
to manage the introduction to the hardware and software.

Nonetheless, the automatisation can take care of many otherwise
tedious steps. Once participants are ready, the data are collected
during an experiment run. Depending on the deployment mode, it
may use renowned platforms like Steam, Google Play, the Apple App
Store, a browser, or a local machine. During data collection, it is
possible for researchers to manage and monitor experiments. So far,
management and monitoring has been an afterthought for most
experiment frameworks. However, it is possible to actually intervene
during the process and trigger events or take other actions.

3.3 Analyse phase

The analyse phase provides researchers with the necessary support
to manage and monitor ongoing experiments and conduct statistical
analysis, as shown in Figure 2C. The two most important aspects are a
digital twin of the experiment (Grübel, 2023) and a management and
monitoring console (Aguilar et al., 2022). Experiments as digital twins
offer a new perspective on taking the experiment process as part of the
data analysis. A digital twin is a digital representation of a physical twin
that allows deeper insights into processes (Grieves and Vickers, 2017;
Grübel et al., 2022). The idea behind applying digital twins to
experiments is to also capture the process of experimentation that is
often underreported in scientific applications (Grübel, 2023). Often,
results are only reported on variables of interest, which were collected
during an experiment. However, these variables may not be
independent of how the experiment was conducted. Timing between
tasks, order of tasks, environmental properties of the experiment, and
many more may have had an impact that researchers did not account
for. In previous experiments, getting these impacts in retrospect is
impossible without conducting the experiment again, which may run
into issues of behavioural drifts (Reardon, 2016) such that the

experiment was conducted properly, but the sampled population has
changed unbeknown to the researcher. The different results could
accidentally be attributed to newly observed variables. Experiments
such as digital twins resolve this issue by capturing the experiment
process as well and consequently allowing for additional analysis that
the original research plan did not entail.

In the context of VR, the digital twin for the analysis has to replicate
both the physical twin (i.e., the participants) and so-called virtual twin
(i.e., the VR environment; Grübel, 2023). For implementation, the
digital twin requires a replica of the VR environment used in the
experiment that allows for the overlay of experiment information for the
researcher. Information can range from overview information of the
participants’ current performance to preliminary statistical analysis.
This information can be displayed in real-time or post hoc in a replay
mode. The environment can also be used to gather participants from
crowd-sourcing platforms such as MTurk or similar. The management
andmonitoring tools (MMTs) may rely on digital twin but implements
a simpler front-end that allows researchers to quickly adjust the
experiment without having to enter the digital twin. The data
analysis can be both run from within the digital twin or within the
typical statistical environments such as Python and R. The data analysis
can either be prepared in advance with templates (from previous
experiments), pilots, and pre-registered analysis designs (Gonzales
and Cunningham, 2015) or be assembled in situ in the digital twin,
leaving a trail of applied analyses for the posterior world.

3.4 Reproduce phase

The reproduce phase takes all steps a researcher took and forms
them into persistent records of the experiment, as shown in Figure 2D.
There are two main goals here: first, producing records of all important
components to comply with preproducibility (Stark, 2018) and second
enabling automated preregistration of studies based on data collection
models and chosen analysis. The choice of repository should be free and
not be predetermined by the framework, although the framework will
have to implement the repository API for automated processing. Here,
it is important to account for delayed publications to enable researchers
to publish their results before going public. Ultimately, these
repositories can be registered in the experiment database for the
design phase and be used as an input for the circular reproducibility.

4 Discussion

Experiment frameworks in VR have proliferated exponentially
in the 2020s, and at the moment it looks like this trend is not abating.
This trend is cannibalising the frameworks as the potential user base
is split across frameworks, and lots of parallel implementation is
happening that ultimately reduces the effectiveness of developing
frameworks in the first place. To overcome this dilemma, VR
frameworks need to become compatible in a meta-framework.

At the same time, another hindrance is reducing the uptake of
experiment frameworks. While each framework tremendously reduces
the workload for its application scenario, the low extendability of the
frameworks or the high costs of extending a framework often stop other
researchers with different application scenarios from taking up the
framework. The cost around the take-up is evaluated as being too
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high. Ultimately, this evaluation leads to yet another framework, resulting
in a multiplication of standards. While there is no direct solution to this
dilemma, it is possible to facilitate all other steps of the experiment in a
meta-framework.

Lastly, as the number of frameworks increases, it becomes
harder to understand the advantages and disadvantages of each
framework. Most frameworks are developed in scientific niches and
are even competing within the same disciplines for the researchers’
attention. Some frameworks might have been useful but cannot
make their way to the optimal user because the link is not available.
A meta-framework for selecting the appropriate framework for a
specific experiment could resolve the issue by providing experiments
implemented across all platforms and offering a single go-to place.

Ultimately, reproducibility can only bring us so far when assessing
the quality of experiments. To go beyond mere repetition, we need the
infrastructure to produce intelligent variations of experiments. Only
then we can validate theoretical concepts under varying dependent and
independent variables to triangulate real effects (Munafò and Smith,
2018). Furthermore, interactive experiments where the researcher uses
the management and monitoring tools to interact with the participants
were simply not available before and offer new opportunities to define
variables. A meta-framework that protocols all steps of an experiment
including the process itself allows us to understand and develop
variations of experiments that are comparable.

Currently, there is no full implementation of the DEAR paradigm.
However, the Spatial Performance Assessment for Cognitive Evaluation
(SPACE) framework (Colombo et al., 2022; 2023) covers important
aspects of all four phases. A user-friendly experiment designer is available
that instantiates experiments from a limited set of tasks related to spatial
cognition. The app is deployed on tablets and reads in the configuration
remotely. There is no livemonitoring, but the resulting data are gathered
and analysed with a standardised evaluation script. The source code will
be made publicly available after completion. In a sense, this framework
offers a partial DEAR platform to run spatial cognition experiments
related to path integration.

Attaining experiment frameworks that satisfy the DEAR principle
for general purpose experiments is still some time off. Meanwhile, it
would be applaudable to contribute to existing works rather than re-
inventing experiment frameworks even if that happens at the cost of
personal fame. For instance, ExaC (Aguilar et al., 2022) provides a
framework which can exchange the experiment core and provides
provisioning and deployment. It would be great if other frameworks
were adapted to this core to enable many more DEAR features to end
users. Unanswered is the question of a front-end market place and the
direct pipelines from the experiment to archiving repository, which
might also be solvable in small packages that can be added to any
framework similar to ExaC. Ultimately, it probably requires a larger
ORD effort (Burgelman et al., 2019) from the whole community of
experimenters to address these short-comings.

5 Conclusion

The DEAR principle offers guidelines for a meta-framework that
helps us understand VR frameworks in a larger context. Each of the

phases in DEAR addresses the dilemma in the current world of VR
experiments that needs addressing. The design phase allows for lower
barriers to entry and could enable researchers to pick the right line of
experiments from where to expand the body of knowledge. The
experiment phase implements the Experiments as Code paradigm and
thereby ensures that the reproducibility of an experiment is enabled to the
highest possible degree. At the same time, tedious steps can be automated
that previously requiremanymanual steps. The analyse phase offers basic
analyses for experiments and allows others to validate the statistical
approach while also giving the researcher extended control over the flow
of an experiment. Lastly, the reproduce phase automates the required
steps to feed the experiment back into the loop of circular reproducibility.
If correctly implemented, the DEAR principle can become the basis for
high quality research that opens the doors for what comes after it. Newer
frameworks would perform best to implement DEAR as far as possible
and to become interoperable with other phases of other frameworks to
advance science beyond the myopic scope of a single paper or
experiment.
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