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Microsoft HoloLens 2 (HL2) is often found in research and products as a cutting-

edge device in Mixed Reality medical applications. One application is surgical

telementoring, that allows a remote expert to support surgeries in real-time

from afar. However, in this field of research two problems are encountered:

First, many systems rely on additional sensors to record the surgery in 3D which

makes the deployment cumbersome. Second, clinical testing under real-world

surgery conditions is only performed in a small number of research works. In

this article, we present a standalone system that allows the capturing of 3D

recordings of open cardiac surgeries under clinical conditions using only the

existing sensors of HL2. We show difficulties that arose during development,

especially related to the optical system of the HL2, and present how they can be

solved. The system has successfully been used to record surgeries from the

surgeons point of view and the obtained material can be used to reconstruct a

3D view for evaluation by an expert. In a preliminary study, we present a

recording of a captured surgery under real-world clinical conditions to

expert surgeons which estimate the quality of the recordings and their

overall applicability for diagnosis and support. The study shows benefits

from a 3D reconstruction compared to video-only transmission regarding

perceived quality and feeling of immersion.
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1 Introduction

The recent technological advances in the field of Mixed

Reality (MR) research show great potential to support various

tasks in our communication and interaction. One of these fields is

medical telementoring, which describes the support of novice

surgeons, thementees, by expert surgeons from afar, thementors,

with the aim to improve operation results. Since the late 1980s,

telementoring has been used in various scenarios, often to allow

video-based real-time collaboration between two hospitals or

between one hospital and a remote location, such as battle ships

or mobile surgery units, to support real-time preparation and

conduction of surgeries (Rosser et al., 2003, 2007). In many cases,

telementoring performs comparable to traditional on-site

mentoring and especially trainee surgeons benefit vastly

considering operative times and surgery success, which

implies an application of telementoring whenever on-site

support is not possible (Erridge et al., 2019).

MR technology allows an elaborated form of telementoring

that exceeds limits of video-based communication. The various

means of communication provided by interactive Augmented

Reality (AR) environments, such as interactive virtual objects,

avatars, hand gestures, gaze tracking, video streaming and

playback and audio communication (Galati et al., 2020), allow

diverse ways of support of novice surgeons. Various systems have

been proposed that suggest benefits in this area or demonstrate

the technical feasibility. However, elaborate systems often use

additional hardware such as depth sensors, cameras or tracking

devices in a specially equipped operating room (OR) to provide

an interactive communication platform. Further, in many cases,

systems were not evaluated under clinical conditions (Birlo et al.,

2022) which limits the findings to simulated environments.

In this research work, we present a standalone system using a

single Microsoft HL2 as optical see-through head-mounted

display (OST-HMD) to obtain a point cloud of a surgery

utilizing only the built-in sensors. This point cloud can be

streamed to a remote expert and viewed in virtual reality

(VR) as immersive experience. It is specifically developed for

use in clinical environments and tested with expert surgeons to

evaluate the quality of the obtained data and possible

applications. While we focus on capturing and evaluating 3D

recordings of surgeries in this work, other important features for

real-world deployment, such as bidirectional video and audio

communication, are implemented as proof-of-concept to allow

further investigations in the future.

The remainder of this paper structures as follows: First, we

give an overview of related work regarding telementoring, 3D

object reconstruction and extending the sensor capabilities of

HL2. Second, we present our system with a special focus on

unanticipated challenges that arose during development.

Material and Methods of a preliminary study with surgeons

that examined the quality of captured 3D recordings are

presented in the next section, followed by the results of the

respective study. Finally, we discuss our findings and conclude on

the application of HL2 as a single device for real-time 3D

capturing of surgeries.

2 Related work

2.1 Optical see-through head-mounted
display in telementoring

The application of MR technology in surgical context has

been a popular interdisciplinary research topic in medicine,

computer science, human-computer interaction and computer

graphics for many years. In 1986, Roberts et al. introduced one of

the first medical AR imagery devices that superimposed

information from computer tomography scans upon the

operation field as guidance (Roberts et al., 1986). Research-

based and increasingly commercial deployments of AR

technology in surgery have since then continuously risen.

Besides OST-HMDs, various ways of displaying virtual

content have been explored, including augmented optical

systems and medical imaging devices and projection on

patients (Sielhorst et al., 2008). In some cases, these early

systems have been successfully deployed and evaluated in

research projects under clinical conditions (Navab et al., 2012).

In the simplest case, OST-HMDs can be used to display

important physiological parameters during operations by

overlaying virtual content Schlosser et al. (2019). In more

advanced cases, wearable spatially self-registering OST-HMDs

such as Microsoft Hololens and Magic Leap can be used to

display registered 3D content on the operation situs. One of the

main research fields in the past 5 years for Hololens 1 and 2 as

remote assistance devices are medical aids and systems (Park

et al., 2021). Examples for application are, minimally invasive

surgery training (Jiang et al., 2019), instrument navigation

(Liebmann et al., 2019; Park et al., 2020) and overlays that

contain medical data (García-Vázquez et al., 2018; Pratt et al.,

2018). The most frequent experimental settings are phantom,

system setup and simulator experiments whereas the application

under real-world circumstances, especially for surgical

procedures, has only been investigated in few research works

(Park et al., 2021).

Only a few explicit telementoring systems utilizing OST-

HMDs have been realized in the past and using this technology in

hospitals is still not a common practice. The System for

Telementoring with Augmented Reality (STAR) (Rojas-Muñoz

et al., 2020a,b) transmits live RGB videos from a remote location

to expert surgeons. In a similar approach, ARTEMIS (Gasques

et al., 2021) equips the room with several sensors to allow a real-

time 3D interaction with a generated point cloud. Similar to this

approach, Long et al. (2022) transmit a 3D model for minimal

invasive surgery to a remote expert for annotation. Research

suggests that such telementoring systems have benefits regarding
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task time and performance quality compared to audio only

communication (Rojas-Muñoz et al., 2020b). To allow a real-

world evaluation, some challenges still have to be overcome

before such OST-HMDs can be used under surgical

circumstances (Yoon, 2021). For example, the focal point of

displays needs to be placed within the peri-personal space (a

distance below 1 m) to avoid vergence-accomodation and focal

rivalry (Carbone et al., 2020). Human factors play also a crucial

part in the acceptance of new technology. Research work

targeting these aims mostly at investigating spatial perception

and mapping of 2D and 3D, attention shifts and surgical error

caused by virtual content, and preferred visualization (Birlo et al.,

2022). Research has shown that AR applications are appropriate

for both experts and students in telementoring applications and

user experience is mainly dependent on computer knowledge

and on the role of participant (mentee vs. mentor) (Xue et al.,

2019). Convenience and comfort are very important to allow an

acceptance of OST-HMDs by surgeons under clinical

circumstances. Complex surgeries can easily last several hours

and surgeons are prevalent to neck and shoulder pain due to

head-tilted and back-bend static postures during surgery

(Berguer, 1999), even without additional head-worn devices.

The weight of OST-HMDs must therefore be very balanced

and low, so that the head can be tilted downwards for the

time of surgery Carbone et al. (2020). In the future, with new

generations of OST-HMDs which improve processing power,

display quality andmeans of interaction, these issues will likely be

resolved (Desselle et al., 2020) and this technology may prove to

be beneficial in the practice of surgery.

2.2 Real-time 3D object reconstruction
using RGBD sensors

Although equipping single operating rooms with RGB

cameras is a widespread practice, for example by attaching

cameras to surgical lights, real-time 3D scans of operations

are not yet very common. Providing real-time 3D scans of

surgeries is still a complex matter with no standardized way

of capturing, sending and displaying data. Further, the utilization

of additional devices is often necessary to perform tasks such as

hand tracking, avatar tracking or tool tracking, or improve the

quality of a 3D reconstruction (Rojas-Muñoz et al., 2020b;

Gasques et al., 2021; Lawrence et al., 2021).

Reconstruction of 3D objects and environments has,

however, been a main research area of computer vision and

computer graphics and correspondingly the number of

publications is large and diverse. Typical applications are

RGBD-based odometry systems and autonomous robots,

object and environmental scans using multiple frames of

sensor streams, point cloud to object matching and related

research questions (Zollhöfer et al., 2018). The sub-field of

real-time 3D reconstruction of objects made great advances in

recent years with the emerge of commercially available and easily

affordable RGBD-depth sensors and further, advances in

calculation power and new algorithms.

Generally, a RGBD-sensor provides three-channel color

video frames and a synchronized one-channel depth map for

each pixel. To obtain a 3D representation from the RGBD data

streams, the RGB frames and depth information have to be

matched. Depending on the manufacturer, RGB and depth image

pixels can already be associated and SDKs offer an easy method

to access a colored point cloud. In other cases, the RGB image

and depth image need to be aligned using the extrinsic and

intrinsic camera parameters to transform pixel information from

one sensor to the other. RGB and depth sensors are usually

located close to each other to minimize the offset between RGB

and depth pixels and avoid occlusions and missing pixels. For

this task, various methods for this calibration exist, for example

using point correspondences Nowak et al. (2021) or

checkerboards Sylos Labini et al. (2019). After the colored

point cloud is obtained, it can be rendered in different ways

depending on the actual use case and requirements Zollhöfer

et al. (2018). A simple way is displaying colored points in

cartesian coordinates for each pixel or, more advanced, surfels

(surface elements) which render a lighting-affected disc at the

point’s position (Pfister et al., 2000). Many algorithms exist that

allow a 3D mesh reconstruction from these points (Berger et al.,

2014), for example, Delaunay triangulation (Lee and Schachter,

1980) and ball pivoting (Bernardini et al., 1999). Other

approaches convert points to a volumetric representation and

implicitly render a surface using signed distance functions and

cube marching cubes (Lorensen and Cline, 1987).

Most low-cost RGBD-depth sensors can be divided into three

categories: passive stereo camera systems, active infra-red stereo

camera systems and active sensors. Passive stereo camera sensors

use a pair of calibrated stereo cameras to match recognizable

features of the environment. Examples for this type of sensors are

Stereolabs ZED-mini (Stereolabs, 2022) and ORBBEC Astra

(ORBBEC, 2022). Active stereoscopic sensors on the other

hand, illuminate their surrounding with infrared light to

reconstruct depth information. Examples for this category are

Leap Motion and Intel Realsense. Sensors of the last category

usually utilize either Structured Light (SL) or Time-of-Flight

(ToF) approaches to estimate depth. In research, popular sensors

of this category are Kinect v1 (SL), Kinect v2 (ToF), Azure Kinect

(ToF) and the depth sensor of the HL2 (ToF). Most currently

available sensors perform comparably well depending on the test

scenario (Bajzik et al., 2020; Da Silva Neto et al., 2020).

2.3 Extending sensor capabilities of
HoloLens

Only a small number of research articles exist that present the

technical feasability of providing extra features for HoloLens
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using additional sensors. Choudhary et al. (2021b) utilize an

additional 4K camera mounted to the front of HL2 using a

custom top-plate to enhance the resolution of the front camera.

The systems relies on a backpack computer to capture the images

and process them for a big-head magnification technique

(Choudhary et al., 2021a) which can be displayed in the AR

device. Leuze et al. (Leuze and Yang, 2018) use an extra depth

sensor (Intel RealSense SR300) which is attached to the HoloLens

1 to allow marker-less tracking of facial features. It is, however,

not connected to the HoloLens 1 but instead to an additional PC.

Garon et al. (2017) mount a RealSense to the top of HoloLens 1 to

enhance the quality of the depth sensor. This approach is more

mobile as it uses an Intel Compute Stick PC which is attached to

the back of the HMD which is only connected to a powerbank.

The depth data is then streamed to the HoloLens using TCP/

UDP overWiFi. Mohr et al. (2019) extended the HoloLens 1 with

a planar tracking target, that allows them to use a smartphone as

in input device, even outside of the field of view of the HoloLens’s

sensors.

Additionally to redundantly expanding the RGB and depth

sensor capabilities, extending the HL2 with additional sensors has

also been investigated. Erickson et al. (2019) attache thermal sensors

to the HoloLens 1 and HL2 to extend human perception to see

thermal radiation that is normally invisible to the human eye. The

thermal sensors are also connected to a host PC via USB, that

transmits the thermal data via WiFi to the HoloLens. Stearns et al.

use external cameras, such as a finger-worn camera connected to a

laptop (Stearns et al., 2017) or the camera of a handheld smartphone

(Stearns et al., 2018), to enable users to see magnified content like

text or images in the HoloLens. Besides scientific publications, a

commercially available input pen that uses a 2-camera mount

attached to the top of HL2 (XRGO, 2021) can be purchased as

asset for HL2. Further, a Creative Commons-licensed 3D printing

model exists, that can be used to mount a ZED mini stereoscopic

depth camera to the top of HL2 (see (Clarke, 2020a)) and another to

attach a Vive Puck to the back of HL2 (see (Clarke, 2020b)).

3 System description

3.1 Overview

While the utilization of OST-HMDs has been propesed in

various medical areas, a limitation of this research field is the lack

of studies that demonstrate the application in clinical situations

(Birlo et al., 2022). From reviewing the literature and discussing

existing systems with surgeons, we developed five key

requirements, that need to be met to allow tests in real-world

environments under clinical conditions and to make the system

acceptable by surgeons:

• Safety: The system must neither increase existing, nor

introduce new hazards to the patient during operation.

The system must not increase the risk of surgical error due

to distractions or malfunctions.

• Non-interference: The setup should interfere as minimally

as possible with the workflow of surgeries and tools of the

surgeons, for example, individually fitted loupes. Surgeons

must not need to adjust their postures to the device’s

requirements during operation.

• Ease of Use: The startup and operation needs to be as easy

as possible. In this case, only the head straps of HL2 needs

to be adjusted, which can easily be integrated into the

scrubbing, the preparation process for surgeons before

operation.

• Mobility: The setup is highly mobile and standalone to

allow a fast deployment at various locations (within the

hospital or outside). The HL2 and a mobile internet

hotspot are the only devices for data acquisition and no

additional computer is used for further processing in

the OR.

• Sterility: Interaction with the HL2-system during surgery

needs to be fully sterile. The device must not be touched

during surgeries and interaction with the HL2 is therefore

limited to in-air hand gestures and speech commands.

In contrast to other elaborated mutli-sensoric medical

telementoring system, such as ARTEMIS (Gasques et al.,

2021) and STAR (Rojas-Muñoz et al., 2020a) the environment

has not to be euqipped with additional sensors, which makes

deployment faster and simpler. This allows the use of the

proposed system under clincal conditions. The transmitted

data is not limited to RGB videos (as in (Rojas-Muñoz et al.,

2020b)) and a 3D reconstruction of the operation can be

provided to a remote expert.

During the development of the system, several difficulties

arose that could negatively affect the operational capability of the

system. In the following paragraphs, we show problems that were

observed and describe approaches how they can be solved.

3.2 Software

The focus of development for HL2 lies in the easy

deployment of AR Content in the real space using provided

features such as hand and gesture tracking, voice commands, and

3D renderings. To enable sensor access of the HL2 for research-

focused applications the HL2 has to be set to research mode and

the Research Mode API (RM) by Ungureanu et al. (2020) has to

be implemented. For this API, some publicly available wrappers

exist that allow the utilization in Unity 3D (for example Wenhao

(2021) and Gsaxner (2021)). In our approach, we developed a

specialized custom DLL based on these works, that allows fast

access to the depth sensor and other data. The software for

HL2 was built using Unity 2019.4.34 as Universal Windows

Platform (version 10.0.18362.0) application and ARM as target
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processor to allow the integration of external ARM-based

plugins. The HL2 runs on version “20348.1447,” as we

experienced problems using the research mode with more

recent versions.

3.3 Changing view direction of the color
camera

The HL2 is intended to be used as communication device,

especially for simulating face-to-face situations. The built-in

color camera is therefore constructed to record objects in front

of a forward-looking user. In the intended surgery scenario,

this is not applicable as surgeons need to take a ergonomic

posture in which they look downwards with a slightly

forward-tilted head. Further, surgeons often use

individually-fitted loupes that require a specifc head

posture. As a result, recording the operation site without

forcing a surgeon to take a unnatural posture is not

possible using the HL2.

To overcome this limitation, we constructed a mountable

mirror for the HL2 that changes the camera’s viewing angle.

After several prototyping and test phases, placing a mirror with

a diameter of 5 cm directly above the color camera and tilting it

downwards by 30°(see Figure 1) was identified as suitable

arrangement. This shifts the center point of the color

camera to the hands of the surgeon during operation while

he or she is allowed to operate in his or her typical posture (see

Figure 2).

Unfortunately, the mirror also extends into the field of view

of the depth sensor of the HL2 and reflects infrared light emitted

from the Time-of-Flight sensor for depth estimation. These

reflections produce wrong depth information which negatively

affects the 3D-reconstruction. To eliminate this possible source

of error, an additional cover was placed on the upper half of the

depth sensor to block the emitting IR light (visible in Figure 1).

The resolution of the depth image is therefore reduced from

512 × 512 pixels to 512 × 320 pixels. The upper half is not needed

to reconstruct the situs as the whole situs is visible (see Figure 5)

and can therefore be discarded.

3.4 Adjusting exposure of the color
camera

Lighting conditions in ORs in hospitals are typically very

bright to allow a good visual perception of the situs. Usually,

focused lights are pointed to the situs which produces a steep

slope of brightness. This can easily be handled by the human

FIGURE 1
Mirror Module attached toHL2. Themirror is attachedwith an angle of 30°. The upper part of the AHAT sensor is covered to eliminate reflections
in the mirror. The spacing between mount and HL2 allows heat dissipation.

FIGURE 2
A surgeon wearing the HL2 with attached MirrorMount in the
OR capturing scenes of an open-heart surgery in a typical posture
during surgery. (A) shows the viewing axis of the surgeon, (B) the
RGB camera axis and (C) the camera axis reflected by the
mirror mount.
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visual system but it can be problematic for photoelectric sensors.

The high dynamic range can be seen in Figure 6, where the

almost black surroundings of the situs are in fact bright cyan as

seen in Figure 2. Using the default automatic exposure and ISO

values from the HL2 leads to heavily overexposed images of the

situs (see Figure 3), which results in the loss of important

features. To obtain correctly exposed images of the situs, the

HL2 needs to be modified. First, the HL2 has to be equipped with

a neutral density (ND) that reduces the incoming light. In case of

the ORs examined in this project, a ND-filter with ND = 4 (which

equals a transmission of 6.25% of incoming light) allows a clear

view on the situs while leaving enough headroom for corrections.

The exposure and ISO values can be manually adjusted using the

UWP-based Windows.Media.Devices.VideoDeviceController-

methods ExposureControl.SetValueAsync(TimeSpan) and

IsoSpeedControl.SetValueAsync(UInt32) as the automatic

exposure with ND filter still fails to correctly expose the situs

under OR lighting conditions. Only adjusting the exposure and

ISO values in the software, on the other hand, leads to rolling

shutter artifacts (see Figure 4) which heavily reduce the image

quality.

3.5 Data transmission

The HL2 can establish a connection to a network using the

integrated WLAN or via USB-C cable. To transmit the data

MixedReality-WebRTC 2.0.2 (Microsoft, 2022) (MRRTC) is

used with RGB and depth video streams as video tracks plus

an additional data channel. WebRTC has already been

successfully utilized in comparable telementoring systems for

real-time communication (See Rojas-Muñoz et al. (2020b);

Gasques et al. (2021)). The video streams are encoded in

YUV 4:2:0 format which are converted into RGB-values at the

receiving workstation for further processing. The resolution of

the color video stream is 960 × 540 pixels (the default video

conferencing configuration in MRRTC). With higher

resolutions, the frame rate dropped significantly and was

estimated to be not usable in telementoring scenarios. The

AHAT depth sensor of the HL2 has a resolution of 512 ×

512 pixels (in our case, cropped to 512 × 320 pixels) with a

depth resolution of 10 bit in the range between 0 and 1 m. The

video encoding produces artifacts and limits the depth values to a

resolution of 8bit (see Figure 7 for a comparison between full-

resolution and encoded reconstruction quality).

As seen in Figures 5, 6, the region of interest (ROI) is only a

small portion of the full depth and the full RGB image. To avoid

loss of information or faulty information at the reconstuction

end, an additional depth data stream is implemented to transmit

a full-resolution (10 bit) depth stream window with an area of

200 × 140 pixels located at the lower area of the full depth image

with 20 fps. To achieve an acceptable data rate, the depth

information is compressed using the lossless RVL

FIGURE 3
Overexposed RGB-image of open-heart surgery using
automatic exposure control of HL2.

FIGURE 4
Visible rolling shutter artifacts of correctly exposed situs.

FIGURE 5
Cropped depth image from the HL2 AHAT sensor with
depiction of the transmitted full-resolution region of interest (ROI)
(yellow border) and the actual situs (blue border).
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compression (Wilson, 2017). The algorithm produces a byte

stream with between 16.5 k and 17.5 k Byte per frame which

is a compression rate of 65–70% compared to transmitting the

whole data as unsigned 16 bit values (56 k Byte per frame) or

around 50% respectively for only sending 10 bit-encoded frames

(35 k Byte per frame). The three different streams (RGB, depth

and ROI) are manually synchronized by adjusting individual

delays per stream for incoming frames.

In case of a high bandwidth, the positional difference of

single points of the point cloud is visible to the human eye

when both point clouds are rendered side-by-side (2nd and 3rd

image in Figure 7). By directly comparing the full-depth and

encoded images, plateaus emerge for points with a similar

distance to the sensor and additional structures (so called

‘mosquito noise’) appears around sharp edges. The

difference between a high-bandwidth depth map and a full-

resolution can also be calculated as mean absolute difference as

4.9 mm on average where 90% of values lie between 0.5 mm

(5th percentile) and 13 mm (95th percentile) with a median of

3.9 mm (first quartile: 1.6 mm, third quartile: 6.9 mm).

Depending on the connection speed and quality, the

difference due to reduced resolution, artifacts and mosquito

noise may increase drastically to a point where actual structures

are not recognizable anymore, as seen in the first image of

Figure 7.

In many use cases, for example when only a coarse 3D

reconstruction needs to be acquired, the resolution and

artifacts can be acceptable. In the medical domain this is

however problematic as the judgment of a surgeon may be

influenced. For example in heart surgery, the evaluation of

myocardial contractions is important and artificially added or

suppressed movements could lead to wrong decisions. In a 3D

view, the full 10 bit resolution reconstruction reproduces a better

volume of the heart and slanted surfaces are depicted more

smoothly. The combination of both, a low-quality depth

stream via MRRTC and a full-resolution depth stream of the

ROI, allow examining the situs with the full resolution which is

provided by the HL2 and perceiving the surroundings with a

reduces resolution.

3.6 3D-reconstruction and Color
Registration

HL2 provides two sensors that can be utilized to reconstruct a

3D view of a surgery. The locatable front color camera CRGB for

RGB images and the optical Time-Of-Flight (ToF) AHAT sensor

CAHAT for depth images. The raw AHAT image data contains the

distance d(x,y)AHAT between sensor and environment up to 1 m

mapped between 0 and 1000 for each pixel p(x,y)AHAT. For both

cameras, a pinhole camera model can be assumed to describe a

mapping from 3D world coordinates to 2D image coordinates.

OpenCV (Bradski, 2000) provides all necessary algorithms for

this task.

To obtain a colored point cloud from both sensors, a camera

calibration has to be performed which can be divided into three

main steps:

FIGURE 6
Corresponding RGB frame. The high dynamic range for
correctly exposing bright parts of the situs results in partly almost
black surroundings. The situs is highlighted in blue border.

FIGURE 7
From left to right: Rendering of depth maps of the MRRTC-encoded depth map with low bandwidth (1), with high bandwindth (2) and full-
resolution ROI (3). The final reconstruction (4) is provided for reference.
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• Calibration of both sensors: Determination of camera

intrinsics, extrinsics and distortion coefficients.

• 3D Reconstruction: Calculation of 3D point cloud from

depth data via pinhole model.

• Color Registration: Sampling of color information from

the color camera to the point cloud.

First, calibration for both sensors is performed. It is a

straightforward standard camera calibration with a

checkerboard pattern as it was first described by Zhang (2000)

to obtain intrinsic parameters K and distortion coefficients D for

both sensors. Good results are obtained using a 4 ×

5 checkerboard pattern with a square width of 50 mm and

30 to 40 images per sensor. The AHAT sensor is calibrated

without the mirror mount to enable the use of the whole field of

view of the sensor to calculate the intrinsic parameters and

distortion coefficients, whereas The RGB camera is calibrated

with the mirror mount attached to it. Fortunately, HL2 provides

functionality that make the calibration process more convenient,

compared to its predecessor HoloLens 1. For example, it is

possible to utilize the depth sensor’s active brightness frames

for calibration, instead of the depth images. This allows the usage

of a standard calibration checkerboard target rather than

customized targets, as presented by Jung et al. (2015). The

first steps yields two camera matrices KRGB and KAHAT, and

two sets of sensor-specific distortion coefficients DRGB and

DAHAT.

The second step in calibration is the calculation of the relative

transformation which describes the transformation from the

space of CAHAT to the space of CRGB. Assuming a perfectly

placed mirror and a simplified model, the image of the color

camera CRGB is flipped vertically to allow an estimation of the

camera pose with a correct orientation of the calibration pattern.

OpenCV’s provides the method solvePNP to allow the calculation

of the posts of the cameras PCRGB and PCAHAT. With a

calibration pattern visible in both sensors, the relative

transformation RT from PCAHAT to PCRGB can be calculated

using RT � PC−1
AHAT · PCRGB. Placing the pattern in the center of

the RGB sensor’s image with an angle of 45°produced good

results.

Finally, to obtain a colored point cloud, we adapted the

method described by Sylos Labini et al. (2019) for HoloLens 1.

The pixels of the AHAT image are deprojected using the distance

d(x, y) of each pixel p(x,y)AHAT in the AHAT depth image. The

research mode of HL2 provides access to a look-up-table that

describes the distortion of the depth image using the method

MapImagePointToCameraUnitPlane. This method can be called

in advance to obtain an float32 array that describes a 2D

translation (dx, dy) for each pixel in the depth image which

can be stored at the reconstruction end. A z-component of 1 is

added to the described 2D translation and the resulting vector

(dx, dy, 1) is normalized to obtain homogeneous coordinates.

The homogeneous coordinates are multiplied with the related

depth value d(x, y) to obtain a point in 3D space in the camera

space of CAHAT with P(x,y)AHAT = d(x, y) · norm(dx, dy, 1). To

transform a 3D point to the camera space of CRGB, the point is

multiplied with the previously obtained matrix RT with

P(x,y)RGB = RT · P(x,y)AHAT. As OpenCV’s coordinate system

is different from Unity’s, a conversion is necessary in which the

y-component is flipped and the rotation around the x-axis and

z-axis is inverted. Using KRGB and DRGB, P(x,y)RGB can be

projected to the image coordinates p′(u,v)RGB. If u and v of

p′(u, v) lie within the bounds of the RGB image, they can be used

for a color lookup in the image to assign a color to the 3D point.

As the RGB image is reflected in the mirror, it is again flipped

vertically in this step. Points that do not lie in the RGB-image can

be colored arbitrarily, for example, by mapping the distance to a

color gradient.

3.7 Rendering the 3D point cloud

For each pixel in the depth image, a point can be rendered in

real-time VR using Unity’s ComputeBuffer calculations and

geometry shaders that display a colored quad with a length of

1.5 mm (1st column in Figure 8). This reconstruction runs on the

GPU and the added latency to the setup is negligible and mostly

depended on the network infrastructure. For points that do not

lie within the colored area, the normalized distance from a point

to the depth sensor d is mapped to a gradient from teal for values

close to the sensor to dark green for far-away values (visible on

the right-hand side in Figure 8). These colors were chosen as they

are easy to distinguish form the predominant red, violet and

orange colors of the situs (3rd column in Figure 8). The video

material resolution (around 300 × 200 pixels for the area within

the sternum retractor (see Figure 6) is much higher than the

depth image resolution (100 × 60 pixels for the area within

sternum retractor, see Figure 5). To avoid loosing visual

information of the RGB image, a bilateral interpolation is

used to calculate sub-points between depth image points as

support vectors. Each space between two adjacent depth

image pixels is therefore represented by five points which

results in an almost continuous surface (4th column in Figure 8).

At a distance of 50 cm, which is the typical working distance

between the HL2 on the surgeon’s head and the situs, the input

signal of the Time-of-Flight sensor contains visible noise. The

noise wasmeasured as approximately normally distributed with a

standard deviation of 2.28 mm (90% of noise lies between -4 and

+4 mm for individual pixels). This results in a high-frequency

bumpy surface of the 3D reconstruction with visually disturbing

spikes and cavities. To minimize this noise, the 3D position of

each point is smoothed by using a 5 × 5 discrete approximation of

a Gaussian filter as spatial filtering for neighboring pixels (the

results is shown in the 2nd column in Figure 8). After spatial

smoothing, a temporal filtering that calculates the final position

of a point _p as _pt � d · pt + (1 − d) · pt−1 with d �
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min(|pt−pt−1 |3
.05 , .99) is used to reduce remaining jittering around

the final position of a single 3D-point. The encoding of video

frames and reducing the depth resolution to 8 bit also causes

artifacts and removes information.

3.8 Remarks on augmented reality content

The presentation of AR content to surgeons was not a main

focus in this research work. The transmission of data via MRRTC

to synchronize the virtual content in the VR-control room and in

the virtual scene of the AR-device has, however, been successfully

implemented to allow future evaluations in this domain.

Examples for future 3D content are pre- and intraoperative

models and images, video and audio communication and

sharing of arbitrary media content (Birlo et al., 2022).

Research shows that placement and design of virtual objects

under clinical conditions is still subject to current research

regarding hologram accuracy (Vassallo et al., 2017; Gsaxner

et al., 2019; Mitsuno et al., 2019; Galati et al., 2020;

Haxthausen et al., 2021) and limitations due to the decreased

field of view Galati et al. (2020). With a perfect 3D reconstruction

which is mainly dependent on the sensor quality and calibration,

it would be possible to attach virtual objects such as labels or draw

lines on specific locations of the situs to support communication

between remote expert and mentee.

While it has been demonstrated that magnifying AR-loupes

can be attached to OST-HMDs (Qian et al., 2020), this approach

was not considered in order to avoid hazards to patients due to

falsely displayed virtual content. Instead, wearing the OST-HMD

above the loupes allows surgeons to perform surgeries as usual by

viewing the situs through magnification loupes, perceiving an

AR-view by looking above the loupes through the OST-HMD

which has been tested in a similar way with Google Glass (Yoon

et al., 2017) and also, seeing the situs without magnifications

looking below the loupes. By tilting their head, virtual content

could also be aligned to the situs but, from a ergonomical point of

view, the usability of this head posture is questionable and has to

be further investigated in the future. This introduces new

research questions that will be addressed in the future.

4 Materials and methods

4.1 Research question

The presented system allows capturing authentic operations

under real-world conditions. The resolution is however limited

by the built-in sensors of the HL2, so the question emerges

whether the quality is sufficient for medical decision making.

Furthermore, the mode of presentation is not limited to a 2D-

RGB video stream but also allows for a 3D reconstruction.

Therefore, three variables were analyzed as important factors

for telemedicine applications: the feeling of presence with the two

dimensions self-location (SL) and possible actions (PA), the

subjective impression of media quality (MQ) and the medical

appropriateness (MA). The mode of “presentation” was analyzed

as a factor on three levels: a 2D video display (‘2D’), a 3D

reconstruction viewed on a 2D screen (“3D”) and a 3D

reconstruction viewed in an immersive virtual environment

using a head-mounted VR-display. In order to get a clear

insight in this question, a preliminary user study is performed

with experienced surgeons that are able to compare the viewed

material to their everyday work experience.

4.2 Data

The material showed a successful implantation of a LVAD

(left ventricular assistance device) at the final stage of the surgery

before stitching up of the situs began. The HL2 was worn by a

surgeon in his typical posture. Visible were the beating right

FIGURE 8
Visualization of different steps of the point cloud reconstruction. From left to right: (1) depth map (the distance to sensor is mapped to point
color with blue for close point to red for far points), (2) reconstruction after Gaussian filtering, (3) RGB video streammapped to depth pixels and (4) the
result of sub pixel bilinear interpolation.
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ventricle, a small part of the right lung, the diaphragm,

transparent surgical drains and the outflow track and driveline

of the LVAD (see Figure 9A). For this stage of the prototype, we

decided to show a looped 5 s clip of the beating heart without

further instruments or actions as a baseline as the most basic case

of material that could be used in a telementoring process for

evaluation of the situs from afar. The exposure and iso were

manually set to IS0 = 100 and EXP = 165750 to allow an

examination of all areas of the situs (especially the less bright

parts of the diaphragm on the right hand side). The material was

recorded and played back using a dedicated software in Unity.

The received video streams (rgb and depth) were stored with a

frame rate of 30 fps as lossless ‘.tga’ files and the ROI as byte

array. For recording, the HL2 was directly connected to a

Microsoft Surface Book 3 via USB NCM connection using a

2 m high-quality USB 3 cable to avoid transmission error.

4.3 Setup

For both the 2D view and the 3D model a LG 49WL95C-WE

monitor was used to display the content in a window with 1920 ×

1200 pixel (WUXGA) which produced a view area with a width

of 44 cm and height of 28 cm. The participants were seated in a

distance of 60 cm. For the VR presentation, a VIVE pro headset

was used to display a simple virtual scene (a simple floor and only

the colored pointcloud as object). All presentation were played

on a Win 10 machine with an Intel i7 CPU, 64GB RAM and a

Nvidia RTX 3090.

In all three cases, a comparable basic interaction is

implemented to allow examination of the record. In case of

2D, the video material can be moved on the screen by pressing

the left mouse button. It is also possible to perform zooming in

and out using the mouse wheel. In case of 3D, a similar

interaction is used: The mouse wheel controls the distance to

the situs and the mouse can be dragged while pressing the left

mouse button to rotate the camera around a point right in the

middle of the situs. Although this interaction limits the possible

viewing angles it was preferred as no complex 3D navigation

technique had to be learned by the participants that could

negatively impact the impression of the virtual reconstruction.

In VR, the situs can be explored in a natural way by walking

around the 3D reconstruction and moving the head closer.

4.4 Procedure

The experiment is conducted as a within-subject (every

participant experiences every presentation) design with the

factor “presentation” at three levels (“2D,” “3D,” “VR”). The

order of presentations was randomly assigned using a latin

square in “Williams design.” Before the experiment started,

the use case of telementoring was briefly presented and

important aspects of the presentation that had to be rated

after each test run, such as media quality and medical

appropriateness, were discussed. For each presentation, the

participants were asked to freely explore the situs while

having the telementoring application in mind. They were

ordered to pay attention to medical details and image details

that would allow decision making from afar and to state what

came to their mind (“thinking-aloud”). Whenever they felt

confident to rate the presentation they filled out a

questionnaire. One experiment lasted typically around 10 min.

To measure feeling of presence, we used the spatial experience

scale (SPES) (Hartmann et al., 2015) questionnaire. It consists of two

sub scales with four items each, self-location (SL) which aims at the

feeling of being present in a presentation and possible actions (PA)

which aims at the feeling of being able to perform actions within a

presentation. For perceived media quality (MQ), no standardized

questionnaire exist, so four items were added to account for different

important aspects of media material in surgery:

• MQ1: “The resolution and sharpness of the presentation

was adequate.”

FIGURE 9
One frame of the recording used in the study. (A) RGB image in the video stream, (B) 3D reconstruction as point cloud.
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• MQ2: “I experienced visually disturbing noise and

artifacts.”

• MQ3: ‘I was able to follow the motion in the presentation’.

• MQ4: “The overall visual quality of the presentation was

good,”

For medical appropriateness (MA), we integrated four

statements that are relevant for telementoring in heart surgery:

• MA1: “I was able to clearly distinguish between anatomical

landmarks.”

• MA2: “I was able to evaluate myocardial contraction and

cardiac function.”

• MA3: “The presentation allowed a clear impression of the

situation in the operation room.”

• MA4: “I would be able to support medical decision making

from afar using this presentation.”

MQ and MA were developed with a senior surgeon at the

hospital to incorporate medical expertise. All 16 questions were

rated on a 7-item likert scale labeled with “fully disagree” (-3) at

the left end, “neutral” (0) in the middle and “fully agree” at the

right (+3).

4.5 Participants

We recruited 11 surgeons specialized in heart surgery (age:

M = 36.9 SD = 5.5, 2 female, 9 male) from our hospital that have

been performing surgeries for between one and 22 years (M =

11.4, SD = 6.0). One of these 11 participants had to be excluded

from the study as he stated to have troubles “seeing sharp” using

the HMD which may be related to him wearing glasses or a

wrongly adjusted or slipped device on his head. From the

remaining 10 surgeons, five stated to have “no” VR

experience, three “little” and two “some.”

5 Results

5.1 Analysis of measurements

The minimal, median and maximal response values from the

questionnaires are displayed in Table 1 (2D, 3D, VR) alongside

with the individual difference of ordinal categories for within-

subject response between presentation (3D-2D, VR-2D, VR-3D).

Kolmogorov-Smirnov test showed that in almost all cases

answers on SL, PA, MQ and MA scales were not normally

distributed. Friedman test was therefore selected as non-

parametric test to analyze differences in rating of SL, PA, MQ

and MA between presentation with repeated measurements. As

post-hoc test, Wilcoxon signed-rank test was used for pairwise

comparison. Benjamini-Hochberg procedure (Benjamini and

Hochberg, 1995) with a false discovery rate (FDR) of α = 0.1

was used to account for multiple comparisons.

5.1.1 Spatial experience scale
The item responses on the SL and PA sub scales were

averaged to obtain a questionnaire value for PA and SL.

Descriptive Ratings for SL and PA are displayed in Table 1.

Further, the difference in rating between presentations is

displayed in Figure 10; On the SL sub scale, Friedman test

showed a significant difference between groups: χ2(2) = 18.05,

p < 0.0002. Post-hoc test showed a significant difference for 3D-

2D (p < 0.017), VR-3D (p < 0.017) and VR-2D (W = 0, p < 0.012).

On the PA sub scale, Friedman test showed a significant

difference between groups: χ2(2) = 19.1, p < 0.0001. Post-hoc

test showed a significant difference for 3D-2D (p < 0.011), VR-

3D (W = 0, p < 0.017) and VR-2D (W = 0, p < 0.011). Comparing

the median of ratings on both scales measured in SPES, it follows

that in this setting regarding the feeling of presence a VR

presentation provides the highest level of presence, followed

by a 3D presentation and last a 2D presentation.

5.1.2 Media quality
Items of the MQ-scale were individually compared as

absolute category response (ACR). Friedman test showed no

significant difference for MQ1 (χ2(2) = 0.95, p = 0.62),

MQ2 (χ2(2) = 4.2, p = 0.12) and MQ4 (χ2(2) = 3.95, p =

0.14). For MQ3, Friedman showed a significant difference

(χ2(2) = 10.05, p < 0.007). Pairwise comparison showed a

significant difference for VR-3D (W = 5, p < 0.05) and VR-

2D (W = 0, p < 0.05). By comparing the medians of MQ3, the

data suggests that the evaluation of motion does benefit from a

virtual environment while 3D view and 2D video do not differ

significantly.

5.1.3 Medical appropriateness
ACRs of the MA-scale were individually compared.

Differences between groups are shown in Figure 12. Friedman

tests showed no significant difference for MA1 (χ2(2) = 5.85, p =

0.054), MA3 (χ2(2) = 2.85, p = 0.24) and MA4 (χ2(2) = 5.15, p =

0.076). For MA2, the statistics showed a significant difference

(χ2(2) = 8.55, p = 0.01). Post-hoc test showed a significant

difference for VR-2D (W = 0, p < 0.05) and VR-3D (W = 0,

p < 0.05). As the median of VR is higher than 2D and 3D it

follows that surgeons felt significantly more able to evaluate heart

function in VR.

5.2 Additional statements and
observations

Six of the 10 participating surgeons showed a positive

reaction (e.g., exclaiming “cool” or “awesome”) when first

experiencing the VR presentation. When VR was the first
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condition that was experienced, the subsequent material was in

some cases considered as “boring” or it was stated that “it was

better in VR.” The time of being exposed to the presentations

varied between subjects with a tendency of spending more time

in the virtual environment, but the exact time for each condition

was not measured as we did not anticipate this behavior.

Several surgeons complained about the reflex points on the

surfaces and complained about the low resolution

(independently from presentation). Two surgeons suggested to

add parameters to make the situation in the ORmore perceivable

(e.g., electrocardiogram and infusion pump information).

All surgeons were able to intentionally examine the situs (e.g.,

zooming into specific structures) and no one reported any

problems with the implemented controls or natural

interaction in VR respectively, which implies that the

implemented interaction techniques did not affect the ratings

negatively.

6 Discussion

The proposed mounted mirror modification for the HL2 has

successfully been tested under real-world conditions and

demonstrates the ability to use HL2 for recording and

streaming data in telementoring applications. The analysis of

the data of our study shows, that the feeling of presence as

measured with SPES is significantly increased and surgeons feel

more like attending a surgery from afar using a VR presentation

in contrast to 2D-bound presentations.

A 3D view on a screen does also increase the feeling of

presence compared to a 2D video, but less than the VR

presentation. This suggests that the process of telementoring

might be improved to some extend by using 3D reconstructions

as expert surgeons from afar could feel like being more involved

in the activity around the operational situs and the OR. Further,

the evaluation of motion (MQ3) and heart function (MA2) was

TABLE 1 Median (bold) and range (min, max) for obtained data from the SPES questionnaire, MA and MQ. 2D, 3D and VR are the three levels of the
factor “presentation”. 3D-2D, VR-2D and VR-3D display the individual difference in rating.

2D 3D VR 3D-2D VR-2D VR-3D

SL −1.75 (−3, +1) +0.75 (−3, +2) +2 (+1.25, +3) +1 (0, +3) +3.25 (+1, +5.5) +1 (0, +5)

PA −1.75 (−3, 0) +0.25 (−2.75, +2) +2 (+0.25, +3) +1.75 (+0.25, +3.25) +3.25 (+1.75, +6) +1.25 (0, +4.25)

MQ1 +1 (−3, +2) 0 (−2, +2) +1 (−2, +2) 0 (−4, +4) 0 (−2, +5) 0 (−1, +3)

MQ2 0 (−3, +1) +1 (−3, +3) +1 (−3, +3) +1 (−1, +6) +1 (−1, +6) 0 (−1, +1)

MQ3 +1 (−2, +2) +2 (+1, +3) +2 (+2, +3) 0 (−1, +3) +1 (0, +4) +1 (−1, +1)

MQ4 +1 (−3, +2) 0 (−2, +2) +2 (−1, +2) 0 (−4, +3) +1 (0, +4) +1 (0, +4)

MA1 +1 (−3, +3) +2 (0, +3) +2 (0, +3) +1 (−1, +3) +1 (−1, +4) 0 (0, +1)

MA2 +1 (−3, +3) +2 (0, +3) +2 (+2, +3) 0 (−1, +4) +1 (0, +5) +1 (0, +2)

MA3 0 (−3, +2) +1 (−1, +2) +1 (−2, +3) 0 (−1, +4) +1 (−1, +5) +0 (−1, +2)

MA4 +1 (−3, +3) +1 (−2, +3) +2 (−1, +3) +1 (−1, +4) +1 (−1, +5) +1 (−2, +2)

FIGURE 10
Distributions of difference in within-subjects ratings of the SL (A) and PA scale (B).
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rated best in the VR presentation. The increased perception of

motion and inherently better evaluation of cardiac function can

probably be linked to the improved spatial perception in stereo

vision using a head-mounted display. This finding stresses that

task-specific immersive assistance systems might be beneficial if

not even crucial for future telementoring applications.

The results of the presented study are, however, quite limited

as we only showed a short clip without much specific surgical

content (such as anastomosis techniques or tissue assessment).

The time spend in the presentation was therefore considerably

low. While the content seems a reasonable choice as baseline,

more advanced scenes that show the use of tools, surgical

techniques, or moments withing a surgery where a decision

has to be taken could allow for more insight in more specific

research questions. Considering that it was the first time of

experiencing virtual reality for five of the surgeons the ratings

may also be slightly biased. While SPES is a standardized tool to

measure presence, the MQ andMA scale were developed by us to

systematically capture the impression of surgeons. The high

range of categorical responses may suggest that the questions

were not precise enough or subjective biases played an important

role. Further the within-subject differences showed a high

variation for some items (especially visible in Figures 11A,D,

12A,B,D), which also implies individual differences that need

further investigation. The difference in rating between

presentation were borderline not significant for MQ2 (p =

0.12), MQ4 (p = 0.14) and especially MA1 (p = 0.054) and

MA4 (p = 0.076). With further improvements of the system and

more elaborated studies some findings may be made in the future

considering these aspects.

The material used in our study itself was also not perfect,

however, still significantly optimized in comparison with “of-the-

shelf-technology.” The decision to select an exposure setting that

is intended to correctly exposing dark parts of the situs, seems to

be not an ideal choice as reflections become more visible which

was negatively commented by several surgeons. This may limit

the perception of details which should have presumably an

uniform effect on all presentations. It would have been

possible to select a lower exposure to reduce reflections and

overexposure of bright parts in the image, although this would in

return cause some loss of color information in the less exposed

areas. It would probably be possible to enhance these dark parts

using color correction curves which, on the other hand, may

negatively impact the color fidelity. The correct settings need to

be determined with surgeons, and further, in real-life use, the

exposure settings need to be controllable to allow focusing on

different lighting conditions and points of interest. In our

recording, we did not experience any negative effect of

reflections on tissue on the depth sensor, whereas the

reflective material of the medical instruments and the sternum

retractor causes missing information in certain areas of the

reconstruction.

With the current system as presented in this work, various

applications exist. While the system is not able to reconstruct fine

details which would be necessary for a precise diagnosis from

afar, it can produce an immersive experience of medical

procedures. Especially major structures such as moving organs

and tissue (for example, a beating heart) can be examined. The

additional low-resolution point cloud allows an overview what is

happening in an OR. A use as immersive educational tool that

visualizes operations in 3D is imaginable. This could be used by

students or doctors in training to learn, e.g., about specific

pathologies, surgery techniques, and rare cases. In case of

heart explantation, the battery life time of approximately

2–3 h of the HL2 is sufficient as this procedure usually lasts

between 30 and 60 min. In other applications, the HL2 can be

connected to a power supply while running the application using

the USB port to expand the usage time.

Some improvements and modifications need to be made to

allow a use in everyday clinical work. Other presentation that can

easily be accessed such as 3D-displays and streaming of the

obtained point cloud to AR-devices also seem worth exploring to

FIGURE 11
Distributions of difference in within-subjects ratings of MQ1 (A), MQ2 (B), MQ3 (C) and MQ4 (D).
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make this approach for telementoring more accessible. The RGB

data quality may be improved by recording with a higher

resolution on the HL2 (for video, HL2 supports up to 1920 ×

1080 pixels at 30 fps) and cutting out the region of interest. The

reconstruction with data of a single depth sensor becomes much

more difficult when hands or tools are involved as parts of the

situs are constantly occluded. Multiple combined sensors

recording the situs from different angles will help to eliminate

these movement induced local occlusions to a high degree. The

color mapping uses a simple constrained approach in this

prototype and advanced methods could be implemented to

improve quality. To further improve the coherence of the

point cloud, the utilization of two or more HL2, as well as

potentially stationary sensors (e.g., built in OR-lights) which

are registered in the same world space seems promising. By

combining the different views on the situs occlusions andmissing

pixels could be avoided, interpolated or reconstructed with AI-

based methods. At this point, the quality of depth sensor of a

single HL2 seems barely sufficient to support the intended

telementoring setting as the resolution (an area of around

100 × 60 pixels at he situs) and noise do not allow a precise

reconstruction to make fine details visible.

Still, the use of machine learning (ML) using the data

provided by the HL2 and subsequent devices of this family is

interesting for advanced telementoring systems. ML-based

models have already been applied to 3D images captured or

visualized by HoloLens 1 and 2 for a variety of tasks such as

face alignment (Kowalski et al., 2018) and object detection

(Moezzi et al., 2022). Considering cardiovascular surgeons as

the target users of our projects, advanced image processing

and ML approaches have shown their potential for a variety

of use-cases such as catheter and vessel segmentation as well

as the ability to track object annotations as the organs move

(Fazlali et al., 2018; Yi et al., 2020). However, under the

current specifications, HL2 has several drawbacks limiting its

performance for certain use-cases in cardiovascular surgery.

First of all, its limited processing power makes it almost

impossible to accommodate the integration of state-of-the-

art ML models directly on the device. Second, the depth

images suffer from relatively low resolution and signal to

noise ratio. The RGB images also feature a relatively low

resolution (300 × 200 pixels at the situs as displayed in

Figure 6). Furthermore, differences in patients clinical

characteristics and conditions might arise inconsistencies

in the annotated datasets which can have negative

influence on the performance of the ML models

(Gudivada et al., 2017).

To mitigate the above-mentioned drawbacks in the follow-

up studies, we consider collecting annotated data from

multiple prospective operations as well as integrating new

sensors with better precision leading to images with higher

resolutions. This will facilitate incorporation of deep ML

architectures such as convolutional neural networks

(CNNs) and generative adversarial networks (GANs) which

usually need bigger data cohorts with higher resolutions to

converge. This should be emphasized that the integration of

such neural networks would require higher processing power

than what HoloLens is capable of. Therefore in real-time

applications, the integration of advanced ML based models

would need persistent wireless connections between the

HL2 and a running computing server nearby. Although this

would require to apply bandwidth adjustments to the running

CNN models on the server to fit the maximum bandwidth

supported by HL2, it has been considered feasible in a related

work (Kowalski et al., 2018) Edge computing has become the

method of choice for overcoming limitations of stationary and

mobile devices which exhibit limitations in computation

power (Mach and Becvar, 2017). Admittedly, to support an

edge computing scenario, not only HL2 would need to be

amended with high bandwidth network connectivity

capabilities, also operation theaters would need to be

equipped with appropriate radio technology. Taking into

account typically low thresholds on emitted radio power,

indoor 5G radio access cells can be considered a suitable

FIGURE 12
Distributions of difference in within-subjects ratings of MA1 (A), MA2 (B), MA3 (C) and MA4 (D).
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candidate to provide connectivity between edge compute

nodes and HL2 kit in operation theaters (Bornkessel et al.,

2021). Use cases with an interactive nature, such as

telementoring, usually require a ultra low latency

connection. Ultra low latency is one of the key features

supported by 5G-based edge computing environments and

consequently such scenarios can be investigated as one of the

next steps of our research.

7 Conclusion and future work

In this paper we presented and analyzed the requirements of

MR-based telementoring systems in real-world surgery settings.

We identified, that for many surgeries, the usage of a HL2 and

similar devices would result in an non-ergonomic posture, which

especially is not possible during long duration of, e.g., cardiac

surgeries. We developed the presented MirrorMount, that allows

using the HL2 as telementoring device within surgeries under

real-world conditions without negatively effecting the posture of

surgeons—a crucial requirement for its general usability and

acceptance. The device has successfully been tested to generate

3D scans that were suitable for evaluation by experienced

surgeons.

The presented study shows that the obtained 3D

reconstruction from a single HL2 allows for an immersive

experience of operations from afar in VR. Surgeons felt more

able to evaluate cardiac function which implies a possible

usefulness in the medical domain. But, as our study is limited,

we have to confirm these findings and their application in the

real world in subsequent research work. Further, future

research has to show how accurately the reconstruction is

and if an application in potentially hazardous situations can

be justified.

In the future, we are especially interested in evaluating

advanced records of surgeries that show actual procedures and

find ways for bidirectional communication that exploit the 3D

reconstruction such as labels and drawn lines but also the

transmission of video and possibly avatars. We also plan to

use our system for live-streaming surgeries via a 5G network as

soon as the technology is fully available at our hospital and

measure the latencies of individual steps in the pipeline.
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