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Conventionally, human-controlled and machine-controlled virtual characters

are studied separately under different theoretical frameworks based on the

ontological nature of the particular virtual character. However, in recent years,

the technological advancement has made the boundaries between human and

machine agency increasingly blurred. This manuscript proposes a theoretical

framework that can explain how various virtual characters, regardless of their

ontological agency, can be treated as unique social actors with a focus on

perceived authenticity. Specifically, drawing on the authenticity model in

computer-mediated communication proposed by Lee (2020) and a typology

of virtual characters, a multi-layered perceived authenticity model is proposed

to demonstrate how virtual characters do not have to be perceived as humans

and yet can be perceived as authentic to their human interactants.
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1 Introduction

With the development in communication and Artificial Intelligence (AI)

technologies, people nowadays are interacting with various human-controlled and

machine-controlled virtual characters more on a daily basis, which is re-shaping our

social experience and challenging the ontological concept of authenticity (Lee and Shin,

2004; Gulz, 2005; Turkle, 2007; Van Oijen and Dignum, 2013; Enli, 2014; Xueming; Luo,

2019). Although research under the CASA (Computers As Social Actors) paradigm

indicates that some social rules in human-to-human interactions can be applied to

people’s interaction with non-human machines, resulting in human responses as if non-

human machines were actual social actors (Reeves and Nass, 1996), studies also suggest

that in many cases, people still treat technology and humans as different kinds of

communicators (Shechtman and Horowitz, 2003; de Borst and de Gelder, 2015; Mou and

Xu, 2017). Scholars from the emerging field of Human-Machine Communication (HMC)

argue that CASA research, focusing on people’s social responses to social cues in

technology should not be misinterpreted as people think of and behave towards

human and non-human communicators in the same manner (Guzman and Lewis,

2020). In other words, people’s responses to non-human machines vary, and it is still

unclear in terms of what triggers so-called mindless responses from human

communicators when they interact with virtual characters, regardless of such virtual

characters’ ontological agency.
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Previous research on virtual characters often studies human-

controlled virtual characters (e.g., user-controlled avatars in

computer games) and machine-controlled virtual characters

(e.g., artificial agents) as two separate fields under different

theoretical frameworks. The former is primarily placed in

computer-mediated communication, and the latter is mainly

examined in the area of human-computer interaction. As

such, despite the emerging growth in research from both

fields, the discussion and theoretical explanations tend to be

separate, based on the ontological agency of virtual characters.

However, as the performance of AI agents improves, the

boundary between human agency and machine agency is

increasingly blurred from users’ perspectives (Jaderberg et al.,

2019; Ye et al., 2020). In addition, some emerging virtual

characters, such as Vocaloid virtual idols can comprise

elements of both human agency and machine agency (Lam,

2016; Marsh, 2016; Sousa, 2016; Jenkins, 2018; Zhang, 2019).

Therefore, it is necessary to have one unified theoretical

framework that can explain how people interact with various

virtual characters naturally, regardless of their ontological

agency. One approach for developing a new theoretical

framework is to revisit the concept of authenticity.

In understanding people’s experience with virtual characters,

authenticity has been studied as a core concept. In conventional

HCI research, “realness” is often regarded as equal to “human-

likeness,” which mainly concerns whether a machine looks and

feels like an actual human to users (Turing, 1950; Weizenbaum,

1966; de Borst and de Gelder, 2015; Shum et al., 2018; Chaves and

Gerosa, 2019). However, as machine agents are becoming more

ubiquitous in human life (Rahwan et al., 2019), they are

increasingly conceived as distinctive communicators rather

than mere copies of human communicators (Guzman and

Lewis, 2020). In this process, people’s expectations and

perceptions of machine-controlled virtual characters and their

relationships with them can also evolve (Turkle, 2007; Turkle,

2011; Sundar, 2020): People know that such virtual characters are

machines, but they do not care about virtual characters’ agency.

Meanwhile, people’s perception of “what is real” can also be

reshaped by their virtual experience (Turkle, 2011; Enli, 2014).

Particularly for the young generation who grew up in a culture

where “human contact is routinely replaced by virtual life,

computer games, and relational artifacts” (Turkle, 2007,

p. 514), sometimes ontologically authentic objects (i.e., actual

objects) may not be perceived as authentic as virtual objects to

them. In other words, machine agents may not necessarily need

to be perceived as humans to be perceived as authentic—as long

as they satisfy individuals’ heuristics about machines.

Drawing on the authenticity model in communication

proposed by Lee (2020), the current article suggests that

people’s experience with virtual characters be examined based

on the perceived authenticity of source—whether the virtual

characters’ claimed identities are perceived as authentic. The

most distinctive characteristic of perceived source authenticity in

people’s experience with virtual characters is that it is multi-

layered: the identity of a particular virtual character consists of

two layers. The first layer pertains to its claimed agency, whether

the perceived agency of a virtual character matches with its

claimed agency. The second layer pertains to perceived

authenticity of the virtual character’s represented identities,

whether the designed social or individual identities of the

virtual character’s representation are perceived as authentic. In

this newly proposedmodel of perceived authenticity of source, an

AI agent that looks and talks like a machine can be perceived as

authentic as long as the AI agent satisfies users’ needs and

heuristics.

2 The rise of virtual characters

According to Lee (2004), the ontological nature of objects

experienced by human beings can be classified into three

categories: actual objects, virtual objects, and imaginary

objects. Actual objects are objects that can be directly

experienced via the human sensory systems without using

technology; virtual objects are objects that cannot be

experienced by human beings without using technology;

imaginary objects are objects that can only be experienced by

human beings in their hallucination in a non-sensory way.

Typically, virtual objects are either mediated by technology

(i.e., para-authentic objects) or created/simulated with

technology (i.e., artificial objects). With the advancement in

media, information, and communication technologies, virtual

objects, including various media representations and artificial-

intelligence-enabled machines, have become increasingly

pervasive in contemporary life (Deuze, 2011; Rahwan et al.,

2019). As a result, virtual experience (i.e., human beings’

experience of virtual objects) has become more prominent in

our everyday experience (Lee and Jung, 2005).

Among various virtual objects, virtual objects that look or act

like humans or other living organisms play a large part in

people’s virtual social experience. Some of these virtual

objects—such as the video game character Mario—have

human-like appearances. Some do not manifest human

appearances, such as the Disney character Mickey Mouse, but

behave in human-like ways. Some others—such as the

Tamagotchi the digital pet, and Aibo the robotic dog—look or

act like other living creatures instead of human beings, but still

have been popular virtual characters (Turkle, 2007).

Initially, the concept of characters refers to fictional human-

or non-human- beings in narratives, typically in literature

(Everett, 2007; Maslej et al., 2017; James, 2019). As technology

develops, both the locus and the representations of characters

have been enriched: no longer do characters exist in the “word-

masses” in literature works (Keen, 2011), but they can also be

seen, heard, and even felt in media as well as in the physical world

via technology (Hoorn and Koinijn, 2003; Gulz, 2005; Reynolds,
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2006; Holz et al., 2009; de Borst and de Gelder, 2015; Peters et al.,

2019; Kellems et al., 2020). As such, virtual characters are defined

as any virtual objects that manifest characteristics of or similar to

living beings in the current paper.

People nowadays increasingly interact with various virtual

characters. These interactions may range from playing online

games with other people’s avatars (i.e., individuals’ digital

representations) to ordering products via chatbots on

messaging apps, from talking to smart speakers to playing

with pet robots, and from watching streaming events of

virtual YouTubers who are actual people in the form of

animated avatars, to attending offline concerts where they can

witness, for example, the performance of the 3-D projection of

Hatsune Miku, a popular virtual singer created by a Japanese

Vocaloid software. As AI and media technologies evolve, the

scope of virtual characters continues to expand rapidly (Rahwan

et al., 2019). For example, animated virtual characters have been

widely used in enriching messages in CMC (Kiskola 2018; Cha,

2018); the use of chatbots has been increasing exponentially and

is still trending (Trivedi and Thakkar, 2019); people’s use of voice

assistants such as Apple Siri and Amazon Echo are on the rise

(Pew Research Centre 2017, 2019); markets for virtual idols and

virtual streamers are fast-growing (Sone, 2017; Zhou, 2020);

social robots may substitute humans in child education (Park

et al., 2017) and elderly care in the future (Bemelmans et al.,

2012).

Despite the potential and benefits that virtual characters may

bring to human life (Dautenhahn, 2003; Rahwan et al., 2019),

there are also growing concerns over issues that may accompany

the prevalence of virtual characters. For example, there are

concerns about the individual psychological consequences of

people’s increasing reliance on digitalized friends and social

robots: simulation provides relationships simpler than what

real life can offer, and thus may diminish people’s ability to

handle the necessary complexities to achieve interpersonal

intimacies (Turkle, 2011). To address these concerns, a better

understanding of people’s experience with virtual characters

would be an essential process.

3 Virtual characters as unique social
actors

A primary reason that makes virtual characters important in

people’s virtual experience lies in their social nature. Most virtual

characters are designed to interact with people, and extensive

research under the Computers Are Social Actors (CASA)

paradigm has demonstrated that they do serve as social actors

when experienced by people (Nass et al., 1994; Reeves and Nass,

1996; Lee and Nass, 2003). As a pivotal paradigm in Human-

Computer Interaction (HCI) related research, CASA suggests

that people respond to computers as if they are social actors (Nass

et al., 1994; Nass et al., 1996) and interact with them socially in a

mindless way (Nass and Moon 2000), as long as they display

social cues (e.g., “being polite,” in Reeves and Nass, 1996). The

effect is not limited to people’s reaction to computers but to other

media technology such as television and new media, supported

by a series of research in which social rules in human-human

interaction were found to also work in human-media interaction

(Reeves and Nass, 1996). The phenomenon of people reaction to

mediated or simulated objects as social actors were thus termed

“media equation”—meaning “media equals real life” (Reeves and

Nass, 1996).

Although CASA research indicates that some social rules in

human-to-human interactions can be applied to people’s

interaction with computers, including virtual characters

(Reeves and Nass, 1996), studies also suggest that people treat

technology and humans as different kinds of communicators

(Shechtman and Horowitz, 2003; de Borst and de Gelder, 2015;

Mou and Xu, 2017). Nevertheless, it is unclear whether people’s

social responses to computers in the CASA paradigm are subject

to certain conditions; it is also unclear whether the kind and level

of people’s social responses in human-machine communication

are different from those in human-human communication

(Fischer et al., 2011; Mou and Xu, 2017; Guzman and Lewis,

2020). Some studies have suggested the “media inequality” when

people respond differently to machine and human

communicators: for example, participants talk more and use

four-times-more relationship statements when interacting with

humans than with artificial agents (Shechtman and Horowitz,

2003); participants responded faster to humans’ greetings than to

robots greetings (Kanda et al., 2005); participants tend to use

different strategies when interacting with artificial agents from

when they are interacting with humans—they displayed more

socially desirable personality traits during the initial

conversations with humans than with artificial agents (Mou

and Xu, 2017).

To explain this phenomenon, scholars from the emerging

field of Human-Machine Communication (HMC) argue that

machines should be treated as communicative subjects rather

than just channels of communication, especially when AI is

involved (Guzman, 2018). They emphasize that CASA

research should not be “misinterpreted as evidence that

people think of a particular technology as human or behave

exactly the same toward a human and device in all aspects of

communication” (Guzman and Lewis, 2020, p.76). In other

words, despite the fact that both virtual characters and

humans may be perceived as social actors in people’s social

experience, it is necessary to differentiate the types of social actors

between human beings and virtual characters, as well as among

various virtual characters.

As a complement to conventional communication paradigms

that focus on human-human communication, the HMC

frameworks treat technology as “communicative objects,

instead of mere interactive objects” (Guzman and Lewis, 2020,

p.71) and is particularly suitable for studying people’s experience
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with artificial agents (Mou and Xu, 2017; Rahwan et al., 2019).

Given the increasingly prominent role of virtual characters in our

daily lives, research that treats virtual characters as unique social

actors, different from traditional social actors, can contribute to

the field of HMC and foster a more sophisticated understanding

of people’s virtual social experience.

4 Virtual characters as a multi-
dimensional concept

Previous research on people’s experience with virtual

characters tends to study virtual characters of different

ontological nature under different theoretical frameworks,

often in separate fields. For example, human-controlled virtual

characters, such as avatars—defined as digital representations of

human users “that facilitates interactions with other users,

entities, or the environment” (Nowak and Fox, 2018, p.34)—

are primarily studied in computer-mediated communication

(Kang and Yang, 2006; Nowak and Rauh, 2006; Yee and

Bailenson, 2007; Vasalou and Joinson, 2009; Nowak and Fox,

2018). On the contrary, machine-controlled virtual characters,

such as artificial agents—defined as computer-algorithm-driven

autonomous entities capable of pro-active and reactive behaviour

in the environments they situate in (Franklin and Graesser, 1996;

Holz et al., 2009)—are typically studied in the fields of human-

computer interaction, human-robot interaction, and human-

machine communication (Franklin and Graesser, 1996; Dehn

and Van Mulken, 2000; Lee et al., 2006; Dautenhahn, 2007; Holz

et al., 2009; Chaves and Gerosa, 2019). However, it is timely and

meaningful to comprehend virtual characters as a multi-

dimensional unifying concept, particularly in understanding

people’s experience with increasingly complex virtual characters.

4.1 The complexity of virtual characters

With the advances in simulation technology and artificial

intelligence (AI), both the types and complexity of virtual

characters are increasing (Rahwan et al., 2019), blurring the

presumed boundaries between avatars and artificial agents.

Firstly, due to the exponentially growing AI capabilities, the

ontological differences between avatars and artificial agents can

sometimes be inconspicuous from the perspective of individual

users. Although computer-controlled agents and human-

controlled avatars are qualitatively different, in digital

environments, sometimes people do not have first-hand

knowledge about the agency of the digital representation they

encounter. As a result, people sometimes cannot tell whether a

virtual representation is controlled by a computer agent or a

human agent, especially with the advances in AI technology

(Nowak and Biocca, 2003). For example, the emerging AI agents

can cooperate with both AI and human players with human-level

performance in massively multiplayer video games (Jaderberg

et al., 2019; Ye et al., 2020), which can make users hard to tell

whether they are playing with an artificial agent or someone’s

avatar if not informed. As a result, perceived agency became an

essential assessment that contributes to people’s reactions to

claimed “avatars” (Nowak and Fox, 2018). In other words,

although the agency of a virtual character perceived as avatars

is expected to be humans, it can actually be operated by computer

algorithms—the boundaries between artificial agents and human

avatars are increasingly blurred from the perspective of users.

Secondly, unlike typical avatars and artificial agents that are

studied within separate fields, some emerging virtual characters

are more complicated and have both characteristics of avatars

and AI agents, which demands research across fields. The

increasingly popular Vocaloid characters is an example of

such complex virtual characters.

Vocaloid characters are virtual characters, mostly virtual

performers, created using the software, Vocaloid (Conner, 2016).

The representations of Vocaloid characters are mostly animated,

possibly because this design strategy can help them stay away from

the “uncanny valley1” (Conner, 2016). Using Vocaloid, users can

design singing and dancing actions to produce music video clips,

performed by the animated characters. Although Vocaloid was

initially released in 2004, the surging popularity of Vocaloid idols

did not emerge until 2011 when the Vocaloid virtual idol, Hatsune

Miku was introduced to the public. So far, Vocaloid virtual idols

have attracted millions of fans globally, especially in East Asia

(Conner, 2016). For example, in China, the Vocaloid virtual idol,

Luo Tianyi has become the spokeswoman for a number of brands,

including KFC, Nestlé, and L’Occitane (Yau, 2020).

Compared to earlier animated virtual performers such as the

Muppets, the Archies, and Gorillaz—which were voice-acted by

real human artists (Conner, 2013, 2016), Vocaloid characters

have several distinct features. Vocaloid character’s voice

production is a combination of original biological elements

and artificial manipulation. Although the singings of Vocaloid

characters are produced using computer programs, yet the

original material of the voicebank is extracted from natural

human voices, instead of being purely synthesized by

computers. For example, the voicebank of Hatsune Miku was

sampled from the Japanese voice actress, Saki Fujita (Sousa,

2016). This strategy makes the voice of Vocaloid characters

much less machinery, and yet still allows the software users to

manipulate the content of the singings. In addition, 3D hologram

imagery technology has brought Vocaloid characters from

1 “Uncanny Valley” (Mori et al., 2012) refers to the phenomenon that
people’s positive response to human-like robots would abruptly shift
negatively as the robots approach but fail to achieve a perfect life-like
level

2 Screenshot of video retrieved on 24 March 2021 from https://www.
bilibili.com/bangumi/play/ss29067/?from=search&seid=
12930183317510447104
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television and computer screens into physical spaces (Conner,

2016). For example, both Hatsune Miku and Luo Tianyi have

held live concerts as holographic projections in physical theaters

in front of thousands of live attendees. They sometimes even

perform together with real-human artists on the same stage (as

shown in Figure 1), which has blurred the perceived boundary

between reality and virtuality for the audience (Lam, 2016;

Marsh, 2016; Zhang, 2019). Lastly, while the animated

representations of Vocaloid characters were initially created by

commercial companies, they have evolved through the co-

creation by their fans. To be specific, any Vocaloid users may

input lyrics and melodies to the software to produce new

performances, acted by these Vocaloid idols. As a result,

Vocaloid virtual idols are peer-produced media characters

rather than conventional media-produced characters, which

contributes to their success significantly (Leavitt et al., 2016).

Besides being media characters, Vocaloid characters also have

mixed characteristics of avatars and artificial agents, although they

cannot be strictly categorized as either. Their movements are

generated from computer programs, and when they perform on

stage, it seems like they are acting on their own. In this sense, they

are computer-algorithm-driven autonomous entities just like

artificial agents. However, an important distinctive feature of

artificial agents is that they are capable of being pro-active and

reactive in the environments they situate in (Franklin and

Graesser, 1996; Holz et al., 2009), which Vocaloid characters

are not capable of yet. Although they interact with the audience

in live concerts and during online live-streaming (Jenkins, 2018;

Shen, 2020; Xue, 2020), they cannot really improvise. Their

“improvised” speeches mostly rely on either pre-recorded vocals

or simultaneous human voice-acting (Jenkins, 2018).

To summarize, the increased prevalence of complex virtual

characters such as Vocaloid characters necessitates a more

comprehensive understanding of people’s experience with

virtual characters. Such a comprehensive understanding

requires us to examine virtual characters as a multi-

dimensional concept, instead of only considering emerging

types of virtual characters separately on a case-by-case basis.

Not only can a multi-dimensional approach to virtual characters

facilitate a better understanding of recently emerged complex

virtual characters, but it can also contribute to the fundamental

understanding of virtual characters that may help understand

future virtual characters yet to appear. By categorizing virtual

characters into common dimensions, different aspects of

technology can be studied comprehensively, which is

meaningful to both academic research and industrial practice.

4.2 Two basic dimensions of virtual
characters

The multi-dimensional conceptualization of virtual

characters can be understood in two basic dimensions: type of

agency and way of representation. Specifically, the type of agency

pertains to whether a virtual character is controlled by humans or

machines, while the way of representation pertains to whether a

virtual character is physically embodied, digitally embodied, or

disembodied.

4.2.1 Agency
The first dimension of a virtual character pertains to its

agency, defined as one’s ability to perform actions and engage in

the environment (Dehn and Van Mulken, 2000; Hartmann,

2008; Thue et al., 2011). In HMC literature, agency has been

typically classified into two categories—human agency and

machine agency (Fox et al., 2015; Sundar, 2020). According to

Bandura (2001), “to be an agent is to intentionally make things

happen by one’s actions (p.2).” For a long time, agency had been

equivalent to human agency (Davies, 1991). In recent years,

machines are increasingly capable of acting autonomously and

adaptively to achieve specific goals with minimum human

interference (Sundar, 2020). According to its type of agency, a

virtual character can be categorized as a human agent or a

machine agent. Specifically, human-agent virtual characters

are fundamentally driven by humans (e.g., avatars), whereas

machine-agent virtual characters are fundamentally driven by

machines (e.g., artificial agents).

It should be noted that since agency is essentially a

“temporally embedded process of social engagement” which

must be placed “within the contingencies of the moment”

(Emirbayer and Mische, 1998, p.1), the agency of a certain

virtual character must be determined in accordance with its

status at a given moment. For example, since the dance

movements and singings of the Chinese Vocaloid character,

Luo Tianyi are pre-programmed using computer software, it

is a machine agent when it performs on stage; but when it “talks”

to the audience in live concerts or live streaming, it is actually live

voice-acted by humans and therefore should be considered as a

human agent. However, it does not mean that Luo Tianyi is a

mixture of both human agency and machine agency because it

cannot have both types of agencies at the same time at a given

moment. Taken together, to specify the agency of a particular

virtual character, we must specify the time of its actions that we

are interested in.

4.2.2 Representation
The other dimension of virtual characters pertains to how

they are represented. Compared to the agency of virtual

characters, which users may not have first-hand knowledge

about, the representation of virtual characters can be directly

experienced by users. In other words, from the users’ perspective,

the agency of a virtual character must be perceived by detecting

and interpreting cues in their experience with the virtual

characters, including cues in the physical representation of

virtual characters. Therefore, it is the representation of a

virtual character that influences users’ “perceived agency”
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judgement of the virtual characters, which has a greater impact

on users than its actual agency (Fox et al., 2015). Although the

representation of virtual characters can encompass numerous

specific sub-dimensions, the technical aspect of the

representation of virtual characters is important as it

addresses whether the virtual characters are physically

embodied, virtually embodied, or disembodied. Physically

embodied virtual characters are represented with “a physical

instantiation, a body” (Pfeifer and Scheier, 2001, p.649) that can

be experienced by the human tactile sensory systems (e.g.,

robots). Digitally embodied virtual characters are represented

with digital appearances, which can be sensed by humans visually

but not tactilely (e.g., chatbots with digital bodies). Disembodied

virtual characters, on the contrary, do not have any kind of visual

representations of faces or bodies (e.g., Apple’s Siri).

A typology of virtual characters with the two fundamental

dimensions is shown in Table 1.

5 Perceived authenticity as a core
concept

To come up with a unified theoretical framework to

understand people’s experience with virtual characters,

perceived authenticity is an essential concept. First, the

“virtual” nature of virtual characters often invites concerns

about perceived authenticity. Although the term “virtual” is

often associated with “unauthentic” from an ontological

perspective (Lee, 2004), people can perceive authenticity in

virtuality psychologically. Therefore, perceived authenticity is

important to comprehend people’s experience with virtuality.

Besides, as virtual experience becomes more and more prevalent

in our daily lives (Lee, 2004; Rahwan et al., 2019), our used-to-be

paralleled lives in the virtual and actual world are getting

integrated seamlessly (Lee, 2004; Deuze, 2011; Yao and Ling,

2020). In this process, our perception of “what is real” can easily

change, which in turn may influence the ways we perceive the

world and our relationships with others (Turkle, 2011; Enli,

2014). This is particularly true for children who grew up in a

culture where “human contact is routinely replaced by virtual life,

computer games, and relational artifacts (Turkle, 2007, p. 514).”

They may not necessarily see a living organism as more “alive”

than its digital representation or simulation. For example, some

children thought animated turtles were more authentic than real

ones in museum exhibitions (Turkle, 2007; Turkle, 2011). In

these cases, “the idea of the ‘original’ is in crisis” (Turkle, 2007,

p.514). Sometimes, ontologically authentic objects (i.e., actual

objects) may not be perceived as authentic as virtual objects.

Therefore, understanding the mechanism of perceived

authenticity in individuals’ experience with virtual characters

is necessary.

5.1 Revisiting the concept of perceived
authenticity

Originated in philosophy, authenticity has been a complex

concept with multiple meanings (Golomb, 1995; Guignon, 2008;

Newman and Smith, 2016; Varga and Guignon, 2020). Some

earlier philosophers, such as David Hume, used the notion in the

sense of genuineness—things being what they claim to be in

origin or authorship (Golomb, 1995). Existentialist philosophers,

such as Kierkegaard, Nietzche, Heidegger, and Sartre, used

authenticity mainly in the sense of being truthful to oneself

with a focus on questioning social norms and public roles while

creating one’s selfhood (Golomb, 1995; Wang, 1999; Newman

and Smith, 2016; Varga and Guignon, 2020). Authenticity has

also been conceptualized as a virtue on the sincere expression of

values, beliefs, and ideas (Dutton, 2003; Guignon, 2008; Newman

and Smith, 2016). Despite the differences among different uses of

authenticity, at the most common-sensical level, authenticity is a

term that “captures dimensions of truth and verification”

(Newman and Smith, 2016, p. 610).

In communication literature, the concept of authenticity has

its particular focus. Although the meaning of authenticity may be

ontological in the field of philosophy, in the context of media, the

TABLE 1 A two-dimensional typology of virtual characters.

Agency type

Human-controlled Machine-controlled

Way of
representation

Physically
embodied

Virtual characters with physical bodies driven by real humans.
(e.g., fictional characters acted by real humans)

Virtual characters with physical bodies driven by machines. (e.g.,
robots)

Virtually
embodied

Virtual characters with digital bodies driven by real humans.
(e.g., avatars, human-voice-acted virtual streamers)

Virtual characters with digital bodies driven by machines. (e.g.,
chatbots with digital bodies, digital pets, Vocaloid virtual idols in
performance)

Disembodied Virtual characters with no visible bodies driven by real humans.
(e.g., humans with no visual representations in online
chatrooms)

Virtual characters with no visible bodies driven by real humans.
(e.g., Smart assistant in AI speaker, chatbots with no visual
representations)
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meaning of authenticity is essentially

psychological—authenticity only exists in the “perceived”

form. Enli (2014) uses the term “mediated authenticity” to

capture the uniqueness of authenticity in the context of media

by stating that it “traffics in representations of reality” (p. 1). It

exists in the communicative process of the “symbolic

negotiations between the participants in the communication”

(Enli, 2005). In addition, unlike the concept of authenticity in

philosophy, (perceived) authenticity in communication literature

is rarely used to evaluate the self. In other words, authenticity in

the context of media mostly concerns perceived authenticity of

various objects (e.g., things, people, information, and actions)

other than self, which also applies to people’s experience with

virtual characters.

5.1.1 Components of perceived authenticity
In Enli’s conceptualization, mediated authenticity comprises

three aspects: trustworthiness, originality, and spontaneity.

Trustworthiness pertains to whether the communicated

information is factually correct and accurate. Originality refers

to something being genuine and original, as opposed to

manipulations and copies. Spontaneity concerns whether the

actions in the communication process are natural and

unscripted. Enli (2014) also suggested that every time a new

media technology is introduced to people’s daily communication,

the three aspects of mediated authenticity will be redefined in this

process.

Lee (2020) further developed Enli’s conceptualization by

summarizing that (perceived) authenticity of communication

comprises three components: perceived authenticity of source,

perceived authenticity of message, and perceived authenticity of

interaction. Perceived authenticity of source pertains to the

veracity of the source’s identity—whether the source’s actual

identity is consistent with its claimed identity. Perceived

authenticity of message concerns whether people perceive the

content of communication to be true—specifically, whether “a

message truthfully represents its objects, be it an event, a person

(including the source him/herself), or an issue” (Lee, 2020, p. 62).

Perceived authenticity of interaction pertains to whether people

“feel they are a part of actual interaction, which transforms a

detached audience as in conventional mass communication into

a participant in the communication process” (Lee, 2020, p. 63).

In Lee’s conceptualization, perceived authenticity “may boil

down to ‘perceived typicality’ of the object” (p. 64), which is

determined by whether a certain object (i.e., the source, the

message, or the interaction in the communication process) is

perceived as congruent with individuals’ expectancies on the

object. And these expectancies are based on a number of

comprehensive factors such as individuals’ cognitive schemas,

stereotypes, past experience, prior knowledge, and the reciprocity

and spontaneity of the interaction. Meeting the expectancies

increases individuals’ degree of perceived authenticity. When the

expectancies are violated, if the individuals have low accuracy

motivation, such as low issue involvement or low need for

cognition, they may perceive lower authenticity; however, if

they have high accuracy motivation, they may look for

particular authenticity markers such as source expertise and

cues for consensus to determine the degree of perceived

authenticity.

Based on the three components of perceived authenticity, Lee

(2020) proposed a comprehensive authenticity model of (mass-

oriented) computer mediated communication, suggesting that

individuals’ perceived authenticity of source, message, and

interaction are positively affected by the satisfaction of their

expectancies on source, message, and interaction respectively,

and subsequently influence individuals’ baseline cognitive,

affective, or behavioral reactions. Specifically, perceived

authenticity amplifies baseline affective outcomes and

intended behavioral change; perceived source authenticity and

perceived message authenticity intensify baseline cognitive

outcomes, while perceived interaction authenticity interferes

with baseline cognitive outcomes.

5.1.2 Similar concepts to perceived authenticity
In communication literature, perceived authenticity seems to

share similar conceptual concerns with several notions such as

credibility, perceived realism, presence, and para-social

interaction. However, these concepts are either distinct from

perceived authenticity theoretically or represent only partials of

perceived authenticity in particular contexts.

Among the concepts similar to perceived authenticity,

credibility is the most notable one (Lee, 2020). As a concept

that has been extensively studied in conventional mass

communication research, credibility has been conceptualized

as source credibility, message credibility, and medium

credibility (Metzger et al., 2003; Sundar, 2008). Source

credibility refers to an individual’s judgment on the

believability of a communicator, which is often

operationalized as perceived trustworthiness and expertise of

the source of a message (Wilson and Sherrell, 1993); message

credibility refers to judgments made by individuals concerning

the veracity of the content of communication (Appelman and

Sundar, 2016); medium credibility pertains to the believability of

a given medium or channel of message delivery (Metzger et al.,

2003). And these three aspects of credibility are often confounded

with each other (Appelman and Sundar, 2016). Among the three

aspects of credibility, message credibility does conceptually

overlap with perceived message authenticity, both concerning

the veracity of message in communication (Lee, 2020). However,

perceived message authenticity goes beyond the factuality of the

message and also comprises “perceived transparency of the

source’s professed goals and intent” (Lee, 2020, p. 62), which

is not entailed in message credibility. In addition, the other two

aspects of credibility are distinct from other aspects of perceived

authenticity theoretically. Distinct from source credibility,

perceived authenticity of source focuses on the veracity of
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claimed identity of the source (i.e., whether the communicator is

really who he/she claims to be) rather than qualities of the source

such as trustworthiness, degree of authority, or expertise as in

source credibility. The uniqueness of perceived source

authenticity echoes with the increasing concerns over fake/

mistaken identity issues due to the permeation of mediated

communication and advances in technologies like deep-fake

and AI (McMurry, 2018; Solon, 2018; Vaccari and Chadwick,

2020). Similarly, neither perceived authenticity of interaction,

nor medium credibility has its conceptual counterpart in the

other notion. To summarize, although credibility and perceived

authenticity do share some commonalities in terms of evaluating

messages in communication, they are two distinct concepts with

different research focuses.

Perceived realism is also a notion that is similar to perceived

authenticity. However, the concept of perceived authenticity is

broader than perceived realism. In the field of communication,

perceived realism is mostly studied in the context of narratives

research, particularly in studies on the experience of

transportation and identification (Green and Brock, 2000;

Busselle and Bilandzic, 2008). According to Busselle and

Bilandzic (2008), perceived realism comprises external realism

and narrative realism. The former concerns the degree of

similarity between the story world and the actual world, while

the latter concerns the coherence within the story world. Both

types of perceived realism are distinct from the fictionality

judgment—a perceiver’s knowledge of whether the story is

fictional does not affect his or her perceived realism

judgment; instead, it is whether the story matches their

expectancies that matters (Busselle and Bilandzic, 2008; Lee,

2020). Perceived realism is similar to perceived authenticity in

that both pertain to one’s subjective judgment of what is real.

However, perceived authenticity applies to broader research

contexts beyond the research on narratives. In addition, the

concept of perceived authenticity also entails one’s judgment

on factuality or fictionality, which is excluded in perceived

realism.

Presence is another concept that has some conceptual

commonalities with perceived authenticity, particularly in the

contexts of CMC and HCI. Presence is defined as “a

psychological state in which virtual objects are experienced as

actual objects in either sensory or nonsensory ways” (Lee, 2004,

p. 27). Its emphasis on “actual-like” experience refers to

perceived non-mediation or perceived non-artificiality of the

experience (Biocca, 1997; Lombard and Ditton, 1997;

Lombard et al., 2000; Lee, 2004). According to Lee (2004),

there are three types of presences—physical presence, social

presence, and self-presence, in which virtual physical objects,

virtual social actors, and virtual selves are experienced as actual

ones, respectively. In a sense, presence and perceived authenticity

share the same core concerns—a feeling of “realness.” However,

these two concepts are qualitatively different from each other by

definition. Presence is a particular psychological state of

individuals themselves in particular experience, while

perceived authenticity is a complex judgment made by

individuals on particular objects. To be specific, presence is an

individual’s psychological state of experiencing virtual objects as

if they were actual objects, which emphasizes perceived “non-

mediation” or perceived “non-artificiality” of individuals’

experience (Biocca, 1997; Lombard and Ditton, 1997; Lee,

2004). By contrast, perceived authenticity is a complex

judgmental perception of source, message, and interaction

regarding veracity, sincerity, and realness (Lee, 2020). All

three types of presence seem to correspond with the notion of

perceived authenticity of interaction—individuals’ perception of

being part of actual interactions (Lee, 2020). However, they do

not reflect perceived source authenticity or perceived message

authenticity. For example, when people are aware of the

mediation or simulation, which leads to low degrees of

presence, they might still feel the entire experience is

authentic and meaningful. In addition, presence comprises

self-presence, while perceived authenticity does not concern

judgement on the self. Taken together, presence and perceived

authenticity are also two distinctive notions, although elements

of social presence conceptually overlap with perceived

interaction authenticity.

In a word, although some other similar concepts, such as

credibility, perceived realism, and presence, also capture certain

aspects of perceived authenticity, they are not as suitable as

perceived authenticity in examining people’s subjective

experience of “realness” in a comprehensive way. For

example, credibility cannot be used to study individuals’

perceived authenticity of interaction, perceived realism cannot

be used outside the narrative context, and presence cannot be

used to evaluate perceived authenticity of message. In summary,

in communication literature, perceived authenticity is a unique

unifying concept with a focus on people’s subjective experience of

“realness.”

5.2 Perceived authenticity in people’s
experience with virtual characters

Despite that prior research on various virtual characters has

touched on certain aspects of perceived authenticity in particular

ways, few have taken perceived authenticity as a unifying concept

in understanding people’s experience with them in a

comprehensive way (Lee, 2020).

In conventional HCI frameworks under which people’s

experience with machine-controlled virtual characters has

been mostly studied, “realness” often equals “human-likeness,”

which pertains to whether a machine feels like a real human to

users (Turing, 1950; Weizenbaum, 1966; de Borst and de Gelder,

2015; Shum et al., 2018; Chaves and Gerosa, 2019). However, as

machine agents are becoming more ubiquitous in human life

(Rahwan et al., 2019), they are increasingly conceived as
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distinctive communicators rather than mere channels of

communication (Guzman and Lewis, 2020). In this process,

people’s expectations and perceptions of machine-controlled

virtual characters and their relationships with them can also

evolve (Turkle, 2007; Turkle, 2011; Sundar, 2020), which invites

more holistic research on perceived authenticity. Specifically, as

people are becoming more acquainted with interacting with

machine-controlled virtual characters, their heuristics about

machine agency and their relationships with machines can

evolve to be unique and yet meaningful ones (Turkle, 2007;

Sundar, 2020). For example, people may find machines more

secure and credible than humans in some cases (Sundar and Kim,

2019). In other words, sometimes machine agents may not

necessarily need to act like humans to be perceived as

authentic as long as they satisfy individuals’ heuristics about

machines. In these cases, perceived authenticity can be a

particularly useful concept because it captures the complexity

and multiple dimensions of “realness” in people’s experience

with various virtual characters, including both machine-

controlled and human-controlled virtual characters.

Although Lee’s (2020) conceptualization of perceived

authenticity was proposed in the context of mass-oriented

computer-mediated communication, it can also provide a

preliminary framework to understand people’s experience with

virtual characters. Perceived authenticity in people’s experience

with virtual characters can also be examined from three aspects:

whether the identity of the virtual character that they interact

with feels authentic to people (i.e., perceived source

authenticity), whether what the virtual character says feels

true to them (i.e., perceived message authenticity), and

whether the interaction with the virtual character feels like

an actual interaction to them (i.e., perceived interaction

authenticity). Nevertheless, scrutinizing people’s experience

with virtual characters reveals some unique characteristics of

perceived authenticity in this context, particularly with

perceived source authenticity, which will be discussed in the

following section.

5.2.1 Multi-layered perceived source
authenticity

The most distinctive characteristic of perceived authenticity

in people’s experience with virtual characters in comparison with

the general version of perceived authenticity is that perceived

authenticity of source in this context is always multi-layered.

According to Lee (2020), perceived authenticity of source in

communication refers to the veracity of the claimed identity of

the source (Lee, 2020). However, the model seemed to have

simplified the complexity of sources in many communication

contexts. For example, information transmitted through

computer-mediated communication often has multiple layers

of sources, resulting in “a confusing multiplicity of sources of

varying levels of perceived credibility” (Sundar, 2008, p.73). In

other words, when determining perceived source authenticity,

individuals much distinguish which layer of source they are

referring to.

This is particularly true for people’s experience with virtual

characters because a virtual character as a multi-dimensional

concept always has multiple layers of identities. Since agency and

representation are two dimensions of virtual characters, the

identity of a particular virtual character naturally also has at

least two layers. The first layer of its identity concerns agency,

whether the virtual character is controlled by a human or a

machine. The second layer of its identity contains multiple sub-

layers concerning various specific identities related to its

representation, such as the social-group identities represented

by the virtual character (e.g., gender, race, and profession of an

animated game character) and the identifiable individual identity

related to the representation of the virtual character (e.g., an

animated Barack Obama).

As a result, perceived source authenticity of a virtual

character also comprises at least two basic layers: perceived

authenticity of the virtual character’s claimed agency, and

perceived authenticity of the identities of the virtual

character’s representation. Perceived authenticity of agency

pertains to whether individuals perceive a virtual character’s

agency matches its claimed agency. For example, when a

virtual character is labeled as or claims itself to be a human

agent, people may feel it is indeed a human agent (high perceived

source authenticity in terms of agency) or is faked by a machine

agent (low perceived source authenticity in terms of agency).

Perceived authenticity of represented identity pertains to whether

individuals perceive the specific social or individual identity of a

virtual character’s representation matches with their judgement

of its “actual” social or individual identity. For example, if a

virtual influencer identifies herself as a liberal, people can read his

or her posts and judge whether he or she really is liberal.

5.3 A multi-layered model of perceived
source authenticity for people’s
experience with virtual characters

Because of the unique characteristics of perceived source

authenticity in people’s experience with virtual characters, a

multi-layered model of perceived authenticity of source is

proposed based on Lee’s authenticity model (Lee, 2020).

Specifically, the multi-layered identity of virtual characters and

subsequent multi-layered perceived source authenticity should

be reflected in the modified authenticity model for people’s

experience with virtual characters. The antecedents of

different layers of perceived source authenticity, cues that may

have a major impact on people’s authenticity judgment should be

examined to advance theoretical and practical research. As such a

multi-layered model of perceived authenticity of source for

people’s experience with virtual characters is proposed, as

shown in Figure 2.

Frontiers in Virtual Reality frontiersin.org09

Huang and Jung 10.3389/frvir.2022.1033709

https://www.frontiersin.org/journals/virtual-reality
https://www.frontiersin.org
https://doi.org/10.3389/frvir.2022.1033709


The proposed model argues that perceived authenticity of

source in people’s experience with virtual characters should be

examined in two layers: the first layer pertains to its agency; and

the second layer pertains to the social identities of the

representation of the virtual character. In the original

authenticity model, Lee proposed that the confirmation of

people’s expectancies regarding the identity of the source can

enhance perceived source authenticity and subsequent outcomes

(Lee, 2020). This argument is actually in line with a core

argument in Expectancy Confirmation Theory (ECT) that

expectations act on satisfaction via later perceptions such as

perceived performance and disconfirmation of beliefs (Oliver,

1976; Oliver, 1980; Hossain and Quaddus, 2012). In line with the

logic of ECT, Lee’s authenticity model suggested that

expectancies act on people’s perceived authenticity via the

confirmation of expectancies through authenticity markers

such as consensus cues (Lee, 2020). In other words, it is the

consistency between people’s expectancies of source and the

information and cues they perceived in the communication

process that determines perceived source authenticity.

Following the same logic, in our proposed model, the

consistency between individuals’ expectancies about a virtual

character’s claimed agency and cues they perceive during the

interaction with virtual characters would enhance perceived

authenticity of the virtual characters’ claimed agency; and the

consistency between individuals’ expectancies about a virtual

FIGURE 1
The hologram version of Chinese Vocaloid character Luo Tianyi performs on the same physical stagewith the Pipamaster Fang Jinlong during a
New Year’s Eve Concert hosted by Bilibili on December 31, 2019. The flowers and snowflakes were also generated by CGI technology and projected
via hologram technology.

FIGURE 2
A multi-layered model of perceived source authenticity in people’s experience with virtual characters.
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character’s represented identities and cues they perceive during

the interaction with virtual characters will enhance perceived

authenticity of the virtual characters’ represented identity. And

the two layers of perceived authenticity of source together may

determine people’s overall perceived source authenticity with the

virtual characters, and subsequently influence the cognitive,

affective, and behavioral outcomes.

In other words, for a virtual character to be perceived as

authentic, there are two aspects to consider. On the first layer, if a

virtual character is claimed/labeled as machine- or human-

controlled, showing characteristics or cues that match people’s

expectancies of what a machine or a human should look or act

like shall enhance its perceived source authenticity in terms of

agency. On contrary, violating these expectancies will reduce

perceived source authenticity. For example, introducing a

chatbot as an avatar shall induce people’s expectancies about

human-human communication, and raise people’s expectations

of interactivity because people have higher expectancies for

human-human communication than for human-machine

communication (Go and Sundar, 2019). As a result, if the

chatbot subsequently shows low interactivity, perceived source

authenticity will be derogated. However, it should be noted that

people’s heuristic about machines, defined as “the mental

shortcut wherein we attribute machine characteristic or

machine-like operation when making judgements about the

outcome of an interaction” (Sundar and Kim, 2019, p. 539),

have been and will continue to be evolving, particularly with the

increasing capability of AI (Sundar, 2020; Yang and Sundar,

2020). Although the word “machine-likeness” has conveyed

some pejorative meanings associated with low performance in

many contexts, the application of AI in various fields of human

life has been re-shaping people’s perception of machines

(Burmester et al., 2019; Muresan and Pohl, 2019; Rahwan

et al., 2019). In some contexts, machines are perceived as

possessing “intelligence that is not just human-like, but

surpasses human abilities” (Sundar, 2020, p. 79). In these

contexts, being “machine-like” may not necessarily contain

negative connotation. Instead, it may activate individuals’

positive machine heuristics and may affect the interaction

outcomes in a positive way. In such situations, being

perceived as an “authentic” machine may particularly enhance

the positive effect of machine heuristics on cognitive, affective,

and behavioral outcomes.

On the second layer, to enhance perceived source

authenticity, the cues from a virtual character should also be

consistent with the expectancies associated with the virtual

character’s represented social or individual identities.

Specifically, when a virtual character is represented as a

certain social role or character, its subsequent behavioral cues

need to match its representation. It should be noted that such

representation includes not only visual representations, more

associated with physically embodied virtual characters, but also

auditory representations and nominal representations such as a

simple name, which is more associated with disembodied virtual

characters. For example, Daodao (as shown in Figure 3), a

Chinese bookkeeping and social networking application uses

chatbots as bookkeeping companions for its users, in which

users may search and select a celebrity character like a pop

idol, a movie star, a game or anime character, as their daily

bookkeeping companion, and set up a social role, such as a

boyfriend, girlfriend, brother, or sister. The corpus of each

celebrity bot has combined both 1) input from both the

content team who produce individualized chats for each

celebrity figure according to their public personae, and 2)

“crowdsourced” input from fans who really know how their

idols would act (Tsang, 2019). From the lens of the proposed

multi-layered model of perceived source authenticity, the level

of authenticity perceived by the users related to a particular

celebrity bot happens mainly on the second layer of perceived

source authenticity. Users have certain expectancies on

particular celebrity characters and their assigned social roles,

and auto-replies in congruent with those celebrity characters

and their social roles can satisfy those expectancies and thus

enhance perceived source authenticity in terms of the virtual

character’s represented identities.

Although these two layers together shaped individuals’

overall perceived authenticity of source and the subsequent

cognitive, affective, and behavioral outcomes, the magnitude of

the influence of the two layers may differ according to specific

contexts. Specifically, in contexts where machine agency or human

agency has an overt advantage—for example, machines are

generally considered to be more reliable in terms of handling

large qualitative data than human beings (Yang and Sundar, 2020),

perceived source authenticity in terms of claimed/labeled agency

(i.e., the first layer) shall have a greater impact on the overall

perceived authenticity of source. On the other hand, in contexts

where people are more drawn to the virtual character’s represented

identities, perceived source authenticity in terms of the virtual

character’s represented social/individual identities (i.e., the

second layer) shall have a greater impact on the virtual

character’s overall perceived authenticity of source. In other

words, the two layers of perceived authenticity of source might

have different degrees of impact on the overall perceived source

authenticity, depending on which layer of source identity plays

a more important role in a particular interaction with a specific

virtual character.

To summarize, this manuscript proposes that machine

agents may not necessarily need to be perceived as humans to

be perceived as authentic as long as they satisfy individuals’

heuristics about machines and/or the virtual character’s

represented identities. According to the proposed model, a

machine-like machine is more likely to be perceived as

authentic than a machine that pretends to be a human as

perceived authenticity of virtual characters is determined by

the two layers of source authenticity, regardless of the

ontological nature of such virtual characters.
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6 Concluding remarks and future
research

Since their invention, virtual characters have been studied

extensively under myriad theoretical frameworks in various

fields. Despite the accumulated knowledge about virtual

characters, understandings of people’s experiences with them

are dispersed in separate fields, mostly based on the virtual

characters’ ontological nature. As technology advances, both

the quantity and complexity of virtual characters are rising

drastically, which demands more comprehensive research

frameworks. The current manuscript intends to initiate such

efforts by proposing a two-dimensional typology of virtual

characters and a multi-layered model with a focus on

perceived source authenticity.

The proposed typology and the model can be used in several

ways. The typology can be used as a guide to identify the category

of virtual characters in a given context, which helps hypothesize

the expectancies and associated cues. Then, using the multi-

layered model of perceived source authenticity, one may examine

which layer of perceived source authenticity matters more in that

specific context, which can help guide or modify the design of a

particular virtual character. For example, if it is found that the

second layer of perceived source authenticity of a virtual streamer

(e.g., perceived source authenticity in terms of its represented

identities such as a certain profession) has a greater impact on the

overall perceived source authenticity and subsequent outcomes

such as recall of information delivered by the virtual streamer

(cognitive outcome), likeness of the virtual streamer (affective

outcome), and audience engagement (behavioral outcome), it

implies that people may not care whether this virtual streamer is

ontologically a human or a machine. Then, resources probably

should not be wasted in making this virtual streamer look as

human-like as possible. Instead, it should prioritize identifying

typical cues or pivotal markers that make the virtual streamer’s

represented social and individual identities in the virtual

environment feel authentic to its audience (e.g., typical cues

related to the virtual streamer’s represented profession). And

hypotheses in which 1) such potential cues are independent

variables, 2) expected outcomes are dependent variables, and 3)

two layers of perceived source authenticity are mediators, can be

proposed and tested empirically for this scenario.

As a simplified model to initiate more comprehensive research

on complicated virtual characters, the multi-layer model of

perceived source authenticity has some limitations. One is that it

does not comprise the other two aspects of perceived authenticity,

FIGURE 3
Screenshots from the Chinese application Daodao. From left to right: the “adding character” page where users may select a variety of virtual
characters such as movie characters, stars, and virtual celebrities; a screenshot from chats with the anime character Doraemon; a screenshot from
chats with a Korean Pop idol character.
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perceived authenticity of message and perceived authenticity of

interaction. Since Lee’s authenticity model is a preliminary

model, the relationships among perceived authenticity of source,

message, and interaction still need further investigation (Lee, 2020).

Like other communication processes, people’s experience with

virtual characters is often a continuous process of making

judgments on the source, the messages, and the interaction. In

this process, their judgment can also be changed and adjusted as

communication deepens. Specifically, as first impression plays an

important role in initiating and maintaining relationships, the first

impression of virtual characters may influence users’ initial

perception of virtual characters and subsequent assessment of

their interaction with the virtual characters. In this sense,

perceived source authenticity is essential in determining the first

impression of virtual characters, which may subsequently influence

the other types of perceived authenticity. Nevertheless, future

research may look for ways to add the other two aspects of

perceived authenticity to an extended version of the currently

proposed model.

As a final remark, perceived authenticity of virtual characters

attracts more interests from both the academia and industry as

virtual characters play an increasingly essential role in our daily

lives. Perceived authenticity is a concept that may bridge the

traditionally separated research on virtual characters across

various disciplines, based on their ontological nature. The

proposed typology of virtual characters and the multi-layered

model of perceived authenticity sheds some lights on how to take

a holistic approach to understand emerging virtual characters

and human experience with them as a meaningful first step.
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