
Towards Open-Source Web-Based 3D
Reconstruction for Non-Professionals
Oliver Dietz and Jens Grubert*

Department of Electrical Engineering and Computer Science, Coburg University of Applied Sciences and Arts, Coburg, Germany

Structure-from-motion and multi-view stereo can be used to create 3Dmodels from image
sequences, but are not widely adopted by consumers. We study how to address two
challenges of such systems for non-professional users: 1) their technical complexity, and,
2) the computational demand needed for processing. To this end, we embed an open-
source pipeline in a scalable cloud environment and create a user interface aimed at non-
professional users of photogrammetry systems. Finally, we evaluate both the cloud-based
infrastructure and the user interface and demonstrate its usability.
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1 INTRODUCTION

The ability to create 3D models from real-world objects and environments is a key enabler for
content production for Extended Reality. Traditional structure-from-motion and multi-view
stereo approaches are technically advanced and have the potential to be used for 3D
content creation with millions of existing mobile devices without the need for specialized
sensors beyond RGB cameras. Specifically, the majority of capture devices available to
consumers, such as smartphones or tablets still employ monoscopic cameras (with
exceptions such as the Apple iPhone 12 Pro). While research on extracting 3D
information from single views is on the rise Fahim et al. (2021); Watson et al. (2021)
classic photogrammetry pipelines are still worthwhile to be considered. However, while both
open-source and commercial photogrammetry software exists, they are not widely adopted by
consumers.

Two challenges arise, when trying to support non-expert users in creating 3D models from image
sequences, namely capturing the image sequences and processing them to a 3D model. Within this
work, we concentrate on the later challenge. Specifically, we study how to address two challenges of
processing image sequences into a 3D model for non-professional users: 1) the technical complexity
of the process, and, 2) the computational demand needed for processing, typically requiring access to
GPU accelerated computing hardware.

To address those challenges, we embed an open-source pipeline in a scalable cloud environment
and create a user interface aimed at non-professional users of photogrammetry systems and
evaluate both the user interface and cloud environment. Our work indicates that it is possible to
create usable 3D reconstruction interfaces for novice users, but also that the computational costs
are substantial, which can become an obstacle when trying to offer 3D reconstruction services pro
bono publico.

The remainder of this paper is structured as follows. First, we embed our approach into related
work. Then, we derive, describe and evaluate the user interface for non-expert users. We then present
our cloud-based reconstruction architecture and evaluate its running costs and conclude the paper
with a discussion.
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2 RELATED WORK

Our work is embedded in the large area of 3D reconstruction
(Gomes et al. (2014); Iglhaut et al. (2019); Jiang et al. (2020); Zhao
et al. (2020)).

When aiming at making photogrammetry workflows
accessible to non-expert users, they typically need support in
capturing the image sequences and processing them to a 3D model.
The first issue is commonly addressed using view planning or
guidance techniques Hoppe et al. (2012); Langguth and Goesele
(2013); Locher et al. (2016); Andersen et al. (2019); Isabelle and
Laurendeau (2020) and available in selected commercial
applications such as SCANN3D1 or TRNIO2. For the scope of
our work, we assume that such guidance techniques would be
available for capturing image streams. The second issue
(processing image sequences into a 3D model) relies on
underlying technical complex structure-from-motion and
multi-view stereo pipelines. While modern smartphone can
locally process 3D models using structure-from-motion and
multi-view-stereo, the limited computational resources
compared to a dedicated compute server typically limit the
scope of 3D reconstructions. Also, many open-source solutions
such as AliceVision or OpenMVG as well as commercial
solutions such as Metashape, RealityCapture or Pix4DMappper
exist, which can be deployed on dedicated computing hardware
such as PCs or compute servers with powerful GPUs. However,
they are typically cumbersome to use for beginners due to the
shear complexity of parameters that can influence the 3D
reconstruction outcome as well as hardware requirements for
computing complex 3D models consisting of potentially
hundreds of images.

Hence, prior work has investigated on how to simplify the
reconstruction process for non-expert users through web-based
services. In Heller et al. (2015), a Structure from Motion pipeline
was provided as a web service which was developed at the Center
of Machine Perception (CMP) of the Czech Technical University
in Prague. The servers for the web service were hosted at the same
location. The service can be used either via a CLI client or web
browser. With the latter users can upload images to the web page
interface and start a 3D reconstruction job. There are 21 different
job types each with a different task for the reconstruction. A
“One-Button” feature allows to skip the configuration of all
parameters and use default settings. A similar approach was
proposed in Laksono (2016). There, a new Structure from
Motion pipeline was developed with existing libraries and
combined with a single page application as the interface.
Registered users can upload images, specify options such as
feature detector and camera intrinsics, and perform the 3D
reconstruction on the server. The work elaborates on the term
“cloud computing” but does not take advantage of workload
distribution. Yet another web-based approach was presented in
Vergauwen and Van Gool (2006). Though, in this case, the 3D
reconstruction is not accessed via a web browser but with two
separate desktop applications: An upload tool and a model-
viewer tool. The upload tool lets the user select, preview, and
finally upload the images to start a 3D reconstruction on a remote
cluster of servers. The remote reconstruction consists only of

camera calibration, depth map, and quality map. The results can
be downloaded as a bundle via FTP and viewed via the model-
viewer tool. Users can also triangulate the 3Dmodel in the model-
viewer. While 3D reconstruction is feasible on modern
smartphones Ondruska et al. (2015) multiple approaches
combined a server-based reconstruction back-end, with
capturing front-ends on mobile devices (e.g., Muratov et al.
(2016); Fleck et al. (2016); Poiesi et al. (2017)) due to the
(relatively) larger computational power of dedicated servers.

Focusing on open-source 3D reconstruction, Stathopoulou et al.
compare three common open-source image-based 3D
reconstruction pipelines (OpenMVG, COLMAP, AliceVision,
which we also employ in our project) Stathopoulou and
Remondino (2019). The aim of their research was to investigate
algorithm reliability and performance on large data sets. Julin et al.
propose to combine photogrammetry and terrestrial laser
scanning, focusing on generating 3D models that are compatible
with web-based 3D viewers Julin et al. (2019). To this end, they
employ a commercial product (RealityCapture) and evaluate its
performance for photogrammetry-based, laser-scanning based and
hybrid 3D reconstruction. Bouck-Standen et al. introduce the
NEMO Converter 3D to reconstruct 3D objects from annotated
media. In addition, they introduce a web-based interface to edit the
resulting 3Dmodels (cropping for removing unwanted parts of the
reconstruction, and reorienting) but do not evaluate it in a user
study Bouck-Standen et al. (2018). Sheng et al. introduce a set of
algorithms focusing on creating compact surface reconstructions
suitable for 3D printing through a computationally efficient
process Sheng et al. (2018). The data is stored in a cloud-based
server and the point cloud data can be viewed through an web-
based interface. Their evaluation concentrates on reconstruction
quality. No formal user study was carried out.

Our approach complements these prior works by specifically
investigating challenges relevant for non-expert users.

3 AN OPEN-SOURCE WEB-BASED 3D
RECONSTRUCTION PIPELINE

Existing software for creating 3D models using structure-from-
motion and multi-view stereo are typically aimed at expert users
who are aware of relevant parameters (such as number of
keyframes, or descriptor types) that can influence the
reconstruction as well as have access to sufficient
computational resources.

Our goal was to develop and evaluate a scalable and open-
source 3D reconstruction pipeline that can be easily used by non-
professionals who do not have the technical knowledge required
for photogrammetry software. Our goals were 1) to ease the use of
AliceVision for non-experts and 2) reduce the local
computational demand needed for processing.

Our system consists of three main components: 1)
photogrammetry software, 2) a web-based user interface, and
3) a cloud based computing environment.

As photogrammetry pipelines are alreadymatured, we decided
on relying on an existing pipeline as a technical basis. To this end,
we chose AliceVision, an open-source photogrammetry pipeline
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under the Mozilla Public License, which allows for both sparse
and dense 3D reconstruction using videos or a set of images as
input. The development and evaluation of the two other
components are described in the following.

4 USER INTERFACE FOR NON-EXPERTS

AliceVision is a photogrammetry pipeline consisting out of
multiple steps (typically, camera initialization; feature extraction,
description and matching; incremental or global structure-from-
motion; depth-map estimation; meshing; texturing). Individual
modules can be added, exchanged and parameterized. To ease
the use of AliceVision, Meshroom can be used as the graphical user
interface. It exposes the underlying photogrammetry workflow in a
visual programming environment (using a dataflow graph) and
allows for visualization of the (intermediate and final) result. In
addition, it provides a standard parameterization of a
photogrammetry workflow. To find out if the interface affords
easy usage, we conducted a usabilty inspection of the interface.

4.1 Usability Inspection of Meshroom
We conducted a usability inspection in order to identify potential
usability challenges when operating the open-source software
Meshroom. To this end, we asked three usability experts (2 male,
1 female, mean age 32 years, sd � 5.09) to conduct a cognitive
walkthrough of Meshroom. The expert users were asked to test
the application with the mindset of an inexperienced user. This
way, usability issues could be identified without the danger of
aborting the workflow when inexperienced users would not know
how to proceed. The cognitive walkthrough was conducted after
the model of Rieman et al. (1995), with the following list as a
guideline for each step in the analysis: 1) The user sets a goal to be
accomplished with system. 2) The user searches the user interface
for currently available actions (e.g., menu items, buttons,

command-line inputs). 3) The user selects the action that
seems likely to make progress towards the goal. 4) The user
performs the selected action and evaluates the system’s feedback
for evidence that progress is being made towards the current goal.
The intended goals were to create a 3D reconstruction using a set
of images as well as using a video.

The experts found the interface to be used easily in case of using
image sets with the default reconstruction parameters (which involves
importing a set of images into the user interface, pressing a button and
waiting for the reconstruction process to finish). However, both
processing videos as well as changing reconstruction parameters
was found to have a low usability for laymen. For the former, the
flow graph of the reconstruction needs to be exchanged with a
keyframe selection node (performing image selection based on
sharpness measures and frame distances), requiring an
understanding of the concepts of keyframe extraction as well as
additional steps to locate and re-import the extracted frames. For
the latter, domain knowledge about photogrammetry (such as feature
types or bundle adjustment) is required.

4.2 Web-Based User Interface
Based on the insights of the expert study, we decided to address
the two main issues of the existing user interface: Support for
video processing and ability to parameterize the 3D
reconstruction without expert knowledge. Hence, we
developed a web-interface following responsive-web design
principles (to support access for a wide variety of devices).
The process of the 3D reconstruction is split into three steps.
Step one allows the user to upload a video whose frames will later
be used for the 3D reconstruction. The according web page shows
prerequisites concerning video quality and informs the user that
the video quality is roughly determined by sharpness, exposure
and noise which all influence the quality of the 3D model (see
Figure 1A, and Figure 2). Based on the insights of the cognitive
walkthrough and given that this interface was targeted at non-

FIGURE 1 | Screenshots of the web interface. Start page (A) and overview of previous uploads (B).
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FIGURE 2 | Start page of the web interface including an example of suitable and unsuitable image frames.
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professionals, we deliberately chose to not expose the individual
reconstruction parameters. Instead, the upload form consists of
a title and a quality setting divided into low, medium and high
quality (see Appendix for parameter mapping in AliceVision).
After submitting, the user is redirected to step two which
extracts the frames of the uploaded video. The extracted
frames are filtered with a combination of blur detection and
keyframe selection. A progress bar indicates the progress of that
process. When finished, the user receives a message whether the
extracted frames are likely usable or not. In both cases, the user
can opt to try again with a different video or continue to step
three. In this step, a selection of the extracted frames are
represented to the user. A click on a “Start” button initiates
the 3D reconstruction. The user is informed that the
reconstruction can take up to several hours depending on the
video length and quality settings. When started, the user is
redirected to the “My Uploads” page which lists all previously
uploaded videos as “jobs” (see Figure 1B). The current progress
is shown for every job. The 3D model of every job that
successfully finished can either be viewed in an integrated
online 3D viewer (based on Three. js) or be downloaded as a
ZIP file.

The website was developed using the Django Framework. It was
chosen because it enforces high security standards by default, offers
a built-in authentication system, templates, and supports object-
relational mapping (ORM). It works with the Model-View-
Controller (MVC) pattern, i.e., all pages (Step 1, Step 2, Step 3,
My Uploads) are mapped to their own separate view-function in

Python which handles its logic and context. In each view-function,
a template is assigned to the page. In Django a template is an
extension of HTML which adds support for inheritance, variables,
and simple functions. In this project, all templates are based off
HTML5. All pages inherit from a master template which defines
the design as well as the previously mentioned header section and
content section. For the design the CSS framework Bootstrap was
used to support responsive design. Updating the progress bars on
the pages Step 2 and “My Uploads” occurs through polling the
current status in fixed intervals via AJAX and helper functions
from jQuery. The authentication system as well as the jobs are
backed by a SQL database.

4.3 User Study
To evaluate if the designed web-interface addresses the
complexity of photogrammetry software and if it offers an
intuitive, easy-to-use interface for non-experts we conducted a
usability study with 10 participants (8 male, 2 female, mean age
27.6, sd � 7.4). None of the participants had prior experience with
3D reconstructions. Participants rated their experience with
photography on average as 3.6 (sd � 1.2) and their experience
with online platforms on average as 4.4 (sd � 2.4) on a seven-item
Likert scale ranging from 1: very inexperienced to 7: very
experienced.

4.3.1 Procedure and Apparatus
The study took place in online meetings via Zoom due to
pandemic restrictions. In the beginning, the subjects were
given a handout containing general information about the
study such as the topic, the goal, and instructions. The
instructions stated that the web application takes a video as
input and outputs a reconstructed 3D model representing the
object recorded in that video. It also stated that the subjects are
provided with a pre-recorded video of 10 seconds. With that, they
were asked to iterate the steps of the web application. Figure 3
shows sample frames of the employed video. A video of
10 seconds was chosen to keep the reconstruction time to a
manageable level.

FIGURE 4 | Boxplot of the SUS scores. Mean: 90, sd � 5.7.

FIGURE 3 | Sample frames of the video used for the user study.
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During the study, subjects were asked to constantly
verbally express what they think and feel about
operating the web interface (think out loud). For the
whole process the participant’s screen and audio were
recorded for later evaluation and notes were taken
about their behavior while operating the interface. At
the end, they were asked to fill out the System Usability
Scale (SUS) Brooke (1996). After the SUS, subjects were
asked to additionally fill out the following questions for
feedback: (1) This is what I liked . . . , (2) This is what I
did not like . . . , (3)My suggestions for improvement . . . ,
and (4) I think my use cases could be . . .

4.3.2 Results
According to Brooke (1996) the average score is 68 and the score
rating is as follows: < 51 Awful, 51–68 Poor, 68 Okay, 68–80.3
Good, > 80.3 Excellent. The average score among the ten
participants was 90 with a standard deviation of 5.7, therefore
indicating an excellent rating, see also Figure 4.

By evaluating the recordings with the participants’ behavior
and expressions of the participants, several observations could be
made. All participants immediately started reading the
instructions stated on the website and were quick to grasp the
structure and functionality of it. All of themwere able to complete
the steps for reconstructing a 3D model on their own without
needing any type of hint or support. All participants looked at the
expert settings, recognizing that they require more technical
knowledge and assumed that those are presumably right the
way they are. Nine participants quickly learned the use of the 3D
viewer by experimenting with the controls without having to read
the instructions for control. Most of the participants expressed
that they found the given instructions useful, with P01 stating
“Everything is comprehensible”. Eight participants explicitly

expressed, that they found the text about the requirements
of the video brief but still easy to understand, while some also
mentioned the same about the overall texts of the website. Six
participants liked the example images for comparing good
and bad video quality and thought them useful. Furthermore,
two participants stated that the small selection of preview
images of the extracted frames provided more insight
for them.

Three participants were confused about the quality settings.
They assumed that it referred to the quality of their input video
instead of the quality of the output 3D model. Two of them
mentioned that the requirements of the video and the good and
bad example of a video conditioned them to think the setting
referred to the input video as well. Two participants were
confused that the job status on the “My Uploads” page briefly
read “Paused” and P6 mentioned, “When it says ‘Paused’, to me
that means something might have gone wrong.“. P6 also stated
that “the job is cryptic and does probably not help in
understanding”. Another two participants had wished for a
display of the remaining time for the video preprocessing and
3D reconstruction steps with P7 stating “It would be nice to see
when it is going to be finished”.

5 OPEN-SOURCE PHOTOGRAMMETRY IN
THE CLOUD

The 3D reconstruction is a computationally expensive process.
Modern 3D reconstruction pipelines also benefit from GPU
acceleration, in case of AliceVision utilizing Nvidia CUDA.
We relied on Amazon Web Services (AWS) for transplanting
the AliceVision pipeline to the cloud, as it is one of the major
cloud service providers.

FIGURE 5 | Structure of the cloud architecture using AWS components.
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Using AWS, a number of compute instances can be launched
to handle multiple pending 3D reconstructions in parallel. AWS
is billed on a per usage basis. Hence, to optimize runtime costs,
ideally, no compute instances should be running idle and instead
be launched only when the need arises and be terminated
whenever all tasks are finished. Therefore, we introduced a job
management system, i.e., a logic that collects new jobs in a queue,
handles the start and termination of compute instances, and
distributes the queued jobs among these compute instances.

While, strictly speaking, only the actual 3D reconstruction
process would need to be run on (accelerated) compute instances
(with web services, databases and job management being able to
be hosted elsewhere), we decided to utilize additional AWS
services in order to derive a coherent infrastructure. One
challenge in using cloud services is the vast amount of
potential products and services that could be used (e.g., as of
September 2021 AWS offers over 150 core services and over 15
thousand services and products via the AWS marketplace).
Through comparisons with prior web-based reconstruction
approaches and internal design workshops, we derived the
AWS structure shown in Figure 5.

Elastic Compute Cloud (EC2) provisions scalable computing
capacity in form of virtual servers based on different types of
instances. Batch is a job management system which launches and
terminates new EC2 instances and distributes the pending jobs
that run viaDocker accordingly. The jobs are executed via Docker
images. Simple Storage Service (S3) offers an unlimited amount of
online storage in form of buckets with primitive access via PUT
and GET queries. Relational Database Service (RDS) provisions

SQL databases. Elastic Container Registry (ECR) offers a Docker
image repository similar to Docker Hub. Virtual Private Cloud
(VPC) creates a virtual network for all services to communicate
among each other. For an extensive description of all Amazon
Web Services, refer to the official Amazon (2021).

The starting point is the webserver based on an EC2 instance.
When a user starts with step one and submits a new video, it will be
stored in a S3 bucket (a cloud storage resource). The content of the
upload form (title, video name, and quality settings) is saved via
RDS in an SQL database. A new job for preprocessing is submitted
to Batch which launches a new EC2 instance. The EC2 instance
pulls its Docker image from ECR, retrieves the content of the
upload form from RDS, and fetches the video from the S3 bucket.
When the preprocessing is finished, the extracted and filtered
frames of the video are stored in the S3 bucket. Once the user
reaches step three and starts the 3D reconstruction, the same
procedure with Batch repeats with a job for 3D reconstruction. All
content on the S3 bucket can be publicly accessed via unique links.

5.1 Implementation
The proposed concept was implemented by mainly using the
AWS Free Tier, which offers a selection of services for free under
certain conditions. The webserver and web interface were hosted
on the t2.micro general purpose instance which offers 1 vCPU
core, 1 GB of memory and 30 GB of general purpose SSD (“gp2”).
The back-end of the web interface was supported by MariaDB
hosted via RDS on a separate t2.micro instance with 20 GB of
free tier storage. The database could be manually set up on the
same compute instance as the web interface but for the sake of
simplicity and scalability the database is hosted via RDS. The S3
bucket was configured to be publicly accessible via URLs.
Uploaded videos are stored in the root of the bucket with the
naming pattern “video_<job-id>.<extension>”,
extracted frames are stored in the path “/Extracted/*”,
and results of 3D reconstructions are stored in “/Results/
*”. The compute environment of Batch was configured to use
accelerated compute instances of the instance family g4dn. All
instances of this family provision at least one Nvidia GPU with

FIGURE 6 | Selected frames of the video used for the cost evaluation.

TABLE 1 | Computation time and costs of the 3D reconstruction.

Video variation Computation time (hh:mm:ss) Costs
on g4dn.xlarge (USD)

4K–51 frames 02:06:04 1.38
4K–26 frames 00:52:55 0.58
Full-HD–51 frames 00:37:27 0.41
Full-HD–26 frames 00:14:44 0.16
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different dimensions of vCPU cores, memory, and storage space.
Lastly, the Docker images, which are utilized by Batch, and
contain the runtime environment for preprocessing and 3D
reconstruction are stored on ECR. No special configurations
were made to VPC as AWS automatically created the relevant
configuration.

Both types of jobs, preprocessing and 3D reconstruction, are
handled by Batch, and, therefore, a Docker image is required for
each. AliceVision offers a KeyframeSelection node which can
extract frames from videos and optionally filter them by the
amount of blur and “spatial distance”. While AliceVision includes
a frame extraction module, it was replaced by a custom solution
due to its empirically determined unreliability. The preprocessing
consists of a Python script that handles frame extraction via
FFmpeg, blur detection via CPBD (Narvekar and Karam (2011)),
and keyframe selection via feature matching with ORB (Rublee
et al. (2011)). The Docker image was built on the “python:
3.9” image and supplemented with the required dependencies of
the Python script. The Docker image for 3D reconstruction
contains AliceVision v2.3.0 and was built using the
instructions in the official AliceVision GitHub repository. It is
based on the image “nvidia/cuda:11.2.0-devel-
ubuntu20.04” for Nvidia CUDA support. Additionally, a
Python script was supplemented which handles the
configuration and execution of the AliceVision nodes. The
docker image is available under https://hub.docker.com/
repository/docker/mrlabcoburg/alicevision.

5.2 Cost Evaluation
The 3D reconstruction is outsourced to EC2 of the Amazon Web
Services. Usage of EC2 is billed on a per use basis and the price
depends on the type of instance and its hardware specifications.
3D reconstructions need to be computed on accelerated compute
instances, i.e., instances with GPUs which fall in a higher price
range. The computation time depends heavily on the hardware,
resolution of the images, quality of the images, and quality
settings of AliceVision. The number of images also have a
great influence which again depend on the preprocessing and
its parameters. The primary goal of this evaluation was to get an
estimate on the likely costs of running a 3D reconstruction
via AWS.

For the evaluation, a video was recorded showing a 360°

walk-around of a statue of an eagle as seen in Figure 6. The
preprocessing step was omitted in all tests to get a
predictable number of extracted images, and to focus on
the core 3D reconstruction steps. The video has a duration of
ca. 24 s and was converted to four different variations: 1) 4 K
with 2 frames per second (fps) resulting in 51 frames, 2) 4 K
with 1 fps resulting in 26 frames, 3) Full-HD with 2 fps
resulting in 51 frames, and 4) Full-HD with 1 fps resulting in
26 frames. A 3D reconstruction was started with all four
variations on “high” quality settings. The computation was
handled by a g4dn.xlarge compute instance with 4 vCPU
cores, 16 GB of RAM, 125 GB of SSD storage, and 1 Nvidia
Tesla T4 GPU. At the time of this evaluation the price for this
instance type running Linux amounted to 0.658 USD
per hour.

Table 1 indicates the runtime and associated costs. While the
computation time (and costs) increases approximately linear in
the number of frames, the increase in resolution leads to a
substantially higher computation time.

6 DISCUSSION

Through our study of an existing user interface of the open-source 3D
reconstruction software AliceVision, we identified potential challenges
for non-expert users. Hence, we designed and developed a user
interface aimed at non-professional users. The usability evaluation
indicated that user interface was indeed useful and usable. Our
evaluation also indicated, that even making available some
reconstruction parameters, requires users to acquaint certain
domain knowledge about the 3D reconstruction process, and,
hence, might not be advisable for non-expert users. However, as
with many other user interface software, there is always a trade-off
between ease-of-use and the range of accessible functions in software
user interfaces which have an effect on learnability and usability of the
user interface (c.f. Grossman et al. (2009)). For example, the output
quality (and success) of a 3D reconstruction depends onmany factors
such as the set of input images, the scene content and complexity as
well as on the reconstruction parameters. Additional steps taken by the
userswould, for example, be required in case 1) the reconstruction fails
or 2) the reconstruction quality is not in line with user expectations.
While in both cases, a reconstruction could be restarted with a
different set of parameters, for case 2) post-processing of the
3D reconstruction (e.g., removing unwanted artifacts) might
also be useful. One option could be to integrate the proposed
user interface as an interactive software wizard into the existing
Meshroom interface, which would allow for these options. But,
still, the migration of a non-expert user to an occasional,
advanced, and professional user would need to be better
understood through future research. This issue is further
complicated through the rise of AI-based methods, which,
without explainability (c.f. Abdul et al. (2018)) could lead to
even higher user frustration. Finally, the input set of images or
even the recorded scene (e.g., a translucent object such as a glass
bottle) could be unsuitable for 3D reconstruction. While our
interface supports users in selecting suitable images through a
help screen, guidance during the capture process can
complementary increase chances of successful reconstructions
Hoppe et al. (2012); Langguth and Goesele (2013); Locher et al.
(2016); Andersen et al. (2019); Isabelle and Laurendeau (2020).

Regarding, the cloud-based reconstruction pipeline, we
decided for one amongst many possible design solutions.
Specifically, relying solely on cloud software components from
a single provider (in this case Amazon Web Services) has the
benefit of a coherent and replicable configuration, but comes at an
increased cost. The core components needed for computation are
the EC2 instances. All other components could be implemented
and hosted on third party providers for likely lower costs. Also,
the choice of loading Docker images each time a new
reconstruction job is started was done to avoid unnecessary
running costs for (relatively expensive) GPU instances.
However, this comes at the cost of an delayed start of the
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reconstruction process, after the user has submitted a job.
Empirically, it took about 5 minutes to start a new EC2
instance, load and initialize the Docker image from ECR. If a
certain computational load (e.g., through a regular user base) is
expected, one could, alternatively, always keep a minimum
number of EC2 GPU instance running to allow for an
immediate start of the reconstruction process, and start
further instances as required.

Further, we reported the costs of reconstruction only for a
single GPU compute instance. We experimented with further,
more powerful instances, in order to potentially arrive at a better
cost per job ratio. However, by default AliceVision utilizes all
available cores for feature extraction, which can quickly lead to a
buffer overflow (with one image processed by core; we
experimented with up to 2 TB of RAM). The number of cores
could be restricted to a fixed number to avoid this problem.
However, this could lead to an unfair comparison between
different hardware configurations (as only a fraction of the
available cores could be utilized on a more powerful instance
for parts of the pipeline) and a likely worse price to job ratio on
those more powerful instances.

In future work, one could study the parallelization of the
reconstruction pipeline further. As of now, the whole
reconstruction process for a single job runs on a single
instance. In contrast, one could derive a setup, where each
step in the reconstruction process is executed on a separate
instance. This way, one could potentially further optimize the
cost structure as not all reconstruction steps require more
expensive GPU instances.

Finally, while we employed an open-source software for
making 3D reconstruction accessible in the cloud, the
associated costs for executing the reconstruction are high (ca.
1.38 USD for a reconstruction of solely 51 frames in 4 K). For
example, Autodesk ceased their free Photo-to-3D-Cloud service
and charges per 50 photos to be reconstructed. If a cloud-based
reconstruction service should be established on a broad scale, a
funding model (e.g., based on donations) would need to be
derived.

7 CONCLUSION

In this work, we aimed at introducing a scalable and open-source 3D
reconstruction pipeline that can be easily used by non-professionals,
who do not have the technical knowledge required for
photogrammetry software. To this end, we studied how to ease the
use of AliceVision for non-experts, developed and evaluated a user
interface aimed at non-professional users, and implemented and
evaluated a cloud-based reconstruction pipeline. In future work, we
aim at also supporting more advanced and professional users by
making the advanced reconstruction parameters of AliceVision
available through further interfaces, studying how to further
accelerate the computation of individual 3D reconstructions and to
optimize the cost structure on AWS.
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APPENDIX

The quality setting “medium” on the web interface uses the
default configuration of AliceVision which is as seen in
Table A1. The configuration of the quality settings “low” and

“high” are the same as “medium” with three main differences.
The quality “low” sets the “describerPreset” to “medium”
and the “downscale” of DepthMap as well as Texturing to 4.
The quality “high” instead, sets the “describerPreset” to
“ultra” and the “downscale” of DepthMap and Texturing to 1.

TABLE A1 | Mapping of the medium quality setting to AliceVision parameters.

Node Parameter Value Node Parameter Value

CameraInit groupCameraFallback folder DepthMapFilter minViewAngle 2.0
defaultFieldOfView 45.0 maxViewAngle 70.0
allowSingleView 1 nNearestCams 10

FeatureExtraction describerTypes sift minNumOfConsistensCams 3
describerPreset medium minNumOfConsistentCamsWithLowSimilarity 4
forceCpuExtraction True pixSizeBall 0

ImageMatching weights pixSizeBallWithLowSimilarity 0
minNbImages 200 computeNormalMaps False
maxDescriptors 500 Meshing estimateSpaceFromSfM True
nbMatches 50 estimateSpaceMinObservations 3

FeatureMatching describerTypes sift estimateSpaceMinObservationsAngle 10
photometricMatchingMethod ANN_L2 maxInputPoints 50 ,000000
geometricEstimator acransac maxPoints 5,0,00 ,000
geometricFilterType fundamental_matrix maxPointsPerVoxel 1,0,00 ,000
distanceRatio 0.8 minStep 2
maxIteration 2048 partitioning singleBlock
geometricError 0.0 repartition multiResolution
maxMatches 0 angleFactor 15.0
savePutativeMatches False simFactor 15.0
guidedMatching False pixSizeMarginInitCoef 2.0
exportDebugFiles False pixSizeMarginFinalCoef 4.0

StructureFromMotion decriberTypes sift voteMarginFactor 4.0
localizerEstimator acransac contributeMarginFactor 2.0
localizerEstimatorMaxIterations 4,096 simGaussianSizeInit 10.0
localizerEstimatorError 0.0 simGaussianSize 10.0
lookScenePreviouslyReconstructed False minAngleThreshold 1.0
useLocalBA True refineFuse True
localBAGraphDistance 1 addLandmarksToTheDensePointCloud False
maxNumberOfMatches 0 colorizeOutput False
minInputTrackLength 2 saveRawDensePointCloud False
minNumberOfObservationsForTriangulation 2 MeshFiltering removeLargeTrianglesFactor 60.0
minAngleForTriangulation 3.0 keepLargeMeshOnly False
minAngleForLandmark 2.0 iterations 5
maxReprojectionError 4.0 lambda 1.0
minAngleInitialPair 5.0 Texturing textureSide 8,192
maxAngleInitialPair 40.0 downscale 2
useOnlyMatchesFromInputFolder False outputTextureFileType jpg
useRigConstraint True unwrapMethod Basic
lockAllIntrinsics False useUDIM True
interFileExtension .abc fillHoles False

PrepareDenseScene outputFileType exr padding 5
saveMetadata True correctEV False
saveMatricesTxtFiles False useScore True
evCorrection False processColorspace sRGB

DepthMap downscale 2 multiBandDownscale 4
minViewAngle 2.0 multiBandNbContrib 1, 5, 10, 0
maxViewAngle 70.0 bestScoreThreshold 0.1
sgmMaxTCams 10 angleHardThreshold 90.0
sgmWSH 4 forceVisibleByAllVertices False
sgmGammaC 5.5 flipNormals False
sgmGammaP 8.0 visibilityRemappingMethod PullPush
refineMaxTCams 6
refineNSamplesHalf 150
refineNDepthsToRefine 31
refineNiters 100
refineWSH 3
refineSigma 15
refineGammaC 15.5
refineGammaP 8.0
refineUseTcOrRcPixSize False
exportIntermediateResults False
nbGPUs 0
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