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To reproduce realistic audio-visual scenarios in the laboratory, Ambisonics is often used to
reproduce a sound field over loudspeakers and virtual reality (VR) glasses are used to
present visual information. Both technologies have been shown to be suitable for research.
However, the combination of both technologies, Ambisonics and VR glasses, might affect
the spatial cues for auditory localization and thus, the localization percept. Here, we
investigated how VR glasses affect the localization of virtual sound sources on the
horizontal plane produced using either 1st-, 3rd-, 5th- or 11th-order Ambisonics with
and without visual information. Results showed that with 1st-order Ambisonics the
localization error is larger than with the higher orders, while the differences across the
higher orders were small. The physical presence of the VR glasses without visual
information increased the perceived lateralization of the auditory stimuli by on average
about 2°, especially in the right hemisphere. Presenting visual information about the
environment and potential sound sources did reduce this HMD-induced shift, however
it could not fully compensate for it. While the localization performance itself was affected by
the Ambisonics order, there was no interaction between the Ambisonics order and the
effect of the HMD. Thus, the presence of VR glasses can alter acoustic localization when
using Ambisonics sound reproduction, but visual information can compensate for most of
the effects. As such, most use cases for VR will be unaffected by these shifts in the
perceived location of the auditory stimuli.
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INTRODUCTION

With the recent increase in quality and availability, head mounted virtual reality displays (HMDs)
are now regularly used in combination with virtual sound environments to create more realistic and
immersive audio-visual experiments (e.g., Echevarria Sanchez et al., 2017; Kessling and Görne, 2018;
Suárez et al., 2019). Although for many studies, headphones might suffice as the playback method for
this acoustic environment, there are also many cases where loudspeaker playback might be preferred
to preserve the participants own head-related transfer function or to be able to wear hearing aids or
other ear-worn devices. This is where potential problems can arise, as recent studies have shown that
HMDs affect the acoustic signals (Genovese et al., 2018; Gupta et al., 2018; Ahrens et al., 2019). The
shape of the ear, head and body modify sound as it reaches the ear, resulting in interaural level
differences, interaural time differences and spectral changes which are used for the localization of
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sound sources (for an overview see Blauert (1997) or Hartmann
(1999)). The added volume of the HMD modifies these cues,
increasing the lateralization of the perceived location of stimuli
(Gupta et al., 2018; Ahrens et al., 2019). Such changes in the
perceived location of the sound could not only affect the
perceived spatial location of a sound, but also the integration
of audio-visual stimuli. Current experiments have only assessed
the effect of the HMD when presenting sound from a single
loudspeaker. However, VR will regularly require more complex
playback methods to be able to present spatial audio from any
location, independent of the loudspeaker setup. Ambisonics is a
commonly used playback method for such a purpose. It encodes
audio by decomposing a sound field into spherical harmonics and
can provide full-sphere surround sound (Gerzon, 1973). In its
basic form (1st-order Ambisonics), four channels corresponding
to the first four spherical harmonics are used to encode the sound
field. However, additional spherical harmonics can be included to
improve the directional resolution of the reproduction (Gerzon,
1973; Bertet et al., 2013; Ahrens et al., 2020), referred to as higher-
order Ambisonics (HOA). To accurately reproduce the encoded
sound field, the number of loudspeakers should match the
number of spherical harmonics used for the encoding. Thus,
at least (n + 1) 2 loudspeakers are needed for a full spherical
representation and 2n + 1 loudspeakers for horizontal-only,
where n is the Ambisonics order. An increase in Ambisonics
order has been shown to result in an increased localization
accuracy (Pulkki and Hirvonen, 2005; Bates et al., 2007; Bertet
et al., 2013; Thresh et al., 2017). Ambisonics reproduces the
sound field through interactions of the audio signals from
multiple loudspeakers simultaneously, independent of the
direction of the source. Thus, the effect of the HMD on sound
localization that has been shown with single loudspeaker
playback, might be different when employing Ambisonics
reproduction. In virtual audio-visual scenes the audio is not
presented in isolation, but in combination with visual
information, which is known to strongly influence sound
localization (e.g., Dufour et al., 2002; Tabry et al., 2013; Gori
et al., 2014). When audio and visual stimuli are presented in close
temporal and spatial proximity, they are integrated into one
common percept, increasing the accuracy and precision of
localization (e.g., Alais and Burr, 2004; Odegaard et al., 2015;
Freeman et al., 2018). As a result of this process, when the audio
and visual stimuli are not exactly at the same position, but still
integrated, the perceived location of the auditory stimuli is shifted
strongly towards that of the visual stimulus (the so called
“ventriloquist effect,”, e.g., Alais and Burr, 2004; Jackson, 1953;
Lewald and Guski, 2003; Thurlow and Jack, 1973). Therefore, it is
possible that potential shifts caused by the HMD can be
compensated for with visual information. Indeed, when
presenting visual information about the environment and
potential sources, such as loudspeakers, Ahrens et al. (2019)
saw a decrease in the effect of the HMD on sound source
localization, compared to when no visual information was
presented. The aim of the current study was to investigate the
effects and the interactions between the HMD, Ambisonics and
visual information on the perceived sound location. Therefore, a
sound localization experiment with hand-pointing was

performed. Participants located sounds sources which were
simulated from angles between -90° and 90° azimuth, using
first-, third-, fifth- or 11th-order Ambisonics, with and
without an HMD. Participants were first tested blindfolded, to
avoid biasing effects of any visual information. Next, they
performed the same localization task with visual information
to test if visual information can compensate for potential effects
of the HMD.

METHODS

Participants
21 participants (9 females and 12 males, average 25 ± 3 years)
were recruited to participate in the experiment. To ensure normal
hearing, audiometric thresholds were measured at octave
frequencies between 125 and 8 kHz. Data from participant
seven were excluded due to audiometric thresholds above
20 dB HL. Data from the remaining 20 participants were used
in the analysis. The participants were compensated with an
hourly rate of 122 DKK. The experimental procedure was
approved by the Science-Ethics Committee for the Capital
Region of Denmark (H-16036391) and all participants
provided written informed consent.

Acoustic Reproduction
The experiment took place in the Audio-Visual-Immersion Lab
(AVIL) shown in Figure 1, left panel. AVIL is an anechoic
chamber containing 64 KEF LS50 loudspeakers, placed in a
4.8 m diameter sphere around a height adjustable chair. For
this experiment, only the horizontal ring, containing 24
loudspeakers spaced equidistantly (15° separation), was used
for sound reproduction. Audio signals were generated in
MATLAB (The Mathworks, Natick, MA) and sent, via 2
TESIRA biamp DSPs with TESIRA SOC-4 Audio DSP cards
(biamp Systems, Beaverton, OR), to the amplifiers (Sonible
GmbH, Graz, Austria) that drive the loudspeakers.

Visual Reproduction
The virtual environment, shown in Figure 1 (right panel), was a
1:1 reproduction of AVIL. This environment was created in
UNITY3D (Unity Technologies, San Francisco, CA) and
presented via an HTC VIVE PRO (HTC Corporation, New
Taipei City, Taiwan) VR setup. Three HTC VIVE trackers at
known positions were used to ensure the spatial alignment
between the real and virtual world, by recalibrating the virtual
world if discrepancies larger than 1 cm occurred (see Ahrens
et al., 2019 for details). When the HMD was not in use, it was
placed in front of the participant in sight of the HTC lighthouses
that track the position of the HMD and the handheld controllers,
to ensure proper calibration of the virtual world also during the
real-world conditions.

Pointing Apparatus
A handheld HTC VIVE controller was used to record the
localization judgements of the participants in all conditions.
By pressing the trigger button on the back of the controller,
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their judgement was recorded. A model of this controller was
rendered in the virtual environment, however there was no
physical representation of the participants themselves in the
virtual environment. As it was hypothesized that visual
information of the body could affect pointing, a condition was
included to measure the difference in pointing at visual targets in
the real and virtual environment. In the conditions where this
pointing bias might have affected data (i.e., when participants had
access to visual information), a correction for this pointing bias
was applied.

Stimuli and Spatialization
The stimuli were created in MATLAB. The auditory stimulus
consisted of a 240 ms pink noise burst with a 20 ms ramp, raised
cosine window. The stimuli were presented, on average, at 65 dB
sound pressure level (dB SPL). To reduce directional loudness
cues (Makous and Middlebrooks, 1990; Musicant and Butler,
1984) the sound level was roved by values drawn from a uniform
distribution between ± 3 dB. The stimuli were spatialized using
Ambisonics panning (Gerzon, 1973). The highest order
Ambisonics that can be reproduced with a 24-loudspeaker
array in the horizontal plane is 11th-order. To decrease the

Ambisonics order, the number of loudspeakers used to
produce the stimulus was reduced and the decoder was
adjusted accordingly. In this manner stimuli were presented in
1st-, 3rd-, 5th-order Ambisonics, using, respectively, 4, 8 and 12
loudspeakers, spaced equidistantly. The individual loudspeakers
used to reproduce each Ambisonics order are indicated in
Figure 2. An Ambisonics decoder with dual-band energy
normalization was used as in (Favrot & Buchholz, 2010) and
(Ahrens et al., 2020). The low-frequency region received no
weighting (basic decoding) and in the high-frequency region
’max-re’ decoding was applied. The transition frequency
between the weighting methods was set to the Ambisonics
order multiplied by 800 Hz. Stimuli were presented from −90°

to 90° azimuth in 7.5-degree steps, i.e., at each loudspeaker and
halfway in between each loudspeaker. Each position was repeated
five times for each Ambisonics order in each condition, resulting
in 500 trials per auditory condition and 2000 auditory trials
in total.

Pointing Bias
To measure the potential pointing bias, as was found in (Ahrens
et al., 2019) perhaps as a result of a lack of Avatar in VR (Schwind

FIGURE 1 | Experimental setup. AVIL (left) and the 1:1 model of AVIL (right). The rightmost loudspeakers, 12 and 13, are not shown.

FIGURE 2 | Loudspeakers used per Ambisonics order. The loudspeakers used for the reproduction of 1st-, 3rd-, 5th- and 11th-order Ambisonics, respectively.
The loudspeaker pictogram indicates the loudspeaker positions and the coloring the loudspeakers that were used for each of the Ambisonics order conditions.
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et al., 2018), participants were asked to point, both in the real
environment and in the virtual environment, at static visual
targets, namely the loudspeakers. As shown in Figure 1, the
loudspeakers, that were positioned between −90° and 90° azimuth,
were numbered from 1 to 13. In this task, participants were
shown a number, either on a virtual screen in VR or on an iPad
that was placed in front of the participant, and then pointed, in
the same manner as in the auditory localization task, at the center
of the loudspeaker with that number. The iPad and the virtual
screen were only present during this task. Note that participants
only pointed at visual, instead of auditory, sources in this last
condition. Again, each position was repeated 5 times for each
position, resulting in 65 trials per condition for a total of 130 trials
in block 3.

Experimental Conditions
The experiment consisted of six conditions, presented in three
blocks (see Table 1). The blocks were presented in a fixed order,
but within a block, the order of the conditions was counterbalanced
across participants. The various Ambisonics orders were tested
interleaved, i.e., within each condition the stimuli were presented
in all Ambisonics orders. To investigate the effect of the HMD,
without any visual biases, participants performed the localization
experiment blindfolded in the first block. For the condition with
the HMD, the HMD was placed over the blindfold. The second
block then investigated if visual information could compensate for
the potential effects of the HMD found in the first block. Finally, in
the third block, the potential pointing bias, due to the lack of a
physical representation of the participants in VR, was measured.
Since participants did not have access to any potential biasing
visual information in the blindfolded condition, no corrections
were applied here. Each acoustic condition started with 20 training
trials to ensure participants understood and followed the
instructions with regards to pointing and how to proceed
through the block. The different conditions are summarized in
Table 1 above.

Procedure
The experiment was conducted in two sessions with a maximum
of 2.5 h, with at least three enforced breaks per session (halfway
through and in-between blocks). At the start of the experiment,
participants were told that sounds would be presented using an
Ambisonics sound system which could simulate sounds from

anywhere in the room. They were instructed to face forward from
their seated position before and during each stimulus, and to
point with the controller at the direction where they perceived
the sound originated from. After stimulus presentation, the
participants were allowed to freely turn around while
pointing. After indicating the perceived origin of the stimulus,
participants faced forward again and 1.5 s after recording the
response, the next stimulus played automatically. Participants
were instructed to use their entire arm and fixate their wrist
whilst pointing and to maintain the same pointing method
throughout the experiment. Finally, participants were
encouraged to take additional breaks during the experiment
(besides the aforementioned three breaks per session) if they
needed them. Participants were then guided into the
experimental room, seated at the center of the array and were
shown the VR headset. In the first block they were then
blindfolded and, depending on the condition, were either
fitted with headset or the headset was placed in front of them.
In the conditions with visual information participants were fitted
with the headset and given the option to adjust the settings to
their preferences. The non-rotating chair was then raised to
ensure their ears were positioned at height of the loudspeakers.

Analysis
Pointing Bias
For the calculation of the pointing bias, responses with an error
larger than 15° were treated as outliers and removed from the
analysis. 0.011% of the visual trials were rejected based on this
criterion. For every participant, the mean pointing bias was then
calculated per visual stimulus location in both the real and virtual
environment. For the stimuli presented in between loudspeakers,
where no pointing bias was measured, the subtracted pointing
bias was calculated by linearly interpolating the nearest measured
pointing biases. Each response in the second block (with visual
information) was then corrected by subtracting the individual
pointing bias, i.e., same participant, environment, and location.
The visual localization data itself (without the interpolated data
points) was also analyzed. For this, a mixed linear model was
fitted to the responses with the stimulus location and
experimental condition as fixed effects, while the participants
and repetitions were considered as random effects. For the
computational analysis, the statistical software R (R Core
Team, 2020) was used together with the “lmerTest” package
(Kuznetsova et al., 2017).

Auditory Localization
No outlier removal was conducted on the acoustic localization
data. As participant 20 was left-handed, which has been shown to
affect auditory space perception (Ocklenburg et al., 2010), data
from the left and right hemisphere was flipped for the analysis.
For the statistical analysis of the auditory localization responses, a
mixed linear model was fitted to the (corrected) azimuth error
using the same computational methods as for the pointing bias.
As mentioned previously, in the blindfolded conditions no
correction for the pointing bias was applied, as no visual
information was available in both the real and virtual world.
However, as described in Pointing Bias. in the visual condition,

TABLE 1 | Experiment conditions.

Block Condition Visual information HMD Stimulus

1 1 Blind-folded No Acoustic
2 Blind-folded Yes Acoustic

2 3 Real environment No Acoustic
4 Virtual environment Yes Acoustic

3 5 Real environment No Visual
6 Virtual environment Yes Visual

The experiment was divided into six conditions presented in three blocks. Blocks were
presented in a fixed order, but within a block, conditions were counterbalanced across
participants.
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the localization error was corrected by subtracting the pointing
bias. The stimulus location, Ambisonics order and condition were
considered fixed effects, while the participants and repetitions
were considered as random effects. To investigate how the
different factors affected the localization performance, post-
hoc analyses of within factor comparisons were performed. To
determine the effect of the HMD, the blindfolded conditions with
and without the HMDwere compared. To find the effect of visual
information on this effect, results between blocks one and two
were compared.

RESULTS

Pointing Bias
Figure 3 shows the signed pointing error to visual objects for the
real (blue) and virtual (orange) environment. The pointing error
is defined as the difference between the response angle and the
source angle in degrees azimuth. A large variation in pointing
behavior across participants can be seen, especially at more
eccentric angles. Additionally, a shift in the pointing direction
towards the left side (negative angles) can be seen in the virtual
environment relative to the real environment. The statistical
analysis of the responses showed a significant difference
between the pointing in the real environment versus pointing
in the virtual environment [F1,2563 � 166.294, p < 0.0001].
The post-hoc comparison estimated the effect size between
the real and the virtual environment to be 1.76° [t(2563) �
12.896, p < 0.0001]. Additionally, an effect of the stimulus
location was found [F12,2563 � 49.953, p < 0.0001], but no

significant interaction between the environment and the
stimulus location [F12,2551 � 1.309, p � 0.2058].

Effect of Ambisonics Order
Figure 4 shows the signed localization error, that is the difference
between the response angle and the source angle in degrees
azimuth, as a function of the source angle for the different
Ambisonics orders. As no interaction between the conditions
and the Ambisonics order was found, data from all conditions
are included in this figure. The localization error was found to vary
with the stimulus location [F24,39806 � 142.178, p < 0.0001] and
Ambisonics order [F3, 39806 � 29.631, p < 0.0001]. Moreover, a
significant interaction between the Ambisonics order and the
stimulus location was found [F72, 39806 � 73.144, p < 0.0001]. A
discrepancy between 1st-order Ambisonics responses and higher
order Ambisonics responses can be seen. This difference was
significant at all angles, except at 7.5°−22.5° (1st–3rd, [7.5°:
t(39806) � −0.618, p � 1.00], [15°: t(39806) � −1.372, p �
1.00], [22.5° t(39806) � −2.175, p � 0.1778]; 1st–5th, [7.5°:
t(39806) � −1.207, p � 1.00], [15°: t(39806) � −1.372, p �
1.00]; 1st–11th, [7.5°: t(39806) � −1.015, p � 1.00]). As can be
seen in Figure 4, for the 1st-order Ambisonics results, the absolute
localization error increased with the absolute source azimuth.
Such consistent increase of error with azimuth was not found
when higher Ambisonics orders were used to simulate the sources.
For all Ambisonics orders, at the outermost angles, i.e., ±82.5–90°,
the simulated sources were perceived insufficiently lateralized.
Here again results were most pronounced when 1st-order
Ambisonics was used. With the 1st-Ambisonics order, the
localization error reached ±30° at ±90° azimuth,

FIGURE 3 | Pointing bias with (orange) and without HMD (blue). The pointing bias in the visual pointing task is shown per angle for both the virtual (VE) and the real
(RE) environment. The dots indicate the mean pointing error per person and the boxplot shows the distribution. The boxes extend from the first to the third quartile, with
the median shown as the center black line.
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FIGURE 4 | Localization error for the various Ambisonics orders. The perceived source angle is plotted as a function of the stimulus position. Data from all acoustic
conditions are included in the figure, except for 450 outliers (1.125%) that occurred outside of the figure boundaries (localization error larger than ± 65°). Data are
separated by the Ambisonics order used to produce the stimuli. The boxes extend from the first to the third quartile, with the median shown as the center black line.
Responses that exceeded 1.5 times the interquartile range are considered outliers and are indicated as dots.

FIGURE 5 | The localization error in the blindfolded conditions with (orange) and without (blue) HMD. Due to the discrepancy in the first versus higher order
Ambisonics data, only higher order (3rd-, 5th-, 11th-order) Ambisonics data is included in the figure. The boxes extend from the first to the third quartile, with the median
perceived response shown with black lines. Responses that exceeded 1.5 times the interquartile range are considered outliers and are indicated as dots. 158 outliers
(0.527%) are not shown as they occurred outside of the figure boundaries (localization error larger than ± 65°).
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i.e., participants perceived the source two entire loudspeakers
closer to the center. For sources reproduced using higher
Ambisonics orders this discrepancy was highly reduced,
although not fully diminished. Few differences were found
between the perceived location of the presented sources with
the Ambisonics orders larger than one; a small decrease in
error was observed when increasing the Ambisonics order at
the outer source angles (3rd–5th, [90°: t(39806) � −4.172, p �
0.0002]; 3rd–11th, [82.5°: t(39806) � −3.889, p � 0.0006], [90°:
t(39806) � −4.099, p � 0.0002]). Besides that, there was a small
difference between 3rd- and 5th-order at −67.5° [t(29806) � 2.727,
p � 0.0384] and 5th- and 11th-order Ambisonics at 52.5° [t(29806)
� −2.770, p � 0.0337]. At all other angles no significant difference
within the higher Ambisonics orders were found.

Effect of the Head Mounted Virtual Reality
Displays
The localization error in the blindfolded conditions is shown in
Figure 5. Data without the HMD are shown in blue and data
with the HMD are shown in orange. The localization error
varied with presentation angle [F24,39806 � 142.178, p < 0.0001]
and depended on the condition, i.e., with or without the HMD
[F3,39806 � 59.077, p < 0.0001]. Additionally, a significant
interaction was found between the presentation angle and the
condition [F72,39806 � 12.819, p < 0.0001]. At negative angles,
i.e., in the left hemisphere, the localization error tended to be
more negative, i.e., sources were perceived more to the left, when
wearing the HMD, compared to when participants were not

wearing the HMD. At positive angles, i.e., in the right
hemisphere, instead sounds were perceived more to the right
when wearing the HMD. The post-hoc analysis showed that the
increase in the perceived lateralization of the sound sources
when wearing the HMD was larger in the right hemisphere than
in the left hemisphere. In the right hemisphere the difference in
the conditions was significant at all angles (7.5°–67.5°, p <
0.0001; 75°, p � 0.0001; 82.5°, p � 0.0073; 90°, p � 0.0152). In
the left hemisphere, the effect of the HMD only reached
statistical significance at -82.5° [t(39806) � 3.209, p � 0.0080]
and −37.5 [t(39806) � 2.692, p � 0.0427]. Furthermore, the
difference between the conditions with and without HMD was
less pronounced in the left hemisphere; the maximum difference
between the RE (without HMD) and VE (with HMD) was 3.5° in
the left hemisphere, and between 3.7° and 8.4° in the right
hemisphere.

Effect of Visual Information
Figure 6 shows the effect of the HMD when visual information is
present. Data from the condition without the HMD is shown in
blue and data from the condition with the HMD is shown in
orange. Although, at most angles, the disparity between the two
conditions was reduced either partially or fully, compared to the
disparity in Figure 5, significant differences between the RE and
VE condition remained. In the left hemisphere a significant
difference was still found at -60° azimuth [t(39806) � 3.181,
p � 0.0088], while in the right hemisphere significant differences
remained at several angles ([0°: t(39806) � −3.386, p � 0.0043],
[7.5°: t(39806) � −4.238, p � 0.0001], [22.5°: t(39806) � −3.629, p �

FIGURE 6 | Boxplot of the (pointing bias corrected) localization error with (orange) and without HMD (blue) in the conditions with visual information. Only higher
order Ambisonics data is included in the figure. The boxes extend from the first to the third quartile, with the median perceived response shown with black lines.
Responses that exceeded 1.5 times the interquartile range are considered outliers and are indicated as dots. 142 outliers (0.473%) are not shown as they occurred
outside of the figure boundaries (localization error larger than ± 65°).
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0.0017], [45°: t(39806) � −2.643, p � 0.0493], [52.5°: t(39806) �
−5.223, p < 0.0001], [60°: t(39806) � −3.677, p � 0.0014], [67.5°:
t(39806) � -2.822, p � 0.0287]). These difference between Figures
5, 6 shows that visual information of the loudspeaker locations
affected the localization error.

Moreover, a pattern in the localization error was found,
which was consistent with participants pointing at visual
loudspeakers locations. From Figure 6 it can be seen that
the error is smaller at integer multiples of 15° than at the
other angles. As sound was presented not only at exact
loudspeaker positions (integer multiples of 15°), but also
halfway in between, it was hypothesized that the visual
information of the loudspeaker location might have an
effect on the response pattern. To more clearly investigate
this behavior, data from Figure 6 (right hemisphere only)
was replotted in Figure 7.

Figure 7 shows the data from Figure 6, as a violin plot, where
the probability density of the responses is shown per azimuth angle.
Darker colors indicate that the sound was simulated at an angle
with a loudspeaker, while the lighter colors indicate that sound was
presented halfway in-between loudspeakers. At small angles, when
sound sources were simulated at loudspeaker locations, the errors
were unimodally distributed around 0° localization error. When
sound was instead simulated in between loudspeakers, responses
were bimodally distributed, i.e., responses were split between the
two closest loudspeakers. At larger source angles, multiple peaks can
be seen in the distributions. The centers of these peaks remain
consistent with loudspeaker locations.

Mean Results
Figure 8 shows the mean absolute localization error for the
acoustic conditions, separated by Ambisonics order and

FIGURE 7 | Violin plot of the (pointing bias corrected) localization error with (orange) and without HMD (blue) in the conditions with visual information, right
hemisphere data only. The distributions of the localization error are shown as function of the azimuth location when visual information is presented. Both the environment
(RE and VE) as well as the presence of a loudspeaker at the azimuth location are color-coded. The violin plot shows the spread of the responses per angle and per
condition, in the form of a sideways histogram. Only higher order Ambisonics data, right hemisphere, are included. 86 outliers (1.103%) are not shown as they
occurred outside of the figure boundaries (localization error larger than ± 65°).

FIGURE 8 | The mean absolute localization error per condition,
separated by Ambisonics order. The average localization error was grouped
by angle, condition, and azimuth, after which the mean localization error was
calculated. The boxes extend from the first to the third quartile, with the
median perceived response shown with black lines. Responses that
exceeded 1.5 times the interquartile range are considered outliers and are
indicated as dots.
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condition. The benefit of using higher order Ambisonics,
compared to 1st-order Ambisonics is clearly visible in the
reduced localization error. Additionally, visual information,
indicated in light colors, decreases the localization error when
higher order Ambisonics is used. Finally, the effect of the HMD
can be seen when comparing the blue and the orange boxes, as an
increase in the localization error for the higher Ambisonics
orders.

DISCUSSION

Shift in the Perceived Location due to the
Head Mounted Virtual Reality Displays
As in Ahrens et al. (2019) and Gupta et al. (2018) we found that
the HMD increased the perceived lateralization of the stimuli.
Interestingly, despite the symmetric setup, this effect was
found to be stronger in the right hemisphere. In the left
hemisphere, there was a similar trend in the data, but it was
much smaller and not significant. In contrast, Ahrens et al.
(2019) found the larger effect in the left hemisphere (although
significance levels were only reached at few stimulus positions,
which might be related to fewer participants). In both the RE
blindfolded and VE blindfolded indications of bias were found.
In the RE participants tended to point slightly more to the left,
whereas in the VE participants tended to point slightly more
towards the right. Together these biases might have increased
the effect of the HMD in the right hemisphere, while
decreasing the effect in the left hemisphere. Interestingly
this difference remained also in the visual condition,
although strongly reduced. The distribution of the responses
showed that, when in doubt, participants tended to favor the
closest loudspeaker to the left more often in the RE, whereas in
the VE they tended to favor the closest loudspeaker to the
right. To confirm this, we calculated the percentage of
responses that occurred to the right of the actual position.
In the right hemisphere, 38.05% of the responses occurred to
the right of the speaker in the RE, compared to 49.85% in the
VE. That the effect occurred in both the blindfolded and the
visual condition suggests that there was some consistent effect
of the HMD. It could be that the HMD affects pointing also
when there is no visual information, potentially due the size
and weight of the HMD.

Ambisonics Order Does Not Influence the
Effect of the Head Mounted Virtual Reality
Displays
Although it was hypothesized that the effect of the HMD might
vary with Ambisonics order, no such interaction was found.
Localization itself, however, was clearly affected by Ambisonics
order. Firstly, when using 1st-order Ambisonics, stimuli were
consistently perceived slightly more towards the center,
especially at the most extreme angles. This difference
between the intended location and the perceived location was
large enough that responses were regularly shifted by an entire
loudspeaker at the outer angles in the condition where visual

information was available. This suggests that the 1st-order
Ambisonics system could not fully achieve the intended
lateralization. This “under lateralization” of the stimuli was
also found by Pulkki and Hirvonen (2005), who also found
that the lateralization appeared capped between 60–70°

azimuth. As in previous studies (Pulkki and Hirvonen,
2005; Bates et al., 2007; Bertet et al., 2013; Thresh et al.,
2017), increasing the Ambisonics order from 1st- to 3rd-
order, greatly improved lateralization. Increasing the
Ambisonics order further, however, did not improve
localization much, again in line with previous studies
(Thresh et al., 2017). Similar effects of the Ambisonics
order have also been shown for speech intelligibility
(Ahrens et al., 2020). However, in the current experiment
participants were seated in the center of the array. For off-
center listenening positions, studies have found that
increasing Ambisonics order improves localization accuracy
(Stitt et al., 2013, Stitt et al., 2014) also beyond the third order
(Frank et al., 2008). Moreover, the current study tested
localization in anechoic conditions. Previous studies
showed that reverberation can mask some of the errors
that are due to the Ambisonics reproduction (Oreinos and
Buchholz, 2015; Ahrens et al., 2020). Thus, adding
reverberation might further affect localization performance
and interactions with the Ambisonics orders (Sampedro
Llopis et al., 2019).

Some Compensation From Visual
Information
Visual information strongly affected the responses of the
participants and reduced the effect of the HMD at many
locations. However, due to stimuli being presented also in
between loudspeakers, it did not always improve localization.
Similarly, the tendency to point at loudspeakers also increased
the effect of the HMD at some locations where the HMD shift
affected which loudspeaker was perceived as the nearest (see
for example Figure 6, 52.5°). In the right hemisphere visual
information reduced the effect of the HMD at almost all angles.
In the left hemisphere, the results were mostly unaffected by
visual information, as the difference between the VE and RE
were already very small. Nevertheless, significant differences
between localization with and without the HMD remained.
However, these remaining differences can also be the result of
the correction applied.

Limited Impact on Virtual Reality
As visual information compensated for most of the effect of
the HMD, it is likely that in most use-cases, such as playing
audio-visual recordings, VR games etc. the effects of the
HMD will be negligible. Even if the effects are not fully
compensated for, it is likely that presence (“the feeling of
being there”), one of the key factors of VR, remains
unaffected. Presence has been shown to be facilitated by
audio (Nordahl, 2004; Larsson and Västfjäll, 2007; Hruby,
2019; Kern and Ellermeier, 2020), especially spatialized
audio (Hendrix and Barfield, 1995; Riecke et al., 2009).
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However, the accuracy of the spatialized audio was found not
to influence presence (Riecke et al., 2009). Moreover, the
shift in the perceived location in the frontal area (where we
are most sensitive to spatial audio-visual disparities) is
within the spatial distance where visual and auditory
stimuli are integrated (Thurlow and Jack, 1973; Godfroy
et al., 2003; Lewald and Guski, 2003; Stenzel, 2017). As a
result, integration of the audio-visual scenes should be
mostly unaffected. However, because a shift in the
perceived location of the auditory stimulus is present, it
will be important to take the effect of the HMD into account
in experiments where the exact positioning of the stimuli is
relevant, such as audio (-visual) localization experiments.
These results only extend to the combination of the HMD
with loudspeaker reproduced Ambisonics, headphone
reproductions will not be shifted in the same way.

CONCLUSION

In line with previous studies, we found that the HMD increased the
perceived lateralization of auditory stimuli, especially in the right
hemisphere. In the left hemisphere the effect was much smaller and
only significant at a few angles. However, significant effects mostly
occurred in the right hemisphere. Although an interaction between the
Ambisonics order used to present the stimuli and the effect of the
HMD was hypothesized, no such interaction was found. Localization
itself, however, was found to be strongly affected by the Ambisonics
order. Sounds presented with 1st-order Ambisonics were generally
perceived to be originating from a more central location. This “under
lateralization” of the stimuli increased with azimuth, reaching an error
of up to 30° at a source angle of 90°. Increasing the Ambisonics
order from 1st- to 3rd-order greatly improved the accuracy of
the reproduction, however increasing the order beyond this
only minimally affected the localization accuracy at a few angles.
Finally, visual information led to a compensation for most of the
effect of the HMD, but not fully, as significant differences
between the RE and VE conditions remained. The impact of
this shift in the perceived location is likely small, but in cases
where the exact location of the stimuli is important, it will be
important to account for effects of the HMD on the auditory
stimuli.
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