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This study employs deep learningmethodologies to conduct sentiment analysis of
tweets related to the Cullen Commission’s inquiry intomoney laundering in British
Columbia. The investigation utilizes CNN, RNN + LSTM, GloVe, and BERT
algorithms to analyze sentiment and predict sentiment classes in public
reactions when the Commission was announced and after the final report’s
release. Results reveal that the emotional class “joy” predominated initially,
reflecting a positive response to the inquiry, while “sadness” and “anger”
dominated after the report, indicating public dissatisfaction with the findings.
The algorithms consistently predicted negative, neutral, and positive sentiments,
with BERT showing exceptional precision, recall, and F1-scores. However, GloVe
displayedweaker and less consistent performance. Criticisms of theCommission’s
efforts relate to its inability to expose the full extent of money laundering,
potentially influenced by biased testimonies and a narrow investigation scope.
The public’s sentiments highlight the awareness raised by the Commission and
underscore the importance of its recommendations in combating money
laundering. Future research should consider broader stakeholder perspectives
and objective assessments of the findings.
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1 Introduction

Money laundering funded $5.3B in B.C. real estate purchases in 2018, report reveals”
(Lindsay, 2019); “B.C. casinos ‘unwittingly served as laundromats’ for proceeds of crime”
(Schmunk, 2018); “Fast cars and bags of cash: Gangsters using B.C. luxury car market to
launder dirty money” (Larsen, 2019). As detailed in these media commentaries, British Columbia
(B.C.) along with other insular havens of the like, are indeed particularly prone to money
laundering in the real estate, gaming, and luxury car dealership industries (hereinafter “non-
banking financial institutions” (NFBI)). To address the money laundering problems in B.C., the
provincial government in May 2019 appointed Austin Cullen, a B.C. Supreme Court justice, to
conduct an independent public inquiry (hereinafter the “Commission”) into money laundering
in these NBFIs. The Commission was established to investigate and provide recommendations
into concerns related to money laundering in B.C. The Commission conducted hearings,
gathered evidence, and released its final report in May 2021.
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When the Cullen Commission was initially announced and
after the final report was released, there was a virtual explosion of
reactions on Twitter (now known as X) concerning the public’s
opinions about the witnesses’ testimonies on AML compliance and
regulation in B.C. and, more generally, Canada. This project will
use a deep learning methodology to analyze these tweets using
sentiment analysis. More specifically, Convolutional Neural
Network (CNN), Recurrent Neural Network with Long-Short
Term Memory (RNN + LSTM), GloVe, and Bidirectional
Representational Transformer (BERT) natural language
processing deep learning techniques will be used to analyze the
public tweets and their reactions to the Cullen Commission
inquiry. The primary goal is to assess the polarity and
subjectivity of the public sentiments concerning the testimonies
of witnesses by analyzing Twitter data. Specifically, the objective is
to use deep learning algorithms to conduct sentiment analysis on
Twitter data during two phases: when the inquiry was initially
announced and after the final report was released to the public.

This study makes several contributions to the literature on
using deep learning methodology in AML research. Notably, this
research introduced a distinct and unique approach by applying
deep learning artificial intelligence techniques to analyze public
sentiments derived from Twitter data pertaining to AML
regulation and compliance. By leveraging deep learning
algorithms, this paper explores the potential of these
techniques in uncovering and understanding public
perceptions and reactions to AML compliance and regulation.
This novel and distinctive contribution to the field provides new
insights into the intersection of deep learning and sentiment
analysis in AML research. The theoretical underpinnings of deep
learning models in sentiment analysis have contributed to
developing more advanced models that can capture semantics
and contextual information on issues related to AML compliance.
Deep learning models can be employed to explore and
understand complex patterns, uncover insights, and interpret
the semantics around textual AML data. Conducting sentiment
analysis on Twitter data related to the Cullen Commission
requires understanding domain-specific language related to
money laundering, regulation, and public sentiments towards
the Commission and subsequent findings. Properly trained deep
learning models can capture domain-specific language through
their ability to learn semantic representations of the issue and
recognize patterns specific to the given domain. These
characteristics enable the deep learning models to conduct
more accurate sentiment analysis, effectively capturing the
nuanced semantics specific to public reactions towards the
Cullen Commission.

The remaining sections of this paper are organized according to
the following format. A literature review is first presented, detailing
the application of deep learning in AML research. Next, the
experiments used to analyze the data are described in detail.
Following a description of the experiments, a discussion on the
findings is then conducted, focusing on the effectiveness of the deep
learning algorithms to analyze public reactions using Twitter data.
Finally, the conclusion section highlights the limitations of the study
and identifies potential areas for future research in the application of
deep learning techniques to analyze textual data related to AML
compliance.

2 Literature review

AML regulations pose a persistent challenge for financial
institutions. Recent legislation has intensified detection and
reporting requirements, including the USA Patriot Act and the
Fifth EU Anti-Money Laundering Directive (5AMLD) (Stewart,
2023). Many financial institutions are unprepared to meet these
regulations and are turning to technological advancements like
robotics, semantic analysis, and AI to enhance their AML
processes. These technological advancements can reduce false
positives, improve compliance with regulatory expectations, and
enhance operational resource productivity (M. E. Lokanan, 2022;
Stewart, 2023). Recently, AI has primarily been employed in AML
compliance through robotic process automation for efficient case
investigation and preparation. However, there is a current trend
toward leveraging machine and deep learning algorithms to enhance
or replace traditional Boolean logic in detecting suspicious activities
(Stewart, 2023). Although traditional techniques of detecting and
monitoring money laundering activities have improved, they still fall
short due to the volume of data and transactions that are generated
internationally and the rising incidence of criminal conduct (Chen
et al., 2018; Kumar et al., 2021). Rule-based or threshold systems are
one of the techniques used to detect money laundering activities,
which cannot handle high-volume datasets with different types of
structured or semi-structured and unstructured data (Chen et al.,
2018; Han et al., 2020).

Rule-based systems are based on static predetermined rules that
require the creation of new regulations to detect illegal activities
(Chen et al., 2018), leading to investigations that are manual,
tedious, time-consuming, and resource-intensive (Han et al.,
2020; Kumar et al., 2021). Conventional methods of detecting
fraud focus on controlling access by verifying identities and
analyzing customer transactions. These methods are not effective
in quickly identifying potential fraud. Hence, the legitimacy of
transactions cannot be determined due to the static and manual
nature of the rule-based system. To improve the accuracy of fraud
detection and reduce the rate of false positives, advanced techniques
such as statistical analysis, neural networks, decision trees, fuzzy
logic, and genetic algorithms should be used (Alkhalili et al., 2021;
Kumar et al., 2021; Bhat et al., 2022).

In their 2017 study, Borovkova and her colleagues explore the
application of sentiment analysis to detect andmonitor systemic risk
in financial markets (Borovkova, Garmaev, and Lammers, 2017).
This technique creates a risk indicator by incorporating sentiment
data from news stories about Systemically Important Financial
Institutions. Compared to other systemic risk indicators like
SRISK or VIX, the authors claim that their sentiment-based
indicator can forecast periods of stress in the financial system up
to 12 weeks in advance. Another paper describes a method to derive
feature values from financial news that looks at a list of important
traits that can affect a company’s revenue. This strategy entails
agglomerating sentiment values and augments an existing financial
sentiment vocabulary. The findings indicate that revenue patterns
may be predicted using news items from the previous quarter with
high performance accuracy (Omar et al., 2017).

Typically, while reviewing suspicious AML transactions,
investigators resort to the internet for proof by analyzing
sentiment trends. AI-based sentiment analysis of news items
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regarding a particular business might yield important insights for
AML processes. This technology allows the rapid screening of
thousands of articles, making the inquiry process more effective
and precise. Sentiment analysis, a rapidly expanding field in Natural
Language Processing, is the process of determining the attitude or
emotion expressed in a piece of content, such as a sentence or
document (Pang and Lee, 2009; Bashir and Ghous, 2020; Han et al.,
2020; Bonifazi et al., 2022). For specific AML tasks, two different
models are developed, one for document-level and another for
sentence-level analysis. These models span from classifying entire
documents (Pang and Lee, 2009) to determining the positive or
negative nature of words and phrases (Bhoir et al., 2017; J. Liao and
Acharya, 2011; J. Wang et al., 2020). The former is a multi-channel
CNN-based classifier for financial news articles (Hans, 2011; Lyu
and Liu, 2021), and the latter is also a CNN-based model for social
media data (He et al., 2016; Han et al., 2018).

Researchers are currently using sentiment analysis to analyze
opinions and emotions using Twitter and Reditt data (Ray et al.,
2018; Basile et al., 2021; Bonifazi et al., 2022). Kayıkçı discusses a
new model for sentiment analysis called “SenDemonNet,” which
uses a heuristic deep neural network to analyze tweets about
demonetization (Kayıkçı, 2022). Ray and his supporting authors
use sentiment analysis to study public opinion on the
demonetization policy of the government of India (Ray et al.,
2018). The study uses Twitter data collected through the Twitter
API and a lexicon-based approach to analyze the sentiments of
different groups of people over the 5 weeks leading up to the policy
announcement.

The programming community is paying closer attention to
machine learning for sentiment analysis. One of the primary
advantages of machine learning is its capacity to generalize from
training data. Additionally, it can automatically learn about decision
constraints. Machine learning algorithms produce accurate
predictions about new circumstances without being explicitly
taught based on the knowledge acquired during training (Chen
et al., 2018). Machine learning can reduce the amount of time
needed for preparing data, identify the most important information
to detect, improve the accuracy of identifying true positives, and
decrease the burden on personnel, training, and financial resources
(Han et al., 2018; Kumar et al., 2021). Others employed techniques
such as data cleaning, statistical analysis, and data mining, using
tools like linear support vector machines and decision tree classifiers
to identify money laundering activities with very good results
(Kumar et al., 2021).

While previous studies in the sentiment analysis field have used
classical machine learning classification techniques (e.g., SVM,
Naive Bayes), recent studies have found that deep learning
techniques have improved accuracy in sentiment analysis of
English tweets (Vateekul and Koomsubha, 2016; Chen et al.,
2018; Mohammed et al., 2022). Though machine learning
strategies for fighting money laundering are still in their infancy,
deep learning techniques have been proven to be more productive in
dealing with enormous datasets (Chen et al., 2018; Umer et al., 2021;
Mohammed et al., 2022). Vateekul and Koomsubha (2016) propose
the first study to apply these techniques to Twitter data and use two
deep learning techniques: Long Short-Term Memory (LSTM) and
Dynamic Convolutional Neural Network (DCNN). The results show
that deep learning techniques outperformed classical techniques like

Naive Bayes and SVM, except for Maximum Entropy. Han et al.
(2018) discusses using distributed deep learning-based language
technologies in augmenting AML investigations. These
technologies can analyze large amounts of unstructured data,
such as social media texts, to identify potential money laundering
activity. Umer et al. (2021) in nother study proposes a combination
of CNN + LSTM for sentiment analysis on Twitter datasets. The
performance of this model is compared to other machine learning
classifiers and state-of-the-art models. Two feature extraction
methods are also tested for their impact on accuracy. The study
evaluated the model’s performance on three datasets and found that
the CNN + LSTM model had higher accuracy than other classifiers
(Umer et al., 2021).

Heterogeneous feature ensemble models are gaining popularity
in research about sentiment analysis (Bonifazi et al., 2022). Another
study introduces a new method for classifying fuzzy sentiments in
Twitter messages using a feature ensemble model. The technique
incorporates various elements, such as sentiment polarity, position,
semantics, word type, and linguistic features of words. The
researchers used a real-time dataset and evaluated the
performance using the F1-score. The feature ensemble model
transforms each tweet into tweet embeddings by extracting
features such as word embeddings from the GloVe model, the
distance between words, sentiment scores of words, N-grams of
words, and Part-of-Speech (POS) tags. The resulting tweet
embeddings were then processed using a CNN to improve
sentiment analysis performance. The proposed method combines
a deep learning algorithm, the feature ensemble model, and a divide-
and-conquer approach to increase the efficiency of sentiment
analysis (Phan et al., 2020; Bonifazi et al., 2022).

Another study uses 29,764 tweets to examine the Volkswagen
emissions issue as a sustainability fraud crisis. The authors suggest
three techniques—cluster analysis, sentiment analysis, and time
series analysis—make up the Tweet Analytic Framework. The
study aims to understand public opinions on the crisis in two
stages and shows the typical pattern of crisis development, strong
public condemnation and negative sentiment, and significant public
censure (Ding et al., 2023). The analysis of Twitter spam diffusion in
Tanwar and Rai’s account emphasizes the influence of themes on the
dissemination of spam and non-spam information (Tanwar and Rai,
2020). The study classifies content into spam and non-spam using
user-based factors and content-based features. It creates a dataset
that can be used to categorize and study the dissemination of
fraudulent and accurate information.

Bandana (2018) proposed a heterogeneous approach that
combined machine learning-based and lexicon-based features
with supervised learning algorithms, such as Naive Bayes and
Linear SVM, to build a sentiment analysis model (Bandana,
2018). This hybrid approach was found to provide more accurate
sentiment analysis compared to other baseline systems, suggesting
that it could be applied to big data using advanced deep learning
algorithms to create even more accurate models. In a separate study,
Chang et al. (2022) developed an anti-fraud chatbot that utilized
natural language processing and machine learning algorithms to
identify and categorize fraud accurately (Chang et al., 2022). The
model combined DistilBERT with a SVM and random forest and
was found to be highly accurate in identifying potential financial
fraud situations while being more resource- and time-efficient.
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Others used a deep learning model to predict fraud based on a firm’s
change trajectory and linguistic features, such as sentiment and
uncertainties, formulated as a multivariate time series (Umer et al.,
2021). The authors found that specific changes, such as weak modal
or reward words in newly added or deleted contents, were strongly
related to fraud. In another study, the authors employed a
hierarchical attention network (HAN), a deep learning method,
to extract text features from the MD&A section of annual reports
(Craja et al., 2020). The HAN was designed to reflect the structured
hierarchy of documents and incorporated two distinct attention
mechanisms at the word and sentence level. This methodology
captured the content and context of managerial remarks and
identified red-flag areas to help stakeholders.

Researchers have employed used intelligent feature selection and
classification to integrate specific aspects of financial information
and managerial comments in corporate annual reports. They found
ensemble approaches were more effective at detecting fraudulent
firms, while Bayesian belief networks were better at identifying non-
fraudulent firms (Hajek and Henriques, 2017). In a recent study,
developed an advanced system for detecting financial fraud by
combining numerical features from financial statements and
textual data in managerial comments using state-of-the-art deep
learning models (Xiuguo and Du, 2022). This approach showed
significant performance improvement compared to traditional

machine learning methods, with LSTM and GRU approaches
achieving high true classification rates of 94.98% and 94.62%,
respectively. These results suggest that the extracted textual
features of the MD&A section significantly reinforced financial
fraud detection.

The preceding literature review highlights recent advancements
in machine and deep learning for addressing financial crimes but
underscores persistent empirical gaps in the field. This research aims
to fill some of these gaps by conducting sentiment analysis on public
reactions to the Cullen Commission’s inquiry announcement and
the subsequent release of the final report, providing insights into the
application of deep learning models on Twitter data in real-world
scenarios. The study empirically assesses the scalability,
generalizability, and effectiveness of deep learning models across
different time periods and offers a comprehensive analysis of
evolving public sentiments, showcasing their adaptability to
shifting discourse. Additionally, in the broader context of
sentiment analysis in financial crimes, this project stands out for
its unique focus on using deep learning models to examine public
sentiments on Twitter regarding the Cullen Commission’s money
laundering inquiry. By enabling a before-and-after comparison of
sentiments, it sheds light on how public perceptions evolve around
significant events, particularly in the context of AML compliance
issues. While previous studies have explored sentiment analysis in

TABLE 1 Most recent works.

Author(s) Year Focus Key findings/Contributions

Borovkova et al. 2017 Sentiment analysis for systemic risk Sentiment-based indicator predicts financial stress

Omar et al. 2017 Sentiment from financial news Predicting revenue patterns using past news

Hajek and Henriques 2017 Feature selection for fraud detection Ensemble approaches effective for fraud detection

Chen et al. 2018 Money laundering detection Volume of transactions challenges traditional methods

Ray et al. 2018 Sentiment on demonetization policy Public opinion on demonetization

Han et al. 2018 Deep learning for AML Deep learning enhances AML investigations

Bandana 2018 Hybrid sentiment analysis Hybrid model more accurate than baselines

Phan et al. 2020 Feature ensemble for fuzzy sentiments Deep learning improves sentiment analysis

Tanwar and Rai 2020 Twitter spam diffusion Influence of themes on spam and non-spam

Craja et al. 2020 HAN for annual reports HAN captures managerial remarks for stakeholders

Umer et al. 2021 CNN + LSTM for sentiment analysis CNN + LSTM outperforms other models

Kumar et al. 2021 Analytics and data mining Decision tree classifier yields accuracy

Basile et al. 2021 COVID-19’s Social Impact Analysis Extreme events affect posting, emotions

Bonifazi et al. 2022 Assessing scope of sentiment Sentiment spread and influence factors

Lokanan 2022 AML processes and technology Technology can enhance AML compliance

Zhang et al. 2022 Sentiment analysis for fraud detection Stacking ensemble learning for fraud detection

Kayıkçı 2022 Sentiment analysis on demonetization Deep neural network for demonetization sentiment

Chang et al. 2022 Anti-fraud chatbot Chatbot for financial fraud detection

Xiuguo and Shengyong 2022 Deep learning for fraud detection Textual features reinforce financial fraud detection

Stewart 2023 AML regulations Enhanced AML detection requirements

Ding et al. 2023 Sentiment on Volkswagen emissions Public condemnation on Volkswagen emissions
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the realm of financial crimes, this study is among the pioneering
efforts to apply sentiment analysis to scrutinize public perceptions
pertaining to AML compliance. Thus, this research contributes
significantly to the field of sentiment analysis in financial crime
detection, offering novel insights into understanding public
sentiments related to the Cullen Commission’s inquiry into
money laundering. The contributions of previous studies are
displayed in Table 1.

3 Experimental setting

Both machine learning and advanced deep learning classifiers
were used to analyze the data collected on public opinions regarding
the Cullen Commission and its findings on money laundering in
British Columbia. Multiple metrics and data points were combined,
strengthening the results’ validity. Together, these models provide a
more comprehensive investigation and analysis of the data, allowing
for greater accuracy and confidence in interpreting the findings.
Furthermore, the use of machine learning, and deep learning
techniques allowed for reliable insights to be obtained from the
data. Modern advanced deep learning models are especially
important in this case, where large amounts of public opinion
data need to be processed quickly and accurately.

3.1 Data collection

The data used in this study was collected from Twitter using the
hashtag ## https://twitter.com/hashtag/cullencommission. The Cullen
Commission was established on May 15, 2019, by the Government of
British Columbia, and the final report was released on June 15, 2022.
Over 5,500 tweets were scraped, with 4,153 posted when the
Commission was initially announced and during the Commission’s
hearings, while an additional 1,441 tweets were collected after the final
report was made public. We collected data to account for public
opinions both when the Inquiry was announced and after the
Commission’s report. The data were collected between August and
September 2022. No data was collected during the Commission’s
hearing. The tweets were collected using Tweepy. Tweepy is a
Python library for accessing the Twitter API, and that provides an
easy-to-use interface for researchers to retrieve tweets and other data
from the Twitter platform. The search terms “Cullen,” “Commission,”
and “Cullen Commission” were used to scrape as many tweets as
possible. The dataset consists of the following attributes: ID,Date, Users,
Text, and Location of the users. The data were then uploaded into a
CSV file for further analysis. These tweets revealed public opinion
during this important investigation into money laundering in British
Columbia. The tweets showed a range of reactions to the Commission’s
findings from all sectors of Canadian society. This unique data set
provided insights into the many perspectives on Canada’s AML
enterprise and the fight against money laundering.

3.2 Ethics

The data for this study was collected based on the Twitter Terms
of Service and Developer Agreement. Researchers are authorized to

use Twitter data for academic research purposes. All the collected
data was kept confidential and anonymous and respects the privacy
of Twitter users. Furthermore, no identifying information was used
to identify tweets or sensitive information from Twitter users. The
Twitter license agreement authorizes Twitter to make users’ content
available for advancing research (Twitter, 2023). Twitter further
notes that “from social science to computer science, Twitter data can
advance research objectives on topics as diverse as the global
conversations happening on Twitter” (Twitter, 2023). Twitter
went on to state that:

Free, no-code datasets are intended to make it easier for academics
to study topics that are of frequent interest to the research community.
They are purpose-built, predefined, comprehensive datasets of all public
Tweets related to a specific topic (Twitter, 2023)

This research complies with all aspects of Twitter’s policies,
included, but not limited to privacy, data sharing, and ethical
considerations.

3.3 Data-preprocessing, cleaning, and
preparation

The primary goal of text preprocessing is to transform raw
textual data into a format that machine learning algorithms can use.
Text preprocessing is important for preparing data for machine and
deep learning applications. The data in this paper has been
processed to make it useable, by employing regular expressions
to eliminate URLs, hashtags, special characters, emails, usernames
(handles), and punctuation. Additionally, we have removed
common stop words from the dataset. The terms were converted
to their base form through lemmatization and stemming, replacing
words with synonyms, and correcting typos or inconsistencies in the
data set. Tokenization was used to split the text into distinct words
or tokens, separating punctuation and other symbols. Tokenizing
the text allows further analysis, such as pattern recognition,
extracting keywords, or searching within textual data (Basile
et al., 2021). Vectorization was done using Term Frequency-
Inverse Document Frequency (TF-IDF). TF-IDF vectorization
also represents text as numerical vectors and considers not only
the frequency of words in a document but also their importance in
the entire corpus (M. E. Lokanan, 2023). Using TF-IDF, words that
are common across all the Tweets are given lower weight, while
words that are unique to a document are given higher weight
(Havrlant and Kreinovich, 2017; M. E. Lokanan, 2023). The
entire data preprocessing steps are shown in Figure 1.

3.4 Performance metrics

Table 2 presents the confusion matrix for sentiment analysis
involving negative, neutral, and positive sentiments. The cell matrix
displays the true positives (TP), true negatives (TN), false positives (FP),
and false negatives (FN). After running the models, these cells are
populated with the actual values calculated by the algorithms. The
confusion metrics are also utilized to calculate performance measures
that assess the model’s accuracy, precision, recall, and F1 score.

Table 3 displays the formulas used to calculate various
performance measures. These measures assist in evaluating the
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classifiers’ performance in predicting sentiment classes. Accuracy
gauges the model’s ability to predict correct classes. Precision (or
positive predictive value) assesses the proportion of positive
predictions correctly predicted by the algorithm. Recall or
sensitivity (the true positive rate) quantifies the proportion of
actual positive observations accurately predicted by the model.
The F1-score represents the harmonic mean of precision and
recall. This score is considered a trade-off between precision and
recall, serving as a well-balanced measure, particularly when
comparing the performance of two models (M. E. Lokanan, 2022).

3.5 Algorithm considered

Deep learning NLP algorithms have revolutionized the way we
classify emotions in datasets. The following deep learning models
were utilized to conduct emotion classification on the provided
datasets: Text CNN (Convolutional Neural Network), RNN + LSTM
(Recurrent Neural Network with Long-Short Term Memory), and
BERT (Bidirectional Encoder Representations from Transformers).
Techniques such as Text CNN, RNN + LSTM, and BERT are now
acknowledged as essential tools for modern emotion classification. It
has become increasingly clear that these cutting-edge techniques are
pivotal components of contemporary emotion analysis, and their
successful implementation showcases the significant power of NLP
technology.

3.5.1 Text CNN
Text CNN is a potent tool for processing text data, capable of

capturing local patterns that prove challenging for other models to

discern. The algorithm operates by applying a convolutional filter to
the input text and classifying the resultant feature maps. These
feature maps hold significant value in tasks like sentiment analysis
and emotion identification, providing valuable insights into the data
(He et al., 2016). Recent research underscores Text CNN’s
superiority over alternative network architectures in these tasks,
underscoring its distinct potential and the significance of NLP
(Carlos-Roca et al., 2018; Feng and Cheng, 2021; S. Liao et al.,
2017; J. Wang et al., 2020). Text CNN also finds utility in other
applications, including document summarization and language
modeling (Parimala et al., 2021; Umer et al., 2021). Text CNNs
adeptly capture local and global patterns in data through a blend of
convolutional and recurrent layers, resulting in enhanced predictive
accuracy (Yenala et al., 2018; Han et al., 2020). Moreover, their
scalability and minimal preprocessing requirements make them
appealing for numerous applications (Gan et al., 2021). Text
CNNs will likely remain a pivotal element in the machine
learning landscape as NLP technologies evolve.

3.5.2 RNN + LSTM
The utilization of RNN + LSTM architectures has garnered

increasing popularity for emotion classification tasks. This surge in
popularity arises from the capacity of RNNs to grasp temporal
dependencies among words, which subsequently results in enhanced
performance compared to other architectures. Integrating LSTM
cells within the architecture effectively addresses the vanishing
gradient problem that plagues conventional recurrent neural
network models. This integration facilitates superior training
accuracy and greater depth in unrolling (Vathsala and Ganga,
2020; Umer et al., 2021). Through this approach, the
amalgamation of RNNs and LSTMs bestows the model with a
competitive advantage in recognizing the evolving spectrum of
affective states in natural language processing tasks (Vateekul and
Koomsubha, 2016). Beyond heightened accuracy, RNN + LSTM
architectures in emotion classification tasks yield additional benefits.
These architectures offer insights into the interplay between words
and emotions, thus enabling the development of more precise
predictive models (Effrosynidis et al., 2022). They also diminish
the necessity for manual feature engineering, thereby expediting and
streamlining the training process (Vathsala and Ganga, 2020;
Effrosynidis et al., 2022). In essence, these architectures prove

FIGURE 1
Data preprocessing.

TABLE 2 Confusion matrix.

Actual negative Actual neutral Actual positive

Predicted Negative TN FN FN

Predicted Neutral FP TN FP

Predictive Positive FP FN TP

TABLE 3 Performance measures.

Performance metrics Formula

Accuracy (TP + TN)/(TP + TN + FP + FN)

Precision TP/(TP + FP)

Recall TP/(TP + FN)

F1-Score 2 * (Precision * Recall)/(Precision + Recall)
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indispensable as tools for emotion classification tasks. Ultimately,
the fusion of RNNs and LSTMs enhances model generalizability by
enabling the capture of intricate sentiment patterns within datasets.

3.5.3 Global vector for word representation
The Global Vectors forWord Representation (GloVe) algorithm

was employed to transform words into vector representations.
GloVe stands as a groundbreaking NLP algorithm with a
multitude of applications. Converting words into vector
representations enables the exploration and analysis of
relationships between different attributes. Unlike conventional
methods reliant on count vectors, GloVe crafts dense, low-
dimensional vectors from co-occurrence statistics across an entire
corpus (Bhoir et al., 2017). These word vectors capture global
context and local nuances of words, rendering them more
effective at conveying word meanings than count vectors. With
its unsupervised learning approach, GloVe attains swifter processing
compared to supervised techniques while still encapsulating
meaningful semantic and syntactic elements (Bhoir et al., 2017;
Goularas and Kamis, 2019). This distinctive amalgamation of traits
positions GloVe as an invaluable instrument for comprehending
language and constructing insightful linguistic models.

3.5.4 BERT
BERT has revolutionized the approach to conducting emotion

classification (Devlin et al., 2018). Automating emotional
classification tasks has been a central focus over the past decade
(Poria et al., 2017). With the substantial amount of available data, AI
solutions have enabled researchers to process extensive textual data
in novel and informative ways. BERT represents one such solution,
developed by harnessing vast amounts of text data; it can discern
intricate relationships between words that often appear
insurmountable with conventional machine learning methods
(Devlin et al., 2018). With potent tools like BERT, researchers
can promptly execute highly accurate emotion classification tasks,
enhancing efficiency while yielding outstanding outcomes
(Alswaidan and Mohamed El, 2020; Zhang et al., 2020). BERT’s
capacity to unravel complex word relationships proves particularly
valuable for identifying nuances in written text sentiment. Analyzing
contextual and semantic word relationships proficiently determines
whether a statement conveys a positive, negative, or neutral
sentiment—often surpassing human emotion classification
accuracy (Devlin et al., 2018; Zhang et al., 2020). Employing
BERT for these tasks can substantially reduce the time and cost
associated with manual sentiment analysis (Poria et al., 2017; M. E.
Lokanan, 2023).

3.6 Ekman’s model of emotions

The variable “sentiment” serves as a response or target variable.
We conduct two sets of analyses. Firstly, we employ Ekman’s (1992)
emotional classification to delve into the data’s granularity. Ekman’s
(1992) taxonomy of emotions comprises six categories: joy, sadness,
anger, love, fear, and surprise (Ekman, 1992). This model has gained
substantial traction in cognitive and social media research for
comprehending emotional context (Nagarsekar et al., 2013; Z.
Wang et al., 2016; Basile et al., 2021).

3.6.1 Sentiment analysis
Sentiment analysis was employed to identify and extract

subjective information from the Twitter data. Utilizing polarity
and subjectivity measures, the tweets were processed and
categorized into three broad sentiment categories: positive,
neutral, and negative (Z. Wang et al., 2016; M. E. Lokanan,
2023). TextBlob was employed to determine each sentiment
classification’s polarity and subjectivity scores. The classification
process assigns a polarity score of −1 for negative sentiments, 0 for
neutral sentiments, and 1 for positive sentiments. The tweet’s
subjectivity is determined by the dichotomy of emotions that
characterize opinions and fact-based content. Text classified as
opinion receives a score of 0, while highly objective and fact-
based text is labeled as 1 (Vateekul and Koomsubha, 2016; Umer
et al., 2021). Text labeling yields valuable insights into users’
opinions and sentiments regarding the Cullen Commission’s
inquiry and report on money laundering in British Columbia.
Figure 2 shows the workflow of the sentiment analysis process.

4 Finding and analysis

4.1 Granular emotional classification

Figure 3 illustrates the outcomes of employing various NLP
techniques to analyze emotional expressions within public tweets
during two distinct periods: when the Cullen Commission was
announced (referred to as “Before”) and after the release of the final
report (referred to as “After”). Although there are relatively minor
variations (ranging from 1% to 5%) in the emotional expression
detection capabilities of the employed NLP techniques, the findings
indicate that the BERT model outperformed the CNN and RNN +
LSTM models in terms of performance accuracy (Devlin et al., 2018;
J. Wang et al., 2020). These findings suggest that a deeper and more
grounded understanding of language may lead to more accurate
emotion detection (Acheampong et al., 2021). The potential benefits
of such improved accuracy could be significant, particularly in
communication-based tasks and operations within AML compliance
(Thi et al., 2020).

While a greater proportion of positive emotions, particularly joy,
was observed, it’s noteworthy that a substantial portion of negative
emotions, including sadness, fear, and anger, were also present.
Across all algorithms, joy was the predominant sentiment expressed
by the public before and after the Commission’s report. These
findings suggest that the initial announcement of the Cullen
Commission inquiry generated positive reactions from the public,
which remained relatively stable after the publication of the final
report. However, it’s worth noting that the percentage of sadness
increased slightly after the Cullen report was published, indicating
that the findings generated some negative feedback from the public.
Similarly, there was a slight increase in angry reactions, suggesting
that the public became more frustrated with the Commission’s
findings. On the other hand, the percentage of fearful reactions
remained stable before and after the Commission’s report,
suggesting no significant changes in fear-related sentiments
toward the findings.

These findings imply that even before examining the
Commission’s results, the public experienced complex emotions
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regarding its outcomes. The diversity of emotional reactions
indicates that the public harbored uncertainty or discomfort
regarding the evidence of money laundering that the
Commission would uncover. Following the release of the Cullen
Commission report on money laundering in British Columbia, a
notable decrease in the percentage of emotional reactions across all

categories of sentiments was observed. These findings suggest that
the public felt a sense of closure or resolution after the investigation
or that the report’s contents made issues concerning money
laundering in the province more transparent to the public.
Regardless of the reasons, it’s evident that the Inquiry’s findings
had a tangible impact on the emotional reactions of the public

FIGURE 2
Sentiment analysis workflow.

FIGURE 3
Classification graph.
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toward money laundering and compliance issues in British
Columbia. While further research is required to comprehend the
full range of implications, the Cullen Commission provided a much-
needed outlet for catharsis for British Columbians (Leuprecht et al.,
2023).

Figure 4 presents a visual representation of the F1-scores and
performance accuracy of the selected algorithms. The F1-score was
chosen due to its ability to balance precision and recall, offering a
comprehensive assessment of classifier performance (M. E. Lokanan,
2023). Among the various algorithms utilized, BERT consistently
achieved the highest F1-score, indicating its effectiveness in tasks
related to sentiment classification, as supported by previous research
(Devlin et al., 2018; Alaparthi andMishra, 2021). BERT demonstrated
remarkable proficiency in anticipating public reactions across all
emotional categories. BERT’s exceptional performance in
predicting emotional reactions from tweets is attributed to its fine-
tuning process. During fine-tuning, BERT refines its ability to
recognize emotional signals in the training data, specializing it for
tasks like sentiment analysis. This adaptation allows BERT to better
understand emotions within the context of the Cullen Commission’s
Inquiry, leading to enhanced accuracy. Additionally, BERT’s
proficiency in identifying emotional cues and patterns is observed
across various emotional categories due to its exposure to diverse
emotional content in the dataset. This diversity contributes to its
strong performance in recognizing emotions. Furthermore, we
observed that the CNN and RNN + LSTM models also exhibited
strong performance in predicting emotions such as anger, fear, joy,
and sadness, with F1-scores ranging from 86% to 96%. While their
performance in predicting love and surprise was slightly lower, with
F1-scores ranging from 72% to 81%, it’s important to highlight that
these algorithms still proved successful in forecasting public reactions
associated with these specific emotional expressions.

Remarkably, the algorithms demonstrated remarkably high
overall accuracy scores, ranging from 90% to 0.93%. Once
again, BERT achieved the highest performance accuracy (93%)
in predicting emotional classifications, followed by the CNN (92%)

and RNN + LSTM (90%) models. These findings suggest that, on
the whole, BERT, CNN, and RNN + LSTM were proficient in
precisely predicting public sentiments across various emotional
categories related to the reaction to the money laundering inquiry
in British Columbia. The substantial performance accuracy across
diverse sentiments indicates that these algorithms are valuable
tools for identifying and distinguishing public opinions and
diverse emotional expressions concerning crucial matters such
as money laundering and AML compliance tied to the
Commission’s inquiry.

FIGURE 4
F1-Score and performance accuracy of the algorithms.

FIGURE 5
Positive sentiments.
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4.2 Word clouds positive and negative
sentiments before inquiry

4.2.1 Highlighting positive sentiments
Figures 5, 6 showcase word clouds representing public

sentiments at the time of the Cullen Commission’s
announcement. These visuals offer an intuitive way to discern
the most frequently used words in public opinion tweets. In
Figure 5, words like “money laundering,” “economy,” “law,” “BC
politics,” “capital flights,” “time,” and “hear” dominate the word
cloud. The presence of “money laundering” signifies the issue’s
importance in British Columbia, its potential impact on the
economy, and its vulnerability (Aluko and Bagheri, 2012;
Hendriyetty and Grewal, 2017). The prominence of “law”
suggests the need for regulatory improvements. References to
“BC Politics” likely involve political decisions on combating
money laundering, while “capital flights” may allude to illicit
fund movements across borders. Mentions of “timing” and
“hearing” indicate the urgency of expert testimonies and diverse
perspectives in addressing money laundering.

4.2.2 Highlighting negative sentiments
Figure 6 displays the negative sentiments surrounding money

laundering in British Columbia. Frequent terms include “money
laundering,” “corrupt,” “solicitor general,” “casino,” “liberal
government,” “organized crime,” and “BC politics.” The repeated
mention of “money laundering” reflects public recognition and
concern. Labeling the system as “corrupt” suggests widespread
sentiments about corruption within AML compliance.
Mentioning the “solicitor general” implies distrust in government
officials. References to “casinos” and “organized crime” hint at
criminal networks exploiting the casino industry. “BC politics”
implies concerns about political influence. These negative
sentiments reflect the public’s apprehension about the Cullen

Commission’s inquiry, indicating a lack of trust, concerns about
corruption and organized crime, and negative perceptions of casinos
and political entities. These sentiments drove expectations for a
thorough investigation and measures to combat criminal proceeds
in the financial system.

4.3 Word clouds of positive and negative
sentiments after inquiry

4.3.1 Highlighting positive sentiments
Figure 7 illustrates the positive sentiments conveyed by the

public following the release of the Cullen Commission’a report.
In this word cloud, terms like “break” and “fix” in tweets suggest an
eagerness to effect change and address issues related to money
laundering. The term “appetite” indicates the public’s enthusiasm
for the government to implement the recommendations from the
Cullen Commission, particularly in response to concerns about
criminal proceeds in the province (Cullen, 2022). The reference
to “real estate” implies that the Commission’s report could have a
positive impact on addressing money laundering concerns within
the industry. Sentiments associated with the National Democratic
Party (“NDP”), “fight,” and “corruption” indicate favorable attitudes
toward the government’s efforts to expose and combat corruption
linked to money laundering activities. These positive sentiments
reflect public support for addressing issues and implementing
solutions to combat money laundering in British Columbia.

4.3.2 Highlighting negative sentiments
In contrast, Figure 8 presents the negative sentiments expressed

by the public regarding the Commission’s report. In this word cloud,
the presence of the term “money laundering” underscores public

FIGURE 6
Negative sentiments.

FIGURE 7
Positive sentiments.
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concerns about criminal proceeds in the province, signaling
awareness of the issue and its potential economic impact. There
is a perception that individuals involved in money laundering are
“gaming” the system by employing manipulative and deceptive
tactics to launder money into the province. Furthermore, there is
a noticeable lack of trust and skepticism toward “former ministers”
who previously held positions of power in AML compliance and
regulation. The term “corrupt” implies that the public views the
AML enterprise as influenced by individuals exploiting power or
influence for personal gain, leading to calls for “aggressive” actions
to address money laundering (Ai and Tang, 2011). These negative
sentiments are clearly linked to concerns about the nature of money
laundering, manipulation of the regulatory system, mistrust in
government officials, and the belief that money laundering is
closely intertwined with corruption. These sentiments likely fuel
the demand for the inquiry and the need to address the findings
stemming from the investigation.

4.4 Performance of classifiers upon the
initial declaration of the Cullen inquiry

Figure 9 presents the performance metrics of the classifiers in
predicting public sentiments from tweets when the Cullen
Commission was initially announced in British Columbia. As
shown in Figure 8, the BERT classifier exhibits the highest
precision (.94), recall (.87), and F1-scores (.87). At the same
time, the GloVe model yields the lowest scores for these three
performance measures in predicting negative sentiments among
Twitter users. Notably, the CNN and RNN + LSTM models closely
trail the BERT model in predicting various sentiment classes. These
findings indicate consistent and accurate identification of negative

sentiments from tweets related to the money laundering inquiry
announcement among the models.

The BERT classifier again stands out in its predictions regarding
neutral sentiments. BERT achieves the highest precision (0.97),
recall (.99), and F1-score (.98) across all performance measures.
Additionally, the CNN, RNN + LSTM, and GloVe models exhibit
slightly lower precision, recall, and F1-scores, ranging between
.93 and .96 for precision, .88 to .97 for recall, and .93 to .97 for
F1-score. These results imply that all models were highly effective in
correctly categorizing neutral sentiments within public opinions
concerning the Cullen Commission announcement.

BERT outperforms the other algorithms in predicting positive
sentiments. As depicted in Figure 8, BERT achieves the highest
precision (.95), recall (.97), and F1-score (.96), closely followed by
the CNN and RNN + LSTM classifiers. The GloVe classifier, on the
other hand, exhibits comparatively weaker performance in
predicting positive sentiments from tweets related to the public’s
reaction to the Cullen Commission announcement. These findings
highlight the ability of BERT, CNN, and RNN + LSTM algorithms to
adeptly decode and interpret sentiment-rich narratives, particularly
those expressing positive reactions to the Commission’s initial
announcement.

Across all performance metrics, the BERT algorithm
consistently performs better in predicting sentiment from public
tweets. This consistency underscores the robustness of the BERT
algorithm in classification tasks using Twitter data. These findings
imply that BERT’s algorithms possess exceptional capabilities in
capturing the intricate nuances of language, context, and semantics
relevant to tweets. Such traits position BERT as a potent deep
learning technique for predicting the dynamic spectrum of
sentiments expressed by the public in response to the Cullen
Commission’s announcement, reflecting its proficiency in
analyzing public perceptions of money laundering issues. In sum,
the deep learning algorithms excel in uncovering diverse classes of
public sentiments surrounding the Cullen Commission Inquiry.

4.5 Classifier’s performance after final report
was released to the public

Figure 10 presents the outcomes of the classifiers after the public
release of the Cullen Commission’s final report. A notable finding is
that the performance of all classifiers in predicting sentiment classes
experiences a significant decrease across the board. The classifiers
display varying precision, recall, and F1-scores regarding negative
sentiments. The CNN classifier achieves the highest precision score
(.97), indicating its ability to accurately identify negative sentiments.
However, a recall score of .55 suggests that the CNN classifier misses
a substantial proportion of negative sentiments. Among the other
classifiers, BERT demonstrates balanced performance with a
precision score of .85, recall of .65, and F1-score of .73. These
findings indicate the superiority of BERT’s classifier in capturing
negative sentiments from the data compared to the other algorithms.
Compared to the negative sentiments observed during the initial
announcement of the Inquiry, BERT maintains its strengths in
overall predictability for identifying negative sentiments after the
release of the final report.

FIGURE 8
Negative sentiments.
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For neutral sentiments, all classifiers exhibit robust performance
across the board. BERT stands out as the superior classifier in terms
of precision (.93), recall (.86), and F1-score (.89). Slightly trailing
BERT, both CNN and RNN + LSTM achieve consistently high
scores across all three measures, signifying their capability to predict
neutral sentiments accurately. On the contrary, GloVe exhibits the
poorest performance across all three performance measures,
suggesting it may struggle to discern patterns in the data for
precise predictions (Vateekul and Koomsubha, 2016; Goularas
and Kamis, 2019). Despite the performance of the GloVe
classifier, these results suggest that the classifiers consistently
predict neutral sentiments, aligning with their performance in
predicting neutral sentiments from the public when the Inquiry
was initially announced.

Regarding positive sentiments, the classifiers demonstrate varied
predictive performance. CNN exhibits the highest recall (.93) and
F1-score (.85), followed by BERT with .92 and .81, and RNN +
LSTM with recall and F1-scores of .90 and .80, indicating their
proficiency in capturing positive sentiments. However, CNN (.78),
BERT (.73), and RNN + LSTM (.73) all achieve low precision scores,

suggesting they struggle with accurate identification of positive
sentiments. On the other hand, while on a lower scale, GloVe
maintains consistent performance for precision (.79), recall (.78),
and F1-score (.78), showcasing its stability in predicting positive
sentiments. Compared to the classifiers’ performance in identifying
sentiment classes from public responses when the Cullen
Commission was initially announced, their performance in
identifying positive sentiments remains relatively consistent after
the final report’s release, albeit with lower scores. These findings
suggest that the public might not be content with the Commission’s
results on money laundering in British Columbia.

Overall, these findings illustrate the classifiers’ capabilities in
predicting sentiments expressed by Twitter users when the Cullen
Commission was announced and after the final report on the
Commission’s findings was released. BERT consistently
demonstrates balanced and accurate performance across all
performance metrics for each sentiment class, showcasing its
utility for sentiment analysis in response to significant events
(Devlin et al., 2018; Acheampong et al., 2021; Alaparthi and
Mishra, 2021). Moreover, the stability in the classifiers’

FIGURE 9
Classifiers’ performance before final report.

FIGURE 10
Classifiers’ performance after final report was announced.
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performance in identifying sentiments during the initial
announcement of the Inquiry compared to their performance
after the final report’s release highlights their adaptability and
resilience in interpreting sentiments over time, indicating their
steadfastness in capturing public reactions to significant events
(Umer et al., 2021; Vateekul and Koomsubha, 2016; Z. Wang
et al., 2016; Yenala et al., 2018).

4.6 Classifier’s performance accuracy before
and after the commission final report

Table 4 presents the performance accuracy of the algorithms in
predicting sentiment classes from public reactions to the
announcement of the Cullen Commission and after the release of
the final report. As observed in Table 4, the algorithms exhibited
robust performance accuracy in predicting sentiment classes from
public reactions when the Cullen Commission was announced. The
CNN and RNN + LSTM classifiers achieve the highest scores of 0.95,
closely followed by BERT at 0.93. An exception lies in the
performance of GloVe, which attains an accuracy of 0.84. These
results emphasize the capabilities of CNN, RNN + LSTM, and BERT
in accurately predicting sentiment classes related to public reactions
on AML issues, confirming their proficiency in sentiment analysis.

The classifiers’ performance decreases across the board in
predicting sentiment classes after the Inquiry’s final report is
released. Despite the decrease in accuracy, the algorithms still
display commendable performance. Once again, CNN and BERT
emerge as the top two performers, with test accuracies of .84 and .83,
respectively, highlighting their reliability and consistency in
predicting sentiment classes. The performance accuracy of the
RNN + LSTM (.76) and GloVe (.75) models experienced a
substantial decline in analyzing sentiment classes after the
announcement of the final report. These findings indicate that
the algorithms were highly effective in predicting changes in
sentiments from the initial announcement of the Cullen
Commission to after the report was released. Although there was
a decrease in the algorithms’ performance after the final report was
released, they still maintained a reasonable level of accuracy,
indicating their ability to capture and classify evolving public
sentiments over time (Parimala et al., 2021; Vateekul and
Koomsubha, 2016; Z. Wang et al., 2016).

5 Discussion and conclusion

This study presents a novel approach to understanding public
sentiment surrounding significant events, particularly in the context

of AML compliance. While prior research has explored the
application of sentiment analysis to financial crimes, this study
uniquely harnesses the power of deep learning models to analyze
public reactions to AML compliance in Canada. What sets this
research apart is its temporal analysis, allowing for a comparison of
public sentiments both before and after the release of the Cullen
Commission’s final report on money laundering in British
Columbia. This temporal lens provides invaluable insights into
how public perceptions evolve in response to significant events
surrounding money laundering activities. By applying state-of-the-
art algorithms like CNN, RNN + LSTM, GloVe, and BERT, this
study contributes to the broader field of sentiment analysis by
showcasing the scalability, generalizability, and real-world
effectiveness of deep learning models.

The evaluation performed in this study offers a comprehensive
and rigorous assessment of the selected deep learning models.
Regarding granularity, the algorithms’ results indicate that joy
was the predominant emotion classification when the Inquiry
was initially announced. This suggests that the public welcomed
the news of the money laundering inquiry. However, sadness and
anger became the primary emotion classifications after the final
report was released, suggesting that the public did not resonate with
the findings from the Cullen Commission. This pattern of emotional
classifications is consistently reflected in the performance accuracy,
and F1 scores across all algorithms before and after the final report
was released.

Concerning sentiment classification, CNN, RNN + LSTM, and
BERT consistently demonstrate their ability to predict negative,
neutral, and positive sentiment classes. Notably, BERT emerges as a
standout performer, achieving remarkable precision, recall, and F1-
scores in sentiment classification. In contrast, the GloVe classifier
displays the least consistent and weakest performance across all
metrics. Notably, except for CNN, the predictive performance for
categorizing sentiment classes uniformly declined across all
classifiers. This decline is also evident in the accuracy of the
algorithms’ performance. Excluding GloVe, all classifiers
exhibited commendable performance in predicting sentiment
classes. Nevertheless, their effectiveness notably diminished after
the release of the final report. The consistent decline in predictive
performance across all classifiers after the release of the final report
points to intriguing insights. It raises questions about the
effectiveness of the Cullen Commission’s findings and their
resonance with the public, providing important context for
understanding the implications of the study’s findings.

These findings shed light on criticisms of the Commission’s
efforts (Chin and Magonet, 2022; M. Lokanan and Chopra, 2021;
Mulgrew, 2022). Critics have expressed concerns that the
Commission’s findings did not fully expose the extent of money
laundering activities within British Columbia. It is important to note
that the subsequent negative public sentiments following the final
report’s release may be attributed to the Commission’s failure to
identify responsible parties or entities involved in illicit proceeds’
placement, layering, and integration into the financial and non-
financial institutions across British Columbia. The Commission’s
reliance on testimonies from stakeholders across various sectors,
whomay lack objectivity and provide biased assessments, could have
influenced the distorted findings and skewed reporting that fail to
address systemic money laundering issues within British Columbia’s

TABLE 4 Classifier performance before and after the final report.

Algorithm Before After

CNN 0.95 0.84

RNN + LSTM 0.95 0.76

GloVe 0.84 0.75

BERT 0.93 0.83
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financial and non-banking institutions. Another contentious aspect
contributing to negative sentiments surrounding the final report
could be the Commission’s limited scope and reliance on specific
industries such as real estate, luxury vehicles, and casinos. The
limitation in scope prevented the Commission from addressing
broader systemic money laundering issues beyond these industries.

Judging by the public’s reaction to the sentiment analyses, the
Cullen Commission has significantly raised awareness about money
laundering and AML compliance issues in British Columbia. The
Inquiry’s findings have generated substantial debate, and the
recommendations are hoped to impact the province’s efforts to
combat money laundering. Future research should prioritize the
voices of diverse stakeholders, including experts who may not have
testified during the hearings. Interviewing a wider array of
stakeholders can offer a comprehensive assessment of money
laundering and AML compliance within the province.
Additionally, analyzing various stakeholders’ testimonies can
contribute to objectively evaluating the Commission’s findings.

5.1 Limitations and future research

This study relies solely on Twitter data, which may not fully
capture the sentiments of the entire population who may have
responded to the Inquiry findings. Twitter users exhibit unique
characteristics and biases that can impact the expressed sentiments.
Furthermore, Twitter users represent only a subset of the
population, potentially failing to reflect broader societal trends in
sentiments and the opinions of those who do not share their views
on social media. The 280-character limit of tweets poses a challenge
in comprehensively capturing user sentiments and detecting
nuances like sarcasm, irony, or humor in the data.

Future research should use diverse data sources by
incorporating various social media platforms and offline
methods like surveys and interviews to provide a more holistic
perspective of public sentiments regarding the Inquiry.
Additionally, researchers can explore advanced techniques to
mitigate biases in sentiment analysis models, ensuring fairness
and accuracy in representing public opinions on AML
compliance. Delving into cross-cultural and cross-linguistic
sentiment analysis can offer insights into how sentiments vary
across regions and languages, contributing to a more nuanced

understanding of public perceptions. To account for temporal
changes in sentiments over time, future studies may adopt
dynamic systems analysis methods, enabling the modeling of
sentiment analysis in response to specific events.
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