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Devices sensing inputs and generating outputs are fundamental regulatory units, and as such are the basis of more complex regulatory networks. We provide an overview of regulatory devices used as fundamental regulatory building blocks in synthetic biology, and how complex genetic circuitry is being constructed from them. We first comprehensively explore devices operating at different levels of gene regulation, with action modes on the DNA sequence, to transcriptional, translational and post-translational control. We then discuss design principles of constructing genetic circuits from basic regulatory units, addressing challenges such as orthogonality, context-dependence, noise, and complexity. We present examples of genetic circuitry, including bistable switches, logic gates, signal amplification, memory devices and circuitry for biocomputation. How artificial genetic circuitry can be useful in real-life applications is illustrated with examples from bioproduction, living therapeutics, and biosafety. Our aim is to provide a comprehensive overview of the toolbox of regulatory devices and a profound understanding of their potential for constructing diverse genetic circuits and their applications.
Keywords: genetic circuit design, gene expression control, synthetic parts, regulatory parts, synthetic gene networks, transcriptional and translational control
1 INTRODUCTION
Sensing and reacting to external and internal stimuli is a fundamental property of all living systems. This capability is enabled by molecular regulatory systems that can sense a specific signal (“sensor”) and create an output in response to that signal (“effector” or “actuator”). Typically, several of such regulatory systems can interface with one another to e.g., integrate, amplify, or remember signals, forming regulatory networks.
In synthetic biology, a discipline dedicated to engineering life, engineering goals frequently focus on rational programming of cellular behavior in response to defined input signals. For this purpose, regulatory systems have frequently been lifted from nature and “re-wired”, meaning put into different regulatory contexts. Increasingly, entirely new synthetic regulatory systems are being developed. By now, the synthetic biologist’s toolbox boasts a staggering selection of regulatory devices to choose from, with a variety of modes of action.
The ability to engineer cellular behavior through synthetic regulatory systems has enabled numerous applications across biotechnology and medicine, from sustainable bioproduction to therapeutic applications. As the field matures, increasing emphasis is being placed on creating robust and predictable systems through careful characterization of parts, adherence to engineering principles, and computational approaches for automated design of genetic parts and circuits.
This review aims to provide a comprehensive overview of the current state-of-the-art toolkit of regulatory parts for synthetic circuit design and illustrates their implementation into more sophisticated devices and systems through selected examples. First, we present a thorough survey of regulatory devices, from DNA-based controls to post-translational regulation. We then explore fundamental design principles and considerations for constructing artificial genetic circuitry and illustrate these with selected examples of typical circuit architectures and functions. Finally, we highlight some applications that demonstrate the implementation of sophisticated artificial regulatory systems in real-world contexts.
2 REGULATORY DEVICES
Molecular devices that sense inputs and generate outputs are the fundamental units of gene regulatory networks, both natural and synthetic ones. Regulatory devices have been used and further developed based on a diverse array of molecular mechanisms, enabling control at multiple levels of gene expression. In this section, we present a comprehensive overview of these devices, organized by their mode of action, from affecting DNA sequence, target gene transcription, translation, or post-translational effects on the target protein (Figure 1).
[image: Figure 1]FIGURE 1 | Overview of regulatory devices acting on different levels of gene expression. Schematic representation of various control points for gene regulation and the corresponding regulatory devices employed in synthetic biology. DNA-level regulation (top) includes site-specific recombinases that can invert or excise DNA segments, CRISPR-based systems for targeted DNA modifications, and epigenetic regulators that can modify DNA or histones to control gene accessibility. Transcriptional control (middle) encompasses prokaryotic and eukaryotic transcription factors, synthetic transcription factors based on programmable DNA-binding domains, orthogonal RNA polymerases and sigma factors, and RNA-based regulation through riboswitches. Translational regulation (bottom) includes RNA structure-based controllers such as riboswitches and toehold switches, as well as RNA interference mechanisms. Post-translational control can be achieved through conditional protein degradation, protein localization, or protein activity modulation. Regulatory devices can be made responsive to various inputs including small molecules, light, temperature, and macromolecules.
2.1 Devices acting on the DNA sequence
For modulating the activity of a target gene, its presence and integrity on the DNA level is a first point of possible interference along the flow of genetic information. Being permanent and inheritable, conditional alterations on the DNA sequence are particularly well-suited to implement devices intended to have stable states, such as bistable switches or higher-order memory devices, which are being discussed in more detail in subsequent sections.
Commonly used effectors for genetic circuit control belong to the family of tyrosine recombinases (e.g., lambda, Cre, Flp, FimB/FimE) and serine integrases (e.g., Bxb1, PhiC31). Gene expression regulation is commonly achieved by inversion of DNA segments, thus controlling whether or not a promoter is aligned with the target gene, resulting in a distinct stable ON or OFF state on that DNA molecule. This approach had initially been used to create inducible expression systems in bacteria leveraging tyrosine recombinases of different origins for construction of unidirectional switches, e.g., the integrase of the lambda bacteriophage (Podhajska et al., 1985; Sektas et al., 2001), flippase (Flp) recombinase from the 2 micron plasmid of Saccharomyces cerevisiae (Sektas and Szybalski, 1998), and FimE recombinase from Escherichia coli (Ham et al., 2006). Moving beyond sole control of heterologous gene expression, the latter was used to switch between chemotactic systems, thus regulating cell behavior (Moon et al., 2011). The FimB/FimE system in its endogenous context controls the presence or absence of type 1 fimbriae much in the same way, but works as a bidirectional switch (Abraham et al., 1985). Designed bidirectional switchability can be achieved using a pair of unidirectionally active recombinases catalyzing the opposite recombination reaction (Fernandez-Rodriguez et al., 2015), or using a serine integrase together with a cognate excisionase controlling the directionality of the integrase reaction (Bonnet et al., 2012). Interleaving recombined rafts can create inheritable states that scale exponentially with the number of used recombinases (Ham et al., 2008; Roquet et al., 2016). Using suitable topologies, recombinase-driven inversions have been employed to implement counting circuitry (Friedland et al., 2009) and numerous Boolean logic gates (Bonnet et al., 2013; Siuti et al., 2013). Irreversible deletions have also been used to regulate gene activity in such circuitry, for instance by transcriptional terminators removable through recombinase activity (Weinberg et al., 2017). These fundamental recombinase-based regulatory units serve as building blocks for more complex genetic circuits, which will be discussed in detail in Section 3 (Design principles and examples of genetic circuits).
Regulation of recombinase activity is usually achieved through controlling their expression in response to external stimuli, typically through transcriptional regulation systems. However, it is also possible to interfere with their local activity at specific sites using switchable transcription factors (discussed in Section 2.3) for circuit control (Short et al., 2023). In eukaryotes, global activity can be made conditional by fusing the recombinase to the ligand binding domain of the estrogen receptor. This has been done for instance for Cre recombinase (Metzger et al., 1995) and flippase recombinase (Hunter et al., 2005), making their activity dependent on estrogen receptor agonists. This kind of inducible recombinase technology quickly after its inception was adopted for inducible gene knockouts in whole animals (Feil et al., 1996).
Recombinase activity has also been made light-dependent, allowing optogenetic device control. One possibility to control its activity is by splitting the recombinase, and reconstituting it through a light-inducible dimerization system (Kawano et al., 2016; Morikawa et al., 2020; Jung et al., 2019). Another way uses the plant-derived light receptor domain LOV2, which unfolds a C-terminal helix from the protein core upon blue-light illumination. Through a suitable chimeric fusion to LOV2, Cre recombinase activity has been made dependent on blue-light illumination (Duplus-Bottin et al., 2021).
Aside from tyrosine recombinases and serine integrases, CRISPR-Cas-derived devices can also be used as effectors acting on the DNA sequence. The advantage of Cas nuclease-based devices is that sequence specificity is determined through the sequence of guide RNA. This RNA programmability of Cas nucleases has been the basis for engineering synthetic gene editing devices that do not introduce double-strand breaks. Base editors, consisting of a Cas9 nickase with a cytidine (Komor et al., 2016) or adenosine deaminase (Gaudelli et al., 2017), allow targeted single nucleotide changes. So-called prime editors, consisting of a Cas9 nickase and reverse transcriptase, allow more complex site-directed edits (Anzalone et al., 2019). Further, Cas1-Cas2 integrase has been used for sequential insertions of arbitrary DNA sequences (Shipman et al., 2016). In the context of synthetic biology devices, the mentioned Cas-based effectors have a prominent role in memory devices for ‘recording’ of internal or external stimuli (see 3.3.5 Synthetic Memory Circuit).
2.2 Devices for epigenetic regulation
Beyond direct DNA sequence modifications, synthetic regulatory systems have been developed that enable programmable epigenetic control through modifications of DNA bases and histones. Park et al. established an orthogonal epigenetic regulatory system using N6-methyladenine (m6A) DNA modifications. They engineered a synthetic initiator module combining E. coli DNA adenine methyltransferase (Dam) as a writer domain with a zinc finger protein for sequence-specific targeting. The reader module was constructed by fusing the m6A-binding domain of DpnI with various transcriptional effector domains, allowing m6A marks to be translated into defined transcriptional outputs. This combination of engineered writers and readers created circuits capable of establishing and propagating stable transcriptional states (Park et al., 2019).
While this system relies on direct DNA base modification, epigenetic regulation can also be achieved through modifications of histone proteins that affect chromatin state and accessibility. The CRISPRoff/CRISPRon system demonstrates this broader approach by combining dead Cas9 (dCas9) with either a DNA methyltransferase (DNMT3A/3L) and a transcriptional repressor (KRAS) for programmable epigenetic silencing (CRISPRoff) or by combining dCas9 with a demethylase (TET, ten-eleven translocation family enzyme) to remove the methylation mark (CRISPRon). This combination creates stable and heritable gene silencing that can be reversed when desired (Nuñez et al., 2021).
2.3 Devices for transcriptional regulation
Transcriptional regulation in the lac operon was the first gene regulation mechanism to be understood on a molecular level thanks to Jacob and Monod’s seminal work on regulation of lactose metabolism in E. coli (Jacob and Monod, 1961). In nature, transcriptional gene regulation systems consist of two core elements: binding sites on the DNA (the ‘cis’ acting element) within or near a promoter whose activity is regulated, and a transcription factor (the ‘trans’ acting element) whose binding to its cognate binding site alters that promoter’s activity. The transcription factor itself can possess signal-sensing capability, or have its expression or activity regulated by another system. Such transcriptional regulation devices have seen extensive adoption and are likely the most commonly used mode to control target gene expression in recombinant systems. This section covers both transcription factor-based systems and alternative approaches using orthogonal polymerases and RNA-based regulatory motifs.
2.3.1 Prokaryotic transcription factors
Owing to their comparative simplicity with few necessary components, prokaryotic devices have been used extensively. Prototypical examples are allosteric transcription factors and their binding sites from bacterial operons like the lactose operon (Lewis, 2005), the arabinose operon (Schleif, 2000), and the tetracycline operon (Bertram and Hillen, 2008). Generally, transcription factor binding may be inhibitory on transcription (negative regulation), like in the case of the lactose and tetracycline repressors (LacI, TetR), or activate transcription (positive regulation), which is the case for the majority of eukaryotic transcription factors. AraC, the regulatory protein of the arabinose operon does both: it acts as an inhibitor in the absence of its inducer arabinose, and as an activator in its presence (Schleif, 2000).
Regulatory devices found in nature have frequently been engineered, for instance to improve, shift or invert the dynamic range of the response, or to alter the stimulus eliciting a response. Both cis and trans elements have been subject to engineering efforts. Particularly for the paradigmatic lacO/LacI system there is a wealth of respective studies engineering its properties [reviewed in (Hersey et al., 2023)]. In this system, an allosteric transcription factor, the lac repressor (LacI), silences promoter activity by binding to the lac operator in the absence of its inducer. In its natural context, a degree of leaky expression is required (Jobe and Bourgeois, 1972), whereas that characteristic is typically undesirable in designed circuitry. One approach to make the system more stringent is through engineering the operator for tighter binding of the transcription factor (Sadler et al., 1983; Milk et al., 2010). However, there is a much larger body of research on engineering of the transcription factor, from making control more stringent, improving inducibility (Satya Lakshmi and Rao, 2009), to profound functional changes such as inverting the response to its inducer (Poelwijk et al., 2011; Hoffmann et al., 2016; Richards et al., 2017; Groseclose et al., 2020), or altering its inducer (Taylor et al., 2016) or operator specificity (Lehming et al., 1987; Milk et al., 2010).
The LacI/GalR transcription factor family with >500 known members is extremely well characterized and functionally understood (Sousa et al., 2016). Swapping domains within this protein family has allowed creating functional chimeric transcription factors (Tungtur et al., 2007; Shis et al., 2014; Dimas et al., 2019; Jiang et al., 2021), a strategy also working within other prokaryotic transcription factor families [reviewed in (Chan et al., 2024)]. Apart from engineering the regulatory elements themselves, the system’s response may also be tuned by changing how import of the inducer is regulated. For instance, the arabinose inducible system has been converted from an autocatalytic regulation with an all-or-nothing response to a system with titratable induction by decoupling expression of the arabinose importer (Khlebnikov et al., 2000).
Regulatory devices of prokaryotic origins are also widely being used in eukaryotic systems. For instance, the lac repressor with carefully placed lac operators can be used to negatively regulate gene expression in mammalian cells from viral promoters (Chan et al., 2024; Khlebnikov et al., 2000; Brown et al., 1987), and even endogenous promoters (Hannan et al., 1993). However, it is more common to fuse prokaryotic transcription factors to transactivating domains for use in eukaryotic systems. There are numerous examples of genetic switches engineered for eukaryotic systems in which a prokaryotic allosteric transcription factor acts as DNA binding and ligand sensing part, and a fused transcriptional effector domain as the actuator. This has been done for the lac repressor (Labow et al., 1990), but more commonly used are systems based on the tetracycline repressor (TetR), typically employing doxycycline as effector [reviewed in (Das et al., 2016)]. Those TetR based devices have been developed for diverse eukaryotes, from yeast (Garí et al., 1997), filamentous fungi (Wanka et al., 2016), to mammalian cells (Gossen and Bujard, 1992) and plants (Weinmann et al., 1994). While fusions with the original TetR result in gene de-activation upon effector addition (so called ‘Tet-off’ systems), using a logic-inverted TetR variant has allowed doxycycline-inducible transcription activation (“Tet-on”) (Gossen et al., 1995). The system was later improved through directed evolution to create Tet-On3G, featuring enhanced doxycycline sensitivity, lower background expression and an optimized promoter (Zhou et al., 2006).
2.3.2 Eukaryotic transcription factors
There are also notable widely used transcription regulation systems lifted from eukaryotes. A paradigmatic example originates from yeast’s GAL regulon, which responds to the availability of galactose. The principal regulatory elements in this regulon are the transcriptional activator Gal4, its inhibitor Gal80, the signal transducer Gal3 and the cognate cis elements, which Gal4 is binding to, called upstream activating sequences (UAS). In the presence of galactose, Gal3 sequesters Gal80, allowing Gal4 to specifically bind to its UAS and activate transcription (Rajeshkannan et al., 2022). This system has been widely used in yeast, employing Gal4-activated promoters for galactose-inducible expression of transgenes (Ro et al., 2006). However, as Gal4 regulates endogenous genes in yeast and induction involves a change of the supplied carbon source, use of this system comes with pleiotropic effects. To avoid perturbations by the change of carbon source, chimeric Gal4-based transcription factors have been made that bind to the GAL UAS in reaction to estradiol. This has been accomplished by fusing the Gal4 DNA binding domain and a strong viral activation domain with the hormone-binding domain of the estradiol receptor, a type of nuclear receptor (Louvion et al., 1993; McIsaac et al., 2011). In the absence of its inducer, it is sequestered in the cytoplasm, rendering the chimeric transcription factor inactive. Upon addition of estradiol, it is translocated to the nucleus and thereby activated. However, estradiol induction of Gal4 still leads to activation of GAL responsive genes. In higher eukaryotes, Gal4 is orthogonal and Gal4-mediated transcription activation of UAS associated promoters has been used in cell culture (Webster et al., 1988; Kakidani and Ptashne, 1988), as well as in whole animals, both in invertebrates (Brand and Perrimon, 1993), and vertebrates (Hartley et al., 2002; Köster and Fraser, 2001; Rowitch et al., 1999). In fact, Gal4/UAS systems have become a foundational tool for genetics studies in Drosophila (Duffy, 2002).
2.3.3 Nuclear receptors
Another distinct class of eukaryotic transcription factors widely used in engineered genetic systems are nuclear receptors, to which the estradiol receptor mentioned above belongs to. These proteins found in animals typically respond to lipophilic effectors, such as steroids or retinoids acting as hormones or vitamins (Sladek, 2011). When bound to their cognate response elements on the DNA, nuclear receptors in their unliganded state are either inactive or actively silencing their target genes through recruitment of co-repressors. Upon ligand binding, they switch to recruiting co-activators and thereby activate transcription of their target genes. In mammalian cells, the glucocorticoid receptor has been adopted to regulate transgene expression (Ko et al., 1989; James et al., 2000), typically with dexamethasone as inducer. To avoid crosstalk with endogenous regulation, host-orthogonal systems have been used, such as an insect ecdysone receptor in mammalian cells (Christopherson et al., 1992) or a mammalian steroid receptor in plant cells (Schena et al., 1991).
2.3.4 G-protein coupled receptors
In eukaryotes, another important class of molecular receptors are the membrane-bound G-protein coupled receptors (GPCRs). They are the most versatile class in terms of recognized ligands, ranging from various small molecules to entire proteins. Ligand specificity has been successfully engineered using both structure-based rational design (Gao et al., 2006) and directed evolution (Di Roberto et al., 2017). This has allowed the creation of receptors recognizing non-natural ligands, which is useful to create receptor-ligand pairs that are orthogonal to endogenous ones (Jacobson et al., 2007).
GPCRs typically act on transcription of multiple genes by G-protein mediated signal transduction through a variety of routes, such as cAMP, phospholipase C, and MAPK/ERK signaling pathways (Jiang et al., 2022), often involving numerous second messenger molecules. In higher eukaryotes, due to the large number of GPCRs, their signaling typically has considerable crosstalk. This regulatory complexity poses challenges for using GPCRs in artificial genetic circuitry. However, S. cerevisiae has only two GPCR signaling pathways. One of them, the mating pheromone pathway, has been engineered to allow swapping the GPCR for heterologous receptors (King et al., 1990), and has also been converted into a tunable regulatory system (Shaw et al., 2019). In each case, numerous genomic edits have been necessary for the desired refactoring.
2.3.5 Synthetic transcription factors
A plethora of new-to-nature transcriptional regulatory devices for eukaryotes have been developed by combining DNA binding domains of various sources with transcriptional regulatory domains. In order to achieve orthogonal regulatory devices, DNA binding domains and cognate cis-acting elements can be lifted from phyla distant to the host organism, e.g., from plants (Naseri et al., 2017) or mammals (McIsaac et al., 2014) to yeast.
However, when taking the DNA-binding domain from a given naturally occurring transcription factor, specificity for the cognate cis-acting element is typically largely fixed. This limitation has been overcome by using programmable DNA-binding proteins like zinc fingers (Beerli et al., 2000; Khalil et al., 2012), transcription activator-like effectors (TALEs) (Machens et al., 2017) and Cas proteins (Bikard et al., 2013). This approach allows targeting designed, synthetic cis-acting elements, but also native endogenous promoters (Park et al., 2003). Due to their ease of programming target specificity through their guide RNA, Cas proteins have seen particularly widespread use in synthetic transcription factors, both with activating or repressing effector domains (Du et al., 2021). CRISPR/Cas systems are widely being used to inhibit transcription initiation or elongation for negative expression control (Qi et al., 2013), an approach called CRISPR interference (CRISPRi). This suppression can be enhanced by fusing a transcriptional repressor domain (Gilbert et al., 2013).
Activity of synthetic transcription factors is often regulated through transcriptional control of their expression using ‘conventional’ inducible systems. To impart sensing to modular synthetic transcription factors themselves, different ways have been explored. The approach of controlling transcriptional activity through the ligand-binding domain of a nuclear receptor (Webster et al., 1988; McIsaac et al., 2014) has already been mentioned. Another, widely used strategy is using ligand (Tak et al., 2017) or light-dependent (Shimizu-Sato et al., 2002; Polstein and Gersbach, 2012; Nihongaki et al., 2015) dimerization systems to control conditional interaction between the DNA binding and the effector domain. Light-dependent DNA binding has also been achieved using light-responsive allosteric proteins like LOV domains (Strickland et al., 2008; 2010) or photoactive yellow protein (PYP) (Morgan et al., 2010; Fan et al., 2011), to control accessibility of the DNA binding domain. However, these systems are more difficult to engineer, typically requiring a combination of structure-guided design and directed evolution to achieve the desired photoresponse (Mazumder et al., 2015).
Beyond creating new synthetic transcription factors, they have also been engineered for improved performance. De Carluccio et al. combined the CRISPR-Cas endoribonuclease CasRx with the Tet-On system to create an inducible gene expression platform with minimal leakiness called CASwitch. The system employs two tetracycline-responsive promoters working in opposite directions: one activates target gene expression in presence of doxycycline, while the other, controlling CasRx expression, is repressed. CasRx recognizes and cleaves specific sequences in the target transcript, preventing leaky expression in the absence of doxycycline. This dual control achieves minimal leakiness while maintaining high maximal expression levels, demonstrating over 3000-fold induction (De Carluccio et al., 2024).
2.3.6 Orthogonal transcription systems
Instead of using transcription factors to direct the endogenous transcriptional machinery, orthogonal transcription systems have been employed to control transcriptional activity of genes. A paradigmatic system is the RNA polymerase and its promoters of the T7 bacteriophage. Being highly active and selective for its cognate promoter sequence, T7 RNA polymerase has been leveraged to drive high-level expression of transgenes in bacterial (Tabor and Richardson, 1985; Studier and Moffatt, 1986) and eukaryotic hosts (Fuerst et al., 1986; Chen et al., 1994; Nguyen et al., 2004). The system taken from T7 has been engineered to create multiple mutually orthogonal transcription systems (Temme et al., 2012).
To convey sensing function to the system itself, rather than relying on expression control of the polymerase through another system, T7 RNA polymerase has been made inducible using different strategies. One is based on incorporation of a non-canonical amino acid in a carefully chosen position, suppressing polymerase activity. Upon cleavage of the amino acid by UV light irradiation, the T7 RNA polymerase is activated (Chou et al., 2010). However, more common are strategies based on a split-protein approach, in which two parts of the T7 RNA polymerase are each fused to a partner of an inducible dimerization system, which allows bringing the two-halves together. Through the choice of the dimerization system, polymerase activity has been made inducible by small molecules (Pu et al., 2017), light (Baumschlager et al., 2017), and even macromolecules (Komatsu et al., 2023).
In prokaryotes, the endogenous RNA polymerase can also be leveraged for orthogonal transcription by using orthogonal sigma factors. These proteins help initiate transcription by interacting with the core RNA polymerase and targeting it to their cognate promoters. By introducing sigma factors whose recognition sequences are sufficiently different from the ones of endogenous sigma factors, orthogonal transcription can be achieved from recognized promoters (Rhodius et al., 2013). Sigma factors from Bacillus subtilis have been well established for orthogonal transcription in E. coli (Bervoets et al., 2018), along with predictive design of cognate promoters of desired expression strength (Van Brempt et al., 2020). Moreover, many sigma factors possess anti-sigma factors, inhibiting their sigma factors in response to stimuli. Leveraging combinations of orthogonal sigma and anti-sigma factors supports construction of sophisticated genetic circuitry such as bistable switches (Chen and Arkin, 2012).
2.3.7 Transcriptional control through riboswitches
Transcriptional regulation systems covered so far rely on trans-acting proteins, modulating whether transcription takes place from a given promoter. However, regulation can also occur through functional, ligand-sensing elements in the 5′-untranslated region of mRNA itself. Such regulator elements in the mRNA are called riboswitches, and a subset of naturally occurring riboswitches control transcription of their mRNA. They work by switching between a terminator hairpin configuration and an antiterminator configuration, depending on ligand availability, with adoption of the terminator fold leading to premature transcription termination (Figure 2A) (Mironov et al., 2002). These transcriptional switches generally have a ligand binding domain, the aptamer, and the effector domain adopting the termination hairpin. By replacing the aptamer in natural riboswitches with other aptamers, including artificially generated ones, synthetic transcriptional riboswitches can be created that react to other small molecules (Ceres et al., 2013a).
[image: Figure 2]FIGURE 2 | Overview of RNA-based regulatory mechanisms for gene expression control. Arrowheads indicate 3′ ends throughout all (A, B) Riboswitches for Transcriptional and Translational Control. Riboswitches regulate gene expression through ligand-induced conformational changes, consisting of an aptamer domain (purple) that specifically binds its cognate ligand (purple star) and a regulatory domain (green shading) (A) In transcriptional control, the switching sequence (yellow) base-pairs with an anti-terminator sequence (red) in the ligand-free state, enabling transcription (“ON”). Ligand binding induces a conformational change that releases these sequences, allowing the formation of a terminator stem-loop structure (yellow/black) that halts transcription (“OFF”) (B) Translational riboswitches operate through a similar mechanism but control access to the ribosome binding site (RBS, blue). In the absence of the ligand, the RBS remains exposed, allowing translation initiation (“ON”). Upon ligand binding, structural rearrangement leads to RBS sequestration, preventing ribosome access and inhibiting translation (“OFF”) (C, D) RNA Thermometers. (C) The ROSE-type RNA thermometer (left) uses a conserved U(U/C)GCU motif and multiple hairpins that sequester the SD sequence (blue) at low temperature, while the FourU RNA thermometer (right) employs four consecutive uridines. Temperature elevation disrupts these structures, enabling translation (D) A synthetic heat-repressible RNA thermometer employs an RNase E cleavage site (RC, red) protected by base-pairing with an anti-RNase E cleavage sequence (ARC, yellow) at low temperatures. At 37°C, the protective structure unfolds, exposing the RC site to RNase E (purple)-mediated degradation, preventing protein expression (Hoynes-O’Connor et al., 2015) (E, F) RNA Riboregulators and toehold switches. (E) Conventional riboregulators use a cis-repressed RNA (crRNA) that sequesters the RBS (blue) in a stem structure, resulting in translational repression (“OFF” state). Activation occurs through a trans-activating RNA (taRNA, ∼70 nt) that initiates interaction via loop-mediated base-pairing, leading to structural reorganization to expose the RBS (blue) and enable translation (“ON” state). This design requires specific loop sequences, constraining the programmability of the system (F) Toehold switches represent an advanced riboregulatory design where the switch RNA sequesters the region around the start codon instead of directly binding to the RBS or start codon. The switch RNA consists of a single-stranded toehold domain (gray, a, 12 nt) that initiates binding with the trigger RNA, followed by a stem structure (gray, b, 18 nt). Importantly, both the RBS (blue) and start codon (green) remain unpaired within an 11-nt loop and 3-nt bulge respectively, imposing less design constraints. A 21-nt linker sequence coding for low-molecular-weight amino acids (orange) follows the stem to connect to the regulated gene. Translation is activated when a trigger RNA binds to the toehold through complementary sequences (a*, b*) and displaces the stem through linear-linear interactions. Variable sequences are shown in gray, whereas conserved or constrained sequences are represented in different colors (G, H) RNA-interference Devices. (G) Design of short hairpin RNA (shRNA) where the antisense strand (red), complementary to the target mRNA, forms a stem-loop structure (∼21–23 nt) with the sense strand (blue). Dicer processing removes the loop, generating siRNA with 2-nt 3′overhangs. The siRNA is loaded into the RISC complex (yellow), which uses the antisense strand to target complementary mRNA sequences, leading to mRNA degradation and translational repression. (H) Design of bacterial sRNA consisting of three major components: (i) a 5′ seed region (red, 12–24 nt) complementary to the target mRNA, (ii) an Hfq binding scaffold that comprises an AU-rich region (light blue, 4 nt), a stem (blue, 4–6 nt) and a loop (dark blue, ∼6 nt), and (iii) a terminator (yellow) consisting of a stem loop structure followed by four U at the 3′ end. Alternative architectures exist where the seed region is positioned between the Hfq binding scaffold and the terminator. Upon binding to the target mRNA, the Hfq protein complex (blue) facilitates either translational repression through RBS sequestration (top) or recruitment of RNase E (purple), leading to mRNA degradation (bottom).
Naturally occurring transcriptional riboswitches typically terminate transcription in the presence of their ligand (Figure 2A). However, devices which activate or de-repress gene expression upon ligand addition can be more versatile for use in synthetic circuity. Different rational designs have enabled the creation of transcriptional riboswitches with such ON-switching behavior (Wachsmuth et al., 2013; Ceres et al., 2013b). Beyond transcriptional control, riboswitches can also affect translation or stability of their mRNA; these are discussed below under devices for translational regulation.
2.4 Devices for translational regulation
Translational regulation is a fundamental mechanism in gene expression control, allowing cells to adjust protein synthesis rates rapidly in response to internal and external stimuli. This regulation occurs through different mechanisms, including mRNA stability, translation initiation, and elongation. Understanding and utilizing these systems provides another level of control for the construction of sophisticated genetic circuits.
2.4.1 RNA structure-based regulators
2.4.1.1 Riboswitches
As mentioned in the previous section, riboswitches are natural regulatory elements that typically reside in the 5′ untranslated regions (UTRs) of bacterial mRNAs and are composed of two interacting domains, the ligand sensing domain (aptamer) and the expression platform (device). Ligand binding leads to switching between two mutually exclusive conformations of the expression platform, resulting in gene expression (ON switch) or repression (OFF switch) (Figure 2B). Riboswitches can function as transcriptional control elements by forming terminator structures in response to ligand binding modulating RNA polymerase activity and transcription termination (outlined above, Figure 2A). Additionally, riboswitches can function as translational control elements through direct mechanisms by changing the mRNA conformation to expose or sequester the RBS (Figure 2B), or through indirect mechanisms by alternative splicing of mRNA or modulating mRNA stability (Breaker, 2018). One example of a riboswitch sequestering the RBS is the riboswitch for adenosylcobalamin (AdoCbl), which has been investigated at atomic resolution by x-ray crystallography (Johnson Jr et al., 2012).
Riboswitches have been widely used as regulatory tools in synthetic biology because of their modular nature, and they have been engineered in multiple ways to alter and fine-tune input as well as output behavior (Etzel and Mörl, 2017). One of the best studied systems is the theophylline riboswitch, which has been engineered to function as transcriptional or translational control element and as ON or OFF switch, respectively (Wang et al., 2023).
2.4.1.2 RNA thermometers
Next to ligand-mediated control of RNA structure, temperature can likewise influence RNA structure and thereby control protein translation. This is found in RNA thermometers (RNAT), which are located within the 5′ UTR and, at low temperature, form stable secondary structures that block ribosome access (Figure 2C). Elevating the temperature leads to a zipper-like gradual shift from the closed to the open conformation, thereby exposing the RBS and enabling the translation process (Kortmann and Narberhaus, 2012; Sharma et al., 2022). The ROSE (Repression Of heat Shock gene Expression) family is the most common class of RNAT, controlling the expression of small heat shock genes in many alphaproteobacteria and gammaproteobacteria (Narberhaus et al., 2006). They usually contain two to four hairpins, with the 3′-most hairpin sequestering the Shine-Dalgarno sequence at low temperatures, while the other hairpin structures most likely aid in proper folding of the temperature-sensitive hairpin (Figure 2C left).
Another class of thermosensors are the “FourU thermometers”, named after their characteristic sequence of four consecutive uridines that form a zipper-like RNA structure occluding the Shine-Dalgarno sequence at low temperatures (Figure 2C right) (Waldminghaus et al., 2007). Found in bacterial virulence genes and heat shock proteins, FourU thermometers are typically shorter but melt at higher temperatures compared to the widespread ROSE elements (Tong et al., 2023).
Synthetic RNATs have been designed to create temperature-responsive genetic circuits, sometimes referred to as “thermogenetics”. Furthermore, synthetic RNATs can be simplified and modularized compared to their natural counterparts. For instance, Neupert et al. developed a modular approach separating promoter, start codon, SD sequence and a complementary anti-SD (ASD) sequence with four restriction sites in such a way that at low temperature the ASD sequesters the SD preventing protein translation (Neupert and Bock, 2009). Using a fluorescent reporter, SD and anti-SD as well as the spacing between SD sequence and initiation codon could be optimized by easily exchanging modules between the restriction sites (Neupert and Bock, 2009).
Based on two natural RNATs with only one base difference but significantly different temperature response, Sen et al. constructed a library of RNATs guided by thermodynamic computations and evaluated their temperature dependence in a cell-free assay (Sen et al., 2017). While computational predictions showed only weak correlation with the experimental data, this systematic approach nevertheless yielded a toolbox of RNA thermometers with varying temperature sensitivities and thresholds (Sen et al., 2017).
Natural RNA thermosensors typically activate gene expression at elevated temperatures by giving access to the SD sequence. In contrast, Hoynes-O'Connor et al. engineered a heat-repressible RNA thermosensor using RNase E, an endogenous endoribonuclease in E. coli that preferentially cleaves single-stranded RNA (Figure 2D) (Hoynes-O’Connor et al., 2015). They incorporated an RNase E cleavage site (RC) that gets sequestered by a complementary anti-RNase E cleavage sequence (ARC) in a stem-loop structure. At low temperatures, this structure remains stable, sequestering the RC site and protecting the RNA from degradation, thereby allowing translation. At higher temperature (37°C), the stem-loop unfolds, exposing the RC site to RNase E, which leads to RNA degradation and subsequent translation inhibition.
2.4.1.3 Riboregulators and toehold switches
A significant advancement in RNA-based gene regulation was the development of engineered riboregulators that enable post-transcriptional control of gene expression. The first generation of synthetic RNA regulators consisted of two parts: a cis-repressed mRNA (crRNA) that forms a stem-loop structure sequestering the ribosome binding site (RBS), and a trans-activating RNA (taRNA) that can base-pair with the crRNA to expose the RBS and enable translation (Figure 2E). Isaacs et al. demonstrated this concept by engineering a series of riboregulators in E. coli, achieving up to 19-fold activation of gene expression (Isaacs et al., 2004).
Toehold switches represent an important advancement over riboregulators, by significantly facilitating the design of synthetic regulators. Unlike conventional riboregulators, which repress translation by directly base-pairing to the RBS, toehold switches achieve translational control through base-pairing interactions that sequester the region around the start codon within an RNA stem, while leaving the RBS unpaired within a loop region (Figure 2F) (Green et al., 2014). This design strategy frees the RBS and start codon regions from sequence constraints that limit conventional riboregulators. Another key innovation is the use of linear-linear RNA interactions through a single-stranded toehold domain rather than the loop-mediated interactions employed by conventional riboregulators. The trans-activating RNA, called trigger RNA, is designed to be perfectly complementary to the toehold domain and stem region, enabling efficient strand displacement upon binding.
Both experimental approaches and computational tools have advanced the development of synthetic toehold switches. These include deep learning approaches that apply techniques from computer vision and natural language processing (Valeri et al., 2020), automated design software incorporating experimental constraints (Cisneros et al., 2023), as well a systematic evaluation of mutation effects on truncated switches, reducing the length from 30 nt (Green et al., 2014) down to 18–23 nt (McSweeney et al., 2023).
2.4.2 RNA-mediated gene silencing
2.4.2.1 miRNA and siRNA devices
Modulation of gene expression through mRNA stabilizing and destabilizing effects are ubiquitous in all organisms. RNA interference (RNAi) is an evolutionarily conserved post-transcriptional gene regulation mechanism that responds to double-stranded RNA (dsRNA) in eukaryotic cells, and plays a key role in gene silencing (Fire et al., 1998). Common types of effector RNAs are microRNAs (miRNA), which are encoded in the genome, and small interfering RNAs (siRNA), which are often from exogenous sources (Ahmadzada et al., 2018). Both RNA types are processed by Dicer, a member of the RNAse III family, to produce duplexes of approximately 21–23 nucleotides that are integrated into the RNA-induced silencing complex (RISC) (Elbashir et al., 2001). The Argonaute two component cleaves the duplex, degrading the passenger (sense) strand and retaining the guide (antisense) strand to direct RISC to complementary mRNA sequences (Matranga et al., 2005; Alshaer et al., 2021).
Based on target location and complementarity, RNAi can induce different outcomes: miRNAs typically show partial complementarity in the 3′ UTR, resulting in protein recruitment and translational repression, while siRNAs usually display full complementarity within the coding sequence (CDS), triggering endonucleolytic cleavage and mRNA degradation (Hutvágner and Zamore, 2002). Following cleavage, the RISC complex is released and can bind additional mRNA targets (Hutvágner and Zamore, 2002; Haley and Zamore, 2004).
Efficient and specific RNAi relies on a set of critical criteria during the siRNA design process, which is further detailed in a review from (Fakhr et al., 2016). For therapeutic purposes, siRNA can be delivered through different approaches: either as chemically synthesized short oligonucleotides, often packaged in various vesicles (Hu et al., 2020), or through in vivo transcription methods (Fu et al., 2021). Alternatively, short hairpin RNAs (shRNAs), first created in 2002 (Brummelkamp et al., 2002; Paddison et al., 2002), can be used, which after Dicer processing provide siRNA-like oligos (Figure 2G) (Sheng et al., 2020). These shRNAs can be encoded in DNA constructs, consisting of a 5′ overhang, targeting sequence, loop, reverse-complement targeting sequence, transcriptional terminator sequence, and 3′ overhang, and can be integrated into the genome to be used, e.g., for inducible gene knockdown (Moore et al., 2010; Frank et al., 2017). Various methods have been developed to use RNAi for Boolean logic gates in mammalian cells (see also Section 3.3.3 and Figure 6) (Rinaudo et al., 2007; Xie et al., 2011; Groves et al., 2016; Matsuura et al., 2018).
2.4.2.2 sRNA devices
Prokaryotic organisms use small RNAs (sRNAs) for post-transcriptional gene regulation in a variety of physiological processes (Modi et al., 2011). These sRNAs, typically 50–300 nt in length, target mRNAs at or near the ribosomal binding site in a cis- or trans-acting manner. Most sRNAs contain three functional domains: a seed region complementary to the target mRNA, a scaffold region aiding in Hfq chaperone and DNAse E recruitment, and a Rho-independent transcription terminator, consisting of a pyrimidine-rich palindromic sequence followed by a stretch of U nucleotides (Figure 2H) (Noh et al., 2019; Bandyra et al., 2012). Transcriptional repression usually occurs through base pairing, often mediated by the Hfq chaperon, leading to translational blocking and RNAse E mediated mRNA decay (De Lay et al., 2013).
Synthetic small RNAs (sRNAs) have been developed as an extension to transcription factors, offering an easier method for targeting specific mRNA sequences. Unlike transcription factors, which typically exhibit sigmoidal response curves, sRNAs display a linear response, enabling more gradual control of gene expression (Hussein and Lim, 2012). This characteristic makes synthetic sRNAs particularly suitable for fine-tuning gene regulation in diverse applications such as metabolic engineering and high-throughput screening (Lin et al., 2019; Bhatnagar et al., 2019; Na et al., 2013). Recent work has further analyzed the underlying mechanism and expanded their application across a wide range of bacterial species (Brück et al., 2024). For example, novel sRNA constructs were designed, achieving over 50% knockdown efficiency in 12 bacterial species, including Gram-positive bacteria (Cho et al., 2023). Additionally, systematic analysis of seed region length has revealed design rules that enhance the efficiency and specificity of synthetic sRNAs (Brück et al., 2024).
2.4.3 Orthogonal translation systems
In prokaryotes, translation can be controlled using engineered, orthogonal ribosomes that exclusively translate specific transcripts. Altering the anti-Shine-Dalgarno sequence on the 16S rRNA results in an altered specificity of the ribosome to Shine-Dalgarno sequences, the ribosome-binding sites on mRNA transcripts. This has long been used to direct translation to specific heterologous mRNA species (Hui and De Boer, 1987) by creating a population of ribosomes orthogonal to the native ribosome pool. Multiple orthogonal ribosome/mRNA pairs have been developed and shown to allow implementation of logic circuits (Rackham and Chin, 2005). Orthogonal ribosomes have been further engineered to support genetic code expansion by efficient decoding of amber stop codons (Wang et al., 2007) and quadruplet codons (Neumann et al., 2010).
Translation elongation control through genetic code expansion presents another angle of regulating translation that works both in prokaryotes and eukaryotes. Here, gene-specific control can be achieved by leveraging orthogonal translation systems, consisting of an aminoacyl tRNA synthetase and a cognate suppressor tRNA, able to decode stop codons in the presence of non-canonical amino acids. These pairs are taken from organisms phylogenetically very distant to the target host to be orthogonal to its endogenous translation machinery. The synthetase has to specifically incorporate non-canonical amino acids whilst being orthogonal to canonical ones (Vargas-Rodriguez et al., 2018). Expression control of a target gene is achieved by placing suppressible stop codons within its coding sequence. Thus, full-length protein translation is made dependent on the availability of a suitable non-canonical amino acid necessary to suppress termination at these positions. This principle has been used, for example, to control expression of a recombinase (Zhang et al., 2022), or essential proteins to create strains with synthetic auxotrophies dependent on the availability of non-canonical amino acids (Mandell et al., 2015; Rovner et al., 2015; Chang et al., 2023).
2.5 Devices for post-translational regulation
Control of target genes is also possible on the protein level by engineering target proteins such that their stability, location or function can be modulated in response to stimuli. A general advantage of control on the protein level is that responses are typically faster than those of control systems operating on preceding processes of gene regulation.
One approach is the control of protein half-life, which allows rapid changes in protein levels through regulated degradation. For bacteria, different degradation systems have been engineered, primarily based on the native proteases ClpXP, ClpAP, or Lon. A widely used approach employs the SspB adaptor protein, which delivers tagged proteins to the ClpXP protease complex. Inducible degradation can be achieved by controlling SspB expression or by engineering conditional exposure of the degradation tag. This has been successfully demonstrated for metabolic control, where the DAS+4 degradation tag system was used to create metabolic switches responding to phosphate levels (Ye et al., 2021). The Lon protease system has also been employed in synthetic circuits, for instance in the design of kill switches where it provides an additional layer of control through targeted protein degradation (Chan et al., 2016).
In eukaryotes, regulated protein degradation is typically achieved through the proteasomal system. Regulatable degradation tags fused to proteins of interest can trigger proteasomal degradation under specific conditions, typically the presence or absence of a small-molecule ligand. There are a number of different approaches to create these conditional degrons. Destabilizing domain (DD) degrons are based on a ligand-binding protein engineered to be in an unstable conformation, and thus be directed for degradation, without their ligand. Binding the ligand stabilizes the conformation and increases the protein’s half-life. DD degrons have been based on different protein scaffolds, such as FKBP12 (Banaszynski et al., 2006), dihydrofolate reductase (Iwamoto et al., 2010), UnaG (Navarro et al., 2016), and the human estrogen receptor (Miyazaki et al., 2012), each reacting to different ligands. A DD class degron has been leveraged to create stringent dependence on the availability of beta-estrogen in yeast, by fusing the degron to suitable essential genes (Hoffmann and Cai, 2024).
The auxin-inducible degron has been lifted from plants (Nishimura et al., 2009). Here, an E3 ubiquitin ligase complex polyubiquitinates the degron in the presence of auxin [or an auxin derivative in an improved version of the system (Yesbolatova et al., 2020)] and targets it for degradation. The SMASh tag is a degron that cleaves itself off the fused protein, unless its specific protease activity is inhibited by an hepatitis C virus (HCV) protease inhibitor, leading to degradation of the tagged protein (Chung et al., 2015). There are also systems in which the bound ligand itself directs degradation. Proteolysis targeting chimera (PROTAC) ligands do so through recruitment of an endogenous E3 ubiquitin ligase. In this case, the degrons being fused to the target protein are protein domains for which efficient PROTACs are available, such as the HaloTag (Buckley et al., 2015) or the dTAG (Nabet et al., 2018). Further, ligands with a hydrophobic moiety have been used to direct HaloTag fusion proteins for degradation through the cell’s quality control (Neklesa et al., 2011).
There are also light-responsive post-translational control systems. Degrons have been made conditional on light illumination instead of small ligands, using a photoresponsive LOV domain and chimerizing its C-terminal helix with a degron (Renicke et al., 2013; Bonger et al., 2014). Thus, blue light illumination exposes the degron and leads to its degradation along with the protein it is fused to. Light-inducible systems have also been used for fine-grained spatiotemporal control of the location of target proteins. Such control over Rho-family GTPases has allowed targeted remodeling of the cytoskeleton (Levskaya et al., 2009).
Apart from controlling protein half-life through conditional degradation, intein-based protein splicing presents another option of post-translational control. Inteins catalyze their own excision from a protein. Their action can be made conditional, e.g., through a split-protein approach, or by inserting a sensory domain in the intein (Topilina and Mills, 2014; Sarmiento and Camarero, 2019). Either way, intein splicing activity leads to creation of a protein producing an output (Jillette et al., 2019; Anastassov et al., 2023). Such intein-based approaches have been used to create biosensory systems for a variety of stimuli. For example, split intein systems lend themselves to sensing protein-protein interactions by reconstituting functional reporter proteins upon interaction of the split parts, as demonstrated in studies using split luciferase or fluorescent proteins (Ozawa et al., 2001; Paulmurugan et al., 2002). Conversely, single protein reporters have been used for instance for small molecule sensing (Buskirk et al., 2004).
Generally, systems may also obtain expression control through post-translational modalities such as phosphorylation status cellular localization, dimerization, or allosteric state. However, examples for such systems often act on transcription factors or signalling cascades (Spencer et al., 1993; Wu et al., 2009; Yang et al., 2025), and as such may be hard to delineate from transcriptional control.
3 DESIGN PRINCIPLES AND EXAMPLES OF GENETIC CIRCUITS
Using regulatory parts detailed in Section 2 (Regulatory devices), genetic circuits can be composed, in which multiple parts work together to achieve more complex cellular behaviors. This section outlines basic design principles, highlights considerations for the combination of several regulatory elements and provides selected examples of fundamental circuit architectures.
3.1 Key design principles of genetic circuits
The design of genetic circuits relies on several key principles that form the foundation of synthetic biology as an engineering discipline. These principles guide the creation of robust, tunable, and predictable biological systems. Similar to other engineering disciplines, having abstractable and reliable components facilitates the creation of systems of higher complexity. Engineering biology faces particular challenges inherent with biological systems, such as a high degree of complexity and interconnectedness. This section presents the key principles of modularization and standardization, orthogonality, and robustness and tunability to tackle these hurdles and enable the development of increasingly complex and sophisticated synthetic genetic networks.
3.1.1 Modularization and standardization
Modularization, a fundamental engineering concept, involves creating independent, interchangeable parts that can be combined to build complex systems. Such parts include promoters, ribosome binding sites (RBS), coding sequences, regulatory devices, and terminators (Figure 3A). Closely related to modularity is composability, which ensures that individual parts can be combined in predictable ways to create functional systems. Such modularity facilitates systematic design, testing, optimization and adaptation of genetic circuits. The concept of modularity has been central to the development of standardized biological parts, aiming to create a common “language” for describing genetic parts and their interactions (Müller and Arndt, 2012). This facilitates knowledge sharing and enables the development of tools for automated circuit design. The BioBrick standard, for instance, uses specific restriction enzyme sites to allow for easy, automatable, assembly of genetic parts (Endy, 2005; Müller and Arndt, 2012).
[image: Figure 3]FIGURE 3 | Key design principles for construction of synthetic genetic circuits (A) Modularization and standardization are achieved through libraries of well-characterized genetic parts that can be combined in predictable ways. Individual parts like promoters, ribosome binding sites, coding sequences, terminators, and regulatory devices (represented in different colors) are designed to be functionally independent to enable their combination in various arrangements (B) Orthogonality between different regulatory elements is crucial for predictable circuit behavior. Independent genetic modules showing minimal cross-talk between host cell machinery and other circuit components can be assembled into more complex circuits. (C) Robustness and tunability of genetic circuits can be assessed through characterization of individual parts and complete circuits under different conditions. Circuits should ideally show robust behavior under different conditions with little variation (top) as measured by consistent output levels across varying environmental conditions, and should be tunable in terms of input threshold and dynamic range (middle) and output signal strength (bottom panel).
The Synthetic Biology Open Language (SBOL) represents another major standardization effort, providing a machine-readable format for representing genetic circuits and their components (Galdzicki et al., 2014; Buecherl et al., 2023). SBOL enables researchers to describe DNA components and their interactions, exchange genetic designs between different software tools, and facilitate the reproducibility of synthetic biology experiments. Later versions have been expanded to also represent multicellular systems (Brown et al., 2020). Complementing the SBOL data standard, SBOL Visual provides standardized graphical notations for genetic circuit diagrams, further enhancing communication and design in the field (Beal et al., 2019). While standardization has greatly advanced the field, it is important to note that biological systems often exhibit context-dependent behavior, which poses challenges to the ideal of fully modular, standardized parts.
3.1.2 Orthogonality
Orthogonality refers to the ability of genetic circuit components to function independently without interfering with each other or the host cell’s native processes. Achieving orthogonality is crucial for predictable circuit behavior but remains a significant challenge, since–unlike in, e.g., electrical engineering–there is little to no spatial separation in biological systems (Figure 3B). Multiple strategies have been developed to improve orthogonality, including the use of heterologous components from different organisms, engineering of existing components to reduce cross-talk, and the development of entirely new synthetic parts (Rao, 2012; Brödel et al., 2016; Naseri et al., 2017). The importance of orthogonality for scaling up circuit complexity was demonstrated by Nielsen et al., who leveraged a large set of orthogonal repressor-operator pairs to construct sophisticated logic gates in E. coli (Nielsen et al., 2016).
3.1.3 Robustness and tunability
Genetic circuits should function reliably across various conditions and be easily adjustable (Figure 3C). This involves considering factors such as gene expression noise, metabolic burden on the host cell, and environmental fluctuations. Strategies to enhance robustness include incorporating autoregulatory negative feedback loops, redundancy and degeneracy (Becskei and Serrano, 2000; Macia and Solé, 2009; Randall et al., 2011). Tunability of circuit behavior is another important aspect, which can be achieved through various mechanisms such as titratable promoters engineered ribosome binding sites or riboswitches that respond to external stimuli (Ang et al., 2013).
A crucial factor affecting robustness and tunability is the context dependence of genetic parts, posing challenges for the design and implementation of reliable genetic circuits. Köbbing et al. conducted a comprehensive study on the effects of genetic context on synthetic promoters in Pseudomonas putida by systematically characterizing how the performance of stacked (concatenated) promoters behave depending on their context (Köbbing et al., 2020). Their findings revealed that adjacent genetic elements can significantly alter promoter activity, highlighting the importance of considering genetic context in circuit design.
Another important aspect to consider, especially for larger circuits with increasing numbers of components, is the concept of “load balancing”, which addresses the challenge of maintaining circuit function as it scales up in complexity. This is achieved by considering the metabolic burden imposed by synthetic circuits on the host cell, aiming to optimize circuit design for better overall performance (Ceroni et al., 2015; Borkowski et al., 2016). A significant challenge in this context is resource competition between circuit modules or between the circuit and the host cell. Zhang et al. demonstrated how growth feedback can interfere with memory maintenance in a topology-dependent manner (Zhang et al., 2020), while resource competition can lead to “winner-takes-all” behavior in cascading bistable circuits, disrupting expected dynamics (Zhang et al., 2021). They proposed a microbial consortia strategy to mitigate these effects by decoupling resource pools. Further strategies addressing context dependence have been reviewed elsewhere (Stone et al., 2024).
In general, these principles of robustness and expression load are closely related to the concept of “evolutionary stability” in synthetic biology. Circuits that are more robust and have a low expressional load, which has also been termed fitness threshold, are often more likely to maintain their function over multiple generations, even in the face of evolutionary pressures (Sleight and Sauro, 2013). This is particularly important for applications where long-term stability of the synthetic circuit is crucial, such as in therapeutic applications or environmental biosensors.
3.2 Computational design
The engineering principles described above provide a degree of abstraction from the complexity inherent to biological systems, enabling forward design of systems involving multiple regulatory elements with acceptable predictability. These design principles, combined with our increased ability to model biological systems, have enabled computer-aided tools for design of complex synthetic circuitry. A pivotal development in this area was the introduction of Cello (Cellular Logic), a design automation platform for genetic circuits (Nielsen et al., 2016). Cello allows users to describe desired circuit function using Verilog, a hardware description language, which is then translated into a DNA sequence encoding the specified logic. Its successor, Cello 2.0, further expanded these capabilities with support for a wider range of logic gates and improved optimization algorithms (Jones et al., 2022).
Recent work has focused on various approaches to automate robust genetic circuit design. These include adapting machine-learning algorithms to optimize gene circuit designs (Hiscock, 2019), as well as methods that account for structural variants and parameter uncertainty, combining evolutionary algorithms with stochastic simulations (Schladt et al., 2021).
While these computational tools have greatly advanced the field, it is important to note their limitations. Current modeling approaches often struggle to fully capture the complexity of biological systems, particularly when predicting the behavior of circuits in different cellular contexts or over long time scales.
3.3 Examples of basic genetic circuits
The following section presents seminal examples of genetic circuits. These examples demonstrate how the principles discussed above have been applied to create functional biological systems with predictable behaviors from regulatory ‘building blocks’ outlined in Section 2 (Regulatory devices).
3.3.1 Bistable switches and oscillators
Genetic circuits have progressed in complexity from single-node to two-node and three-node designs, showcasing principles like noise reduction, bistability, and oscillatory dynamics. Foundational circuits such as the autoregulatory circuit (Becskei and Serrano, 2000), toggle switch (Gardner et al., 2000), and repressilator (Elowitz and Leibler, 2000) exemplify these advances.
Bistable switches are genetic circuits that can exist in one of two stable states and switch between them in response to specific inputs. A classic example is the toggle switch, consisting of two repressor proteins, each inhibiting the expression of the other. External stimuli can flip the switch between these states (Figure 4A) (Gardner et al., 2000).
[image: Figure 4]FIGURE 4 | Illustration of bistable and oscillating circuit designs (A) Bistable switch based on mutual repression, in which repressor 1 (yellow) inhibits expression of repressor 2 (blue) and vice versa, creating two stable states. Each state is maintained through the dominant repressor blocking expression of the other repressor. Addition of inducer 1 (yellow) or inducer 2 (blue), respectively, inactivates the corresponding repressor, allowing transition to the opposite state. GFP (green) expression in one state allows monitoring of the switch (Gardner et al., 2000) (B) Repressilator with coupled orthogonal promoter-repressor-inducer sets showing oscillatory behavior between three distinct states, monitored by oscillating GFP levels. The system achieves oscillations through cyclic repression where three repressors sequentially inhibit each other’s expression (Elowitz and Leibler, 2000) (C) Re-design of the bistable switch using CRISPRi, where sgRNA1 (yellow) binds b1 sites, blocking transcription of sgRNA2 (blue) and vice versa. Not shown is constitutively expressed dCas9 (Santos-Moreno et al., 2020).
Oscillatory circuits generate periodic changes in gene expression. The repressilator consists of three transcriptional repressors arranged in a ‘cycle’; each repressor inhibits the expression of its successor, resulting in oscillatory behavior (Figure 4B) (Elowitz and Leibler, 2000). Subsequent work has improved the robustness and tunability of synthetic oscillators. By reducing circuit complexity and incorporating elements that reduce gene expression noise, a robust bacterial oscillator was built that maintained persistent oscillations for hundreds of generations (Potvin-Trottier et al., 2016).
More recently, the versatility of CRISPR-based circuits was demonstrated by constructing both a bistable toggle switch and repressilator using CRISPRi instead of repressor proteins (Figure 4C) (Santos-Moreno et al., 2020). This work illustrates how modern CRISPR technology can be applied to recreate and potentially improve upon these foundational synthetic biology designs.
3.3.2 Adaptive circuits and homeostatic control
Biological systems require mechanisms to maintain stable function despite fluctuations in cellular resources and environmental conditions, making robustness likewise a key objective in the design of synthetic gene circuits. Building on early demonstrations of noise reduction through simple negative feedback loops, where autoregulation dampened fluctuations in protein expression (Becskei and Serrano, 2000), several more sophisticated control mechanisms have been developed to achieve robust performance and adaptation to different kinds of perturbations.
Incoherent feedforward loops represent one strategy for achieving robustness. Bleris et al. demonstrated that synthetic incoherent feedforward circuits can adapt to changes in the genetic template abundance, providing a system for gene dosage compensation (Bleris et al., 2011). The field advanced further with the development of antithetic integral feedback controllers for robust perfect adaptation (Briat et al., 2016; Aoki et al., 2019). These controllers use molecular sensors and actuators that mutually annihilate each other, enabling dynamic response to deviations to ensure stable performance even in noisy environments (Figure 5). Frei et al. adapted the concept of annihilation of the controllers to mammalian cells using sense and antisense RNA to design a mammalian genetic proportional-integral controller that achieved precise and robust gene regulation, demonstrating the potential for applying such control systems in complex biological contexts (Frei et al., 2022).
[image: Figure 5]FIGURE 5 | Antithetic integral feedback control circuit. The circuit consists of an antithetic controller (orange dashed box) and a controlled output module (green dashed box) (Aoki et al., 2019). The antithetic controller module is based on the σ factor SigW (orange) and anti-σ factor RsiW (brown) from Bacillus subtilis that annihilate each other upon interaction. SigW expression is regulated by LuxR (yellow) in response to external homoserine lactone (HSL), while rsiW expression is controlled via a negative feedback loop mediated by AraC (blue) from the controlled output module and regulated via the external inducer arabinose (ARA). This interplay creates an antithetic integral feedback mechanism that ensures dynamic regulation and robustness to perturbations. The controlled output module translates the regulatory dynamics into a measurable output, which can be a reporter molecule or biomass production as in this example. Non-annihilated SigW directly regulates both araC expression (enabling feedback control via RsiW) and the expression of the gene of interest. The system was validated using either GFP as reporter or metE (green) encoding methionine synthase, which catalyzes the conversion of homocysteine to methionine supporting biomass production. Additionally, orthogonal perturbation can be applied using anhydrotetracycline (aTc)-inducible Lon protease (purple), which can degrade both AraC and the output protein via a Lon-specific degradation tag (purple).
Huang et al. demonstrated how quasi-integral control through a synthetic small RNA-based feedback controller can enable adaptation of genetic modules to variable ribosome demand, providing another strategy to adapt to cellular resource fluctuations (Huang et al., 2018). Combining metabolic regulation with genetic control mechanisms offers another approach to enhance robustness. Lv et al. demonstrated how coupling metabolic addiction with negative autoregulation could both stabilize strain performance and improve pathway yield in metabolic engineering applications (Lv et al., 2020).
A recent approach by Glass et al. implemented a biphasic fitness strategy in a synthetic differentiation circuit in E. coli to generate robustness against environmental changes and mutant takeover (Glass et al., 2024). Their Biphasically Differentiating E. coli (BDEC) system contains a synthetic differentiation circuit system to mimic stem, progenitor and differentiated cells in E. coli. This was achieved using an integrase to irreversibly remove a plasmid-encoded antibiotic resistance gene while simultaneously restoring an essential metabolic pathway, creating a biphasic control mechanism. Consequently, the authors defined a stem cell with no cut plasmid and a fully differentiated cell with all plasmids cut, while a progenitor cell contains a mixture of uncut and cut plasmids. Due to the biphasic control, this design selected for a specific differentiation rate and showed remarkable robustness to environmental changes and resistance to mutant takeover in long-term evolution experiments.
3.3.3 Logic gates
Logic gates in synthetic biology perform Boolean operations on biological inputs to produce specific outputs. Such gates form the basis for more complex genetic circuits and allow cells to process multiple inputs and make decisions. The most common types of logic gates implemented in biological systems include.
1. AND gate: Requires all inputs to be present to produce an output.
2. OR gate: Produces an output when at least one of the inputs is present.
3. NOT gate: Inverts the input signal, producing an output when the input is absent.
4. NAND and NOR gates: Universal gates that can be used to construct any other logic function. NAND produces an output unless all inputs are present, while NOR produces an output only when no inputs are present.
These basic gates can be combined to create more complex logical operations such as XOR (exclusive OR) and XNOR (exclusive NOR). The implementation of logic gates in biological systems has been achieved through various molecular mechanisms.
Genetic AND gates, for example, were constructed using a modified T7 RNA polymerase with internal amber stop codons combined with an amber suppressor tRNA as second input signal (Anderson et al., 2007) or with a split T7 RNA polymerase (Shis and Bennett, 2013). A simple example of a NOT gate is the use of repressor proteins that inhibit gene expression, as used in the repressilator circuit (Elowitz and Leibler, 2000). Building on this, Tamsir et al. implemented multiple gate types (AND, OR, and NOR) in E. coli using a library of simple regulatory circuits and linking them through diffusible chemical signals to construct more complex logical operations (Tamsir et al., 2011). Siuti et al. built logic gates using two different inputs (AHL and aTc) to activate two recombinases through orthogonal riboregulated systems. Specific arrangement of the modules allowed them to create all 16 two-input Boolean logic functions without coupling multiple gates (Siuti et al., 2013). Likewise, recombinases were used to construct all Boolean logic functions in mammalian cells (Weinberg et al., 2017).
RNAi-based circuits offer another powerful approach for implementing Boolean logic in living cells (Rinaudo et al., 2007). Applying this RNAi-based regulation, Xie et al. constructed a classifier circuit that integrated sensing of six endogenous miRNAs through a combination of AND and AND NOT logic operations to selectively trigger apoptosis in HeLa cancer cells while sparing other cell types based on their miRNA expression profiles (Figure 6) (Xie et al., 2011). This demonstrated how RNAi-based logic could be used to sense complex cellular states to execute specific responses. In a similar approach, Matsuura et al. developed synthetic mRNA-delivered circuits that could implement multiple types of logic gates (AND, OR, NAND, NOR and XOR) in mammalian cells by combining miRNA sensing with RNA-binding proteins as regulators (Matsuura et al., 2018).
[image: Figure 6]FIGURE 6 | RNAi-based logic circuit for cell-type selective induction of apoptosis. The circuit integrates sensing of multiple microRNAs (miR-A to miR-F) through Boolean logic to control apoptosis (Xie et al., 2011). The top level shows constitutive expression of reverse tetracyclin-controlled transactivator (rtTA, blue) from a CMV promoter, negatively regulated by miR-A (yellow) or miR-B (orange) and miR-C (brown), respectively. On the second level, rtTA activates LacI (green) expression from a tetracycline-responsive promoter (PTRE), which again is negatively regulated by miR-A, B and C to prevent any leakage. As an additional safety measure, LacI is linked to anti-apoptotic Bcl2 (dark red) through a 2A peptide (white) that enables production of separate LacI and Bcl2 proteins. LacI represses the expression of the pro-apoptotic protein Bax (red), which can be inhibited by Bcl2 on the protein level and whose expression is additionally negatively regulated by three further miRNAs (miR-D, E and F; purple colors). This multi-layered regulation ensures tight control of the apoptotic response, which is triggered only by the specific input of miR-A ∧ miR-B ∧ miR-C ∧ ¬(miR-D) ∧ ¬(miR-E) ∧ ¬(miR-F).
CRISPR-Cas9-based systems have been increasingly used for implementing logic gates. An AND gate was constructed in yeast where dCas9 and MCP-VP64 expression was controlled by galactose and β-estradiol, respectively, and the scaffold RNA (scRNA) was used to connect both parts and direct them to the promoter site for VP64-mediated gene expression (Hofmann et al., 2019). Similarly, a NOR gate was engineered based on the CRISPR-dCas9 system, which used gRNAs as input signals to a specific target sequence on the NOR gate promoter. The generated output is also a gRNA that matches the target sequence on other NOR gate promoters, allowing for interconnected logic circuits (Gander et al., 2017). In a third example, a NOT gate was constructed by combining two RNA regulation systems, CRISPR and antisense RNA (asRNA). The CRISPR system represses the target gene, which can be derepressed by the expression of an antisense RNA, enabling an ON/OFF switching behavior (Lee et al., 2016).
Biological logic gates have also been used in medical applications. For example, a CRISPR-dCas9-based AND gate with two cancer-specific promoters was designed for detection and control of bladder cancer cell growth in vitro (Liu et al., 2014). Similarly, Courbet et al. implemented Boolean logic when engineering an E. coli-based biosensor cell to detect biomarkers such as nitrogen oxides and glucose in human blood and urine samples (Courbet et al., 2015). They created a sensor module that enables multiple detection of biomarkers and coupled the output signal to Boolean integrase logic gate modules, enabling signal digitization and amplification.
While most logic gates in synthetic biology are implemented through genetic circuits, Vishweshwaraiah et al. developed a system where logical operations were achieved at the protein level (Vishweshwaraiah et al., 2021). They engineered a single protein to function as a two-input OR gate by rationally incorporating both a rapamycin-inducible domain and a light-sensitive LOV2 domain into focal adhesion kinase (FAK), achieving orthogonal control through chemical and optical inputs.
3.3.4 Signal amplifying circuits
As of now, an astonishing breadth of sophisticated biosensors are available, and for instance can allow cost-effective environmental surveillance. Here, it is often desirable to detect specific environmental pollutants or pathogens at very low levels. In such cases, high sensitivity is needed, which can require circuitry for signal amplification.
One such area is the detection of heavy metals. Several groups have designed whole-cell biosensors for the detection of arsenate and arsenite contamination in water, making use of the natural arsenic resistance operon in E. coli adding a reporter gene controlled by this operon (Stocker et al., 2003; Siegfried et al., 2012; Jia et al., 2019; Wan et al., 2019; Chen et al., 2022). It has been shown possible to improve signal output by optimization of individual components within a given circuit topology, for instance improving dynamic range through the choice of promoters (Chen et al., 2022). However, circuits can be specifically constructed for increasing sensitivity, for instance by implementing an additional positive feedback loop (Jia et al., 2019) or by cascading signal amplification. Wan et al. added up to three orthogonal amplifier modules, in which the original output of the arsenic resistance operon serves as input for the first amplifier, whose output then drives the second amplifier, and similarly the second amplifier’s output feeds into the third amplifier module (Figure 7) (Wan et al., 2019). Likewise, a plethora of other heavy metal biosensors have been designed, making use of different sensor (input) and reporter (output) modules, implementing amplifier circuits, as well as features such as logic gates and feedback loops [reviewed in (Kim et al., 2018; Liu et al., 2022)].
[image: Figure 7]FIGURE 7 | Cascaded amplifying circuit design for ultrasensitive heavy metal detection. The genetic circuit consists of an input module sensing arsenic (As3+) and three sequential amplifier modules driving GFP expression as output (Wan et al., 2019). The input module uses the natural ArsR-based arsenic sensing system, which is expressed under a weak promoter and represses the promoter of the first amplifier A (ParsR) in absence of arsenic. A similar system can be constructed for mercury detection by replacing the input module with MerR controlling the PmerT promoter. Upon heavy metal binding, ArsR releases from ParsR, allowing expression of the first amplifier module (hrpR/hrpS). HrpR and HrpS proteins form a complex that activates the hrpL promoter controlling ECF (extracytoplasmic function sigma factor) expression. ECF in turn activates Pe11 to drive expression of RinA, which binds to the rinA promoter on a high-copy plasmid to trigger GFP expression. The sequential amplification through three stages (HrpRS, ECF, and RinA) enables ultrasensitive detection of arsenic. Elements are organized on two plasmids: a low-copy plasmid carrying the sensing and amplification modules, and a high-copy plasmid carrying the output module. Arrows indicate activation, T-bars indicate repression.
3.3.5 Memory circuits
Memory circuits allow cells to “remember” past events and maintain a specific state over time, even after the initial stimulus has been removed. In yeast, a synthetic memory circuit has been constructed using a transcriptional positive feedback loop. Once activated by a transient stimulus, the circuit maintains its active state through self-sustaining feedback (Ajo-Franklin et al., 2007).
In contrast to states being maintained by transcriptional control, devices changing the DNA sequence do not require sustained metabolic expenditure to upkeep memory. The SCRIBE system uses inducible DNA recombinases in combination with a retron, an inducible bacterial reverse transcriptase system, to produce ssDNA which introduces specific mutations in the genome based on sequence homology (Farzadfard and Lu, 2014), allowing long-term storage of cellular memories across multiple generations. Another approach used recombinases to irreversibly flip DNA sequences, creating a permanent record of transient signals in bacteria as well as mammalian cells (Figure 8A) (Siuti et al., 2013; Weinberg et al., 2017). A synthetic cellular memory device capable of storing more than 1 byte of information in the DNA of living cells has been constructed from a memory array of 11 orthogonal integrases (Yang et al., 2014).
[image: Figure 8]FIGURE 8 | DNA-based memory systems employing recombinases and prime editing (A) An input signal triggers the recombinase-based genetic memory system. The input signal (red) drives expression of a recombinase (Rec, purple) from a signal-responsive promoter (Psignal, red). The recombinase recognizes specific sites (purple triangles) and catalyzes either deletion or inversion of the intervening DNA part (yellow), creating permanent genetic modifications, which, depending on the part can trigger a specific output, by, e.g., flipping promoter or coding sequences for activation or deactivation or deleting a terminator (Siuti et al., 2013; Weinberg et al., 2017) (B) The peCHYRON (prime editing CHYRON) system allows sequential DNA recording of different signals (Loveless et al., 2024). A prime editor (PE, blue), consisting of a nicking Cas9 and a reverse transcriptase, is guided to the target sequence by prime editing guide RNAs (pegRNAs). Each pegRNA contains a spacer sequence (spA, orange or spB, purple), a constant sgRNA scaffold (c, dark blue), and a reverse transcription template (RTT). The RTT consists of an overhang region (RTo, dark blue), propagation sequence (PropA, orange or PropB, purple), containing a 3-nucleotide signature (yellow symbols), and the primer binding sites (PBS A, orange or PBS B, purple). Sequential recording begins when PE binds and nicks the target DNA strand, allowing the RTT to hybridize via its primer binding site. This initiates reverse transcription to insert the propagation sequence containing one of several possible 3-nucleotide signatures (yellow symbols) that encode up to 6 bits of information. Sets of alternating A→B and B→A pegRNAs enable sequential recording, as each inserted propagation sequence serves as the target site for the next recording round. This self-propagating architecture enables theoretically unlimited rounds of sequential recording.
More recently, CRISPR-based systems have been employed for genomic recording, leading to several advanced memory systems. Sheth et al. introduced TRACE (Temporal Recording in Arrays by CRISPR Expansion), which enabled the recording of multiple cellular events over time (Sheth et al., 2017). This system makes use of the bacterial CRISPR-Cas adaptation process, which can integrate exogenous nucleic acid into the genomic CRISPR arrays as spacer. To convert the input signal into such trigger DNA, the authors linked the input signal to the expression of phage P1 lytic replication protein RepL, which in turn initiates the replication of a trigger plasmid (pTrig). The authors could show that the system responds to the amount of input signal and can also be adapted for different input signals.
CAMERA (CRISPR-mediated Analog Multi-event Recording Apparatus) is capable of recording multiple cellular events in both bacterial and mammalian cells (Tang and Liu, 2018). Beyond simple presence/absence detection, this approach enables analog recording that captures amplitude or signal duration. This system consists of a writer plasmid expressing either Cas9 with sgRNA or a base editing Cas system under inducible promoters, and recorder plasmids that serve as writing substrate. Upon activation, the system modifies the recorder plasmids through either Cas9-mediated cutting or base editing, and this recording can then be detected by measuring the ratio between modified and unmodified recorder plasmids.
Building on the SCRIBE system, the DOMINO (DNA-based Ordered Memory and Iteration Network Operator) system utilizes CRISPR-based base editing to introduce memory in the form of single-nucleotide mutations as a response to external stimuli (Farzadfard et al., 2019). The used base-editing fusion protein consists of a nickase Cas9 (nCas9), a cytidine deaminase (CDA), and a uracil glycosylase inhibitor (ugi), guided by a single guide RNA (sgRNA) to specific genomic loci, where it performs targeted C-to-T mutations. By controlling the expression of the fusion protein and one or more sgRNAs with inducible promoters, the system can operate in both “analog” mode, where the mutation frequency correlates with the intensity and duration of the input signals, and “digital” mode, where transition of fully converted states are considered.
Two recent approaches enable ordered recording in mammalian cells through sequential genome editing. CHYRON (Cell History Recording by Ordered Insertion) combines CRISPR-Cas9 with terminal deoxynucleotidyl transferase to achieve ordered insertions at a synthetic recording array (Loveless et al., 2021). Building on this, two prime editing-based DNA recorders were developed: DNA Typewriter records through sequential insertions at predefined target arrays (Choi et al., 2022), being able to maintain sequential edits across at least 20 generations and 25 days. PeCHYRON (prime editing CHYRON) iteratively adds 3-nucleotide signatures (theoretically encoding up to 6 bits each) alongside sequences that create new target sites (Loveless et al., 2024). By generating its own target sites rather than requiring a synthetic array, this self-propagating architecture allows theoretically unlimited rounds of recording (Figure 8B). These approaches overcome earlier limitations by achieving ordered accumulation of information-rich edits while avoiding double-strand breaks.
The progression from simple feedback loops to sophisticated CRISPR-based systems has opened up new possibilities for recording and storing intracellular and extracellular events over time in living cells. Such DNA-based memory systems have potential applications in tracking and recording biologically relevant information, e.g., in difficult to assess areas such as bioreactors, host-associated microbiomes or environments (Sheth and Wang, 2018).
3.3.6 Advanced genetic circuits for biocomputation
Building on the principles of basic genetic circuits and memory systems, researchers have developed increasingly sophisticated genetic circuits capable of complex computations and multi-state operations.
Friedland et al. created a riboregulated transcriptional cascade counter (RTC) in E. coli capable of counting up to three induction events (Friedland et al., 2009). The circuit has three nodes in the cascade: T7 RNAP drives transcription of T3 RNAP, which drives transcription of a GFP reporter. Both transcripts are cis-repressed by riboregulators, which form a stem-loop structure with the RBS preventing translation. Repression can be relieved by a trans-activating RNA, which is driven by an arabinose-inducible promoter. Using short arabinose pulses, the authors could show that three pulses are necessary to produce T7 RNAP, T3 RNAP and finally, GFP.
Green et al. have constructed multiple toehold switches forming AND, OR and NOT gates (Figure 9) and constructed from these larger ribocomputing devices by combining up to five AND, five OR and 2 NOT gates, demonstrating how computational tasks can be implemented in living cells using RNA control mechanisms (Green et al., 2017).
[image: Figure 9]FIGURE 9 | Fundamental RNA-based logic gate designs for cellular computation (A) The two-input AND gate consists of a toehold switch that regulates gene expression through sequestration of the ribosome binding site (RBS, blue) and start codon (AUG, green) within a stem-loop structure. Two input RNAs (A ∧ B) are required, each containing half of the trigger sequence (A, yellow or B, orange) and complementary regions (c, red) that enable their hybridization. Only when both inputs are present, they form a complete trigger RNA complex that can bind to the gate RNA (via A* and B* regions), unfolding the stem-loop and enabling protein translation (B) The two-input OR gate contains two toehold switch modules in series, each with its own RBS and start codon. Either input RNA (A ∨ B) can independently bind to its corresponding region (A* or B*) in the gate RNA to activate translation. Translation from different start codons results in the same functional protein with different N-terminal extensions (C) The A AND NOT B gate (A ∧ ¬B) employs a toehold switch activated by input A (trigger RNA). Input B (deactivating RNA) contains sequences complementary to input A (regions c for initial binding and region B complementary to A) and can either prevent trigger RNA binding to the gate RNA or displace already bound trigger RNA through strand displacement, thereby maintaining translational repression.
CRISPR-based systems have also been employed for cellular computing. The DOMINO (DNA-based Ordered Memory and Iteration Network Operator) system described in the previous section has been used for order-independent, sequential and temporal logic operations (Farzadfard et al., 2019).
In mammalian cells, Weinberg et al. developed a strategy called BLADE (Boolean logic and arithmetic through DNA excision) to implement biocomputing operations (Weinberg et al., 2017). Using a set of 12 recombinases, they constructed 113 circuits, from which 96.5% worked as predicted without further optimization. This allowed them to construct not only all possible Boolean logic functions but also arithmetic logic circuits such as a three-input-2-output full adder or a half adder-subtractor, which can add or subtract two inputs depending on the presence of a third select input.
4 APPLICATION OF SWITCHES AND GENETIC CIRCUITS
The previous sections introduced 1) a variety of fundamental approaches that genetic devices for controlling gene function have been based on, and 2) basic principles and considerations to build higher-order genetic circuitry from these basic regulatory parts. Leveraging the ever-growing toolbox of regulatory parts through engineering principles has fueled the creation of increasingly complex biological systems. This foundation has enabled novel bio-based solutions and step-changing advances in a variety of domains. Here, we want to highlight some relevant advances and use cases in sustainable bioproduction, novel therapeutics, and survival control over engineered microbes.
4.1 Metabolic engineering
Industrial biotechnology has historically relied on the existing physiological capabilities of microorganisms for bioproduction. Initially, metabolic flux was directed towards the desired product through strategic control of fermentation parameters such as medium composition, oxygenation and pH. A prime example of such a process is the acetone–butanol–ethanol (ABE) fermentation using Clostridium acetobutylicum. However, the natural metabolic capabilities of microorganisms severely limit the range of compounds that can be (economically) produced.
Recombinant technology dramatically changed the field by enabling the transfer of biosynthetic genes from different organisms to the production host. A prominent example is the production of artemisinic acid, a precursor to the antimalarial drug artemisinin, in yeast. Paddon et al. engineered S. cerevisiae to produce high titers of artemisinic acid from inexpensive carbon substrates by introducing the biosynthetic pathway from Artemisia annua and fine-tuning expression levels of key enzymes, balancing metabolic flux and mitigating toxicity issues (Paddon et al., 2013).
Advances in gene regulatory networks have introduced sophisticated regulatory circuits that enable dynamic control over gene expression and metabolic flux. These circuits can optimize yields by reducing toxicity and metabolic burden, making production processes more robust. For example, in fatty acid biosynthesis, which provides precursors for diverse high-value products from pharmaceuticals to cosmetics, simple overexpression of the rate-limiting enzyme acetyl-CoA carboxylase (ACC) is generally toxic to cells. This challenge was addressed in E. coli by implementing a sensor-actuator system with dynamic feedback control using the malonyl-CoA-sensitive transcriptional repressor FapR from Bacillus subtilis to link ACC expression to the amount of malonyl-CoA (Figure 10A) (Liu et al., 2015).
[image: Figure 10]FIGURE 10 | Sensor-Actuator System and metabolic switches for dynamic pathway control (A) The malonyl-CoA sensor-actuator system enables dynamic feedback regulation of fatty acid precursor biosynthesis. The rate-limiting step catalyzed by acetyl-CoA carboxylase (ACC, red) converts acetyl-CoA to malonyl-CoA. To enhance malonyl-CoA production while preventing toxic ACC accumulation, a negative feedback loop was implemented using the malonyl-CoA-sensitive transcriptional repressor FapR (blue) and a synthetic promoter (PFR1). In the absence of malonyl-CoA, FapR binds to PFR1, preventing LacI (orange) expression, which results in ACC expression from PT7. Increased ACC expression raises malonyl-CoA levels, which trigger FapR/promoter dissociation, thereby increasing LacI expression and reducing ACC levels until a new steady state is reached (Liu et al., 2015) (B) CRISPR-based metabolic switch for phosphate-dependent gene silencing. The system consists of the native Escherichia coli CRISPR/Cascade machinery (brown) (with cas3 deleted) under constitutive expression (Pc), and a phosphate-sensitive promoter (PugpBp) controlling gRNA (yellow) expression. Under low phosphate conditions, expressed gRNAs direct the CASCADE complex to the promoter region of the target gene (goi, gene of interest; green), reducing its expression (Ye et al., 2021) (C) Proteolysis-based metabolic switch utilizing the SspB/ClpXP system. The target enzyme (EOI, enzyme of interest; green) is chromosomally tagged with a C-terminal DAS+4 degron tag (red) and constitutively expressed (Pc). Under low phosphate conditions, the PugpBp promoter drives expression of the SspB chaperone (blue), which binds to the DAS+4 tag and targets the enzyme for ClpXP-mediated proteolysis. These switches can be used to control expression of key metabolic enzymes such as citrate synthase (GltA), glucose-6-phosphate dehydrogenase (Zwf), enoyl-ACP reductase (FabI), or soluble transhydrogenase (UdhA) to enable transition from growth to production phase through phosphate-dependent control (Ye et al., 2021).
Beyond mitigating toxicity, dynamic metabolic flux control strategies have emerged to optimize feedstock utilization in bioproduction. A notable approach is to limit biomass production by decoupling growth from bioproduction, for instance in response to an external trigger. Harder et al. used temperature to control the production of itaconic acid (Harder et al., 2018). By replacing the promoter of isocitrate dehydrogenase with a promoter controlled by a temperature-sensitive repressor, metabolism proceeds normally with biomass production at higher temperatures, while lowering the temperature activates the repressor, thereby blocking the TCA cycle and redirecting the flux to itaconic acid. This temperature-controlled metabolic switch exemplifies how external physical stimuli can be strategically used to dynamically regulate metabolic pathways.
Gupta et al. constructed a pathway-independent system for autonomous dynamic regulatory circuit control in E. coli that can respond to metabolic states and adjust pathway flux under a variety of process parameters (Gupta et al., 2017). Leveraging parts of a quorum-sensing system from Pantoea stewartii, they constructed a system that can autonomously regulate gene expression without the need for external inducers or human intervention. Pandit et al. defined the concept of pathway orthogonality, postulating optimal target production when the production pathway and natural metabolism were largely independent (Pandit et al., 2017). They validated this concept by introducing a metabolic valve—a control reaction that directs the desired flux towards either biomass production or product formation.
To improve process robustness across different production scales, a two-stage dynamic regulation strategy was developed (Ye et al., 2021). In this system, engineered synthetic metabolic valves respond to low phosphate levels, triggering both gene silencing through CRISPRi and proteolysis through engineered degron tags to downregulate key metabolic enzymes (Figures 10B,C). Shifting the cellular state from growth to stationary phase, metabolic flux is redirected towards product synthesis while simultaneously suppressing inhibitory feedback loops. The concept of metabolic valves has also been applied in P. putida, a promising chassis for industrial biotechnology (Batianis et al., 2023). In this study, pyruvate was used as a control node as it constitutes a key metabolic molecule for the TCA cycle and fatty acid biosynthesis, but also serves as a precursor for several industrially relevant products such as branched-chain alcohols, diol, and isoprenoids.
4.2 Living therapeutics
A large variety of novel therapeutic approaches have been enabled by synthetic biology tools and concepts. Here we highlight two examples of therapeutic areas: one based on engineered bacteria and the other on engineered mammalian cells, demonstrating how designed regulatory circuitry helps address specific challenges.
4.2.1 Engineered probiotics
Engineering probiotics for targeted drug delivery represents a promising approach, particularly for treating metabolic gastrointestinal disorders. Early efforts in this field focused on simple expression systems, which laid the groundwork for more sophisticated genetic circuits that provide better control of production and release of therapeutic molecules in response to specific environmental cues.
One example of engineered probiotics for metabolic disorders is an approach targeting phenylketonuria (PKU), a genetic disorder with impaired activity of phenylalanine hydroxylase (PAH) resulting in hyperphenylalaninemia (HPA) and intellectual disability. Sarkissian et al. demonstrated the potential of using recombinant phenylalanine ammonia lyase (PAL) for PKU treatment, although their approach involved direct enzyme administration rather than probiotic delivery (Sarkissian et al., 1999). Building on this concept, a probiotic strain of Lactobacillus reuteri was later engineered to express PAL for PKU treatment from a constitutive promoter. While the system resulted in decreased plasma Phe levels, it failed to reduce them to physiologic ranges in a PKU mouse model (Durrer et al., 2017).
This issue was addressed with an engineered E. coli Nissle 1917 strain, SYNB1618, with a more advanced genetic circuit for PKU treatment (Isabella et al., 2018). SYNB1618 incorporates two complementary phenylalanine-metabolizing pathways functioning at different oxygen levels while also reducing the metabolic load on the engineered strain and ensuring genetic stability (Figure 11). L-amino acid deaminase (LAAD), a highly active, but oxygen-dependent enzyme, was expressed under Arabinose control, whereas the expression of PAL as well as the Phe transporter PheP, which ensures intracellular transport of Phe for PAL-mediated degradation, was controlled by an anaerobic-inducible promoter to be triggered by increasingly anoxic conditions in the gastrointestinal tract. Additionally, a separate circuit produced PAL in response to IPTG to ensure high enzyme levels during strain production. Genetic stability was further achieved by genomic integration of several copies of the respective genes at different positions such that sequences between insertion loci contained essential genes to avoid any recombination events. Furthermore, SYNB1618 included an additional safety switch based on 4-hydroxy-tetrahydropicolinate synthase gene (dapA) deletion, making the strain dependent on exogenous diaminopimelate (DAP) for cell wall biosynthesis and growth. This added an extra layer of control and safety to the system, addressing concerns about the application of genetically-modified organisms.
[image: Figure 11]FIGURE 11 | Circuit design for probiotic Escherichia coli Nissle strain as treatment strategy for Phenylketonuria. The strain contains two inducible Phe degradation modules (blue and green dashed box) (Isabella et al., 2018). LAAD (blue), which is expressed under arabinose control, leads to oxygen-dependent extracellular Phe degradation to Phenylpyruvate (PP). The second module (green dashed box) works in anoxic environment, where low oxygen triggers expression of both PAL (green) and the Phe-transporter PheP (orange) to enable cytosolic Phe degradation to trans-cinnamate (TCA). To ensure PAL expression also during aerobic strain production, additional gene copies under the Ptac promoter allowed IPTG-induced PAL expression. Both Phe degradation modules were inserted genomically at different numbers (as indicated by the numbers for each circuit) at sites previously identified as suitable integration sites. The biocontainment module (violet) consists of a deletion of the dapA gene, rendering the cells dependent on DAP for cell wall biosynthesis and growth.
The strain was further refined by improving PAL activity through a biosensor-based selection process using an allosteric transcription factor that triggers GFP expression in the presence of trans-cinnamate (TCA), the Phe degradation product of PAL (Adolfsen et al., 2021). The resulting strain SYNB1934 performed successfully in a phase 2 clinical trial (SynPheny-1; NCT04534842) in adults with PKU (Vockley et al., 2023), however a proceeding study (SynPheny-3, NCT05764239) was terminated as it was deemed unlikely to meet the primary endpoint. Importantly, the termination was not due to any safety or tolerability concerns illustrating the potential for safe use of such probiotics.
Engineered probiotics can also be used for diagnostics, as explored in the work from Riglar et al., who developed a commensal murine E. coli strain to sense inflammation signals in the gastrointestinal tract of mice and retain this “memory” for later analysis by fecal testing (Riglar et al., 2017). The system combines the TtrR/TtrS/PttrBCA system from Saccharomyces typhimurium and the Cro-inducible CI/Cro transcriptional switch from phage lambda in two circuits. In the trigger circuit, tetrathionate, a transient product of reactive oxygen species (ROS) characteristic for inflammation, leads to phosphorylation of TtrS and TtrR and subsequent activation of the PttrBCA, driving Cro expression. The memory circuit is initially in the OFF-state, dominated by the CI repressor. When Cro is expressed from the trigger circuit, it acts on the memory circuit, switching it from the CI-dominated OFF-state to the Cro-dominated ON state. This switch leads to further Cro expression in the memory circuit to maintain the memory state, as well as expression of lacZ as a reporter element. The authors demonstrated that their engineered bacteria could successfully colonize the mouse gut and maintain their responsiveness to inflammation signals in vivo for over 6 months. This long-term functionality suggests good genetic stability and low metabolic burden imposed by the synthetic pathway, addressing key concerns in the development of engineered probiotics for clinical applications.
To facilitate circuit design not only in well-characterized lab stains but also in clinically relevant strains such as E. coli Nissle 1917 (EcN), Lebovich et al. developed a scalable computational approach for designing sequential logic and gene circuits to allow multiplex sensing and signal recording (Lebovich et al., 2023). They characterized a library of 16 transcriptional NOT gates and nine biochemical sensors specifically in EcN, demonstrating that these components could be used to create circuits capable of sensing multiple inputs and recording memory through sequential logic. The study highlighted the differences in signal processing between EcN and laboratory strains, which necessitated the establishment of strain-specific response functions for accurate predictive design. Using this strain-specific characterization data, they implemented a computational design approach for creating robust sequential logic circuits. The authors successfully constructed various genetic circuits, including combinational logic circuits, memory circuits (set-reset (SR) latches), and a more complex concentration-recording circuit by combining SR latches with different sensitivities for input signals. This latter circuit can detect, record, and report three distinct concentration ranges of a biochemical signal using sequential logic, showcasing the potential for more sophisticated sensing and reporting of gut conditions. Their work provides both a valuable toolkit of characterized components and design algorithms, as well as proof-of-concept circuits that could serve as a foundation for future engineering of probiotics as living diagnostic or even therapeutic devices for applications in gut health monitoring or treatment.
4.2.2 CAR-T cell engineering
Chimeric Antigen Receptor (CAR) T-cell therapy is an innovative immune therapy approach where patient T cells are modified ex vivo to express a chimeric antigen receptor targeting a tumor-specific antigen. This approach has been particularly successful in treating hematological malignancies (Lu et al., 2024), with the first FDA approvals in 2017 for tisagenlecleucel (KYMRIAH) and axicabtagene ciloleucel (YESCERTA) (FDA, 2017a; 2017b). While CAR-T cell therapy has shown remarkable outcomes, a major challenge remains controlling potential adverse effects, such as on-target off-tumor (OTOT) toxicity, which occurs when CAR-T cells target healthy tissues expressing low levels of the targeted antigen (Sterner and Sterner, 2021). To improve the safety and efficacy of CAR-T cell therapy, synthetic gene circuits have been integrated into CAR designs to provide better control over T-cell activity.
One fundamental approach to addressing these safety concerns involves implementing safety switches. Gargett and Brown designed an inducible caspase-9 (iCasp9) suicide switch by fusing a modified caspase-9 protein to a drug-binding domain (Gargett and Brown, 2014). Administration of a small molecule dimerizer triggers caspase-9 dimerization, activating downstream caspase-3 and inducing rapid apoptosis in the CAR-T cells. The system has already demonstrated efficacy in a phase 1 clinical trial (Gargett et al., 2024).
While safety switches provide crucial emergency control, more sophisticated genetic circuits have been developed to prevent adverse effects by enhancing the precision of CAR-T cell activation. Roybal et al. introduced a combinatorial antigen-sensing circuit design to enhance the precision of CAR-T cell therapies and reduce off-target activation (Roybal et al., 2016). They designed a synthetic Notch (synNotch) receptor to detect the first antigen, which then induces the expression of a CAR binding the second antigen (Figure 12A). Building on this two-step “AND-gate” approach, similar systems were developed for better discrimination between tumor and healthy tissue (Srivastava et al., 2019; Choe et al., 2021).
[image: Figure 12]FIGURE 12 | Advanced genetic circuits for enhanced control of CAR-T cell activity. Schematic representation of four strategies to improve the specificity and safety of CAR-T cell therapy (A) The synthetic Notch (synNotch) receptor system (green) enables sequential antigen detection. While the CAR (blue) targets tumor cell antigen 1 (Ag 1, pink), cell activation only occurs when synNotch recognizes antigen 2 (Ag 2, purple), releasing a transcription factor (TF, green) that drives CAR expression. This creates an AND-gate logic requiring both antigens for full T cell activation (Roybal et al., 2016) (B) The oxygen-sensing system restricts CAR activity to hypoxic environments as found in solid tumors. Fusion of CAR (blue) to an oxygen-dependent degradation domain (ODD, gray) ensures CAR degradation under normoxic conditions, while the hypoxic tumor microenvironment stabilizes CAR expression. To prevent leakiness, CAR expression is additionally controlled by a hypoxia-responsive promoter (HRE) (Kosti et al., 2021) (C) The conditional payload expression system enables antigen-dependent enhancement of T cell function. CAR-mediated antigen recognition triggers expression of a payload gene (e.g., IL2, orange) from an NR4A-based promoter (PNR4A). The secreted factors support T cell proliferation and function through autocrine signaling, particularly under suboptimal stimulation conditions. The system provides a feedback mechanism where payload expression is coupled to the level of T cell activation (Guo et al., 2022) (D) The drug-dependent control system provides temporal regulation of T cell activity. A small molecule (brown) activates a synthetic transcription factor (synTF, orange) to control CAR expression, enabling precise timing of therapeutic activity (Li et al., 2022). Pc: constitutive promoter; HRE: hypoxia response element.
Environmental cues can also be leveraged to enhance targeting specificity. Utilizing the hypoxic tumor environment, a dual-input genetic circuit was developed responding to both antigen recognition and low oxygen levels (Figure 12B) (Juillerat et al., 2017; Kosti et al., 2021).
Beyond controlling activation, genetic circuits can enhance CAR-T cell function in challenging environments. Allen et al. engineered a synthetic cytokine circuit where tumor-antigen detection through a synthetic Notch receptor triggers IL-2 production independently of T cell receptor or CAR activation (Allen et al., 2022). This autocrine IL-2 release enables T cells to proliferate and infiltrate immune-excluded tumors while minimizing systemic toxicity. In a similar approach, Guo et al. coupled expression of a payload directly to CAR activation (Figure 12C) (Guo et al., 2022). This system provides tight control over payload expression with minimal background activity and could be particularly valuable for delivering immune-enhancing molecules when CAR-T cell activation is suboptimal.
Temporal control over CAR-T cell activity represents another important aspect of precision therapy. Li et al. developed a system where small molecules regulate synthetic transcription factors based on zinc finger proteins to control CAR expression (Figure 12D). By using FDA-approved drugs as triggers, this strategy enables precise timing of therapeutic activity while prioritizing clinical compatibility (Li et al., 2022).
While this review focuses on genetic control circuits, many advances in CAR-T cell engineering have been achieved through protein engineering, including programmable receptor designs with various logic gates (AND, OR) as well as internal or external control mechanisms for improved specificity and safety, as reviewed recently (Lee et al., 2022; Young et al., 2022; Neeser et al., 2023).
4.3 Biosafety mechanisms
The deployment of engineered organisms outside laboratory settings necessitates robust safety measures to prevent environmental release or unauthorized proliferation. Various genetic safeguard strategies have been developed to address these concerns, primarily focusing on conditional survival mechanisms and contained genetic material [reviewed in (Simon and Ellington, 2016; Lee et al., 2018; Hoffmann et al., 2023)]. Kill switches represent a major category of biosafety mechanisms, where typically toxic proteins are activated or de-repressed under specific conditions such as the presence or absence of particular signals. Stringent control of toxin activity is crucial to ensure activation only when desired and to then induce reliable cell death.
Chan et al. demonstrated two sophisticated circuitry approaches for bacterial containment (Chan et al., 2016). The “deadman” switch, based on a monostable toggle design with reciprocal repression between LacI and TetR, requires continuous presence of an input signal (aTc, anhydrotetracyclin) for cell survival (Figure 13A). Upon loss of the input signal, the circuit triggers expression of both a toxin and a heterologous protease, which degrades the LacI repressor as well as essential cellular proteins tagged for degradation, thereby ensuring efficient cell death through multiple mechanisms (Chan et al., 2016).
[image: Figure 13]FIGURE 13 | Genetic circuits for bacterial containment through engineered kill switches (A) The “deadman” switch circuit is based on a monostable toggle with reciprocal repression between LacI and TetR transcription factors (Chan et al., 2016). Continuous presence of anhydrotetracycline (aTc, blue) maintains LacI (green) expression, resulting in cell survival by blocking toxin expression. Without aTc, the circuit triggers expression of a toxin (red) and a heterologous protease (mf-Lon, yellow). The protease accelerates switching dynamics by degrading LacI tagged with the mf-Lon degradation sequence (yellow), and provides an additional safety layer through degradation of the essential protein MurC (purple), involved in cell wall biosynthesis, which was similarly tagged with the mf-Lon recognition sequence. The dark shaded RBS symbol (semicircle) indicates a strong RBS, while the dashed line represents weak repression. (B) The “passcode” switch links cell survival to a specific combination of input signals (Chan et al., 2016). The circuit with two sequential AND gates was constructed with designed hybrid transcription factors, in which the DNA recognition modules (DRMs, green and dark red) and the environmental sensing modules (ESMs, pink, orange, cyan) from different transcription factors were combined. The first AND gate requires two different input molecules (input A and input B) for activation. The output of this gate then feeds into a second AND gate, which also takes the inverse of a third input signal (NOT C). This arrangement ensures cell survival only when both A AND B are present, AND C is absent, creating a specific molecular “passcode” for survival. (Pc, constitutive promoter; Ptet, aTc-dependent promoter; Plac, LacI-dependent promoter; Pscr, ScrR-dependent promoter from Klebsiella pneumoniae; A, B, C, ESM from transcriptions factors responsive to input molecules A, B and C; L, DRM from LacI; S, DRM from ScrR).
The “passcode” switch provides tight control through a defined combination of input signals (Figure 13B) (Chan et al., 2016). Using designed hybrid transcription factors, it implements Boolean logic through sequential AND gates, requiring both the presence of two inputs (A AND B) and absence of a third input (NOT C) for cell survival (survival = (A ∧ B) ∧ ¬C). Incorrect input combinations lead to toxin expression and cell death (death = (¬A ∨ ¬B) ∨ C), creating a specific molecular “passcode”. Both systems achieved robust control of cell survival. However, rigorous testing produced some escape mutants. Analysis revealed that these bypassed the kill switch mainly through inactivating mutations in the toxin genes, highlighting the need for additional containment strategies. While this review has focused on synthetic circuit-based containment strategies, it is important to note that other strategies such as metabolic auxotrophies have been developed as well, and combining multiple containment mechanisms will provide a more comprehensive approach to ensuring the safe deployment of engineered organisms.
5 CONCLUSION
The engineering of gene regulatory networks draws from decades of cumulative research into gene regulation. From aiming to understand regulation in natural systems, it has branched to using natural parts in different contexts and altering them, to developing new-to-nature regulatory devices. As laid out here, there now exists a staggering variety of molecular parts that allow regulatory interference of gene expression and activity at virtually any point along the flow of genetic information. This ever-growing toolbox has underpinned the construction of artificial genetic circuitry, consisting of several or multiple fundamental regulatory units, performing increasingly complex functions.
The application of engineering principles in pursuit of predictable forward design has enabled systematic approaches for circuit development and largely turned the field into an engineering discipline. While traditional engineering approaches continue to be refined, machine learning and artificial intelligence tools are increasingly being employed in synthetic biology (Goshisht, 2024). A persistent bottleneck remains the availability of sufficient experimental data connecting genotypes to phenotypes. To address this limitation, high-throughput approaches are required for DNA assembly and delivery, and assaying of resulting system behavior, either leveraging lab automation platforms, or employing pooled approaches typically underpinned by genetic barcoding and deep sequencing.
However, considering not only the vast number of parts, but also the extremely high dimensionality and context sensitivity of biological systems—for instance pertaining to the particular host strain, culture conditions, physiological state, sequence context, combination of regulatory systems—it is safe to assume that experimental data will continue to be a limiting factor in the development of a ‘general’ forward design tool. The intrinsic complexity of biological systems inherently limits the degree of possible abstraction, affecting predictability of the behavior of derived higher-order systems across a wide parameter range. Still, we expect that computer-aided tools for the design of synthetic circuitry will increasingly be integrated with comprehensive whole-cell models describing cellular processes at different scales to make forward design more robust (Marucci et al., 2020).
This integration of multiple modeling approaches, combined with experimental and computational advances in creating and transplanting artificial genomes (James et al., 2024), is expected to pave the way towards the bottom-up creation of designed microorganisms tailored for particular tasks. These advancements hold the promise to unlock transformative applications, addressing global challenges in health, environmental protection, and sustainable production.
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