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Assessing the psychological characteristics of job applicants—including their

vocational interests or personality traits—has been a corner stone of hiring

processes for decades. While traditional forms of such assessments require

candidates to self-report their characteristics via questionnaire measures, recent

research suggests that computers can predict people’s psychological traits from

the digital footprints they leave online (e.g., their Facebook profiles, Twitter

posts or credit card spending). Although such models become increasingly

available via third-party providers, the use of external data in the hiring process

poses considerable ethical and legal challenges. In this paper, we examine the

predictability of personality traits from models that are trained exclusively on data

generated during the recruiting process. Specifically, we leverage information

from CVs and free-text answers collected as part of a real-world, high-stakes

recruiting process in combination with natural language processing to predict

applicants’ Big Five personality traits (N = 8,313 applicants). We show that

the models provide consistent moderate predictive accuracy when comparing

the machine learning-based predictions with the self-reported personality traits

(average r = 0.25), outperforming recruiter judgments reported in prior literature.

Although the models only capture a comparatively small part of the variance

in self-reports, our findings suggest that they might still be relevant in practice

by showing that automated predictions of personality are just as good (and

sometimes better) at predicting key external criteria for job matching (i.e.,

vocational interests) as self-reported assessments.

KEYWORDS

natural language processing, machine learning, job matching, personality, vocational

interests

Introduction

The future of work is changing rapidly: Automation, digitalization, and globalization are

predicted to drive a shift in both our concept of work and the workforce itself (Spencer,

2018; Acemoglu and Restrepo, 2019). In the next 10–15 years, entire industries are predicted

to vanish, others will emerge, and some will reinvent themselves. Job markets around the

world will face large scale workforce transitions: More and more people will be searching for

new jobs due to skill or organizational mismatches (Manyika et al., 2017). Many of these job

seekers will be matched by third-party HR services such as online job boards and agencies

(Lund et al., 2016). These platforms need scalable solutions to process applicants’ data and

match them to potential jobs.
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Recent research suggests that predictive modeling using

machine learning (ML) offers a promising approach to replacing

time-consuming self-reports by predicting organizationally

relevant traits about job seekers (e.g., cognitive ability, personality,

or interests). Notably these assessments are not only relatively

accurate but also cheap, unobtrusive, and scalable (Matz and

Netzer, 2017; Azucar et al., 2018; Stachl et al., 2021). However,

most of the existing research on ML-based assessments of

personality has either focused on later stage hiring procedures,

such as interviews (e.g., Hickman et al., 2022, 2023) or relied on

personal data obtained from social media (e.g., Kosinski et al.,

2013; Park et al., 2015; Youyou et al., 2015; Hickman et al., 2019).

While digital footprints extracted from social media data are often

easy to access (e.g., Facebook Likes or status updates, Tweets,

or LinkedIn profiles; Kosinski et al., 2015), they have several

limitations when it comes to their application in the recruiting

process. First, research on personality prediction from assessment

center interviews indicates that personality prediction models

trained on social media do not necessarily generalize well on

data from personnel selection settings (Hickman et al., 2019,

2022, 2023). Second, using social media data in general might

be problematic: Applicants might not have active social media

profiles, might vary in the amount of data available or might be

opposed to recruiters invading their privacy by accessing their

social media profiles and seemingly unrelated personal data (Matz

and Netzer, 2017; Yarbrough, 2018; Matz et al., 2020).

In this paper, we suggest an alternative approach that does

not rely on external data, but instead leverages information that

is generated early in the recruiting process itself. Specifically, we

show that (i) ML-based models trained on readily available short

text excerpts and CVs native to a third-party recruiting agency

can predict Big Five personality traits and (ii) that these ML-based

personality assessments in turn predict vocational interests with

similar accuracy as self-reported personality. Taken together, our

results suggest that companies and third-party services can benefit

from considering predictive models trained on internal recruiting

data to assess candidates’ psychological characteristics, respecting

candidates’ privacy, and ultimately use these insights to proactively

match them to suitable jobs.

The future of work and the need for
proactive job matching

The combination of automation, digitalization and

globalization has led to major changes in (i) the workplace,

(ii) employment structures, and (iii) the meaning of work

individuals expect from their professions (Acemoglu and Restrepo,

2020, 2019; Anderson et al., 2017; Makridakis, 2017). Studies

expect that by 2030 up to 375 million people might need to switch

occupational sectors and re-train due to automation. At the same

time, people’s expectations regarding their work are changing

(Manyika et al., 2017). Especially among younger adults there is a

growing demand for meaningful work as well as a healthy work-life

balance (Twenge et al., 2010; Lub et al., 2016; Anderson et al.,

2017).

The shifting nature of work has two important implications for

recruiting. First, job seekers have access to a wider pool of jobs

and change jobs more frequently than before. Second, companies

have access to a wider pool of applicants but might have to hire

more frequently and assure that the applicants they hire derive

meaning from the jobs they enter. Together, these shifts lead

to a more dynamic, complex job market that requires efficient

and scalable matching between job seekers (and their preferences)

and companies (with their job requirements; i.e., person-job

fit; Kristof, 1996; Kern et al., 2019; Wilmot and Ones, 2021).

Consequently, digital intermediaries such as online job boards,

platforms, and agencies (both as proprietary part of organizations

and as third-party services) will play an increasingly important role

in the recruiting process as they streamline the matching between

applicants and jobs (Allen et al., 2007;Manyika et al., 2017; Cardoso

et al., 2021; Schaarschmidt et al., 2021).

The matching process typically considers two types of

information: (1) applicants’ formal characteristics, including

education, prior job experience, current location, or expected

salary and (2) applicants’ “softer” but less superficial psychological

characteristics such as motivation, personality, organizational

values, or vocational interests. Personality traits are among themost

prominent psychological characteristics considered in the hiring

process (Salgado and de Fruyt, 2017). They capture relatively stable

individual differences in the way that people think, feel and behave.

The most prominent taxonomy of personality is the Five Factor

Model (Goldberg, 1993)—or Big Five.

The Big Five have been associated with a wide variety of

organizational outcomes, including job performance (Barrick and

Mount, 1991; Barrick et al., 2001; Wilmot and Ones, 2021),

leadership (Judge et al., 2002; Bono and Judge, 2004), teammember

effectiveness (Mount et al., 1998; Bell, 2007), and counterproductive

work behavior (Berry et al., 2007), for a comprehensive overview,

see Barrick and Mount (2012). What is more, research on person-

job- and person-organization-fit suggests that individuals are

more motivated by and perform better in jobs that match their

personality characteristics (Kristof-Brown and Guay, 2011; Ostroff

and Zhan, 2012; Wilmot and Ones, 2021).

Automated predictions of personality

An important consideration for the use of softer psychological

criteria in the recruiting process, is the ease with which

such information can be obtained. Traditionally, psychological

characteristics have been assessed with self-report questionnaires

(Funder, 2009), which require applicants to indicate how much

they agree with different statements (e.g., “I am the life of

the party” as a measure of Extraversion). In the context of

scalable recruiting intermediaries the use of self-reports is often

hindered by the fact that applicants might not be motivated

to complete lengthy assessments (Ryan and Ployhart, 2000;

Hausknecht et al., 2004). This is particularly true for proactive

matching approaches that provide proactive recommendations

to candidates. Consequently, if psychological factors are to be

integrated into scalable matching algorithms, there is a need to

facilitate psychometric assessments that do not rely on direct input

from the user. A promising approach to assessing organizationally

relevant characteristics such as personality traits within digital

recruitment and recommendation systems is the application
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of automated ML-based predictions from text. ML approaches

promise a scalable and efficient alternative to self-reports or human

judgments (e.g., Sajjadiani et al., 2019, 2022; Goretzko and Israel,

2022; Hickman et al., 2022). Text is a nearly universal part of

application platforms, which typically collect text in the form of

CVs, cover letters, self-descriptions, or text data on online profiles.

Compared to questionnaire responses, free text allows applicants to

express themselves in an unrestrained way and has been shown to

be predictive of personality traits within and outside of selection

contexts (e.g., Liu et al., 2015; Park et al., 2015; Harrison et al.,

2019; Hickman et al., 2019, 2023; Kern et al., 2019). For example,

research has demonstrated that computational models are able to

render fast and relatively accurate predictions of personality from

people’s social media posts (Schwartz et al., 2013; Park et al., 2015;

Kern et al., 2019; Peters and Matz, 2023), predict self- and other-

reported personality from applicants’ video interviews (Hickman

et al., 2019, 2022, 2023) or CEOs’ personality from transcripts of

earning calls (Harrison et al., 2019).

The present research

The present research aims to test the performance of ML

models in predicting personality traits from text data native to

the recruiting process. Focusing on text data generated during

the recruiting process makes it possible to leverage the power of

predictive models while simultaneously respecting the applicant’s

privacy and conforming to legal requirements (Matz and Netzer,

2017; Matz et al., 2020; Goretzko and Israel, 2022). We will

quantify the predictive performance of our models in two ways.

First, the models’ construct validity will be measured as the

correlation between predicted and self-reported scores. Second,

the models’ criterion validity will be quantified by correlating

the personality predictions with a central external criterion for

job matching and preselection (Nye, 2022; Wegmeyer and Speer,

2022): vocational interests (Holland, 1959, 1997). While not as

commonly discussed as other constructs (Wegmeyer and Speer,

2022), vocational interests have been shown to be valid predictors

of important work-related outcomes such as full-time employment,

job stability and income beyond personality and cognitive ability

(Stoll et al., 2017). When applied in preselection contexts so that

job-interest congruence is achieved, they further have been shown

to predict, among others, choice stability (Hunter and Hunter,

1984; Assouline and Meir, 1987), job and job choice satisfaction

(Hoff et al., 2020), as well as relevant performance outcomes (van

Iddekinge et al., 2011; Nye et al., 2012, 2017), making them a prime

construct for preselection and matching.

Building on the existing literature, we pursue the following

research questions:

RQ1: How accurately can the Big Five personality traits be

predicted fromML-basedmodels using linguistic features extracted

from job seekers’ CVs and short text responses that were obtained

as part of the recruiting process?

RQ2: Can the ML-based personality scores predict vocational

interests with a similar accuracy as self-report personality scores?

To address the two research questions, we leverage a

combination of open- and closed-vocabulary approaches and train

a series of supervised ML models. We compare the performance of

models trained on features extracted from (a) applicants’ CVs, (b)

short free text responses, and (c) a combined model with features

from both data sources to a baseline model that utilizes information

about the applicant’s gender. Subsequently, we analyze correlational

patterns of self-report and ML-based personality scores with self-

report vocational interests.

Methods

Transparency and openness

We describe our sampling plan, all data exclusions, all

manipulations, and all measures in the study. This study was not

preregistered. The analysis code is available in the OSF-repository

of this project (https://osf.io/gxae9/). Given that the data are highly

sensitive and proprietary, they can only be made available upon

reasonable request. Data were analyzed using Python, version 3.7.3

(see respective Method section for specific packages). Given that

the study relies on secondary data, we did not preregister the design

or analyses.

Sample

The data for this study was provided by an intermediary

recruiting platform that operates in Australia and aims to place

high-performing undergraduate and graduate students in high-

quality part-time jobs. To use their services, students are required

to set up a general profile that is displayed to possible employers.

In the profile set-up process, applicants submit information about

themselves including a CV, short textual answers to questions

relating to one’s planned development trajectory, as well as broadly

defined vocational interests. In addition, students are asked to take

a short personality test. As part of the sign-up process, students

provide consent that their data can be used for research purposes.

The original dataset consisted of 9,280 applicants. For our

study, we excluded participants using the following criteria: (i)

incomplete personality assessments, (ii) fewer than six words in

the short-answer free text responses, and (iii) duplicated applicants.

This reduced the original dataset to 8,313 applicants (51.4% male,

47.9% female, 1% other).

Measures and procedures

CV data
A total of 7,864 (95%) applicants uploaded documents to the

CV section of their profile. Text data was extracted using the

pdfplumber (version 0.05.28) Python package for all the 7,734 of

the pdfs that were machine readable. A manual inspection of the

documents revealed that some of the documents contained short

test files with only a few words while others included research

articles of extreme length. To only capture actual CVs, we excluded

all files containing fewer than 50 words or more than 10,000

words. This procedure resulted in a final corpus of 7,691 CV

documents with an average number of 561.33 (SD= 289.91) words

per document.
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TABLE 1 Cronbach’s alpha, average scores and standard deviation of the

big five personality traits.

Personality
trait

Cronbach’s
alpha

M SD

Openness 0.68 (0.65) 3.12 0.57

Conscientiousness 0.62 (0.69) 3.01 0.59

Extraversion 0.78 (0.77) 2.57 0.74

Agreeableness 0.67 (0.70) 3.30 0.51

Neuroticism 0.57 (0.69) 1.25 0.61

N= 8,313. Values in parentheses display values from the original validation study (Donnellan

et al., 2006). M, sample’s averaged scores per personality dimension; SD, samples standard

deviation per personality dimension.

Free text excerpts
As part of the profile creation process, applicants were asked

to answer the question “In a few sentences, please tell us about

something you would like to learn more about and why? (150–200

words)” in written form. On average, applicants in our sample wrote

94.87 words (SD= 59.67; see Appendix A for examples).

Big five personality traits
Personality was assessed using the Mini-IPIP (Donnellan et al.,

2006), a 20-item version of the 50-item International Personality

Item Pool (Goldberg et al., 2006). The Mini-IPIP measures the Big

Five with four items per personality trait. Participants were asked

to rate the items on a 5-point Likert scale (0 = “Strongly disagree”,

4 = “Strongly agree”). Table 1 displays means, standard deviations,

and internal consistencies.

Vocational interests
Vocational interest data was available for a subset of n =

3,469 of applicants. Applicants were asked to select their interests

from a set of eight pre-defined categories using a “tick-all-that-

apply” format: Design, marketing, programming, finance, analytics,

operations, accounting, and HR. On average, applicants selected

3.46 categories (SD = 1.65; see Appendix Table B1 for choice

frequencies across all categories).

Prediction models

The development and validation of our prediction models

was based on two major steps: (1) Preprocessing and feature

extraction and (2) training and validation. Figure 1 illustrates the

process visually.

Step 1: preprocessing of text data and feature
extraction

Our text-based models extended the feature extraction process

by Park et al. (2015) by combining closed- with open-vocabulary

approaches. Specifically, we extracted four types of language

features: (1) words and phrases, (2) topics, (3) LIWC-features,

and (4) word embeddings. In addition, we also included the

length of the answers as a feature. The final feature set included

694 predictors.

For the purpose of feature extraction, we transformed all

text input to lowercase and split the text into tokens (i.e., single

words). Afterwards, we removed stop words (i.e., very frequent

words like a, the, or is) and stemmed the words using the Porter

stemmer integrated in the Python package nltk (version 3.4.5; Bird

et al., 2009). For the CVs, we replaced references to LinkedIn

profiles, email addresses and GitHub repositories with the tokens

“LINKEDIN,” “EMAILADDRESS,” and “GITHUB” to allow them

to be included as features in the frequency-based feature extraction

methods. For the feature extraction using LIWC, the unprocessed

answers were directly fed into the LIWC software, which also

examines linguistic styles that are extracted based on stopwords

(Pennebaker et al., 2015).

Word frequencies (count vectorizer, tf-idf)

After preprocessing, we first extracted word frequencies and

short phrases using scikit-learn (version 0.21.2; Pedregosa et al.,

2011). Phrases refer to combinations of words that occur next

to each other (n-grams). Parallel to Park et al. (2015) we

included phrases up to three words (e.g., “My name is”). These

frequencies were then weighted based on their term frequency-

inverse document frequency (tf-idf). Tf-idf weighting can be used

to determine how important a word is in a document that is

part of a larger corpus. Tf-idf values are high for words with a

high term frequency (i.e., occur often in a specific document)

and a low document frequency in the whole corpus (i.e., does

not occur often in general). In addition to these tf-idf weighted

frequencies, we added a binary representation of each of the

extracted frequency features indicating if an applicant used a word

or a phrase at least once in his answer. Since the number of

features generated by considering words and word combinations

reached into the hundred thousands, we decided to limit the

number of extracted features to 10,000 (5,000 tf-idf weighted

features and 5,000 binary features). These two sets of features were

extracted by each considering the top 5,000 features ordered by

term frequency. Given the limited sample size of our data, we

subsequently applied Singular Value Decomposition, a method for

dimensionality reduction (Golub and Reinsch, 1970) to each of the

feature sets of 5,000 features reducing each of them to 100 features.

Topics

The second feature set we extracted is based on topics.

Topics refer to clusters of semantically related words that

are generated through Latent Dirichlet Allocation (LDA;

Blei et al., 2003). We fitted the LDA model using the

LatentDirichletAllocation function implemented via scikit-

learn (version 0.21.2; Pedregosa et al., 2011), setting the

number of topics to 100. This created a document-topic

matrix with documents as rows and the usage of each topic

per document as columns, resulting in a feature set of 100

topic features.

LIWC

LIWC analyzes text data by first comparing the words

of a text against predefined categories (e.g., the word “hate”

is associated with the categories Affective Processes, Negative

Frontiers in Social Psychology 04 frontiersin.org

https://doi.org/10.3389/frsps.2023.1290295
https://www.frontiersin.org/journals/social-psychology
https://www.frontiersin.org


Grunenberg et al. 10.3389/frsps.2023.1290295

FIGURE 1

Process flow diagram illustrating the modeling approach used to build the ML-based models predicting personality.

Emotion and Anger) and then creating category-based frequency

scores. Based on this procedure, LIWC creates a matrix

of 93 output variables, including single linguistic styles and

broader summary variables, which we all included in our

feature set. For a complete list of the LIWC2015 scales see

the official LIWC2015 language manual (Pennebaker et al.,

2015).

Word embeddings

Embedding methods convert symbolic, abstract

representations of meaning such as words and images into numeric

vector representations. These vectors capture the underlying

semantic relations between the symbolic representations. The

intuition behind word embeddings is reflected by the idea that

the meaning of a word can be deducted by analyzing the sets of

words that commonly surround it across many different contexts.

The result is an n-dimensional feature space representing the

meaning of word in relation to other words (Lawson and Matz,

2022).

We used the pre-trained 300-dimensional vector package

“en_core_web_md” from Stanford’s GloVe Project (Pennington

et al., 2014) which is implemented in the Python package

spaCy (Version 2.0.12; Montani et al., 2022) and includes vector

representations for 20,000 different words and accounts for

conjunctions of words by mapping its vectors against 650,000

keys. We implemented these pre-trained embeddings by making

use of spaCy’s function to create document vectors. Document

vectors are created by first extracting vector representations

for the single words in a document and then calculating

the mean vector for each of the 300 dimensions over all

words in a document. The resulting feature set is a 300-

dimensional set of vectors with one 300-dimensional vector for

each document.

Step 2: model training and validation
The combined feature set of 694 features was used to

train a Random Forest regression model predicting personality

scores. The Random Forest algorithm is an ensemble machine

learning technique that models non-linear relationships (Breiman,

2001). The algorithm simultaneously constructs multiple decision

trees by randomly drawing subsets of input data (features) and

then aggregating these trees to improve predictive accuracy.

We trained a total of three models: First, the free text-model,

trained on the 694 features extracted from the free texts.

Second, the CV-model, trained on the 694 features from the

CVs. And third, a combined model, trained on a stacked

feature set including both the features extracted from the

free texts and the CVs with 1,388 features. To provide an

additional reference point against which our language-based

personality predictions could be evaluated, we also trained a

linear regression model using gender as the sole predictor

(baseline model).

To analyze the robustness of our findings we additionally

performed the same analyses with linear Lasso models (Tibshirani,

1996, see Appendix C for more details). To keep the discussion

of our findings concise, we only report the findings for the

Random Forest models in the main manuscript and report the

findings for the Lasso models in the Supplementary material. As

expected, the more complex non-linear Random Forest models

outperformed the Lasso models, but notably the difference in

accuracy was found to be relatively small suggesting that even

simple linear models capture a considerable amount of variance

in personality traits. All algorithms were implemented using the

scikit-learn package in Python (version 0.21.2; Pedregosa et al.,

2011).

To train and evaluate our models in an iterative process,

we applied a nested resampling strategy (Stachl et al., 2020).
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This strategy nests multiple repeating resampling loops in each

other, separating the fitting process and the hyperparameter

tuning process. We used two nested loops: An inner loop

for hyperparameter tuning in which we applied 3-fold cross

validation and an outer loop for the fitting of the models

using the selected hyperparameters in which we applied 10-

fold cross-validation. For the hyperparameter tuning of the

Random Forest models we implemented a random search

with the default configuration of 100 iterations. For the Lasso

models we used a grid search to find the optimal value

for the penalization parameter λ (see Appendix Table C1 for

hyperparameter ranges). Performance was evaluated by correlating

the self-report personality scores with the predicted personality

scores from the outer loop.

Results

Construct validity: correlations between
predicted and self-reported personality
traits

Figure 2 displays the Pearson correlations between the

predicted and self-report personality scores for the Random

Forest models (see Appendix Table D1 for a table of Random

Forests results and Appendix Table D2 for the results from the

Lasso models). All three text-based Random Forest models

showed accuracies that were significantly different from zero

and outperformed the baseline model (average correlation of

baseline r = 0.06). Averaged across the five traits, personality

could be predicted with an accuracy of r = 0.18 from the free

text data, r = 0.24 from the CV data and r = 0.25 from

the combination of both data sources. For all three text-based

models, the highest performance was achieved for the dimension

of Extraversion (free text: r = 0.22, CV: r = 0.33, combined: r =

0.33).

To benchmark the predictive accuracies of our models to

current best practices, we compared them to the accuracy of

human judges (see Figure 3). Prior research suggests that recruiters

regularly infer personality from CVs, but do so inaccurately (Cole

et al., 2009; Burns et al., 2014; Apers and Derous, 2017). Cole et al.

(2009) found that when presented with written CVs, recruiters

were only able to judge Extraversion better than chance (r =

0.15). A similar pattern was replicated in research on personality

judgments based on LinkedIn profiles that include both free text

sections and CVs. Both, van de Ven et al. (2017) and Roulin

and Levashina (2019) found that judges were only able to judge

Extraversion better than chance (Roulin and Levashina, 2019: r =

0.20; van de Ven et al., 2017: r = 0.29). Our models outperform

these accuracies of human judges by (a) making better than chance

predictions for all five personality dimensions, and surpassing

the highest reported average human accuracy both, (b) across

traits (r = 0.08; Roulin and Levashina, 2019), and (c) for a

single trait dimension (Extraversion r = 0.29; van de Ven et al.,

2017).

Criterion validity: correlations between
predicted personality scores and vocational
interests

Table 2 displays correlations between vocational interests

and the four assessment approaches to personality: Self-report

personality, the free text Random Forest model, the CV Random

Forest model, and the combined RandomForest model. Supporting

the validity of our predictive models, all text-based models showed

similar correlational patterns with the vocational interests as the

self-reported personality traits, with no difference in direction of

any of the significant correlations. In fact, the predicted scores of

all computational models showed higher average correlations with

vocational interests (free text r = 0.09; CV and combined model

r = 0.14) than the self-report personality scores (r = 0.05). See

Appendix Table D3 for the respective Lasso results.

Figure 4 shows that the vast majority of correlations between

the five personality traits and eight vocational interests (90%) are

stronger for ML-based than self-reported personality traits (i.e.,

observations located in the upper diagonal).

Discussion

This paper set out to address two critical questions related to the

feasibility and value of using ML-based predictions of personality

in preselection and job matching contexts: How accurately can

personality be predicted from textual information obtained early

and solely in the recruiting process (construct validity)? And how

do the predicted personality scores relate to relevant external

criteria, such as applicants’ vocational interests (criterion validity)?

Providing support for the construct validity of the suggested

approach (RQ1), our findings suggest that applicants’ personality

traits can be predicted from text data obtained early in

the recruiting process. All three text-based models—free text

response, CV and combined—showed significant correlations

and outperformed the demographic baseline model. The highest

average performance was obtained by the combined model (r

= 0.25), followed by the CV model that is just marginally less

performant (r = 0.24) but stronger than the free text model (r

= 0.18).

While the accuracies obtained by our text-based models are on

par with or superior to those observed for other digital footprints,

including music preferences (average r = 0.17; Nave et al., 2018),

Flickr Pictures (average r = 0.18; Segalin et al., 2017) and spending

records (average r = 0.21; Gladstone et al., 2019), as well as specific

language cues from hiring interviews (average r = 0.19; Hickman

et al., 2023), they are lower than those observed for social media

data, including both Facebook Likes (r = 0.45; Youyou et al., 2015)

and Facebook status updates (r = 0.41; Park et al., 2015). There

are multiple explanations for this finding. First, the accuracy of

computational models depends on the amount and richness of

the data. While our sample of 8,313 applicants and around 660

words per applicant is unique, it is still considerably smaller than

the Facebook samples which included data from more than 71,000

users with an average of about 4,100 words per user (e.g., Park

et al., 2015). Second, there are important differences in the type of

information used. Facebook statuses consist of information people
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FIGURE 2

Bar charts comparing the predictive performance of the di�erent Random Forest models per Big Five personality trait. Predictive performance is

defined as correlation between self-report and predicted personality. From left to right within one trait: (1) Baseline model, (2) free text model, (3) CV

model, and (4) combined model.

intentionally share with other people and therefore reflect content

such as opinions and emotions. In contrast, in a recruiting setting,

applicants (a) are prompted to respond to a specific question

and submit specific material (e.g., CVs) and (b) know that their

information will be reviewed with regard to a hiring decision.

Thus, their answers are more restricted and do not allow for a free

expression of their personality.

Notably, our models still substantially outperformed accuracies

that have been reported for human judges (Cole et al., 2009; Apers

and Derous, 2017; van de Ven et al., 2017; Roulin and Levashina,

2019). This comparison not only has practical implications, but

also shows that relevant cues for personality judgments are available

in application materials. Whereas, human judges are known to be

able to judge the Big Five personality traits of strangers from cues

found in physical and online spaces (e.g., bedrooms or online social

media profiles Gosling et al., 2002; Naumann et al., 2009; Back

et al., 2010; Küfner et al., 2010), prior work has suggested that

recruiters struggle to make valid personality judgments based on

application material for all Big 5 traits but for Extraversion (Cole

et al., 2009; Apers and Derous, 2017; van de Ven et al., 2017; Roulin

and Levashina, 2019).

One possible explanation for this finding is that the application

context is characterized by relatively strict and widely understood

norms about the structure and content of its materials (Apers

and Derous, 2017). These norms and expectations restrict the

richness of expression in the application documents and reduce

the availability of relevant cues for personality judgments. For

instance, a possible explanation for the challenge of human judges

assessing Conscientiousness in application materials (Cole et al.,

2009; Apers and Derous, 2017; van de Ven et al., 2017; Roulin

and Levashina, 2019) compared to social media profiles (Marcus

et al., 2006; Back et al., 2010; Hall et al., 2014) is that, unlike

social media’s more socially focused self-presentation contexts, the

expectation of neatness and accuracy in application materials may

prompt candidates to engage in more extensive error-checking

behavior. This behavior then minimizes the variance in otherwise

overtly available cues for Conscientiousness such as the existence of

spelling or grammatical errors. However, the fact that our models

were able to predict personality with some degree of accuracy

suggests that application materials indeed contain personality

cues that might be overlooked by human judges. This finding

underscores the potential of ML methods to discover patterns in

complex data sources and to complement human workers in their

day-to-day tasks.

Providing support for the criterion validity of our text-based

models (RQ2), the predicted personality scores showed consistent

correlational patterns with vocational interests that were aligned

with the correlations observed for the self-reported personality

scores (see Table 2). What is more, the observed correlations

of the predicted personality scores with the vocational interests

were found to be higher (average r = 0.15) than the self-report

personality scores (average r = 0.05). These findings are aligned

with the results of prior research finding that predicted personality

scores correlate more strongly with certain external variables than

self-report personality (Park et al., 2015; Youyou et al., 2015). A

potential explanation for this phenomenon is that the predictive
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FIGURE 3

Bar charts comparing the predictive performance of the Random Forest models against the performance of human raters on similar material

reported in prior research. Predictive performance is defined as correlation between self-report and predicted personality. From left to right within

one personality trait: (1) ML-based CV model, (2) human performance rating personality from CVs (Cole et al., 2009), (3) combined ML-based model,

and (4) human performance rating personality from LinkedIn profiles (calculated as weighted mean from results from Roulin and Levashina, 2019 and

van de Ven et al., 2017).

models might only capture a specific part of the variance in the

outcome (i.e., self-report personality scores) that is pertinent to

the training data. First, the applied ML models inherently aim to

capture stable patterns in the features that are predictive of the

outcome. As noise in both, the features and the outcome, should

not be stable but random, the resulting predictions should not

include some of the noise inherent to the variance of the self-

report personality scores. Second, since the models were trained

on features extracted from application materials, the predicted

personality scoremight capture individual differences that aremore

directly work-related and therefore show stronger associations

with vocational interests than self-report personality scores. If this

trend can be replicated using different types of training data, the

use of predicted personality scores may not only add value by

being more efficient and scalable, but also by representing less

noisy and more domain-relevant constructs than broad self-report

personality scores.

Practical implications

Our findings showcase that psychological characteristics and

preferences of job candidates can be predicted using readily

available data native to the recruiting process early on without

the need to access external third-party information. Insights into

these characteristics are critical when it comes to matching the

right candidate to the right job, thereby reducing the risk of quick

turnover, and lowering overall hiring costs. In contrast to previous

work that relies on social media data to predict psychological

characteristics (e.g., Park et al., 2015; Youyou et al., 2015), our

approach offers several advantages with regard to privacy and

legal concerns. Because our models exclusively rely on information

that was voluntarily shared by participants in the context of the

recruiting process for the purpose of evaluating their fit for a

given job, they are aligned with recent conceptualizations of privacy

as contextual integrity (Nissenbaum, 2004): A person’s privacy is

upheld if the flow and use of data is aligned with the expectations

that the individual has about how their data is being used.

Importantly, we do not mean to overstate the accuracies

of our predictive models. While our findings suggest that ML-

based predictions are likely to outperform the judgments made

by human managers and are superior to self-reports in predicting

vocational interests, the absolute accuracies are still moderate at

best. Given the importance of hiring decisions for both companies

and applicants, we therefore caution against the use of such

predictive models as final decision-making tools. Instead, they

could be used to assists managers in asking the right questions

during the interview stage, or to proactively recommend and

preselect relevant job openings to candidates. This approach would

be aligned with recent updates to privacy legislation such as the

General Data Protection Regulation (GDPR), which restrict the use
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of profiling when it comes to making automated decisions on the

bases of such profiles (European Parliament and European Council,

2016).

Limitations, constraints on generality, and
future research

The present study comes with a number of limitations that

should be addressed by future research. First, the data for this study

stems from a highly selective sample. It was collected as part of a

recruiting process aimed at placing high-performing students into

high-quality student jobs (e.g., student jobs at consulting firms,

IT firms, banks). As a case in point, this restriction resulted in

smaller standard deviations in personality scores compared to the

original validation study of the Mini-IPIP (Donnellan et al., 2006).

While this restriction suggests that the predictive performance

of ML-based models was conservatively estimated in the current

study and might be higher in more heterogeneous samples, future

research should address this question on the generality of our

results empirically. What is more, future research should explore

potential moderators of the models’ predictive performance. For

example, future work could investigate the effect of sample size and

amount of information per applicant on predictive performance.

Second, to ensure the fairness of predictions of our models,

future work should investigate whether factors inherent to the

person might influence predictive accuracy and potentially lead

to algorithmic bias (Cowgill and Tucker, 2020). Empirically

this bias could manifest in different ways. First, the predictive

models might predict different score levels of personality traits

for different subgroups (e.g., native vs. non-native speakers, race,

and gender) despite them sharing the same ground-truth levels

for the respective personality construct. Second, the models might

produce different levels of predictive accuracy across subgroups

(Tay et al., 2022). For example, it is possible that the accuracy of

our text-based models is lower for non-native speakers who do not

have access to the full vocabulary of a native speaker and might

therefore find it harder to express their personalities. This can be

true even when both groups share the same levels for the latent

personality constructs. To uncover such biases, future research

should first identify relevant subgroups and then perform subgroup

analyses investigating whether differences exist in the distribution

of the predicted personality scores or the models’ accuracy across

these subgroups.

Moreover, future research should implement interpretable

ML approaches to identify potential biases and develop a better

understanding of which aspects of application materials are

predictive of certain personality judgments (Molnar, 2022). In

our case, the relatively small dataset made it necessary to reduce

the complexity of the text data by applying a dimensionality

reduction step via SVD. However, larger datasets would offer the

option to process the text data at the level of n-grams, therefore

retaining the ability to meaningfully interpret model outputs.

One option to integrate an interpretable ML approach into the

modeling pipeline would be to include permutation-based feature

importance measures (Breiman, 2001) into the outer-loop of the

cross-validation approach. These feature importance metrics are
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FIGURE 4

Scatterplots displaying absolute correlation between predicted and self-report personality scores and self-report vocational interest categories for

the combined Random Forest model. Dots positioned above the diagonal line display cases in which the ML-based personality traits correlated

stronger with vocational interests than the self-report models. Positive correlations are displayed as gray “X”s and negative correlations are displayed

as black triangles. Di�erences in direction of the correlations between predicted and self-report personality scores only occurred with

non-significant correlations. In these cases, the displayed mark represents the direction of the correlation of the predicted personality scores with

the self-report vocational interest categories.
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calculated by evaluating the change in predictive performance

subsequent to random permutation (i.e., shuffling) of the values

of a feature. This procedure makes it possible to determine how

important each feature is for the predictive performance of the

model. In a first step, the extracted feature importance metrics

could then be used to understand how the models integrate the

extracted language feature into a prediction. In a second step,

they could also be used to analyze whether the information the

model relies on when making its predictions varies across different

subgroups (e.g., gender and native speaker).

An alternative approach could be the extraction of SHAP values

(Lundberg and Lee, 2017). SHAP values are rooted in cooperative

game theory and, while generally being computationally more

expensive, come with the advantage that they allow for global

and local explanation. That is, whereas permutation feature

importance measures are usually used to explain the decision

rules of a model across all of its predictions (global explanation),

SHAP values are designed to also provide explanations for every

individual prediction (i.e., every applicant in our dataset; local

explanation). Having access to local explanations might bring

additional benefits in the context of recruiting as recruiters could

see how the information from the application material was used

in the personality prediction for specific applicants. Having access

to local explanations could help to identify potential biases in the

models at a more fine-grained level. Equally, local explanations

could also be used to transparently demonstrate that applicants

have been treated fairly and that the predictions were not driven by

biases if for example mandated in a lawsuit. As of today, these bias

analyses and more would potentially also be required to adhere to

the proposed EU AI Act (AI Act, 2021). Exact assessments are not

possible as the AI Act to this date is still under discussion and has

not yet been passed into legislature.

Third, this study only considered two types of text data: free

text responses and CVs. Future research should investigate how

different types of text data from the recruiting process such as

cover letters or letters of reference can be leveraged in prediction

models. An intriguing question is how recruiting processes could

be designed to produce even richer, more predictive data sources,

for example by comparing different questions, asking for more

free text answers or requiring applicants to produce more text in

conversations with chat bots.

Fourth, in line with prior research we found that the predicted

personality values correlate higher with certain external variables

than self-report personality (Park et al., 2015; Youyou et al.,

2015). An investigation of the unique contributions of ML-

based personality models over self-report assessment, especially

as a function of their training data, could (a) help map the

advantages of the predicted constructs over self-report-assessed

constructs and (b) uncover possible blind-spots of self-reports. To

further investigate this phenomenon, research could map predicted

personality scores from models trained on different types of

training data and their self-report counterparts to different external

criteria. For example, for the case of predicted personality scores

in recruiting settings, predicted personality scores based on work-

related and work-unrelated data sources should be mapped to a

variety of different external criteria such as cognitive ability, job

satisfaction or job performance.

Fifth, we applied a combined approach of open- and

closed-vocabulary extraction approaches. Since the field of natural

language processing is constantly evolving, new methods such as

contextualized word embeddings like BERT (Devlin et al., 2018)

or more recently large language models (Touvron et al., 2023)

become available to researchers at increasingly narrow intervals.

Future research should investigate how models can be improved

by including these new methods.

Sixth, to better understand the practical implications of our

results, future research should examine the downstream value of

implementing ML-based personality prediction models in real-

world recruiting contexts, for example, in a recommendation

system that proactively matches candidates to jobs. Are applicants

matched using ML-based predictions of personality more likely to

receive an initial response from the employer? Are they more likely

to be hired for the job after going through the full interview process?

Are they happier and more productive in their job? And are they

less likely to leave? Providing answers to these questions will be

critical for showing the real value of our predictive models.

Conclusion

In this paper, we demonstrated the feasibility of using

automated predictions of personality in applied preselection and

recruiting settings. We extended existing research by showing that

(i) personality traits can be predicted from text data generated

early in the recruiting process (rather than later or from external

third-party data, such as social media profiles) and that (ii) such

automated personality assessments are able to predict important

external criteria such as vocational interests. Our findings highlight

an opportunity for organizations to utilize automated assessments

of personality in their recruitment processes without running

the risk of violating participants’ privacy and encountering legal

challenges. Based on the observed accuracies of our models,

we caution against the use of such predictive models to make

final hiring decisions, but instead encourage their application

as managerial decision-making aids and input into proactive

job recommendations.
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